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Abstract - When investigating co-channel spatial reuse, typical 
studies on ad-hoc networks have adopted static, device-specific 
transmission/interference ranges regardless of the runtime 
environment.  In this paper, we present an analytical frame-
work to investigate co-channel spatial reuse in dense wireless 
ad-hoc networks based on RF propagation models for some 
common network topologies.  We derive the minimum separa-
tion between simultaneous co-channel transmitters while main-
taining desirable signal-noise-interference-ratio at receivers.  
Spatial reuse is characterized by the ratio between co-channel 
transmitter (T-T) and transmit-receiver (T-R) distances.  Our 
results show that increasing transmission power improves spa-
tial reuse in ambient noise dominated environments.  However, 
in co-channel interference limited scenarios, increasing trans-
mission power has little effect on spatial reuse.  On the other 
hand, more simultaneous transmissions can be physically pos-
sible by decreasing the average T-R separation, independent of 
transmission power.  Our results confirm that the popular 
practice of using static transmission/interference ranges leads 
to an oversimplified model that is unable to accurately charac-
terize the spatial reuse (and consequently aggregate network 
capacity) in such ad-hoc networks. 

I. Introduction 

Increasingly wireless ad-hoc networks are used to provide 
connectivity to devices in environments where engineered 
network infrastructures don’t exist or are expensive to de-
ploy.  These networks typically include both 802.11 based 
ad-hoc networks [2][11][13] and low-power sensor net-
works [1][19].  Some sensor networks [5][19] must deal 
with hundreds to thousands of network devices in a confined 
indoor environment.  The proliferation of wireless-enabled 
mobile computing and consumer electronic devices will also 
increase node density of 802.11 WLAN-type ad-hoc net-
works.  It has been observed that such dense networks are 
often saturated with data traffic [24].  Therefore, the data 
transport capacity is a key performance metric in dense ad-
hoc networks. 

The aggregate data transport capacity of such a network is 
proportional to the number of simultaneous communications 

it can support.  While non-interfering channels are typically 
created by partitions of time, frequency, code, etc., co-
channel reuse in spatially separated locations is a key to 
determining aggregate capacity, especially in co-channel 
interference limited environments [21]. 

Frequency reuse and capacity planning have been exten-
sively studied for cellular networks [12][15][18] where the 
locations of base stations are known a priori.  Hence coor-
dinated channel partitioning among cells (i.e. effectively an 
FDMA overlay) yields a predictable and managed interfer-
ence environment.  However, the absence of engineered 
infrastructure in ad-hoc networks coupled with node mobil-
ity (leading to nodes joining and leaving the network inter-
mittently) makes it very difficult to implement any such 
centralized or semi-centralized channel allocation schemes 
designed for cellular networks, and make them efficient and 
scalable [6][22]. 

Without pre-planning, nodes in a wireless ad-hoc network 
rely on detect-and-transmit schemes to discover the 
(re)usable channels.  A representative method is the 
CSMA/CA algorithm that forms the basis of the Distributed 
Coordination Function (DCF) multiple access protocol in 
802.11 [11].  A node defers attempting channel access for a 
(random) period upon detecting either a busy channel or 
potential collision from one of its transmissions.  There is 
considerable interest in determining how the performance of 
such MAC algorithms scales spatially in a multi-hop, multi-
cell network. 

Runtime link-layer interference has been studied extensively 
for wide-area macro cellular networks [14][20].  These stud-
ies typically only consider interference from the first ring of 
co-channel cells in a regular frequency reuse pattern, ne-
glecting contributions from secondary cells.  In a dense ad-
hoc network, the above assumption is no longer valid.  
Therefore, a new interference model is needed to calculate 
the runtime interference and estimate the amount of spatial 
reuse feasible for indoor, dense ad-hoc networks. 
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This paper provides results for regular 1-D and 2-D network 
topologies using a link-layer based model for the runtime 
signal-noise-interference ratio (SNIR) at an intended re-
ceiver.  For a given minimal SNIR, we determine the mini-
mum spatial separation between neighboring transmitters 
(T-T) as function of T-R distance to characterize the amount 
of spatial reuse.  In section II, we describe our assumptions 
regarding communication model and network architecture.  
In section III and IV we present the spatial reuse models for 
1-D and 2-D network topologies, respectively.  Section V 
presents figures and discussions on the spatial reuse models.  
Then we discuss related works in section VI.  Section VII 
concludes the paper. 

II. Wireless Network Model 

In a wireless network, a transmitter can potentially contrib-
ute interference to all receivers, consequently affecting their 
reception.  Hence we need realistic models that not only 
quantify physical layer interference but also capture the in-
teractions of higher layers of the network stack that deter-
mine when and where such interference occurs.  

A. Physical layer assumptions 

Current studies on ad-hoc networks have largely used the 
range model [2][16] to characterize wireless links.  This 
simplistically assumes a fixed (radio) transmission range 
within which perfect communication is possible, and outside 
which no communication is possible.  Such a model does 
not consider multiple accesses.  It ignores the physical real-
ity of a wireless link where a receiver sees contributions 
from multiple simultaneous interfering sources and is thus 
inadequate for our purpose. 

We adopt instead a link-budget-inspired SNIR model 
[4][8][10][12][17][23] wherein a communication is success-
ful (with high probability) if and only if the average SNIR at 
the receiver is above a threshold.  This model emphasizes 
that it is not the absolute received signal strength, but the 
relative signal strength with respect to the interference (and 
noise) that determines whether a reception succeeds or not. 

A typical path loss model expresses the received strength (in 
dB) as a function of the T-R separation distance 
[10][21][23].  The signal strength is expressed as a log-
normally distributed random variable, i.e. 
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where d is the T-R separation distance.  d0 is the reference 
distance (usually 1 meter).  P0 is the decibel receiving power 

at the reference distance.  c is the speed of light.  f is the 
center frequency of the RF signal.  γ is the pathloss expo-
nent indicating how quickly the RF signal decays as dis-
tance increases, and has a negative value.  Finally Xσ is a 
zero-mean Gaussian distributed random variable with stan-
dard deviation σ. 

Normally the parameters are calculated from regression 
analysis of field measurements.  The type of the radio, as 
well as the propagation environment, translates into differ-
ent values for the pathloss exponent.  Table 1 lists typical 
measurements for some indoor wireless networks [3], 

 802.11b 802.11a 
LOS -1.91 -1.83 
NLOS (typical) -3.73 -4.70 

Table 1. Pathloss exponents in indoor environments 

B. Network architecture assumptions 

To study the essence of spatial reuse, we assume the follow-
ing, 

1. Homogeneous, backlogged nodes: every node has iden-
tical receiving sensitivity, transmission power and SNIR 
threshold.  Furthermore, a node always has packets to 
transmit. 

2. Work-conserving data links: no data link will ever be 
idle.  Here we essentially assume a zero-overhead link 
management (MAC) layer with global knowledge of link 
availability.  Combined with the previous property, the 
network is always saturated with traffic.  Therefore it 
also generates the worst-case interference. 

3. Uniform transmission and propagation environment: RF 
signal emitted by every node presents the same pathloss 
characteristic. 

4. Uniform node density: hence the average inter-node dis-
tance is a constant throughout the network. 

5. A node only communicates with its immediate neighbors 
using unicast.  Because of the uniform inter-node dis-
tance, the received strength of the respective signal is the 
same at all receivers. 

We also define a symmetric network as one in which every 
node perceives the same network topology and itself being 
the center of the network.  A significant property of a sym-
metric, omni-centric network is that there is no edge effect. 

III. Chain Network 

In a symmetric chain network, an infinite number of nodes 
are placed at equal inter-node distance along a straight line.  
Let us assign each node a unique id that resembles the inte-
ger axis ranging from -∞ to +∞.  Without loss of generality, 
let us consider node 0 receiving, see Figure 1.  In order for 
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the communication to succeed, the average SNIR at node 0 
must be higher than a threshold, let S0 denote that threshold. 

A. Interfering transmitters 

In a chain network, while node 0 is receiving, any other si-
multaneously transmitting nodes must be some minimum 
distance away from node 0 to avoid interfering with node 
0’s reception.  Each potentially interfering transmitter must 
also be able to have its own transmissions successfully re-
ceived.  Since a chain network is symmetric and omni-
centric, simultaneous transmitters are to be placed along the 
chain with equal transmitter separation (T-T) distance.  Let k 
denote that distance, in number of hops.  With respect to 
node 0 receiving, it means that simultaneous transmitters 
will be at k, 2k… nk…and -k, -2k… -nk…  Hence, the mini-
mum k indicates the best achievable spatial reuse. 

 

Figure 1. Interference accumulation on a chain 

B. Axial interference model 

In a chain network, the aggregate interference to a receiver 
comes from two symmetric groups, the right and the left, 
respectively.  We define the accumulated interference in one 
direction as axial interference.  Each axis includes an infi-
nite number of interfering sources. 

Recall the pathloss model in (1), let D denote the inter-node 
distance.  The axial interference (Paxial) has a mean value 
given by: 
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only if γ < -1, which is typically true for any network sce-
nario (refer to Table 1).  Since no closed form for the p-
series summation is known for arbitrary γ, we derive an up-
per bound next. 
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Now the upper bound for the average axial interference is: 
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C. Best achievable spatial reuse 

In a chain network, a node experiences interference from 
two axial groups of nodes.  Therefore the total interference 
is twice the amount (+3db) of a single axial interference.  
Hence, the SIR (Signal-Interference Ratio, ignore noise for 
now) at a receiver is as follows, 

dbkPDPSIR totalRx

axialtotal dbPP

31log10)(log10)( 1010

3

−+−−>−= 






+=

γ
γγ

 

(5) 

The above equation demonstrates three important properties 
of the SIR: 

1. Varying the transmission power (P0, included in A 
from (1) and (2)) will not change SIR.  The aggregate 
interference scales the same as the received power of 
the intended signal with respect to transmission 
power. 

2. Notice that k is the separation distance between 
neighboring transmitters, in number of hops, hence the 
SIR depends on the relative T-T separation distance, 
not the absolute T-T or T-R separation distance. 

3. SIR monotonically increases with respect to k. 
Now let us factor in the ambient noise and consider SNIR.  
Since the ambient noise level remains unaffected by chang-
ing transmission power, and both signal and co-channel in-
terference increase by the same factor, a higher transmission 
power actually increases SNIR.  In other words, to reach the 
same SNIR threshold, a higher transmission power will al-
low the receiver to tolerate higher co-channel interference, 
i.e. a smaller k.  Hence, spatial reuse is improved. 

In fact, in most dense narrowband wireless networks, ambi-
ent noise is negligible when comparing to co-channel inter-
ference.  Hence in the rest of analysis, we use SIR to ap-
proximate SNIR. 

Notice that runtime behavior of wireless communication 
reflects a stochastic process.  The receiving strength charac-
terized by the pathloss model in (1) is expressed as a ran-
dom variable, as is the runtime SIR.  Nonetheless, since the 
success probability of a communication strongly depends on 
the mean value of SIR, this paper will emphasize the condi-
tion which leads to average SIR being greater than the 
threshold S0.  Since the lower bound given in (5) is for the 
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mean value of SIR, the following is the sufficient condition 
for successful communication: 
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which leads to the following lower bound for k, 
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Essentially, (7) indicates the minimum k value which re-
flects the best achievable spatial reuse in a chain network. 

IV. Regular 2-D Networks 

Consider a regular 2-D network of uniform density with an 
infinite number of nodes; k denotes the separation distance 
between neighboring simultaneous transmitters measured in 
number of hops.  For a given receiver at the center, at most 
6 simultaneous transmitters can exist on the k-hop radius 
circle as shown in Figure 2(a); the locations of these trans-
mitters form the vertices of a hexagon whose edge is of 
length k hops.  Extending this analysis, simultaneous trans-
mitters will form an infinite hexagon tessellation overlaying 
the 2-D network as shown in Figure 2(b).  All the transmit-
ters reside at the vertices where the edge of each hexagon is 
k hops long for a reference receiver located at the center. 

 
Figure 2. Transmitter layout in 2-D network 

Given this regular 2-D network topology, the accumulated 
interference at a receiver is 
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Using the same upper bound for p-series as for the 1-D case, 
the aggregate interference in a 2-D symmetric network is 
upper-bounded by 
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Hence, the SIR has a lower bound of 
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Again, the SIR has the same three properties as in a 1-D 
chain network.  In noise limited scenarios, a higher trans-
mission power will improve SNIR and hence improve spa-
tial reuse.  When interference dominates, the minimum k 
value for a 2-D symmetric network is 
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Results for various network topologies and propagation en-
vironments have shown the dependence of spatial reuse on 
these key factors. 

V. Quantitative Results 

A. Spatial reuse 

In our analysis, spatial reuse is characterized by the separa-
tion distance between simultaneous transmitters, i.e. the 
value of k, in number of hops.  We have identified that spa-
tial reuse is determined by the receiver SIR requirements, 
the propagation path loss and the network topology. 

Figure 3 plots the spatial reuse (as given by equation 7) in a 
chain network with respect to pathloss exponent for three 
SIR threshold: 8dB, 13dB and 18dB, respectively.  In a 
typical 802.11b (2.4GHz ISM band) network, 18db is con-
sidered good channel quality which can sustain 11Mbps data 
rate.  For γ = -2, representing a typical free space environ-
ment, the T-T separation distance will be around 13. 
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Figure 3. Spatial reuse for various SIR requirements 

Likewise, Figure 4 plots the spatial reuse for 2-D symmetric 
network.  For comparison, the result for a chain network at 
8db is also included in this figure. 
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As demonstrated previously, calculation of the spatial reuse 
factor k centers around interference estimation which is 
based on using the upper bound for p-series summation in 
(3).  To evaluate the accuracy of the approximation, in 
Figure 5 the spatial reuse value resulting from use of our p-
series upper bound is compared against the baseline value.  
The latter is an accurate “brute-force” numerical computa-
tion of the p-series until the relative error is less than 1e-7.  
As shown, the lower bound adopted for the summation of 
the p-series matches well against the baseline over the range 
of interest. 
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Figure 4. Spatial reuse in 2-D symmetric network 
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Figure 5. Spatial reuse using interference estimation 

B. Comparison with cellular analysis 

In cellular networks, the co-channel spatial reuse factor is 
characterized by R, the co-channel reuse ratio [21].  Using 
the notation in this paper, the relationship between R and the 
SIR threshold at the receiving node is as follows, 
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Essentially, the interference model in a cellular network 
assumes that interference sources are limited to the base 
stations of the 6 nearest co-channel cells and ignores contri-
butions from more distant base stations.  So the model uses 
only the six first tier terms for the summation of the entire p-

series in equation (3).  Figure 6 compares the accuracy of 
the two models.  The baseline interference is calculated us-
ing brute-force iterative computation on equation (8), and 
our interference estimation is from (9).  As the figure shows, 
both results are within 5% of the real interference value for 
outdoor environment, where the typical pathloss exponent is 
less than –4.  However, when the pathloss exponent be-
comes larger than -4, the accuracy of the cellular approxi-
mation starts to suffer.  In [21], the author cited several 
measurements of pathloss exponent for various indoor envi-
ronments such as retail stores, factory plants, office build-
ings, etc., where the pathloss exponents were found to range 
from -1.8 to -3.3.  As demonstrated in Figure 6, while the 
cellular result can be more than 25% off the reference value, 
our approximation maintains 5% accuracy for these indoor 
environments. 
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Figure 6. Accuracies of interference models 

VI. Related Work 

Cellular networks with planned frequency reuse partition the 
coverage area into cells based on hexagon tessellation 
[18][21].  Each cell is served by a base station and a subset 
of all available radio channels are allocated either statically 
to the base stations, or dynamically “traded” amongst base 
stations.  A user device is instructed by the base station for 
the appropriate channel to communicate [12]. 

In contrast, the lack of engineered infrastructure and the 
random topology of ad-hoc networks lead to new implica-
tions for spatial reuse and its consequent impact on capacity 
of wireless ad-hoc networks.  In [2], the performance of 
various routing algorithms for wireless ad-hoc networks 
were compared in a simulation environment built around ns-
2 based on a static range model [7].  In [16], the authors 
examined the throughput capacities of 802.11b wireless ad-
hoc networks [11], through theoretical studies and ns-2 
simulations.  They found that the 802.11 MAC protocol 
yields throughput that is markedly less than is possible with 
an optimal schedule, either because it failed to detect an idle 
link immediately, or it generates too much local collision.  
This conforms to our position that cross-layer interaction 
among the network stack may significantly affect the overall 
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network capacity.  In [9], the authors investigated how node 
mobility affects the capacity of the network, and they found 
out that allowing random node movement in the network 
can actually increase the overall capacity of the network, if 
arbitrary delay is acceptable.  In [10], the authors took an 
information theory approach to study two types of wireless 
ad-hoc network environments: arbitrary network and ran-
dom network.  Network transport capacity was measured by 
the number of bits transmitted for unit distance in unit time 
and it was shown that (a) the capacity of an arbitrary net-

work is of order ( )nΘ where n is the node density whereas 

(b) the random network has a capacity of ( )( )nn logΘ . 

VII. Conclusion 

The total transport capacity of a wireless ad-hoc network is 
proportional to the number of simultaneous communications 
that can be accommodated in the network, which ultimately 
is determined by co-channel spatial reuse.  In this paper, we 
investigated the spatial reuse in dense wireless 1-D chain 
network topologies and 2-D symmetric network topologies.  
We used a link layer derived interference model for estimat-
ing the worst-case interference at the physical layer to de-
rive the minimal reuse distance.  The lower bounds of trans-
mitter separation distances demonstrate that spatial reuse is 
affected by the type of the radio, the channel path loss expo-
nent and the network topology and underscores the limita-
tions of the static range model used in a large majority of 
work in this area. 

Furthermore, increasing transmission power on homogene-
ous nodes improves spatial reuse only in ambient noise lim-
ited scenario.  When the reception is dominated by co-
channel interference, varying transmission power has mini-
mal impact on spatial reuse.  Nonetheless, by reducing the 
inter-node distance, more non-interfering communications 
can be accommodated in the same area.  Propagation envi-
ronments with higher path loss exponents allow better spa-
tial reuse. 
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