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The Use of the Adjoint Method
for Solving Typical Optimization
Problems in Multibody
Dynamics
The present paper illustrates the potential of the adjoint method for a wide range of opti-
mization problems in multibody dynamics such as inverse dynamics and parameter iden-
tification. Although the equations and matrices included show a complicated structure,
the additional effort when combining the standard forward solver to the adjoint backward
solver is kept in limits. Therefore, the adjoint method shows an efficient way to incorpo-
rate inverse dynamics to engineering multibody applications, e.g., trajectory tracking or
parameter identification in the field of robotics. The present paper studies examples for
both, parameter identification and optimal control, and shows the potential of the adjoint
method in solving classical optimization problems in multibody dynamics.
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1 Introduction

The adjoint method is probably the most efficient way to solve
a variety of optimization problems in engineering sciences. Much
attention to this approach has been paid recently in the context of
continuous systems for sensitivity analysis (see, e.g., Refs. [1–4]).
The class of dynamic programming methods for the computation
of gradients in an optimization problem includes the adjoint
method which has a long history in optimal control theory [5]. In
the explanations of Giles and Pierce [6], the adjoint method is
seen as a special case of linear duality, in which the dual problem
has to solve only a single linear system. Obviously, huge benefits
can be achieved by solving the dual formulation. The adjoint
method utilizes this powerful aspect of duality to dramatically
improve the efficiency of the computation.

The adjoint method is applied in, e.g., aerodynamic shape opti-
mization by Jameson [7], in which the gradient of an objective
function is determined indirectly by solving an adjoint equation
which has coefficients determined by the solution of the multi-
body dynamics equations. This directly corresponds to the gradi-
ent technique for trajectory optimization pioneered by Bryson and
Ho [8]. Once the gradient has been calculated, a descent method
can be used to determine the optimal parameters or controls. The
fast calculation of the gradients makes optimization computation-
ally feasible even for designs in complex three-dimensional multi-
body systems. For this purpose, the equations of motion of the
multibody system and adjoint equations may either be separately
discretized from their representations as differential-algebraic

equations (DAEs), or, alternatively, the equations of motion of the
multibody system may be discretized first, and the discrete adjoint
equations are then derived directly from the discrete multibody
equations [8]. In the field of aerodynamic design optimization
using the adjoint formulation, the works by Anderson and Venka-
takrishnan [9] and Nadarajah and Jameson [10] have to be men-
tioned. The work of Oberai et al. [11] shows the solution of
inverse problems in elasticity imaging using the adjoint method.
There, a straightforward calculation of the gradient requires N sol-
ves of the forward elasticity problem. This cost is computationally
prohibitive for typical values of N (>¼103). To circumvent this
difficulty, Ref. [11] presents a new algorithm based on the adjoint
elasticity operator which requires only two solves (independent of
N) to compute the gradient. Adjoint methods have also been the
subject of studies in fluid dynamics research, as e.g., in the work
by McNamara et al. [12], in which the adjoint method is used for
controlling physics-based fluid simulations through gradient-
based nonlinear optimization. Taylor et al. [13] present a hybrid
adjoint approach applied to turbulent flow simulations.

Previous work on the adjoint method in multibody dynamics
can be found in the work of Bottasso et al. [14], where the solution
of inverse dynamics and trajectory optimization problems for mul-
tibody systems is reflected by an indirect approach combining
optimal control theory with control and adjoint equations and
transversality conditions. The inverse solution methodology pre-
sented in Ref. [14] has been implemented in the general purpose
multibody code ADAMS. Within this implementation, some sim-
ple problems that provide a reasonable test and proof of concept
of the presented methodology have been investigated [14]. The
design of the indirect method for solving optimal control problems
for multibody systems presented by Bertolazzi et al. [15] seems to
be familiar with the idea of the adjoint method. The work by
Schaffer [16] presents a numerical algorithm, the piecewise
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adjoint method, which formulates the coordinate partitioning
underlying ordinary differential equations as a boundary value
problem, which is solved by multiple shooting methods. Addition-
ally, convergence analysis of backward differentiation formulas
(BDFs) is performed for stabilized differential-algebraic equations
of motion in index 1 form and as well for the adjoint differential-
algebraic equations for Cartesian noncentroidal multibody sys-
tems. Numerical studies in Ref. [16] compare the direct differen-
tiation method, the adjoint method, and the piecewise adjoint
method for a slider-crank mechanism and a high mobility wheeled
vehicle which revealed the speed-up of multibody systems with a
small number of degrees of freedom and the potential speed-up
for larger problems are discussed as well.

The group around Petzold, Cao, Li, and Serban [17–19]
describe forward and adjoint methods for sensitivity analysis for
differential-algebraic equations and partial differential equations
and state that the results of sensitivity analysis have wide-ranging
applications in science and engineering, including model develop-
ment, optimization, parameter estimation, model simplification,
data assimilation, optimal control, uncertainty analysis, and exper-
imental design [17]. In the work of Eberhard [4], the adjoint
method is used for sensitivity analysis in multibody systems inter-
preted as a continuous, hybrid form of automatic differentiation.

In case of an orientation parameterization of a body in multi-
body dynamics without using angles, as e.g., described in the
absolute nodal coordinate formulation (ANCF) [20], a gradient-
based optimization approach using adjoint equations has been pre-
sented by Held and Seifried [21]. There, two different objective
functions are defined to optimize a flexible slider-crank mecha-
nism. One criterion accounts for the deformation energy of the
flexible body, and the second criterion accumulates the squared
deviation of the actual and desired position of the slider block.
The adjoint method is then derived for the sensitivity analyses of
the different objective functions [21]. Due to the structure of the
objective functions and of the fact that the ANCF includes a con-
stant mass matrix with vanishing derivative, the equations reduce
to a simpler form [21, Eq. (19)]. The framework of the ANCF is
as well used in the sensitivity analysis using the adjoint method
by Pi et al. [22] within a first order approach, while in Ref. [23] a
second order adjoint sensitivity analysis of multibody systems has
been presented within the classical multibody formulation. The
optimization strategies employing second order sensitivity infor-
mation show higher accuracy, with the drawback of its complex
structure. However, the adjoint method is utilized in Ref. [23] and
shows for a large number of design variables dramatically
decrease in computational costs, see Table 4 in Ref. [23] for a
comparison of the adjoint method to the direct differentiation
method.

Despite of the great potential of the adjoint method, in multi-
body dynamics the adjoint method is rarely applied, since the
structure of the equations of motion is usually extremely compli-
cated, in particular if flexible bodies are included, and the effort to
obtain the set of adjoint equations seems tremendously high.
Hence, dealing with the adjoint method is obviously unattractive
for most developers of multibody simulation software, as far as
they are familiar with it at all. The main goal of the present paper
is to show how the adjoint method can be embedded efficiently to
a multibody system described by a system of differential-
algebraic equations of index 3 for optimal control problems or pa-
rameter identification applications. The body description is, in
contrast to the approach in Ref. [21], in which the flexible multi-
body system is displayed in minimal coordinates, defined by the
position of the center of mass and the four redundant Euler param-
eters for the orientation parameterization. This choice includes an
internal constraint for each body which has to be considered also
in the constraint Jacobian of the whole system and of course also
influences the optimal control equations. The present paper shows
the potential of the adjoint method for solving classical optimiza-
tion problems in multibody dynamics and presents applications
for optimal control problems and a parameter identification.

2 Adjoint Gradient Computation

In brief, the key idea of the adjoint method (see Refs. [4] and
[17–19] for example) may be summarized as follows. Suppose we
have the semi-explicit differential-algebraic system

_x ¼ fðx;u; t; kÞ
CðxÞ ¼ 0

xð0Þ ¼ x0; satisfying Cðx0Þ ¼ 0

(1)

where xðtÞ 2 RNx and kðtÞ 2 RNk are the vectors of state variables
and algebraic variables of a dynamical system such as a multibody
system in a redundant formulation. Herein, u 2 RNu may either
describe a vector of (constant) parameters or a vector of control
signals. Our goal is to find u such that a functional of the form

JðuÞ ¼
ðT

0

hðx;u; tÞdt (2)

is minimized. For example, it might be of interest to determine a
set of controls or parameters u in a way that the measured signals
�siðtÞ; i ¼ 1;…;Ns are best approximated by the system outputs
si(x). In this case, we could define the root mean square (RMS)
error as our functional to be minimized

JðuÞ ¼
ðT

0

XNs

i¼1

½siðxÞ � �siðtÞ�2dt (3)

Numerous methods are available to compute the argument for which
a function or a functional attains a minimum. We just refer to the
method of the steepest descent, the conjugate gradient method, the
Gauss–Newton method, or quasi Newton methods like the Broyden–
Fletcher–Goldfarb–Shanno (BFGS) algorithm when estimating the
Hessian or the Davidon–Fletcher–Powell (DFP) algorithm when
estimating the inverse of the Hessian. Some authors embed these
methods in a homotopy continuation to obtain a global minimum
[24]. In any cases, the gradient of J(u) must be determined. For
this purpose, several strategies can be pursued again. On the one
hand, if u is a vector of Nu parameters, the sensitivity equations
for xu ¼ @x=@u are usually considered (see Refs. [24], [25], or
[26] for example). The computational effort for this approach is
equal to solving Nu linear sets of equations with the same dimen-
sion as Eq. (1). On the other hand, if u(t) is a vector of control sig-
nals, these signals are often discretized in order to transform the
problem into a finite dimensional one. The adjoint method is a
powerful alternative to compute the gradient of J(u) in both cases.

First, we notice that J(u) does not change if we add Eq. (1) to
the integrand

JðuÞ ¼
ðT

0

hþ yTðf � _xÞ þ lTC
� �

dt (4)

no matter how the functions y(t) and lðtÞ are chosen. By introduc-
ing the Hamiltonian

Hðx; y; k; l; u; tÞ ¼ hðx;u; tÞ þ yTfðx; k; u; tÞ þ lTCðxÞ (5)

Equation (4) becomes

JðuÞ ¼
ðT

0

H � yT _x
� �

dt (6)

Let us now consider a forward solution x(t) and kðtÞ of the system
equations (1) for a set of parameters or control variables u. A vari-
ation of u about du will result in variations of x(t) and kðtÞ about
dx(t) and dkðtÞ and, moreover, in a variation of the functional J
about dJ. Up to a first order approximation dJ is given by
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dJ ¼
ðT

0

Huduþ Hxdxþ Hkdk� yTd _x
� �

dt (7)

where Hu;Hx, and Hk denote the row vectors with the partial
derivatives of H with respect to the components of u, x, and k,
e.g.,

Hx ¼
@H

@x1

…
@H

@xn

� �
(8)

Integration by parts in the last term of Eq. (7) yields

dJ ¼
ðT

0

Huduþ Hxdxþ Hkdkþ _yTdx
� �

dt� yTdxjT0

¼
ðT

0

Huduþ Hx þ _yT
� �

dxþ Hkdk
� �

dt� yTdxjT (9)

since dx(0)¼ 0 as the initial state is assumed to be prescribed. It is
the key idea of the adjoint method that the computation of dx and
dk can be circumvented if the adjoint variables y(t) and lðtÞ are
chosen such that

_yT ¼ �Hx; Hk ¼ 0 and yðTÞ ¼ 0 (10)

or including an other known fixed value for the boundary condi-
tion y(T). This set of semi-explicit differential-algebraic equations
is called the adjoint system of Eq. (1). It may be solved backwards
in time starting at time t¼ T, once the original equations have
been solved forward for t 2 [0, T]. Then, with xðtÞ; kðtÞ; yðtÞ, and
lðtÞ from Eqs. (1) and (10), the variation of J according to Eq. (9)
is readily given by

dJ ¼
ðT

0

Hududt (11)

If u is a control signal, the largest possible increase of dJ is
obtained, if du(t) is chosen in the direction of HT

u . Hence, HT
u may

be considered as the gradient of the functional J(u).
Moreover, if u is a vector of parameters, Eq. (11) becomes

dJ ¼
ðT

0

Hudt

� 	
du ¼ rJTdu (12)

and, hence, the gradient of the function J(u) is given by

rJ ¼
Ð T

0
HT

u dt. To find a minimum of J, we could simply walk a

short distance along the negative gradient of J. In this case, we
must choose a (small) number j> 0 and determine the increment
of u from

duðtÞ ¼ �jHT
u ðcontrol optimizationÞ (13)

or from

du ¼ �j
ðT

0

HT
u dt ðparameter optimizationÞ (14)

If j is sufficiently small, the updated control/parameter uþ du
will always reduce J.

Note that only two systems of DAEs must be integrated for
computing the direction of the gradient. The main difficulty with
multibody dynamics results from the complexity of the original
system (1). Hence, many authors focused on two-dimensional
examples or rather general aspects (e.g., Refs. [25], [27], and
[28]). However, based on highly redundant formulations the
adjoint equations (10) for a multibody system are relatively sim-
ple. In Sec. 3, we show how these equations can be implemented

in a MBS-code under the assumption that the rigid body rotations
are described by Euler parameters.

3 The Adjoint Method in Multibody Dynamics

In this section, we discuss the application of the adjoint gradient
computation to multibody dynamics. First, we derive the adjoint
equations for the equations of motion of a multibody system and
discuss the structure of the boundary conditions, in particular, if
an endpoint term is included in the objective function. Second, we
present a new time discretization method for solving the adjoint
equations numerically. Finally, we sum up the complete process
for the adjoint gradient computation.

3.1 Adjoint Equations. A mechanical system consisting of
rigid and flexible bodies, forces and constraints acting between
these bodies can be described by equations of motion in the fol-
lowing form:

MðqÞ€q ¼ fðq; _q; uÞ � CT
q ðqÞk

CðqÞ ¼ 0
(15)

Here, q denotes a vector of redundant generalized coordinates.
They are subject to the holonomic constraints C(q)¼ 0, which
enter the equations of motion via the Jacobian Cq and the vector
of Lagrange multipliers k representing the constraint forces in the
system. Moreover, the system may incorporate a control u(t) or a
vector of parameters u. For simplicity, we suppose that u appears
only in the vector f, which is true, if u is an actuating force, a stiff-
ness, or a damping parameter. However, the subsequent deriva-
tions may be extended to the case, where u appears in the
constraint equations, too. (This might be the case, if u is a parame-
ter to describe the position or orientation of a joint or u is included
in the initial conditions.)

Using the additional variables v ¼ _q, the equations of motion
can be reformulated as a first order system of equations reading

_q ¼ v (16)

M _v ¼ fðq; v;uÞ � CT
q k (17)

CðqÞ ¼ 0 (18)

The state vector x introduced in Sec. 2 now consists of q and v. It
is our goal to determine the parameter/control which minimizes a
functional of the form

J ¼
ðT

0

hðq; v;uÞdtþ Sðq; vÞjT (19)

in which Sðq; vÞjT introduces an additional end point term, usually
denoted as scrap function. For example, S could describe an end
point RMS-error of a sensor variable similar to Eq. (3). In this
means, a scrap function may also be used to replace possible
boundary conditions for the state variables at t¼ T by an optimi-
zation condition.

We want to derive a gradient formula like Eqs. (13) and (14)
for the multibody system now. Without changing the functional,
we may therefore augment J by the system equations in the fol-
lowing way:

J ¼
ðT

0

hðq; v;u; tÞ þ pTð _q� vÞ þ wTðM _v� f þ CT
q kÞ þ lTC

h i
dt

þ Sðq; vÞjt¼T (20)

At this point, the variables p(t), w(t), and lðtÞ may be chosen arbi-
trarily. The variation of the functional J is given by
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dJ ¼
ðT

0



hqdqþ hvdvþ huduþ pTðd _q� dvÞ

þ wT M _vð ÞqdqþMd _v� fqdq� fvdv� fudu
h

þ CT
q k

� �
q
dqþ CT

q dk

�
þ lTCqdq



dtþ Sqdqjt¼T þ Svdvjt¼T

(21)

Integration by parts for the terms including d _q and d _v is computed
by

ðT

0

pTd _qdt ¼ �
ðT

0

_pTdqdtþ pTdqjt¼TðT

0

wTMd _vdt ¼ �
ðT

0

d

dt
wTM
� �

dvdtþ wTMdvjt¼T

(22)

with dq(0)¼ dv(0)¼ 0 since initial conditions for the adjoint vari-
ables are prescribed as q(0)¼ q0 and v(0)¼ v0. Using Eq. (22)
and collecting the terms multiplied with dq, dv, dk, and du, the
variation of the functional J given by Eq. (19) can be rewritten as

dJ ¼
ðT

0



hq � _pT þwT M _vð Þq�fqþ CT

q k
� �

q

� 	
þ lTCq

� �
dq

þ hv � pT �wTfv�
d

dt
wTM
� �� �

dvþ wTCT
q

h i
dk

þ hu�wTfu

� �
du



dtþ Sqþ pT

� �
dqjt¼T þ Sv þwTM

� �
dvjt¼T

(23)

To eliminate the terms involving dq, dv the adjoint variables p, w,
and l may now be defined by equating the respective expressions
in square brackets to zero. After transposing these expressions,
one obtains the following system of adjoint equations:

dp

dt
¼ hT

q þ Awþ CT
q l (24)

d

dt
Mwð Þ ¼ hT

v � p� Bw (25)

0 ¼ Cqw (26)

0 ¼ ST
q þ pðTÞ (27)

0 ¼ ST
v þMðTÞwðTÞ (28)

where the abbreviations

A ¼ ðM _vÞTq � fT
q þ ðCT

q kÞTq (29)

B ¼ fT
v (30)

and the symmetry of the mass matrix M ¼MT have been used. If
Eqs. (24)–(28) are satisfied Eq. (23) reduces to

dJ ¼
ðT

0

hu � wTfu

� �
dudt (31)

which directly relates the independent variation du to the variation
of the objective function. Hence, we may conclude that the gradi-

ent of J is given by hT
u � fT

u w if u is a control or byÐ T
0
½hT

u � fT
u w�dt if u denotes a parameter.

3.2 Consistent Boundary Conditions for the Adjoint
System. One may have noticed that the boundary condition (28)
for the adjoint variable w is generally incompatible with the

constraint equation (26) at t¼ T. Only when Sv ¼ 0, i.e., when the
scrap function does not depend on v, all equations are satisfied by

setting pðTÞ ¼ �ST
q and w(T)¼ 0. However, we run into trouble if

Sv 6¼ 0. To circumvent this problem, we apply an approach similar
to the idea of Gear–Gupta–Leimkuhler [29] and consider the
constraint equations C(q)¼ 0 of the original system Eq. (15) at
velocity level yielding

Cq _q ¼ CqðqÞv ¼ 0 (32)

Its variation with respect to v and q results in

Cqdvþ Cqv
� �

q
dq ¼ 0 (33)

We may therefore consider this relation at time t¼ T and multiply
it with an arbitrary vector of numbers n to obtain

nT Cqdvþ Cqv
� �

q
dq

� ����
T
¼ 0 (34)

Since the expression on the left side is always zero we may add it
to Eq. (23) without modifying the variation of our objective func-
tional. Hereby, we end up with two additional boundary terms in
Eq. (23) transforming Eqs. (27) and (28) into

ST
q þ pþ Cqv

� �T
q
n ¼ 0 …at t ¼ T (35)

ST
v þMwþ CT

q n ¼ 0 …at t ¼ T (36)

By involving the still undetermined variable n we can now com-
pute p(T), w(T) such that also the constraint equation (26) is satis-
fied at t¼ T. For that purpose, the following system of equations
has to be solved for p(T), w(T), and n:

I 0 Cqv
� �T

q

0 M CT
q

0 Cq 0

2
64

3
75 p

w

n

2
4

3
5 ¼ �ST

q

�ST
v

0

2
4

3
5 …at t ¼ T (37)

In practice, one may first solve

M CT
q

Cq 0

� �
w

n

� �
¼ �ST

v

0

� �
…at t ¼ T (38)

yielding n and w(T), and compute then p(T) from

p ¼ � Cqv
� �T

q
n� ST

q …at t ¼ T (39)

Once w(T) and p(T) has been determined in this way, the
differential-algebraic set of adjoint equations (24)–(26) may be
solved to obtain w, p, and l at every time instant in the interval
[0, T].

3.3 Remarks on the Computation of the Jacobian Matrices
A and B. For the adjoint equations of a multibody system, the
matrices M, Cq, A, and B from Eqs. (29) and (30) are required
along a forward simulation of the equations of motion. Whereas
M, Cq also appear in the equations of motion and are therefore
available, the determination of the Jacobian matrices A and B
requires additional computational effort. Basically, the Jacobians
can be computed in three ways: First, the derivatives are com-
puted exactly by implementing explicit formulas in the MBS-
code. Second, one may compute the derivatives numerically by
substituting the derivatives by finite difference quotients. Finally,
the derivatives could also be determined by the technique of auto-
matic differentiation, see, e.g., Ref. [4]. For complex multibody
systems, the first way seems expensive and susceptible to
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programming errors. However, if a highly redundant formulation
of the equations of motion is used, this way becomes attractive.
We therefore recommend to assign full rotational and translational
degrees of freedom to every body of the system and to describe
the kinematic coupling between the bodies by constraint equa-
tions. Moreover, the use of Euler parameters for the rotational
motions simplifies the system matrices such that programming
explicit formulas for A and B become the most efficient strategy.
It should also be noted that the Jacobian matrices ðM _vÞq; fq; fv,
and ðCT

q kÞq may be required already for the simulation of the mul-
tibody system if an implicit integration scheme such as, e.g., the
Hilbert–Hughes–Taylor (HHT)-algorithm [30,31] is applied.
Hence, an efficient computation of these matrices is crucial also
for solving the equations of motion in forward direction.

3.4 A Backward Differentiation Scheme for the Adjoint
System. Since Eqs. (24)–(26) must be solved backwards in the
physical time t 2 [0, T], it is advantageous to introduce a new
time coordinate s running also from s¼ 0 to s¼ T, before a time
discretization scheme is developed. The transformation

s ¼ T � t; s 2 ½0; T�; d

dt
¼ d

ds
ds
dt
¼ � d

ds
(40)

converts the adjoint equations (24)–(26) into

dp

ds
¼ �hT

q ðsÞ � AðsÞw� CT
q ðsÞl

d

ds
MðsÞwð Þ ¼ �hT

v ðsÞ þ pþ BðsÞw

0 ¼ CqðsÞw

(41)

where MðsÞ;AðsÞ;BðsÞ;CqðsÞ; hqðsÞ, and hvðsÞ have to be com-
puted for qðsÞ ¼ qðT � tÞ; vðsÞ ¼ vðT � tÞ and kðsÞ ¼ kðT � tÞ,
resulting from a forward simulation of the equations of motion
(15). The boundary condition for p and w is now given by Eqs.
(38) and (39) at s¼ 0.

For the numerical solution of Eq. (41) at the time instances
sn¼ nc, n¼ 1,…, Nt, c¼ T/Nt, we propose a backward differentia-
tion scheme which approximates the derivative of a function F(s)
at a time instant sn by using the function values at sn, sn�1,…,
sn�k. The BDF reads

dF

ds

����
sn

� 1

c

Xk

i¼0

aiFðsn�iÞ (42)

The coefficients ai result from differentiating an interpolation
polynomial through F(sn),…, F(sn�k) and are chosen as the stand-
ard coefficients presented, e.g., in Ref. [32, p. 349]. Considering
Eq. (41) at s¼ sn and inserting the BDF-approximation for dp/ds
and d(Mw)/ds, the following set of algebraic equations for p(sn),
v(sn), and kðsnÞ is obtained:

1

c
a0pðsnÞ þ

Xk

i¼1

aipðsn�iÞ
 !

¼ �hT
q ðsnÞ � AðsnÞwðsnÞ � CT

q ðsnÞlðsnÞ (43)

1

c
a0MðsnÞwðsnÞ þ

Xk

i¼1

aiMðsn�iÞwðsn�iÞ
 !

¼ �hT
v ðsnÞ þ pðsnÞ þ BðsnÞwðsnÞ (44)

CqðsnÞwðsnÞ ¼ 0 (45)

where p(sn�i), v(sn�i), and kðsn�iÞ is supposed to be known for
i> 0 from previous integration steps. Notice that it is not neces-
sary to differentiate the term d(Mw)/ds by using the product rule,

which would require the additional term dM/ds to be computed
from the forward simulation.

Since the adjoint system (41) is linear in p, v, and k, the discre-
tized system given by Eqs. (43)–(45) is also linear in p(sn), v(sn),
and kðsnÞ. Moreover, p(sn) may be eliminated by solving Eq. (43)
for

pðsnÞ ¼ �
c
a0

ðhT
q ðsnÞ þ AðsnÞwðsnÞ þ CT

q ðsnÞlðsnÞÞ

� 1

a0

Xk

i¼1

aipðsn�iÞ (46)

Inserting into Eq. (44) yields

1

c
a0MðsnÞwðsnÞ þ

Xk

i¼1

aiMðsn�iÞwðsn�iÞ
 !

¼ �hT
v ðsnÞ �

c
a0

ðhT
q ðsnÞ þ AðsnÞwðsnÞ þ CT

q ðsnÞlðsnÞÞ

� 1

a0

Xk

i¼1

aipðsn�iÞ þ BðsnÞwðsnÞ

(47)

or after rearranging and multiplying with a0c

a2
0MðsnÞþc2AðsnÞ�a0cBðsnÞ

� �
wðsnÞþc2CT

q ðsnÞlðsnÞ

¼�a0chT
v ðsnÞ�c2hT

q ðsnÞ�
Xk

i¼1

ai cpðsn�iÞþa0Mðsn�iÞwðsn�iÞð Þ

(48)

Using the abbreviations

WðsnÞ ¼ a2
0MðsnÞ þ c2AðsnÞ � a0cBðsnÞ (49)

rðsnÞ ¼ �a0chT
v ðsnÞ � c2hT

q ðsnÞ �
Xk

i¼1

ai cpðsn�iÞð

þa0Mðsn�iÞwðsn�iÞÞ (50)

Equations (48) and (45) may be summarized in the following ma-
trix equation for w(sn) and lðsnÞ:

WðsnÞ c2CT
q ðsnÞ

CqðsnÞ 0

� �
wðsnÞ
lðsnÞ

� �
¼ rðsnÞ

0

� �
(51)

After solving this equation, the second adjoint variable p(sn) may
be computed from Eq. (46). The integration process can be started
by choosing the integration order k¼ 1 at first.

3.5 Summary: The Adjoint Gradient Computation. We
finally summarize the steps to compute the gradient of the
objective function J with the adjoint method. Let u denote a given
vector of controls or parameters of a multibody system. The fol-
lowing process describes how one obtains the direction of a con-
trol or parameter increment du which causes the maximum
decrease of J (with respect to a first order approximation of J).

(1) Solve the equations of motion Eq. (15) forward in time t �
[0, T] yielding q(t), v(t), and kðtÞ. This may be done, e.g.,
by choosing the HHT integration scheme, as proposed in
Ref. [30] and its application for a differential algebraic
system given in an index three formulation in Ref. [31].

(2) Just for information, we may then already compute the
objective function J by inserting q(t), v(t), and u(t) into Eq.
(19). Note that the integration must be done numerically.

(3) Along the forward simulation of the equations of motion
compute the mass matrix M(t), the constraint Jacobian
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CqðtÞ, and the Jacobian matrices A(t), B(t) from Eqs. (29)
and (30). For lack of computer memory, it might be impos-
sible to store these matrices at a sufficiently high number of
time instances. In this case, one must provide formulas to
compute these matrices from q, v, and u on demand.

(4) Determine the consistent boundary conditions at s¼ 0 for
the adjoint variables w and p from Eqs. (38) and (39). Note
that the additional Jacobian Cqv

� �T
q

must be computed at
t¼ T for that purpose.

(5) Solve the adjoint equations (41) for p(s), w(s), and lðsÞ,
where s¼T� t. A numerical solution at time instances sn

can be computed from Eqs. (51) and (46), where the inte-
gration order k must be chosen equal to one in the first step
and may be increased afterwards.

(6) Compute the adjoint variables as functions of the original
time by setting p(t)¼p(s¼ T� t) and w(t)¼w(s¼ T� t).
Moreover, determine huðtÞ and fuðtÞ along the forward
simulation.

(7) From Eq. (31), one may finally derive the direction of the
steepest descent. If u is a vector of parameters, set

du ¼ �j
ðT

0

hT
u � fT

u w
� �

dt (52)

If u is a vector of controls, set

duðtÞ ¼ �j hT
u ðtÞ � fT

u ðtÞwðtÞ
� �

(53)

A sufficiently small number j> 0 has to be chosen for that
purpose.

4 Optimization Strategies

Based on the adjoint gradient computation outlined above, we
may now search for a control or a parameter u which minimizes
the objective function J. Generally speaking, we can pursue two
different strategies: First, we could always walk a certain distance
along the gradient until we end up in a local minimum of J (gradi-
ent method). Second, we could solve the problem of finding u
such that the gradient becomes zero by applying a quasi-Newton
method. We describe both approaches in this section.

4.1 The Gradient Method. The gradient method uses
directly Eq. (52) or Eq. (53) to compute an update of u. The
resulting change dJ of the objective function can be evaluated by
inserting Eq. (52) or Eq. (53) into Eq. (31) yielding

dJ ¼ �j
ðT

0

hT
u � fT

u w
� �

dt

����
����
2

if u is a parameter (54)

or, respectively,

dJ ¼ �j
ðT

0

hT
u � fT

u w
�� ��2dt if u is a control (55)

We notice that dJ� 0 in both cases if j> 0. Hence, starting from
an initial guess for u, the method should converge to a local mini-
mum of J after several iteration steps. However, Eqs. (54) and
(55) only hold for small increments du, i.e., for a small number j,
since Eq. (31) was obtained from linearizing the objective func-
tion J at u. Therefore, the key problem is to choose the factor j
appropriately. On the one hand, if j is very small, the objective
function decreases reliably after each iteration step, but the con-
vergence rate will be very small, too. On the other hand, if j is a
larger number, the updated control or parameter uþ du will cause
an unpredictable change of J, which is not determined by
Eqs. (54) and (55).

Basically, there are two ways to choose j [33]:

(1) One may prescribe that the change dJ becomes a certain
fraction e of J, i.e., jdJj ¼ ejJj. For example, a 5% change
of J would result from setting e¼ 0.05. The factor j is then
given by

j ¼ ejJj
ðT

0

hT
u � fT

u w
� �

dt

����
����
�2

if u is a parameter (56)

or, respectively,

j ¼ ejJj
ðT

0

hT
u � fT

u w
�� ��2dt

� 	�1

if u is a control (57)

Of course, the integrals must be computed numerically, but
no additional simulation of the system equations is required
to determine j. However, this strategy does not necessarily
result in a decrease of the objective function.

(2) Finding number j such that J is absolutely reduced may
require several simulations of the system equations. For
that purpose, the increments given by Eq. (52) or Eq. (53)
are considered as functions of j. After solving the equa-
tions of motion with uþ du as inputs also the objective
function J becomes ultimately a function of j. By means of
a line search algorithm, one may then find a number j in a
predefined interval [0, jmax] which minimizes J. In prac-
tice, it is sufficient to apply an inexact line search algorithm
for that purpose.

4.2 Quasi-Newton Methods. It is well known that the con-
vergence rate of the gradient method is rather slow and that New-
ton’s method provides an alternative approach to find a minimum
of the function J(u). The basic idea is the following one: If u is a
vector of Nu numbers, the minimizing vector u is defined by a
zero gradient, i.e., by the equations:

rJ ¼ @J

@u1

;…;
@J

@uNu

� �T

¼ 0 (58)

which can be solved by Newton’s method. However, the Hesse
matrix H ¼ ðrJÞu is required for that purpose. To avoid the full
computation of H, which would be extremely time consuming in
multibody dynamics, several quasi-Newton methods have been
developed. They all approximate the Hessian by using the gra-
dients of successive Newton-iterations. For example, the Hessian
or even its inverse can be estimated efficiently by the well-known
DFP formula [34, Chap. 6.14, p. 354] or by the classical BFGS
algorithm [34, Chap. 6.15, p. 360], respectively. To describe the
methods, we have to distinguish between parameter and control
optimization problems.

4.2.1 Optimal Parameter. From dJ ¼ rJTdu and Eq. (31),
the gradient rJ is readily identified as

rJ ¼
ðT

0

hT
u � fT

u w
� �

dt (59)

if u is a parameter vector. If ~H
�1

is an approximation of the
inverse Hessian computed from the DFP or the BFGS algorithm,
an increment du is given by

du ¼ �~H
�1rJ (60)

4.2.2 Optimal Control. If u is a control vector, J becomes a
functional mapping a function u(t) on a real number J. Hence, a
straight forward application of the BFGS-method is not possible.
But since we are dealing with a discretized version of the adjoint
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equations, u is only computed at time instances tn¼ T�sn

¼ T� cn, see Sec. 3.4. Hence, in the discrete system J can be
considered as a function Ĵ of the vector

û ¼ uTðt1Þ; uTðt2Þ;…;uTðtNt
Þ

� �T
(61)

Moreover, the integral in Eq. (31) is also approximated by

dĴ ¼ c
XNt

n¼1

huðtnÞ � wTðtnÞfuðtnÞ
� �

duðtnÞ (62)

Since the gradient rĴ of the function ĴðûÞ is again defined by
dĴ ¼ rĴTdû, we identify

rĴ ¼ c huðtnÞ � wTðtnÞfuðtnÞ
� �T

(63)

From the DFP or the BFGS algorithm, we may now again com-
pute an approximation ~H

�1
of the inverse of the Hessian ðrĴÞû.

Then, an increment dû of the discretized control is given by

dû ¼ �~H
�1rĴ (64)

Note that it is strongly recommended to use a quasi-Newton
method which directly approximates ~H

�1
. Otherwise, if the origi-

nal Hessian ~H is computed, a very large and dense matrix must be
inverted, since the number of components of J given by Nt�Nu

might become large.

5 Numerical Examples

Three numerical examples are presented here in order to show
the application of the adjoint method in typical multibody sys-
tems. As a first example, a planar overhead crane is considered as
an example of an underactuated mechanical system which follows
a given trajectory and the optimization process identifies the con-
trol force and the control torque in a specific time domain. The
second example incorporates a single rigid body which is parame-
terized by the four redundant Euler parameters. A point of the

body is excited in order to follow a specific trajectory and the opti-
mization process identifies all entries of the inertia tensor. The
goal of the third example is to find the excitation force which is
required to swing up an inverse triple pendulum chain into the
upper rest position. Here, the numerical results are computed
without any desired trajectory, but specifying the end points of all
states and corresponding velocities only. A time history of the
identified forces and moments as well as convergence analyses for
the cost functionals and the inertia parameters are presented.

5.1 Planar Overhead Crane. A planar overhead crane, as
e.g., presented in Refs. [35] and [36], is considered as an example
of an underactuated mechanical system consisting of the cart A,
the hoisting drum B, the cable C, and a mass D mounted at the
end of the cable, see Fig. 1(a). The generalized coordinates of this
two-dimensional problem are chosen as the position of the cart in
x-direction xc, the length of the cable l, and the position of the
mass in x- and y-direction, xm and ym, respectively, see Fig. 1(b).
The optimal control problem is defined such that the point mass D
follows a given trajectory defined by a linear path from a
given starting point (xm0, ym0)¼ (0/4) to a given end point
(xmf, ymf)¼ (5/1) which is depicted in Fig. 2. The control force F
and control torque M depicted in Fig. 1(b) are identified within the
time period t 2 [0, 3]. Following Ref. [36], a smooth rest-to-rest
maneuver is realized by defining the trajectory in a parameterized
form in s¼ (t� t0)/(t0� tf) as follows:

xm ¼ 5 70s9 � 315s8 þ 540sz � 420s6 þ 126s5
� �

(65)

ym ¼ 4� 3 70s9 � 315s8 þ 540sz � 420s6 þ 126s5
� �

(66)

The mass of the cart and the hoisting drum AþB is set to 10 kg,
the mass of D is set to 100 kg, the moment of inertia of the hoisting
drum is 0.1 kg m2, and the radius of the hoisting drum is defined as
0.1 m. For this setting, the static torque acting at the hoisting drum
M, see Fig. 1(b), is given by M0¼ 100� 9.81� 0.1¼ 98.1 N m.
The results in Fig. 3 are computed with a constant step size and
show the initial settings for the first iteration and the identified con-
trol force F and control torque M after 300 iterations. The optimiza-
tion process reduces the costs to a factor 10�7 within 300 iterations,
see Fig. 4.

5.2 Single Rigid Body Parameterized With Euler
Parameters. A three-dimensional, single rigid body is studied
which is defined by the position of the center of mass x¼ (x, y, z),
and the orientation of the body is described by the four redundant
Euler parameters h ¼ ðh0; h1; h2; h3Þ. Figure 5(a) shows an arbi-
trarily shaped rigid body for which the inertia parameters describ-
ing the inertia tensor are not known in advance and the goal of the
study is to identify the moments of inertia I11, I22, and I33 and the
entries in the off-diagonal I12, I13, and I23. The point S of the body
follows a prescribed motion realized by a constraint, and the ve-
locity of the point P is measured (in global coordinates) in order
to identify the entries of the inertia tensor. For the computation,
the body shown in Fig. 5(b) is considered. The geometry used for
generating the inertia data is a cuboid with one diagonal congruent
with the z-axis. The excitation for the identification process is
applied in the point S situated at the origin at time t¼ 0. Velocity

Fig. 1 Geometry description of the planar, rigidly modeled
overhead crane

Fig. 2 The point mass has to follow a linear trajectory from a specified starting
point to a fixed end point
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measurements are taken in the point P situated in the opposite
direction to S along the z-axis. The mass of the body is set to
692.747 kg. The positions of the point S, the center of mass of the
body x, and the point P are chosen (in meters) as follows: S¼ (0,
0, 0), x¼ (0, 0,�0.916), and P¼ (0, 0, 0, �1.832). The desired
trajectory si of the point S used for the optimization process is
generated with the correct parameters of the body under consider-
ation and follows the excitation:

si ¼ 0:05

�
1þ sin

6p
T

t� T

12

� 	� 	� 	
(67)

for t 2 [0, T] with T¼ 3 s in x-direction for the time interval
0 � t < T=3ð Þ, in y-direction for the time interval T=3ð Þ � t
< 2T=3ð Þ, and in z-direction for the time interval 2T=3ð Þ � t < T.
In order to start the optimization, initial values for the parameters
to identify have to be defined. Table 1 shows the correct, the ini-
tial values for the first iteration and the final identified values for
the moments of inertia after 126 iterations, for which the values
are assumed to be converged, see Fig. 6. The convergence analy-
sis of the cost functional shows that the optimization process
reduces the costs already within the first 100 iterations to a factor
10�8, see again Fig. 6. Exemplary, the convergence analysis of
the moment of inertia I11 is shown in Fig. 7. It has to be mentioned
here that in case of identifying only the diagonal entries of the
inertia tensor, I11, I22, and I33, the results show higher accordance
to the correct values as in case of identifying the whole inertia ten-
sor also incorporating the deviation moments of inertia.

5.3 Inverse Triple Pendulum. An inverse triple pendulum is
studied consisting of a cart and three rigid bodies connected by
revolute joints. Figure 8(a) shows the geometric description of the
triple pendulum, which has been considered by various other
authors, e.g., by Ref. [37] considering a nonlinear feedforward
controller and an optimal feedback controller and its experimental
realization. The cart is only allowed to move along the x-axis
leading to a two-dimensional motion of the pendulum, see again
Fig. 8(a). The redundant generalized coordinates are chosen to be
the cart position xc, the position of the center of mass of each pen-
dulum (xi, yi), and the absolute pendulum angles /1;/2, and /3.
Linear friction torque/force is considered for each revolute joint
and between the ground and the cart defined by friction coeffi-
cients d1, d2, d3, and dc. The distances of the center of gravity of

Fig. 3 Time history of identified force F and torque M after 300
iterations and initial settings for the first iteration for Ex. 5.1.
The initial input for the force is set to F0 5 0 N for the first itera-
tion. The initial input for the torque is defined as the static tor-
que M0 5 98.1 N m.

Fig. 4 The convergence analysis of the cost functional for Ex.
5.1 shows that the optimization process reduces the costs to a
factor of 1027 within 300 iterations

Fig. 5 A single rigid body is studied for which the moments of
inertia parameters describing the inertia tensor are not known.
Point S follows a specified motion, and the velocity of point P is
measured in order to identify the entries of the inertia tensor.

Table 1 Moments of inertia: the correct values, the initial val-
ues for the first iteration, and the final identified values after
126 iterations, for which the values are assumed to be
converged

Parameter Correct value Initial value Final identified value Unit

I11 132.285 1.0 133.441 kg m2

I22 162.054 1.0 162.073 kg m2

I33 92.809 1.0 96.815 kg m2

I12 22.382 0.0 22.198 kg m2

I13 �42.342 0.0 �44.593 kg m2

I23 2.689 0.0 3.011 kg m2

Fig. 6 The convergence analysis of the cost functional for Ex.
5.2 shows that the optimization process reduces the costs al-
ready tremendously within the first 100 iterations. It has to be
mentioned that only the costs of every second iteration are
depicted here.
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each pendulum to the according joint are abbreviated by sp1
; sp2

,
and sp3

and defined following the values in table in Fig. 8(b). The
goal of the optimization is to find the excitation force F(t) which
is required to swing up the pendulum chain into the upper rest
position with all pendulum angles being /1 ¼ /2 ¼ /3 ¼ p, see
Fig. 9. As explained in Sec. 3.1, it is possible to incorporate a
scrap function, as introduced in Eq. (19), for computing the final
values for the adjoint variables. Hence, it is not necessary to pro-
vide a trajectory describing the movement of the system during
the swing up motion. The presented numerical results are com-
puted without any desired trajectory, while specifying the end

points of all states q and corresponding velocities v only. In order
to obtain good convergence performance, the error in positions is
weighted with a factor 5. The cart position xc is constrained in a
meaningful way by a penalty function considered in Eq. (2). In
order to start the optimization, an initial value for the excitation
force F has to be defined, here F0¼ 0, and a constant step size is
chosen. Figure 10 shows the initial setting F0¼ 0 for the first iter-
ation and the identified excitation force F after 353 iterations. The
optimization process reduces the costs defined by the end point
error to a factor which satisfies the optimal control requirements
within 353 iterations, see Fig. 11. The time history of the three
angles /1;/2, and /3 in the revolute joints are depicted in
Fig. 12.

Fig. 7 Exemplary, the convergence analysis of the moment of
inertia I11 considered in Ex. 5.2 is shown here for 126 iterations.
Only the costs of every second iteration are depicted here.

Fig. 8 A triple inverse pendulum is studied for which the exci-
tation force F is identified which leads to a swing up maneuver
into the rest position with /1 ¼ /2 ¼ /3 ¼ p. (a) Geometric
description of the inverse pendulum and (b) definition of the
necessary parameters for the numerical simulation.

Fig. 9 Simulation results of the swing up maneuver of the inverse triple pendulum
at six time steps: t 5 0.0, 0.7, 1.4, 2.3, and 3.0 s

Fig. 10 Time history of identified force F for the inverse triple
pendulum in Ex. 5.3 after 353 iterations. The initial input for the
force is set to F0 5 0 N for the first iteration.

Fig. 11 The costs according to the end point error considered
in Ex. 5.3 decrease to the limit of the value 1.5 after 353
iterations
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6 Conclusions

The proposed method shows that embedding the adjoint method
to multibody system dynamics is straightforward and illustrates its
potential for inverse dynamics and parameter identification on
account of its linear structure. Depending on the chosen forward
time integration scheme, almost all necessary matrices for the
backward time integration can be reused from the forward time
integration and therefore a time-efficient and memory-efficient
simulation tool for inverse dynamics in the field of multibody dy-
namics can be constructed. Therefore, the adjoint method shows
an efficient way to incorporate inverse dynamics to flexible
multibody system applications arising from modern engineering
or biomechanical problems.
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