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Abstract - We propose an Automatic Repeat Request (ARQ) / For-
ward Error Correction (FEC) scheme for synchronous transmission of
video over a binary symmetric constant rate channel. The approach
consists of jointly allocating source and channel rates to video blocks
from a given admissible set subject to the buffer or equivalently end-end
delay constraints. The channel codes used are the popular class of pow-
erful FEC codes known as Rate-Compatible Punctured Convolutional
(RCPC) Codes. The method used involves independent coding of the
video units and optimization of the end-to-end expected delivered video
quality. The existence of a return channel is assumed through which the
decoder informs the encoder about the success/failure of the transmis-
sion. In the event of a failure, incremental parity information is sent
to the decoder for correcting errors and a reallocation performed at the
encoder. The simulations done point out the efficacy of the proposed
scheme.

INTRODUCTION

Variable bit rate methods for source coding of video have received signifi-
cant attention in the past in view of their compression efficiency and network
bandwidth utilization. The problem of optimal allocation of rates for delay
constrained video has been solved for both the cases of noise free [1] and noisy
channels [2]. In [2], the channel considered was a burst error wireless channel
and the error control technique employed was conventional Automatic Re-
peat Request (ARQ) wherein based on feedback from the decoder, packets
received in error are retransmitted.

In this paper, we employ a hybrid ARQ/FEC scheme using Rate-Compatible
Punctured Convolutional (RCPC) codes [3] and investigate the potential ad-
vantages of integrating it into an ARQ based scheme to improve the delivered
video quality at the receiver. RCPC codes are a family of efficient channel
codes with rate compatibility restriction which implies that all the code bits
of a high rate code are used by the lower rate codes. Such schemes have been
considered for image transmission [4]. However there has been no treatment



in literature on the use of these codes in the context of delay constraints
(which result in equivalent buffer constraints). Intuitively, a hybrid scheme
based on RCPC codes has an edge over conventional ARQ in the sense that
during retransmissions following an error, there is no need to resend the entire
packet but only incremental parity information as proposed in [3]. Because of
the rate compatibility of the channel codes, any parity sent previously (as a
forward error correction component or as a retransmission), can be combined
with the incremental parity to facilitate error removal at the cost of lesser
bandwidth.

SYSTEM, PROTOCOL AND CHANNEL DESCRIP-
TION

The proposed video transmission scheme has applications in video on de-
mand and other storage and video server applications. The system consists of
an encoder (figure (1)) which also performs the role of a rate controller. The
rate distortion characteristics of each of the video units are assumed available
to the encoder. Based on this knowledge, the encoder allocates source rates
and then channel rates to the video units. The transmission units are variable
length packets. A typical packet consists of a source-channel code for a video
unit and an outer error detection code such as a 16-bit CRC for the source
code and finally a header.
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Figure 1: Encoder: Rate Control using hybrid FEC / ARQ

On receiving the bits, the decoder attempts to correct the channel errors
and recover the packet. The success or failure in correcting the channel errors
is determined by the error detection mechanism (assumed to be perfect) and
the result is conveyed back to the encoder through the feedback channel.
Upon success the encoder proceeds with the transmission of the next unit.
Else, the encoder, optimally switches to a stronger channel code and transmits
only the incremental bits needed for the chosen code. The decision to send
more bits is taken only if the deadline for the display of the unit has not been
reached and the procedure goes on.

The channel model used is that of a constant bit rate, stationary, binary



symmetric channel with instantaneous feedback. The rate allocation algo-
rithm developed is particular to this simple model. However, it still highlights
the salient features of the buffer constrained joint source channel optimiza-
tion and can serve as a first step towards analysis of the problem using more
complicated channel models. The framework can however, be easily extended
to the case of feedback with delay.

PROBLEM FORMULATION

Definitions and Notations

Video Sequence: (V),),_; , is the sequence of transmission units to
send. The units may be video frames, or subbands of a frame, or groups of
frames; the only assumption being that each unit being sent is coded inde-
pendently of others.

Source/Channel Rates: Sy (i) and C;(i) denote respectively the source and
channel rates in bits for the i** unit of quality k& and strength j respectively
where Kk = 1,....K and j = 1,....J. From the Rate-Distortion characteristic
of the i*" unit, Sy (i) is associated with mean squared Distortion Dy (i). For
convolutional channel codes, code strength j is associated with a rate factor
r(j) (sothat C;(i) = r(j).Sk(¢)) and with a probability of bit error py(j). The
channel codes used are convolutional codes so that for j; > ja, r(j1) > r(j2)
and pp(j1) < pp(j2). The probability of bit error for a particular code strength
depends only upon the signal to noise ratio in the channel. For our scheme
we assume that the channel is stationary and the signal to noise ratio and
hence py(j) for each code strength j is known to the encoder.

Expected Distortion per Transmission Unit: Define probability of frame
error py (i) for the it" unit as:

Py () =1 (1 ()™ M
The Expected (Mean) Distortion for the i‘" unit is defined as:
ED"I(i) = (1 —p? (i)).Di(i) + py” (i).E(i) (2)

where E(i) denotes the energy of the i*" unit i.e. the mean square distortion
encountered when zero rate is assigned to the i** unit. This is clearly a
pessimistic view since here a unit received in error is considered as lost fully.
Rate Constraints: Time is measured in terms of video unit times. Let N
be the total number of units to be sent. Let

R (i) = Si(i) + C; (i) (3)

denote the rate assigned to the it® unit. Then if C' denotes the channel
bandwidth in bits per video unit time and L is acceptable latency of the
application then at time n if unit mn is currently being transmitted and R’ (m)
bits of it are present in the encoder buffer we need:



I=m+1

Statement of the Problem

Formulation (For the case of instantaneous feedback): Let the current
time be n and the unit being transmitted be m. Let R (m) bits of unit m be
in the encoder buffer. Now if the m'" unit is lost before time n + 1, then the
optimization problem can be formulated as:

For alli € m +1,...N obtain k(i) and j(i) such that k(i) € 1,...K and
j(i) € 1,...J and that

Z EDk(i),j(i)(,L')+ED£273):jhigher(m) (5)

is minimized subject to the constraints (4) where R (m) in (4) is replaced by
R (m) + I(jiow, jnigher) Where jnigher € Jiow,-.J. The latter term is the
incremental parity term for the m!” unit. For the case of delayed feedback,
additional terms appear in (4).

Every time an error occurs, the encoder tries to send an incremental chan-
nel code for the unit in error so that (5) is minimized. So there is a dynamic
reallocation for all the units which are yet to be transmitted. Since all the
units up to n (current time) will already have been encoded, and there is a
possibility that during the reallocation lesser number of bits are made avail-
able for them than the current assignment, we see that implementation is
most elegantly supported if all the units are source coded in an embedded
form. In this case taking away bits is equivalent to “chopping” off some bits
off the source code.

Optimization Framework

The solution to the above problem is found using Dynamic Programming.
In the trellis generated the stages represent the time in terms of video unit
times and the states are the encoder buffer occupancy states (B.) (related at
successive time instants by: B(i + 1) = B.(i) + R(i + 1) — C) as shown in
figure 2. The constraints in (4) are implemented by restricting the number of
states in each stage to L.C'. The cost associated with a branch from node a in
stage n to a node b in stage n+1 is given by the expected distortion associated
with the rate r(n + 1) for the (n + 1)th unit (r(n +1) = s(n+ 1) + ¢(n + 1))
where r(n+ 1) = b+ C —a. Because of independent coding of the video units
and the fact that the channel is a binary symmetric channel (memoryless)
the cost of a branch is independent of the path it came from and hence we
can use dynamic programming techniques. The metric in (5) represents the



total cost of a path from the initial to the final stage and is to be minimized
over all possible paths.

Buffer Occupancy———

Time (Stages) —
Cost(ab) =ED(k, j) such that b+C -a= Sk(n+l) + q(n+1)

Figure 2: Trellis representing encoder buffer occupancy at different stages.

EXPERIMENTAL RESULTS

For the simulations, Said and Pearlman’s (embedded) SPIHT coder [5] was
used in the intraframe mode and the family of RCPC codes used (memory
M=4 and puncturing period P=8) was obtained from [3]. The rate distortion
characteristics used were a parameterized version of those for the “Football
sequence” when coded as a sequence of images using the SPTHT coder. The
simulations were run for 100 frames with end-end latency L=1. The value
of L chosen was motivated by a desire to obtain representative performance
for practical sequences (which typically have much larger lengths so that the
end-end latency would typically be a small percentage of the playing time).

The video units (obtained after subdividing the output frames from the
video player) and their sizes were chosen so that after source coding the
video units the average transmission packet size was close to that needed for
maximum throughput for the ARQ scheme for each value to signal to noise
ratio in the channel. This would offer a conservative comparison. The hybrid
scheme consistently outperforms the ARQ scheme for all ranges of bit error
rates (figure (3)) with a striking difference for bit errors in the range (1073
to 1075). A reason for large gains at high BERs is that because of the strict
buffer size used (L=1), the ARQ scheme at high BERs is unable to get much
throughput across.

CONCLUSIONS AND FUTURE WORK

We formalized the problem of optimal joint source-channel rate control
for stored video and presented an algorithm to compute the optimal control
which can be trivially extended to real time transmission. We considered
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Figure 3: Average PSNR at the decoder as a function of signal to noise ratio
in the channel for the hybrid and the ARQ scheme at a target transmission
rate of about 1bpp.

the scenario where the encoder has knowledge of the channel state (signal to
noise ratio) and the channel is stationary. It is to be noted that the scheme
is optimal even for the case of time varying channel when the state is known
to the encoder. Thus an extension of this work would be to incorporate a
channel state estimator whose output is available to the encoder.
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