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microRNA analysis, 
so you can accelerate 
discoveries.
We have just launched the next generation of our popular 
Locked Nucleic Acid-based arrays – the miRCURYTM LNA 
microRNA Array.  

With more sensitivity and specifi city than ever before, you 
can conduct expression profi ling of a comprehensive range 
of microRNAs from any organism you like – vertebrates, 
invertebrates, plants and viruses – from a strikingly small 
amount of sample. You even have access to 150 proprietary 
microRNAs unavailable elsewhere (miRPlusTM). 

Our microRNA array platform is part of Exiqon’s 
miRCURYTM product line, the most complete range of tools 
for microRNA analysis available today. The miRCURYTM 
tools enable you to seek, fi nd and verify microRNAs – and 
to accelerate your discoveries.

Dr. Carsten Alsbo, miRCURYTM Array Product Manager

Contact our research specialists to learn more 
North America: +1 781 376 4150 • Rest of world: +45 45 650 929
support@exiqon.com • www.exiqon.com

As illustrated below, miRCURYTM LNA microRNA Arrays 
produce very specifi c signals. You can create an effective, 
valid, and uniquely specifi c microRNA profi le with minimal 
cross-hybridization from just 30 ng total RNA.

Figure 1

Figure 1: The unique specifi city of the miRCURYTM LNA microRNA Arrays
A total of 431 microRNAs were divided into eight pools with 40-71 distantly 
related microRNAs in each pool and analyzed using miRCURYTM 
LNA microRNA Arrays.  The resulting data demonstrate the high specifi city 
of the miRCURYTM LNA microRNA Arrays and a maximum cross-
hybridization of just 4.9% across all eight pools, with an average of 3.9%.

Learn more about research based on Exiqon’s miRCURYTM 
LNA microRNA arrays at www.exiqon.com/array.
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On the cover: Graphical representation of the transcription, pro-
cessing, and targeting of miRNA within the cell. [Illustration: Cam-
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Small Wonders
In October 2001, three seminal papers, reproduced in their entirety in this booklet, 
appeared in the same issue of Science, together solidifying the evidence for an in-
triguing form of RNA. Named, by mutual agreement, microRNAs (miRNAs), these 
single-stranded small RNA molecules were isolated simultaneously by the three labo-
ratories under the supervision of Thomas Tuschl at the Max Planck Institute in Göttin-
gen, Germany, David Bartel at the Whitehead Institute in Cambridge, Massachusetts, 
and Victor Ambros from Dartmouth Medical School in Hanover, New Hampshire.

Using a number of common model organisms including Drosophila melanogaster 
and Caenorhabditis elegans, as well as human HeLa cells, the three groups isolated a 
variety of miRNA molecules, a portion of which were similar to previously described 
stRNAs (short temporal RNAs). The first stRNA (now regarded as part of the miRNA 
family), was named lin-4 and was discovered in 1993 in the lab of Victor Ambros. It is 
complementary to the 3‘ untranslated region of the mRNA transcribed from the lin-14 
gene in C. elegans. It wasn’t until 2000 that a second stRNA from C. elegans, let-7, 
was found in Gary Ruvkun’s lab at Massachusetts General Hospital in Boston, further 
priming the field for subsequent discoveries. The availability of the full genome se-
quence for C. elegans, completed in 1998, played a critical role and made identifica-
tion and comparison of miRNA sequences possible.

Previously dismissed as degradation products from RNA isolation, small RNAs in-
cluding miRNAs have been found to be more ubiquitous and abundant than anyone 
expected. To date, over 4,500 miRNAs have been deposited in the central Sanger In-
stitutes’ miRBase, and the number is climbing steadily. The number of miRNAs found 
in humans has reached 500 and, although some believe we are reaching the point of 
diminishing returns as far as the discovery of new miRNAs is concerned, this number 
is still increasing.

Publication of the 2001 papers established a new way of thinking about not only RNA 
function, but also about the regulation of all cellular functions, from differentiation to 
apoptosis. In the short space of six years research has advanced markedly.  A recent 
explosion of papers describing and characterizing miRNAs has occurred, and research 
demonstrating their potential for the treatment of disease is becoming more compel-
ling with each publication.

Novel forms of knockout and knockdown animals are now being developed in which 
regions of DNA coding for miRNAs are being deleted or their expression reduced, 
respectively. The resulting aberrant phenotypes are unexpectedly broad and variable. 
Many knockouts appear to have developmental defects and problems with the im-
mune system, as described in papers reproduced here. The knowledge gained from 
these experiments—and the implication of miRNAs in several human disease patholo-
gies—points to promising opportunities for therapeutic intervention through the tar-
geting of miRNAs. An optimistic future can be imagined where previously refractory 
diseases, including certain cancers and neurodegenerative disorders, are rendered 
tractable through the application of anti-miRNA treatments.

Sean Sanders
Commercial Editor, Science



Unlocking the Secrets 
of microRNAs
MicroRNAs constitute a class of short endogenous noncoding RNA molecules that aid post-
transcriptional regulation of gene expression by base-pairing with the 3’ untranslated region 
of target mRNAs. This base-pairing results in the degradation or repressed translation of 
the target mRNAs, inhibiting gene expression. Substantial research over recent years has 
established that microRNAs play a central regulatory role during development, differen-
tiation, and metabolism, providing valuable diagnostic and prognostic indicators as well as 
new drug targets for human diseases.

MicroRNA research presents several major challenges. The short nature (~22 nt) of micro-
RNA sequences makes it diffi cult for traditional DNA-based analysis tools to achieve the 
required target sensitivity. In addition, closely related microRNA family members differ by 
as little as 1 nt in sequence, emphasizing the need for high selectivity and single base-pair 
mismatch discrimination.

With our miRCURY™ LNA product portfolio, Exiqon is the pioneer of microRNA tools, 
supplying the research and diagnostics community with leading-edge products and services, 
based on our proprietary Locked Nucleic Acid (LNA™) technology. The key feature of LNA 
containing probes is that the introduction of LNA monomers into oligonucleotides increases  
the target affi nity signifi cantly while at the same time increasing the level of selectivity. 
Thus, miRCURY™ LNA research tools offer unmatched sensitivity and selectivity for micro-
RNA targets.

Within this Collection, we are pleased to present some of the groundbreaking scientifi c papers 
and reviews, published in Science, that have made a signifi cant contribution to understanding 
the role of microRNA in regulating gene expression. Three papers published in 2001 from the 
research groups of Tüschl et al., Bartel et al., and Ambros et al. were the fi rst to show the key 
role of 21- to 24-nucleotide noncoding microRNAs in Drosophila, C. elegans and human HeLa 
cells, respectively. The papers signifi cantly advance our understanding of highly conserved 
microRNAs and suggest their key role in sequence-specifi c posttranscriptional regulatory 
mechanisms, in particular during embryogenesis and development.

Following these initial discoveries, in a groundbreaking paper from 2005, the research group 
of Plasterk showed that the temporal and spatial expression of microRNAs is highly tissue-
specifi c during zebrafi sh development, suggesting a key role for microRNA in differentiation 
or maintenance of tissue identity. A paper by Rajewsky in 2007 further suggested that indi-
vidual microRNAs can exert critical control over mammalian differentiation processes, e.g., 
by regulating cytokine production in the mammalian immune system. In addition, Bradley et al. 
(2007) highlighted the importance of microRNAs in nondevelopmental regulation, suggesting 
that they play a key role in the homeostasis and function of the immune system, while Hébert 
and De Strooper (2007) summarize recent research that suggests a role for microRNAs in the 
survival of postmitotic cells targeted in certain neurodegenerative disorders.

As the importance of microRNA research grows, new tools and methodologies will be needed to 
refi ne our understanding of gene regulation. By working with Science to bring you this Collection, 
we hope to illustrate that microRNA analysis is now an important part of understanding any living 
system and will be required to complement ongoing research initiatives.

Lars Kongsbak, President & CEO of Exiqon

In an interview with Exiqon, Dr. Thomas 
Tüschl, of the Rockefeller University, 
describes the current and future advances 
in microRNA technology, and the challenges 
faced in this fi eld by the research community 
today.

Q: What do you consider to be the most 
important advance in the microRNA fi eld? 

The generation of a complete catalog of 
all microRNA genes and the definition of 
their cell–type specific expression pattern 
has been the most important advance in 
the microRNA field. These efforts are still 
ongoing, but are nearing completion.

Q: What is the biggest challenge facing the 
microRNA community at present? 

This would fall in two categories. First of 
all, experimental definition of micro-
RNA targeted genes, i.e., determining 
which genes are regulated by which 
microRNAs, is of key importance. An 
additional challenge is the determination 
of the biological function of micro-RNAs, 
both for cell–type specific as well as the 
more ubiquitously expressed microRNAs. 
Secondly, I would say the quantification 
of microRNA copy numbers per cell is a 
major challenge, which will then allow 
assessment of the expected degree of 
suppression exerted by these microRNAs.

Q: How do you see the potential for 
microRNAs developing in the future as 
biomarkers for disease diagnosis and 
prognosis? 

MicroRNAs, because of their high copy 
numbers per cell and their defined expres-
sion patterns, represent good biomarkers 
for specific cell types and probably for 
diseased tissues originating from such 
cell types. There is a potential to facilitate 
diagnosis of some types of metastatic 
tumors, but it is still an open field.

Q: Can you speculate how the fi eld of 
microRNA may develop to investigate other 
classes of noncoding RNA in the future? 

The technologies developed for microRNA 
identification and characterization are 
readily adaptable for characterizing 
other types of small RNAs, so I think 
we are in a good position to investigate 
the role of other noncoding RNAs.

Intropage_science_04.indd   A 13/9/07   08:47:27
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Glimpses of a Tiny RNA World
Gary Ruvkun

Over the years, a steady stream of struc-
tural and regulatory RNAs have been 
identified. Three papers published in 

this booklet on pages 6, 11, and 15 from the 
Tuschl, Bartel, and Ambros labs continue the 
tradition, but now prospecting for tiny RNAs 
of ~22 nucleotides (nt) (1–3). The chain of 
reasoning that simultaneously attracted these 
groups to 22 nt is convoluted but interesting. 

The first 22-nt RNAs, lin-4 and let-7, were 
identified by genetic analysis of Caenorhab-
ditis elegans developmental timing (4, 5). 
The expression of the lin-4 RNA during the 
first larval stage and the let-7 RNA during the 
fourth larval stage triggers the down-regula-
tion of target mRNAs via 3′-untranslated re-
gion (UTR) elements that are complementary 
to each regulatory RNA to specify the tempo-
ral progression of cell fates (6, 7). The let-7 
RNA, as well as its temporal regulation, are 
conserved across much of animal phylogeny 
(8). These 22-nt RNAs are called small tempo-
ral RNAs or stRNAs 

Tiny RNAs also emerged from the bio-
chemical analysis of RNA interference (RNAi) 
by experimentally induced double-stranded 
RNA (dsRNA): 21- to 25-nt small interfering 
RNAs (siRNAs) are processed from dsRNA 
and act as templates for their own amplifica-
tion and the degradation of target mRNAs dur-
ing RNAi (9, 10). lin-4 and let-7 are predicted 
to be processed from partially double-stranded 
precursors as well (4, 5, 8). The common size 
of ~22 nt for stRNAs and siRNAs suggested 
that they are generated and perhaps act by a 
common mechanism. In fact, the same Dicer 
ribonuclease (RNase) that is required to pro-
cess dsRNA to siRNAs also processes the 
stRNAs from their precursors (11, 12). The 
developmental defects caused by Dicer muta-
tions in plants and animals may be due to de-
fects in processing of other endogenous tiny 
regulatory RNAs (11–13). 

The three teams use a range of biochemical 
techniques to clone 21- to 25-nt RNAs (1–3) 
from three different organisms, and thus reveal 
the richness of the tiny RNA world. They de-
tect almost 100 new tiny RNAs—microRNAs 
or miRNAs. The Tuschl group identified 14 
new miRNAs from the Drosophila embryo 
and 19 miRNAs from HeLa cells (1). The ex-
pression of all the new miRNAs was verified. 
The Bartel group identified 55 new miRNAs 
from mixed-stage C. elegans and verified the 
expression of 20 out of 22 miRNAs tested 
(2). Lee and Ambros cloned and verified the 

expression of 15 C. elegans miRNAs, 10 of 
which were also identified by the Bartel group 
(3). While the entry point of these studies was 
biochemical, complete genome sequences 
were key in the analyses. All three groups used 
the genome sequences of a variety of organ-
isms to determine that these miRNAs are not 
breakdown products of mRNAs or structural 
RNAs, to infer precursors, to determine the 
genetic locations of the new genes, and to de-
termine whether the miRNAs are conserved in 
evolution. 

All of these miRNAs are predicted to be 
processed from multiply bulged and partially 
duplex precursors, like the stRNA precursors. 
Therefore, they are likely to be processed by 
Dicer, as demonstrated for two of the new 
miRNAs (3). More of the miRNAs are pro-
cessed from the 3′ region of the precursor 
stem loop than from the 5′ region, from which 
stRNAs are processed. One precursor produces  
miRNAs from both stems (2). Thus, as in  
siRNA processing from dsRNA, Dicer proba-
bly processes both strands of these precursors, 
but in many cases only one strand may be sta-
ble. Some of the miRNAs are expressed only 
as longer precursors at some developmental 
stages (2, 3), suggesting possible regulation of 
processing rather than transcription. 

Members of the RDE-1/Argonaute super-
family of proteins may also function in the 
maturation of miRNAs. The C. elegans Arg-
onaute orthologs are required for the matura-
tion and function of let-7 and lin-4 (11), and C. 
elegans RDE-1 and Arabidopsis Ago1 are nec-
essary for RNAi (14, 15). These proteins may 
form a complex with Dicer, as has been shown 
for Drosophila Argonaute2 (16). Genome se-
quences suggest that there are 24 C. elegans 
RDE-1/Argonaute genes, 7 in Arabidopsis, 4 
in Drosophila, and 4 in humans. The distinct 
RDE-1/Argonautes may be specialized for 
processing subsets of miRNA genes. The de-
velopmental defects caused by mutations in 
Drosophila or Arabidopsis Argonaute genes 
may be due to defective processing of particu-
lar miRNAs (17, 18). 

Like let-7, a number of the miRNA genes 
are conserved in evolution. About 12% of the 
miRNAs are conserved between nematodes, 
flies, and mammals, but more than 90% of the 
C. elegans miRNAs are conserved in the 90% 
complete Caenorhabditis briggsae sequence 
(2). To detect these conserved segments in ge-
nome sequence comparisons, only one or two 
mismatches could be tolerated. But one of the 
new miRNAs, mir-84, is 5 nt diverged from 
let-7, temporally regulated like let-7, and con-
served in flies and humans (2). Such a paralog 
could only be detected in the rarified sequence 

The author is in the Department of Molecular Biol-
ogy, Massachusetts General Hospital, Boston, MA 
02114, USA.

space of the miRNA sequence collection. 
One of the more subtle results comes from 

what the papers did not find: There is almost 
no evidence of siRNAs diagnostic of RNA 
interference in normally growing animals (2). 
Thus, Dicer and its cofactors are normally 
used for miRNA production, and are only re-
cruited for RNAi upon viral or other dsRNA 
induction. 

Some of the miRNAs, like lin-4 and let-
7, are temporally regulated. A number of the 
Drosophila and C. elegans miRNAs are only 
expressed in germ line or early embryos, 
hotbeds of translational control. In addition, 
the analysis of miRNA expression in cell 
lines and tissues suggests cell type–specific 
expression (1, 3). The regulated expression 
patterns of these miRNAs suggests functions 
in developmental control. However, some of 
the miRNAs are uniformly expressed, which 
could indicate more general roles in gene 
regulation, although in situ expression analy-
sis has not been done to reveal possible cell-
specific functions. One argument against an 
miRNA role in housekeeping gene regulation 
is that inhibition of C. elegans or Arabidopsis 
Dicer function, expected to generally decrease 
miRNA levels, causes developmental defects 
rather than cell-lethal defects (11, 13). 

Some of the miRNA genes are arranged in 
tandem clusters (1–3), as had been observed 
for the human let-7 orthologs (8). The genes 
in the tandem clusters that have been studied 
are co-expressed, for example, in the germ line 
and early embryo of C. elegans and Drosoph-
ila (1, 2). In fact, a set of seven highly related 
C. elegans miRNA genes that are expressed 
only in germ line and embryos are so tightly 
clustered within 1 kb that they are predicted to 
form a precursor from which all seven mature 
miRNAs might be processed (2). 

From the biochemical activities of let-7, 
lin-4, and the siRNAs, the new miRNAs are 
expected to regulate the translation or stability 
of other mRNAs (see the figure). The targets 
of the let-7 and lin-4 miRNAs emerged from 
genetic analysis of suppressors of the let-7 or 
lin-4 heterochronic mutant phenotypes (6, 7). 
These target mRNAs bear regions of comple-
mentarity to the let-7 and lin-4 RNAs, but with 
bulges and loops that make their informatic 
detection in total genome sequences difficult. 
The significance of the complementary sites 
has been proven by mutation that renders the 
site unresponsive to the regulatory RNA (6, 
7). A variety of mRNAs bearing regulatory 3′ 
UTRs have been identified in the germ line and 
early embryo of Drosophila and C. elegans. 
A search of these 3′ UTRs for regions com-
plementary to the embryonically expressed  
miRNAs could reveal potential targets and 
genetic pathways. Consistent with such a role, 
inhibition of the C. elegans Dicer gene dcr-1 
causes sterility and embryonic lethality (11). 

miRNAs could act in other pathways, such 



 5

as in the translational control of mRNAs teth-
ered in dendritic regions of neurons, which 
has been proposed to mediate synaptic plas-
ticity (19). The 3′-UTR sequences that medi-
ate dendritic translational control of calcium-
calmodulin–dependent kinase II have been 
determined (20), and it would be interesting to 
see if there are miRNAs that are complemen-
tary to these cisacting sequences. Finally, be-
cause siRNAs in plants mysteriously regulate 
target gene transcription as well as mRNA sta-
bility (9), it is possible that the new miRNAs 
regulate target gene transcription as well. 

The most definitive test of the function 
of the new miRNAs is to isolate mutations in 
these genes, and there may be genetic loci that 
have not been molecularly analyzed at the ge-
netic location of these miRNAs in C. elegans 
or Drosophila. Gene knockout, or perhaps 
RNAi, increased gene dosage, or misexpres-
sion strategies, also could be used to establish 
the function of these miRNAs. 

Because genes that encode gene-regula-
tory proteins constitute a large fraction of C. 
elegans and Drosophila genetically identified 
loci, why have more of the miRNAs not been 
revealed by genetic analysis? One view is that 
they constitute a small genetic target, although 
multiple lin-4 and let-7 mutant alleles emerged 
from relatively limited genetic screens. Alter-
natively, given that less than 5% of the many 
C. elegans KH or RRM domain RNA-binding 
protein genes have been genetically identified, 
the miRNA genes may be emerging from ge-
netics at about the expected rate. And if these 
miRNA genes regulate the expression of fewer 
target mRNAs than other RNA-regulatory pro-
teins, or if multiple miRNAs regulate adjacent 
sites on common target mRNAs, mutations in 
them may cause more subtle phenotypes. Or 
perhaps researchers have simply been focus-
ing on the canon of protein-coding genes. 

Why use a tiny RNA to regulate the ex-

pression of target genes? First, the expression 
of a miRNA of 70 nt occurs much more rapid-
ly than that of a typical protein-coding primary 
transcript of 1 to 1000 kb and is not further de-
layed by translation. A transcriptional cascade 
of miRNA genes—for example, during the 
short cell cycles of Drosophila or C. elegans 
early embryogenesis—could trigger develop-
mental transitions by translational control of 
preexisting maternal mRNAs through trans-
lational control. The expression of miRNAs 
after a synaptic transmission may regulate the 
translation of mRNAs tethered in a dendrite 
before the decay of a phosphorylation event 
that may mark a recently fired synapse. Sec-
ond, the 22-nt siRNAs are remarkably potent 
at mRNA inactivation. There is good evidence 

Slicing and dicing miRNAs. (A) The two 
founder miRNAs from C. elegans, lin-4 and 
let-7, are processed from partially duplexed 
precursors by the Dicer/Argonaute complex, 
and then down-regulate the expression of 
protein-coding mRNAs by base-pairing to 
partially complementary elements on those 
mRNAs. The new miRNAs are expected to 
function similarly (B). For example, the Dro-
sophila and C. elegans miRNAs that are ex-
pressed during embryonic stages may regu-
late the translation of maternal mRNAs that 
pattern early development. (C) The small in-
terfering RNAs (siRNAs) that are interme-
diates in RNAi are also 21 to 25-nt long, 
processed by a Dicer/RDE-1 complex, and 
target mRNAs. The molecular components of 
RNAi may have been recruited for viral and 
transposon surveillance from an original role 
in miRNA regulation, or vice versa. 

that they can act systemically in plants and 
nematodes, with probable amplification (9). 
Given that the miRNAs use the same process-
ing and presentation machinery as the siRNAs, 
the miRNAs also may be amplified from their 
precursors, and may spread throughout an or-
ganism from a single source of expression. 

How complete are these miRNA surveys? 
They are just the first steps and not proposed 
to be saturating. But many of the miRNAs 
identified by the Ambros and Bartel group 
coincide, and let-7 constituted about 30% of 
the 100 miRNAs isolated from HeLa cells 
(1). While these biochemical procedures are 
skewed toward abundant miRNAs, the mul-
tiple isolations of particular miRNAs circum-
scribe the abundant miRNA world. On the 
other hand, many miRNAs were isolated just 
once, suggesting more miRNAs expressed at 
lower levels. Many of the miRNAs were isolat-
ed from mixed-stage RNA preparations (2, 3). 
Biochemical collection of miRNAs from se-
lected cell types or finely staged preparations 
may reveal rare miRNAs that act in particular 
cells or at particular times. But the compre-
hensive detection of miRNAs expressed in 
few cell types or under particular conditions 
may demand informatic approaches based on 
the now-extensive training set of miRNAs re-
vealed in these papers. 

In fact, the number of genes in the tiny RNA 
world may turn out to be very large, number-
ing in the hundreds or even thousands in each 
genome. Tiny RNA genes may be the biologi-
cal equivalent of dark matter—all around us 
but almost escaping detection, until first re-
vealed by C. elegans genetics and then more 
comprehensively charted by these papers. 
The next step is to figure out whether these 
regulatory RNAs use principles of amplifica-
tion and systemic spread that have selected for 
their conservation as well as their ramification 
into so many apparently new sequences. 
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the simultaneous identification of 16 novel 20- 
to 23-nt short RNAs, which are encoded in the 
D. melanogaster genome and are expressed in 
0- to 2-hour embryos (Table 1). The method 
was adapted to clone RNAs in a similar size 
range from HeLa cell total RNA (15), which 
led to the identification of 21 novel human 
microRNAs (Table 2), thus providing further 
evidence for the existence of a large class of 
small RNAs with potential regulatory roles. 
Because of their small size, and in agreement 
with the authors of two related papers in this 
issue (16, 17), we refer to these novel RNAs 
as micro-RNAs (miRNAs). The miRNAs we 
studied are abbreviated as miR-1 to miR-33, 
and the genes encoding miRNAs are named 
mir-1 to mir-33. Highly homologous miRNAs 
are referred to by the same gene number, but 
followed by a lowercase letter; multiple ge-
nomic copies of a mir gene are annotated by 
adding a dash and a number. 

The expression and size of the cloned, 
endogenous short RNAs were also examined 
by Northern blotting (Fig. 1 and Tables 1 and 

Two distinct pathways exist in animals 
and plants in which 21- to 23-nt RNAs 
function as posttranscriptional regu-

lators of gene expression. Small interfering 
RNAs (siRNAs) act as mediators of sequence-
specific mRNA degradation in RNA interfer-
ence (RNAi) (1–5), whereas stRNAs regulate 
developmental timing by mediating sequence-
specific repression of mRNA translation (6 
–11). siRNAs and stRNAs are excised from 
double-stranded RNA (dsRNA) precursors by 
Dicer (12–14), a multidomain ribonuclease III 
protein, thus producing RNA species of simi-

Identification of Novel Genes 
Coding for Small Expressed RNAs
Mariana Lagos-Quintana, Reinhard Rauhut, Winfried Lendeckel,

Thomas Tuschl*

In Caenorhabditis elegans, lin-4 and let-7 encode 22- and 21-nucleotide (nt) RNAs, 
respectively, which function as key regulators of developmental timing. Because the 
appearance of these short RNAs is regulated during development, they are also referred to as 
small temporal RNAs (stRNAs). We show that many 21- and 22-nt expressed RNAs, termed 
microRNAs, exist in invertebrates and vertebrates and that some of these novel RNAs, similar 
to let-7 stRNA, are highly conserved. This suggests that sequence-specific, posttranscriptional 
regulatory mechanisms mediated by small RNAs are more general than previously 
appreciated.

lar sizes. However, siRNAs are believed to be 
double-stranded (2, 5, 12), whereas stRNAs 
are single-stranded (8).

We previously developed a directional 
cloning procedure to isolate siRNAs after pro-
cessing of long dsRNAs in Drosophila mela-
nogaster embryo lysate (2). Briefly, 5′ and 3′ 
adapter molecules were ligated to the ends of 
a size-fractionated RNA population, followed 
by reverse transcription polymerase chain re-
action (PCR) amplification, concatameriza-
tion, cloning, and sequencing. This method, 
originally intended to isolate siRNAs, led to 

Fig. 1. Expression of  
miRNAs. Representative 
examples of Northern 
blot analysis are de-
picted (21). The position 
of 76-nt val-tRNA is in-
dicated on the blots; 5S 
rRNA serves as a loading 
control. (A) Northern 
blots of total RNA iso-
lated from staged popu-
lations of D. melanogas-
ter, probed for the indi-
cated miRNA. E, embryo; 
L, larval stage; P, pupa; A, 
adult; S2, Schneider-2 
cells. (B) Northern blots 
of total RNA isolated 
from HeLa cells, mouse 
kidneys, adult zebrafish, 
frog ovaries, and S2 cells, 
probed for the indicated 
miRNA.

Fig. 2. Genomic organi-
zation of miRNA gene 
clusters. The precursor 
structure is indicated as 
a box, and the location 
of the miRNA within the 
precursor is shown in 
black; the chromosomal 
location is also indicated to the right. (A) D. melanogaster miRNA gene clusters. (B) Human miRNA 
gene clusters. The cluster of let-7a-1 and let-7f-1 is separated by 26,500 nt from a copy of let-7d 
on chromosomes 9 and 17. A cluster of let-7a-3 and let-7b, separated by 938 nt on chromosome 
22, is not illustrated.
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2). For analysis of D. melanogaster RNAs, 
total RNA was prepared from different de-
velopmental stages, as well as from cultured 
Schneider-2 (S2) cells, which were originally 
derived from 20- to 24-hour D. melanogaster 
embryos (18) (Fig. 1 and Table 1). miR-3 to 
miR-7 are expressed only during embryogen-
esis and not at later developmental stages. The 
temporal expression of miR-1, miR-2, and 
miR-8 to miR-13 was less restricted. These 
miRNAs were observed at all developmental 
stages, and significant variations in the expres-
sion levels were sometimes observed. Interest-
ingly, miR-1, miR-3 to miR-6, and miR-8 to 
miR-11 were completely absent from cultured 
S2 cells, whereas miR-2, miR-7, miR-12, and 

miR-13 were present in S2 cells, therefore 
indicating cell type–specific miRNA expres-
sion. miR-1, miR-8, and miR-12 expression 
patterns are similar to those of lin-4 stRNA in 
C. elegans, as their expression is strongly up-
regulated in larvae and sustained to adulthood 
(19). miR-9 and miR-11 are present at all stag-
es but are strongly reduced in the adult, which 
may reflect a maternal contribution from germ 
cells or expression in one sex only.

The mir-3 to mir-6 genes are clustered 
(Fig.2A), and mir-6 is present as triple repeat 
with slight variations in the mir-6 precursor se-
quence but not in the miRNA sequence itself. 
The expression profiles of miR-3 to miR-6 are 
highly similar (Table 1), which suggests that 

a single embryo-specific precursor transcript 
may give rise to the different miRNAs or that 
the same enhancer regulates miRNA-specific 
promoters. Several other fly miRNAs are also 
found in gene clusters (Fig. 2A).

The expression of HeLa cell miR-15 to miR- 
33 was examined by Northern blotting using 
HeLa cell total RNA, in addition to total RNA 
prepared from mouse kidney, adult zebrafish, 
Xenopus laevis ovary, and D. melanogaster S2 
cells (Fig. 1B and Table 2). miR-15 and miR-
16 are encoded in a gene cluster (Fig. 2B) and 
are detected in mouse kidney, adult zebrafish, 
and very weakly in frog ovary, which may re-
sult from miRNA expression in somatic ovary 
tissue rather than in oocytes. mir-17 to mir-20 

Fig. 3. Predicted precursor structures of D. melanogaster miRNAs. RNA secondary 
structure prediction was performed using mfold version 3.1 (32) and manually 
refined to accommodate G/U wobble base pairs in the helical segments. The miRNA 
sequence is underlined. The actual size of the stem-loop structure is not known 
experimentally and may be slightly shorter or longer than represented. Multicopy 
miRNAs and their corresponding precursor structures are also shown.
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Fig. 4. Predicted precursor structures of human miRNAs. For legend, see Fig. 3.
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are also clustered (Fig. 2B) and are expressed 
in HeLa cells and adult zebrafish, but undetect-
able in mouse kidney and frog ovary (Fig. 1 
and Table 2), and therefore represent a likely 
case of tissue-specific miRNA expression. 

The majority of vertebrate and invertebrate 
miRNAs identified in this study are not related 
by sequence, but a few exceptions do exist 
and are similar to results previously reported 
for let-7 RNA (8). Sequence analysis of the 
D. melanogaster miRNAs revealed four such 
instances of sequence conservation between 
invertebrates and vertebrates. miR-1 homologs 
are encoded in the genomes of C. elegans, C. 
briggsae, and humans and are found in cDNAs 
from zebrafish, mice, cows, and humans. The 
expression of mir-1 was detected by Northern 
blotting in total RNA from adult zebrafish and 
C. elegans, but not in total RNA from HeLa 
cells or mouse kidney (Table 2) (20). Interest-
ingly, although mir-1 and let-7 are both ex-
pressed in adult flies (Fig. 1A) (8) and are both 
undetected in S2 cells, only let-7 is detectable 
in HeLa cells. This represents another case of 
tissue-specific expression of an miRNA and 
indicates that miRNAs may play a regulatory 
role not only in developmental timing but also 
in tissue specification. miR-7 homologs were 
found by database searches of the mouse and 
human genomes and of expressed sequence 
tags (ESTs). Two mammalian miR-7 variants 
are predicted by sequence analysis in mice and 
humans and were detected by Northern blot-
ting in HeLa cells and adult zebrafish, but not 
in mouse kidney (Table 2). Similarly, we iden-
tified mouse and human miR-9 and miR-10 ho-
mologs by database searches but only detected 

mir-10 expression in mouse kidney. 
The identification of evolutionarily related 

miRNAs, which have already acquired mul-
tiple sequence mutations, was not possible by 
standard bioinformatic searches. Direct com-
parison of the D. melanogaster miRNAs with 
the human miRNAs identified an 11-nt seg-
ment shared between D. melanogaster miR-6 
and HeLa miR-27, but no further relationships 
were detected. It is possible that most miRNAs 
only act on a single target and therefore al-
low for rapid evolution by covariation. Highly 
conserved miRNAs may act on more than one 
target sequence and therefore have a reduced 
probability for evolutionary drift by covaria-
tion (8). An alternative interpretation is that 
the sets of miRNAs from D. melanogaster and 
humans are fairly incomplete and that many 
more mi-RNAs remain to be discovered, which 
will provide the missing evolutionary links. 

lin-4 and let-7 stRNAs were predicted 
to be excised from longer transcripts that 
contain stem-loop structures about 30 base 
pairs in length (6, 8). Database searches for 
newly identified miRNAs revealed that all  
miRNAs are flanked by sequences that have 
the potential to form stable stem-loop struc-
tures (Figs. 3 and 4). In many cases, we were 
able to detect the predicted precursors (about 
70 nt) by Northern blotting (Fig. 1). Some 
miRNA precursor sequences were also iden-
tified in mammalian cDNA (EST) databases 
(21), indicating that primary transcripts longer 
than 70-nt stem-loop precursors also exist. We 
never cloned a 22-nt RNA complementary to 
any of the newly identified miRNAs, and it is 
as yet unknown how the cellular processing 

machinery distinguishes between an miRNA 
and its complementary strand. Comparative 
analysis of the precursor stem-loop structures 
indicates that the loops adjacent to the base-
paired miRNA segment can be located on ei-
ther side of the miRNA sequence (Figs. 3 and 
4), suggesting that neither the 5′ nor the 3′ 
location of the stem-closing loop is the deter-
minant of miRNA excision. It is also unlikely 
that the structure, length, or stability of the 
precursor stem is the critical determinant be-
cause the base-paired structures are frequently 
imperfect and interspersed by G/U wobbles 
and less stable, non–Watson-Crick base pairs 
such as G/A, U/U, C/U, and A/A. Therefore, 
a sequence-specific recognition process is a 
likely determinant for miRNA excision, per-
haps mediated by members of the Argonaute 
(RDE-1/AGO1/PIWI) protein family. Two 
members of this family, ALG-1 and ALG-2, 
have recently been shown to be critical for 
stRNA processing in C. elegans (13). Mem-
bers of the Argonaute protein family are also 
involved in RNAi and posttranscriptional gene 
silencing. In D. melanogaster, these include 
Argonaute2, a component of the siRNA-endo-
nuclease complex (RISC) (22), and its relative 
Aubergine, which is important for silencing of 
repeat genes (23). In other species, these in-
clude RDE-1 in C. elegans (24); Argonaute1 
in Arabidopsis thaliana (25); and QDE-2 in 
Neurospora crassa (26). In addition to the 
RNase III Dicer (12, 13), the Argonaute family 
represents another evolutionary line between 
RNAi and miRNA maturation.

Despite advanced genome projects, com-
puter-assisted detection of genes encoding 

Table 1. D. melanogaster miRNAs. The sequences given represent the most 
abundant, and typically longest, miRNA sequence identified by cloning; 
miRNAs frequently vary in length by one or two nucleotides at their 3′ ter-
mini. From 222 short RNAs sequenced, 69 (31%) corresponded to miRNAs, 
103 (46%) to already characterized functional RNAs (rRNA, 7SL RNA, and 
tRNA), 30 (14%) to transposon RNA fragments, and 20 (10%) sequences 
had no database entry. The frequency for cloning a particular miRNA as 

a percentage relative to all identified miRNAs is indicated. Results of 
Northern blotting of total RNA isolated from staged populations of D. 
melanogaster are summarized. E, embryo; L, larval stage; P, pupa; A, adult; 
S2, Schneider-2 cells. The strength of the signal within each blot is repre-
sented from strongest (+++) to undetected (−). let-7 stRNA was probed 
as the control. GenBank accession numbers and homologs of miRNAs 
identified by database searching in other species are provided in (21).
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functional RNAs remains problematic (27). 
Cloning of expressed, short functional RNAs, 
similar to EST approaches (RNomics), is a 
powerful alternative and probably the most ef-
ficient method for identification of such novel 
gene products (28–31). The number of func-
tional RNAs has been widely underestimated 
and is expected to grow rapidly because of the 
development of new functional RNA cloning 
methodologies. 

The challenge for the future is to define 
the function and the potential targets of these 
novel miRNAs by using bioinformatics as well 
as genetics and to establish a complete cata-
log of time- and tissue-specific distribution of 
the already identified and yet to be uncovered  
miRNAs. lin-4 and let-7 stRNAs negatively 
regulate the expression of proteins encoded 
by mRNAs in which 3′ untranslated regions 
contain sites of complementarity to the stRNA 
(9–11). Because these interaction domains are 
only 6 to 10 base pairs long and often contain 
small bulges and G/U wobbles (9–11), the pre-
diction of miRNA target mRNAs represents a 
challenging bioinformatic and/or genetic task. 
A profound understanding of the expression, 
processing, and action of miRNAs may enable 
the development of more general methods to 
direct the regulation of specific gene targets 

and may also lead to new ways of reprogram-
ming tissues.
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Two types of short RNAs, both about 21 
to 25 nucleotides (21–25 nt) in length, 
serve as guide RNAs to direct post-

transcriptional regulatory machinery to spe-
cific mRNA targets. Small temporal RNAs 
(stRNAs) control developmental timing in 
Caenorhabditis elegans (1–3). They pair to 
sites within the 3′ untranslated region (3′ 
UTR) of target mRNAs, causing translational 
repression of these mRNAs and triggering the 
transition to the next developmental stage (1–
5). Small interfering RNAs (siRNAs), which 
direct mRNA cleavage during RNA interfer-
ence (RNAi) and related processes, are the 
other type of short regulatory RNAs (6–12). 
Both stRNAs and siRNAs are generated by 
processes requiring Dicer, a multidomain 
protein with tandem ribonuclease III (RNase 
III) domains (13-15). Dicer cleaves within 
the double-stranded portion of precursor mol-
ecules to yield the 21–25 nt guide RNAs.   

lin-4 and let-7 have been the only two 
stRNAs identified, and so the extent to which 
this type of small noncoding RNA normally 
regulates eukaryotic gene expression is only  
beginning to be understood (1–5). RNAi-
related processes protect against viruses or 
mobile genetic elements, yet these processes 
are known to normally regulate only one other 
mRNA, that of Drosophila Stellate (16–20). 
To investigate whether RNAs resembling 
stRNAs or siRNAs might play a more gen-
eral role in gene regulation, we isolated and 
cloned endogenous C. elegans RNAs that 
have the expected features of Dicer products.  
Tuschl and colleagues showed that such a strat-
egy is feasible when they fortuitously cloned 

endogenous Drosophila RNAs while cloning 
siRNAs processed from exogenous dsRNA in 
an embryo lysate (12). Furthermore, other ef-
forts focusing on longer RNAs have recently 
uncovered many previously unknown noncod-
ing RNAs (21, 22).  

Dicer products, such as stRNAs and  
siRNAs, can be distinguished from most other 
oligonucleotides that might be present in C. el-
egans by three criteria: a length of about 22 nt, 
a 5′-terminal monophosphate, and a 3′-termi-
nal hydroxyl group (12, 13, 15). Accordingly, 
a procedure was developed for isolating and 
cloning C. elegans RNAs with these features 
(23). Of the clones sequenced, 330 matched 
C. elegans genomic sequence, including 10 
representing lin-4 RNA and 1 representing 
let-7 RNA. Another 182 corresponded to the 
Escherichia coli genomic sequence. E. coli 
RNA clones were expected because the worms 
were cultured with E. coli as the primary food 
source.

Three hundred of the 330 C. elegans clones 
have the potential to pair with nearby genomic 
sequences to form fold-back structures resem-
bling those thought to be needed for Dicer pro-
cessing of lin-4 and let-7 stRNAs (Fig. 1) (24). 
These 300 clones with predicted fold-backs 
represent 54 unique sequences: lin-4, let-7, 
and 52 other RNAs (Table 1). Thus, lin-4 and 
let-7 RNAs appear to be members of a larger 
class of noncoding RNAs that are about 20–
24 nt in length and are processed from fold-
back structures. We and the two other groups 
reporting in this issue of the journal refer to 
this class of tiny RNAs as microRNAs, ab-
breviated miRNAs, with individual miRNAs 
and their genes designated miR-# and mir-#, 
respectively (25, 26).

We propose that most of the miRNAs 
are expressed from independent transcrip-
tion units, previously unidentified because 
they do not contain an open reading frame 
(ORF) or other features required by current  

gene-recognition algorithms. No miRNAs 
matched a transcript validated by an annotated 
C. elegans expressed sequence tag (EST), and 
most were at least 1 kb from the nearest an-
notated sequences (Table 1). Even the miRNA 
genes near predicted coding regions or with-
in predicted introns are probably expressed 
separately from the annotated genes. If most  
miRNAs were expressed from the same pri-
mary transcript as the predicted protein, their 
orientation would be predominantly the same 
as the predicted mRNA, but no such bias in 
orientation was observed (Table 1). Likewise, 
other types of RNA genes located within C. 
elegans intronic regions are usually expressed 
from independent transcription units (27). 

Whereas both lin-4 and let-7 RNAs reside 
on the 5′ arm of their fold-back structures (1, 
3), only about a quarter of the other miRNAs 
lie on the 5′ arm of their proposed fold-back 
structures, as exemplified by miR-84 (Table 1 
and Fig. 1A). All the others are on the 3′ arm, 
as exemplified by miR-1 (Table 1 and Fig. 1B). 
This implies that the stable product of Dicer 
processing can reside on either arm of the pre-
cursor and that features of the miRNA or its 
precursor—other than the loop connecting the 
two arms—must determine which side of the 
fold-back contains the stable product.

When compared with the RNA fragments 
cloned from E. coli, the miRNAs had unique 
length and sequence features (Fig. 2). The E. 
coli fragments had a broad length distribution, 
ranging from 15–29 nt, which reflects the size-
selection limits imposed during the cloning 
procedure (23). In contrast, the miRNAs had a 
much tighter length distribution, centering on 
21–24 nt, coincident with the known specific-
ity of Dicer processing (Fig. 2A). The miRNA 
sequence composition preferences were most 
striking at the 5′ end, where there was a strong 
preference for U and against G at the first posi-
tion and then a deficiency of U at positions 2 
through 4 (Fig. 2B). miRNAs were also gener-
ally deficient in C, except at position 4. These 
composition preferences were not present in the 
clones representing E. coli RNA fragments. 

The expression of 20 cloned miRNAs was 
examined, and all but two (miR-41 and miR- 
68) were readily detected on Northern blots 
(Fig. 3). For these 18 miRNAs with detectable 
expression, the dominant form was the mature 
20–24 nt fragment(s), though for most, a lon-
ger species was also detected at the mobility 
expected for the fold-back precursor RNA. 
Fold-back precursors for lin-4 and let-7 have 
also been observed, particularly at the stage 
in development when the stRNA is first ex-
pressed (1, 14, 15). 

Because the miRNAs resemble stRNAs, 
their temporal expression was examined. RNA 
from wild-type embryos, the four larval stages 
(L1 through L4), and young adults was probed. 
RNA from glp-4 (bn2) young adults, which are 
severely depleted in germ cells (28), was also 

An Abundant Class of Tiny 
RNAs with Probable Regulatory
Roles in Caenorhabditis elegans
Nelson C. Lau, Lee P. Lim, Earl G. Weinstein, David P. Bartel*

Two small temporal RNAs (stRNAs), lin-4 and let-7, control developmental timing in 
Caenorhabditis elegans. We find that these two regulatory RNAs are members of a large 
class of 21- to 24-nucleotide noncoding RNAs, called microRNAs (miRNAs). We report on 
55 previously unknown miRNAs in C. elegans. The miRNAs have diverse expression patterns 
during development: a let-7 paralog is temporally coexpressed with let-7; miRNAs encoded 
in a single genomic cluster are coexpressed during embryogenesis; and still other miRNAs 
are expressed constitutively throughout development. Potential orthologs of several of these 
miRNA genes were identified in Drosophila and human genomes. The abundance of these tiny 
RNAs, their expression patterns, and their evolutionary conservation imply that, as a class, 
miRNAs have broad regulatory functions in animals.

Whitehead Institute for Biomedical Research, and De-
partment of Biology, Massachusetts Institute of Tech-
nology, 9 Cambridge Center, Cambridge, MA 02142,
USA.

*To whom correspondence should be addressed. Email: 
dbartel@wi.mit.edu



 12

probed because miRNAs might have critical 
functions in the germ line, as suggested by 
the finding that worms deficient in Dicer have 
germ line defects and are sterile (14, 29). Many 
miRNAs have intriguing expression patterns 
during development (Fig. 3). For example, the 
expression of miR-84, an miRNA with 77% 
sequence identity to let-7 RNA, was found to 
be indistinguishable from that of let-7 (Fig. 3). 
Thus, it is tempting to speculate that miR-84 
is an stRNA that works in concert with let-7 
RNA to control the larval-to-adult transition, 
an idea supported by the identification of plau-
sible binding sites for miR-84 in the 3′ UTRs 
of appropriate heterochronic genes (30). 

Nearly all of the miRNAs appear to have or-
thologs in other species, as would be expected 
if they had evolutionarily conserved regulatory 
roles. About 85% of the newly found miRNAs 
had recognizable homologs in the available C. 
briggsae genomic sequence, which at the time 
of our analysis included about 90% of the C. 
briggsae genome (Table 1). Over 40% of the 
miRNAs appeared to be identical in C. brigg-
sae, as seen with the lin-4 and let-7 RNAs (1, 
3). Those miRNAs not absolutely conserved 
between C. briggsae and C. elegans might still 
have important functions, but they may have 
more readily co-varied with their target sites 
because, for instance, they might have fewer 
target sites. When the sequence of the miRNA 
differs from that of its homologs, there is usu-
ally a compensatory change in the other arm of 
the fold-back to maintain pairing, which pro-
vides phylogenetic evidence for the existence 
and importance of the fold-back secondary 
structures. let-7, but not lin-4, has discernable 
homologs in more distantly related organisms, 
including Drosophila and human (31). At least 
seven other miRNA genes (mir-1, mir-2, mir-
34, mir-60, mir-72, mir-79, and mir-84) appear 
to be conserved in Drosophila, and most of 
these (mir-1, mir-34, mir-60, mir-72, and mir-
84) appear to be conserved in humans (24). 

The most highly conserved miRNA found, 
miR-1, is expressed throughout C. elegans de-
velopment (Fig. 3) and therefore is unlikely to 
control developmental timing but may control 
tissue-specific events.

The distribution of miRNA genes with-
in the C. elegans genome is not random  
(Table 1). For example, clones for six  
miRNA paralogs clustered within an 800–base 
pair (800-bp) fragment of chromosome II 
(Table 1). Computer folding readily identi-
fied the fold-back structures for the six cloned  
miRNAs of this cluster, and predicted the 
existence of a seventh paralog, miR-39 (Fig. 
1D). Northern analysis confirmed the pres-
ence and expression of miR-39 (Fig. 3). The 
homologous cluster in C. briggsae appears 
to have eight related miRNAs. Some of the  
miRNAs in the C. elegans cluster are more 
similar to each other than to those of the C. 
briggsae cluster and vice versa, indicating that 
the size of the cluster has been quite dynamic 
over a short evolutionary interval, with expan-
sion and perhaps also contraction since the di-
vergence of these two species. 

Northern analysis of the miRNAs of the 
mir-35–mir-41 cluster showed that these  
miRNAs are highly expressed in the embryo 
and in young adults (with eggs), but not at 
other developmental stages (Fig. 3). For the 
six detectable miRNAs of this cluster, lon-
ger species with mobilities expected for the 
respective fold-back RNAs also appear to be 
expressed in the germ line; these longer RNAs 
were observed in wild-type L4 larvae (which 
have proliferating germ cells) but not in germ 
line–deficient mutant animals (Fig. 3) (30). 

The close proximity of the miRNA genes 
within the mir-35–mir-41 cluster (Fig. 1D) 
suggests that they are all transcribed and pro-
cessed from a single precursor RNA, an idea 
supported by the coordinate expression of 
these genes (Fig. 3). This operon-like organi-
zation and expression brings to mind several 

potential models for miRNA action. For exam-
ple, each miRNA of the operon might target a 
different member of a gene family for trans-
lational repression. At the other extreme, they 
all might converge on the same target, just as 
lin-4 and let-7 RNAs potentially converge on 
the 3′ UTR of lin-14 (3). 

Another four clusters were identified 

Fig. 1. Fold-back secondary structures involving miRNAs (red) and their
flanking sequences (black), as predicted computationally using RNAfold
(35). (A) miR-84, an miRNA with similarity to let-7 RNA. (B) miR-1, an

miRNA highly conserved in evolution. (C) miR-56 and miR-56*, the only
two miRNAs cloned from both sides of the same fold-back. (D) The
mir-35–mir-41 cluster.

Fig. 2. Unique sequence features of the miRNAs. 
(A) Length distribution of the clones representing 
E. coli RNA fragments (white bars) and C. elegans 
miRNAs (black bars). (B) Sequence composition 
of the unique clones representing C. elegans 
miRNAs and E. coli RNA fragments. The height 
of each letter is proportional to the frequency of 
the indicated nucleotide. Solid letters correspond 
to specific positions relative to the ends of the 
clones; outlined letters represent the aggregate 
composition of the interior of the clones. To 
avoid overrepresentation from groups of related 
miRNAs in this analysis, each set of paralogs was 
represented by its consensus sequence.
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among the sequenced miRNA clones (Table 1). 
Whereas the clones from one cluster were not 
homologous to clones from other clusters, the 
clones within each cluster were usually related 
to each other, as seen with the mir-35–mir-41 
cluster. The last miRNA of the mir-42–mir-44 

cluster is also represented by a second gene, 
mir-45, which is not part of the cluster. This 
second gene appears to enable more constitu-
tive expression of this miRNA (miR-44/45) as 
compared with the first two genes of the mir-
42–mir-44 cluster, which are expressed pre-

dominantly in the embryo (Fig. 3).
 Dicer processing of stRNAs differs from 

that of siRNAs in its asymmetry: RNA from 
only one arm of the fold-back precursor ac-
cumulates, whereas the remainder of the 
precursor quickly degrades (15). This asym-

Table 1. miRNAs cloned from C. elegans. 300 RNA clones represented 
54 different miRNAs. Also included are miR-39, miR-65, and miR-69, 
three miRNAs predicted based on homology and/or proximity to cloned 
miRNAs. miR-39 and miR-69 have been validated by Northern analysis 
(Fig. 3), whereas miR-65 is not sufficiently divergent to be readily distin-
guished by Northern analysis. All C. elegans sequence analyses relied on 
WormBase, release WS45 (33). Some miRNAs were represented by clones 

of different lengths, due to heterogeneity at the miRNA 3′ terminus. The 
observed lengths are indicated, as is the sequence of the most abundant 
length. Comparison to C. briggsae shotgun sequencing traces revealed 
miRNA orthologs with 100% sequence identity (+++) and potential or-
thologs with >90% (++) and >75% (+) sequence identity (24, 34). Five 
miRNA genomic clusters are indicated with square brackets. Naming of 
miRNAs was coordinated with the Tuschl and Ambros groups (25, 26).
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metry extends to nearly all the miRNAs. For 
the 35 miRNAs yielding more than one clone, 
RNAs were cloned from both arms of a hair-
pin in only one case, miR-56 (Fig. 1C and 
Table 1). The functional miRNA appears to be 
miR-56 and not miR-56*, as indicated by se-
quence conservation between C. elegans and 
C. briggsae orthologs, analogy to the other 
constituents of the mir-54–mir-56 cluster, and 
Northern blots detecting RNA from only the 3′ 
arm of the fold-back (30). 

We were surprised to find that few, if 
any,  of the cloned RNAs had the features of  
siRNAs. No C. elegans clones matched the an-
tisense of annotated coding regions. Of the 30 
C. elegans clones not classified as miRNAs, 
15 matched fragments of known RNA genes, 
such as transfer RNA (tRNA) and ribosomal 
RNA. Of the remaining 15 clones, the best 
candidate for a natural siRNA is GGAAAAC-
GGGUUGAAAGGGA. It was the only C. 
elegans clone perfectly complementary to an 
annotated EST, hybridizing to the 3′ UTR of 
gene ZK418.9, a possible RNA-binding pro-
tein. Even if this and a few other clones do 
represent authentic siRNAs, they would still 
be greatly outnumbered by the 300 clones 
representing 54 different miRNAs. Our clon-
ing protocol is not expected to preferentially 
exclude siRNAs; it was similar to the proto-
col that efficiently cloned exogenous siRNAs 
from Drosophila extracts (12). Instead, we 
propose that the preponderance of miRNAs 
among our clones indicates that in healthy, 
growing cultures of C. elegans, regulation by 
miRNAs normally plays a more dominant role 
than does regulation by siRNAs. 

Regardless of the relative importance of 
miRNAs and siRNAs in the normal regula-
tion of endogenous genes, our results show 
that small RNA genes like 
lin-4 and let-7 are more 
abundant in C. elegans 
than previously appreci-
ated. Results from a paral-

Fig. 3. Expression of new-
ly found miRNAs and let-
7 RNA during C. elegans 
development. North-
ern blots probed total 
RNA from mixed-stage 
worms (Mixed), worms 
staged as indicated, and 
glp-4 (bn2) adult worms 
(24). Specificity controls 
ruled out cross-hybrid-
ization among probes  
for miRNAs from the  
mir-35–mir-41 cluster 
(24). Other blots indi-
cate that, miR-46 or -47, 
miR-56, miR-64 or -65, 
miR-66, and miR-80 are 
expressed constitutively 
throughout development 
(30).

lel effort that directly cloned small RNAs from 
Drosophila and HeLa cells demonstrates that 
the same is true in other animals (25), a conclu-
sion further supported by the orthologs to the 
C. elegans miRNAs that we identified through 
database searching. Many of the miRNAs that 
we identified are represented by only a single 
clone (Table 1), suggesting that our sequenc-
ing has not reached saturation and that there 
are over 100 miRNA genes in C. elegans. 

We presume that there is a reason for 
the expression and evolutionary conser-
vation of these small noncoding RNAs. 
Our favored hypothesis is that these newly  
found miRNAs, together with lin-4 and let-7 
RNAs, constitute an important and abundant 
class of riboregulators, pairing to specific 
sites within mRNAs to direct the posttran-
scriptional regulation of these genes (32). The 
abundance and diverse expression patterns of 
miRNA genes implies that they function in a 
variety of regulatory pathways, in addition to 
their known role in the temporal control of de-
velopmental events. 
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against Northern blots of total worm RNA 
(13), and three of them detected small RNA 
transcripts (Table 1 and Fig. 1A). 

In a second approach, a cDNA library 
(about 1.6 × 106 independent lambda clones) 
was prepared from a size-selected (~22-nt) 
fraction of C. elegans total RNA (14) and 
sequence was obtained for 5025 independent 
inserts, representing 3627 distinct sequences 
(13). Some 386 of these sequences were rep-
resented by multiple (from 2 to 129) clones. 
Each of these multiple-hit cDNA sequences 
was compared using BLAST (15) to the NCBI 
database, and to approximately 800,000 raw 
sequence traces of C. briggsae genomic se-
quence (16). Single-copy cDNA sequences 
that corresponded to no previously known (or 
previously predicted) transcripts (17), and that 
were conserved in the C. briggsae genome, 
were analyzed using mfold for a predicted 
stem-loop structure. A total of 38 novel cDNA 
sequences fit these criteria, of which 13 were 
tested for expression by Northern hybridiza-

Fig. 1. Northern blots of small RNA tran-
scripts. (A through C) Total RNA from C. el-
egans larvae (stages L1 through L4) or from 
mixed stage (M) populations were blotted 
and probed with oligonucleotides comple-
mentary to either the 5′or 3′ half of the in-
dicated transcript (13). U6 = the same filters 
were probed with probe to U6 snRNA as a 
loading control. (A) mir-60 5′ probe detects 
a transcript of ∼65 nt. The ratio of L1 to L4 
mir-60 signal, normalized to U6, is about 5:1. 
The mir-60 3′ probe (not shown) detects a 
similar-sized species with a similar develop-
mental profile. (B) mir-80 3′ probe detects 
a ∼22-nt RNA expressed uniformly at all 
stages. (C) mir-52 5′ probe. The normalized 
mir-52 signal is threefold greater in the L1 
versus the L3. (D) mir-1 3′ probe detects 
a transcript of ∼22 nt in total RNA from 
mouse (Mm) 17-day embryos, mixed-stage 
C. elegans (Ce), Drosophila melanogaster 
(Dm) mixture of embryo-larvae-pupae, and 
in a sample of human heart (ht) tissue. Other human tissue samples were brain (br), liver (li), kidney 
(ki), and lung (lu). (E) mir-1 and mir-58 probes to total RNA from mixed populations of wild-type 
(+) and dcr-1(ok247) (–) animals. An increase in the proportion of unprocessed ∼65-nt precursor is 
observed in the dcr-1 RNA. 

Small RNAs perform diverse functions 
within cells, including the regulation 
of gene expression (1–4). One class of 

regulatory RNA includes the small temporal 
RNA (stRNA) products of the genes lin-4 and 
let-7 in Caenorhabditis elegans. The lin-4 and 
let-7 RNAs are ~22 nucleotides (nt) in length, 
and are expressed stage-specifically, control-
ling key developmental transitions in worm 
larvae by acting as antisense translational re-
pressors (2–4). 

lin-4 and let-7 were identified by their mu-
tant phenotypes (2, 3) and, until recently, were 
the only known RNAs of their class. However, 
the phylogenetic conservation of let-7 RNA 
sequence and developmental expression (5), 
and the overlap between the stRNA and RNA 
interference (RNAi) pathways (6, 7), suggest-
ed that stRNAs are part of an ancient regula-
tory mechanism involving ~22-nt antisense 
RNA molecules (8). 

To identify more small regulatory RNAs 
of the lin-4/let-7 class in C. elegans, we used 
informatics and cDNA cloning to select C. el-
egans genomic sequences that exhibited four 
characteristics of lin-4 and let-7: (i) expres-
sion of a mature RNA of ~22 nt in length; (ii) 
location in intergenic (non–protein-coding) 
sequences; (iii) high DNA sequence similarity 
between orthologs in C. elegans and a related 
species, Caenorhabditis briggsae; and (iv) 
processing of the ~22-nt mature RNA from 
a stem-loop precursor transcript of ~65 nt (2, 
3). 

In an informatics approach to identifying 
candidate small regulatory RNAs, predicted 
C. elegans intergenic sequences that were 
also highly conserved in C. briggsae (9, 10) 
were analyzed using the RNA folding program 
“mfold” (11–13). Forty sequences were pre-
dicted by mfold to form a stem-loop similar 
in size and structure to lin-4 and let-7. Probes 
complementary to these sequences were tested 

tion; in all 13 cases, small transcripts (~22 
nt and/or ~65 nt) were detected (Table 1 and 
Fig. 1). (The other 25 sequences have not been 
tested for expression.) 

These 13 new genes identified by cDNA 
cloning, together with two additional genes 
from the informatics screen, were named 
mir, for microRNA (18, 19). All 15 of these 
miRNA genes appear to produce ~65-nt stem-
loop transcripts (Fig. 2) that may be processed 
to ~22-nt forms by the same DCR-1/ALG-1/
ALG-2 system involved with lin-4 and let-7 
processing (6, 7). For the two RNAs that we 
tested (mir-1 and mir-58), dcr-1 activity was 
required for normal processing of the ~65-nt 
precursor (Fig. 1E). So in some cases, such as 
lin-4 and let-7, the ~22-nt form is processed 
from the 5′ part of the stem (6, 7), and in other 
cases, such as mir-1 and mir-58, from the 3′ 
part (Fig. 2), suggesting gene-specificity of 
miRNA processing and/or stabilization. For 
the three miRNA genes identified in our in-
formatics screen (mir-60, mir-88, and mir-89), 
the longer stem-loop transcripts were detected 
by Northern blot, but ~22-nt forms were not 
detected, suggesting that their processing is 
inefficient, or is sharply restricted develop-
mentally. For mir-60, 20-nt cDNA clones were 
identified, suggesting that mir-60 is processed, 
but the mature form accumulates at levels be-
low threshold for detection by Northern blot. 

At least 10 of the 15 miRNAs vary in abun-
dance during C. elegans larval development, 
perhaps reflecting roles for these particular 
genes in developmental timing (Table 1 and 
Fig. 1). mir-1, mir-2, and mir-87 have apparent 
orthologs in mammals and/or insects (Table 1 
and Fig. 1). mir-1 is expressed tissue-specifi-
cally in humans (heart), and stage-specifically 
in mouse embryogenesis (Fig. 1D). An evolu-
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Table 1. MicroRNA gene products in Caenorhab- 
ditis elegans.

tionarily conserved miRNA such as mir-1 may 
have coevolved with its mRNA targets, and 
hence, could retain a similar developmental or 
physiological role in diverse taxa (5). 

lin-4, let-7, and the 15 new miRNA genes 
described here are members of a gene fam-
ily that could number in the hundreds in C. 
elegans (18) and other animals (19). To date, 
approximately 100 miRNA genes have been 
identified in worms, flies, and human cells 
(18, 19), and it is very likely that the screens 
conducted so far have not reached saturation. 
Therefore, additional C. elegans miRNAs can 
be identified using cDNA library sequencing. 
Also, continued application of whole-genome 
sequence alignment should identify additional 
new miRNAs, because this informatics ap-
proach complements the cDNA cloning. For 
example, using only a sample of the worm 
genome for C. elegans/C. briggsae alignment, 
we found two miRNAs (mir-88 and mir-89) 
that were not represented in the size-selected 
cDNA library (perhaps due to absent or inef-
ficient processing to the ~22-nt form). 

This collection of new miRNAs exhibits a 
diversity in sequence, structure, abundance, 
and expression profile. If miRNA genes are 
as numerous and diverse as they appear to be, 
they likely occupy a wide variety of regula-
tory niches, and exert profound and complex 

effects on gene expression, development, and 
behavior. The challenge now is to determine 
the functions of the miRNAs, to identify po-

*Identified by screening a size-selected cDNA li-
brary (cDNA) or by informatics (In). †Predicted by 
BLAST (15) and mfold (11, 12). C, C. elegans; Dm, 
Drosophila melanogaster; Hs, Homo sapiens. ‡Ex-
pression of an ∼22-nt RNA confirmed by North-
ern blot. §The ∼22-nt transcript confirmed to be 
single-stranded using probes to both ends of the 
predicted stem loop. Expression of an ∼65-nt 
predicted stem-loop RNA confirmed by North-
ern blot. ¶Stage of C. elegans larval development 
(L1 through L4) when the indicated transcript(s) 
appear most abundant. Unif, uniform expression; 
less than twofold change in level; NT, develop-
mental profile not tested.

Fig. 2. Predicted secondary structures of stem-loop precursors of selected C. elegans miRNAs. Se-
quences of the ~22-nt mature small RNA are red, and were inferred from cDNA sequence, Northern 
blots, and/or C. elegans::C. briggsae homology (Table 1). Phylogenetically conserved nucleotides are 
bold. The 5′ end is to the upper left.  
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tential antisense target mRNAs, and to char-
acterize the consequences of their regulatory 
interactions.



 17data for zebrafish and mammals (fig. S2 and

table S3). Up to 77% of the in situ expression

patterns were confirmed by at least one of the

microarray data sets. In addition, miRNA in

situ data showed patterns that cannot easily be

detected by microarrays. For example, some

miRNAs were expressed in hair cells of sen-

sory epithelia (fig. S6).

In conclusion, we here describe the first

comprehensive set of miRNA expression pat-

terns in animal development. We found these

patterns to be remarkably specific and diverse,

which suggests highly specific and diverse roles

for miRNAs. Most miRNAs are expressed in

a tissue-specific manner during segmentation

and later stages but were not detected during

early development. Although we cannot ex-

clude a role for undetectable early miRNAs,

this observation indicates that most miRNAs

may not be essential for tissue fate establish-

ment but rather play crucial roles in differen-

tiation or the maintenance of tissue identity.
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Ant Nestmate and Non-Nestmate

Discrimination by a

Chemosensory Sensillum
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In animal societies, chemical communication plays an important role in con-
flict and cooperation. For ants, cuticular hydrocarbon (CHC) blends produced
by non-nestmates elicit overt aggression. We describe a sensory sensillum on
the antennae of the carpenter ant Camponotus japonicus that functions in
nestmate discrimination. This sensillum is multiporous and responds only to
non-nestmate CHC blends. This suggests a role for a peripheral recognition
mechanism in detecting colony-specific chemical signals.

The struggle to maintain order in societies has

led social animals, including human beings, to

evolve and develop various means of commu-

nication. Ants have developed a sophisticated

chemical communication system that enables

them to reject non-nestmate conspecifics and

to accept nestmates (1, 2). Many behavioral

experiments have suggested that their aggres-

sive behavior against non-nestmates is evoked

by contact chemosensory detection of differ-

ences between colony-specific chemical sig-

nals (3–8). Despite this well-defined behavior,

the sensory mechanism for nestmate and non-

nestmate discrimination has been unclear. It is

thought that a Bneural template[ of nestmate

recognition cues is formed that represents a

constantly changing, experience-derived mem-

ory (9, 10). By comparing the chemosensory

discriminators or Blabels[ of encountered

individuals with the Btemplate[ previously ac-

quired, ants decide between acceptance or ag-

gression (11, 12). For such a decision rule by

Btemplate-label matching,[ several models have

been proposed (13–15). They are constructed

on a threshold-response hypothesis (2) in which

some neural mechanism in the brain sets a

threshold of similarity between template and

label, thus regulating aggression.

For the carpenter ant, C. japonicus, cutic-

ular CHC blends consist of at least 18 com-

pounds in colony-specific ratios (Fig. 1A). To

investigate how these organisms discern nest-

mate from non-nestmate signals, we developed

a bioassay whereby a glass bead was used as

a surrogate ant. The aggressive behavior of

worker ants toward encountered non-nestmates

was mimicked by a glass bead inoculated with

either cuticle extract or a CHC fraction derived

from the non-nestmate body surface (Fig. 1B).

No aggression was elicited in response to extract

from the nestmate body surface. There was a

significant difference (t test; P G 0.001) in ant

aggression against nestmate and non-nestmate

compounds. About 40% of the ants became ag-

Fig. 1. miRNA ex-
pression in zebrafish
embryonic develop-
ment. (A) Microarray
expression levels of 90
(of the 115) miRNAs
during embryonic de-
velopment. Colors in-
dicate relative and
mean-centered expression for each miRNA: blue, low; black, mean; yellow,
high. (B) Ventral view of miR-140 whole-mount in situ expression in cartilage of
pharyngeal arches, head skeleton, and fins at 72 hpf. (C) Lateral views of miRNA
whole-mount in situ expression in different organ systems at 72 hpf: miR-124a,
nervous systems; miR-122, liver; miR-206, muscles; miR-126, blood vessels
and heart; miR-200a, lateral line system and sensory organs; miR-30c,
pronephros. (D) Histological analysis of miRNA in situ expression in the
pancreas 5 days after fertilization. Abbreviations: e, exocrine pancreas; i,
pancreatic islet; gb, gall bladder; g, gut.
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Current estimates of miRNA gene num-
bers in vertebrates are as high as 500 
(1), of which many are conserved, and 

miRNAs may regulate up to 30% of genes 
(2). The miRNA first discovered, lin-4, is in-
volved in developmental timing in the nema-
tode Caenorhabditis elegans (3). In mammals,  
miRNAs have been implicated in hematopoi-
etic lineage differentiation (4) and homeobox 
gene regulation (5). Zebrafish that are defec-
tive in miRNA processing arrest in develop-
ment (6). Recently, miRNAs were shown to be 
dispensable for cell fate determination, axis 
formation, and cell differentiation but are re-

data for zebrafish and mammals (fig. S2 and

table S3). Up to 77% of the in situ expression

patterns were confirmed by at least one of the

microarray data sets. In addition, miRNA in

situ data showed patterns that cannot easily be

detected by microarrays. For example, some

miRNAs were expressed in hair cells of sen-

sory epithelia (fig. S6).

In conclusion, we here describe the first

comprehensive set of miRNA expression pat-

terns in animal development. We found these

patterns to be remarkably specific and diverse,

which suggests highly specific and diverse roles

for miRNAs. Most miRNAs are expressed in

a tissue-specific manner during segmentation

and later stages but were not detected during

early development. Although we cannot ex-

clude a role for undetectable early miRNAs,

this observation indicates that most miRNAs

may not be essential for tissue fate establish-

ment but rather play crucial roles in differen-

tiation or the maintenance of tissue identity.
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In animal societies, chemical communication plays an important role in con-
flict and cooperation. For ants, cuticular hydrocarbon (CHC) blends produced
by non-nestmates elicit overt aggression. We describe a sensory sensillum on
the antennae of the carpenter ant Camponotus japonicus that functions in
nestmate discrimination. This sensillum is multiporous and responds only to
non-nestmate CHC blends. This suggests a role for a peripheral recognition
mechanism in detecting colony-specific chemical signals.

The struggle to maintain order in societies has

led social animals, including human beings, to

evolve and develop various means of commu-

nication. Ants have developed a sophisticated

chemical communication system that enables

them to reject non-nestmate conspecifics and

to accept nestmates (1, 2). Many behavioral

experiments have suggested that their aggres-

sive behavior against non-nestmates is evoked

by contact chemosensory detection of differ-

ences between colony-specific chemical sig-

nals (3–8). Despite this well-defined behavior,

the sensory mechanism for nestmate and non-

nestmate discrimination has been unclear. It is

thought that a Bneural template[ of nestmate

recognition cues is formed that represents a

constantly changing, experience-derived mem-

ory (9, 10). By comparing the chemosensory

discriminators or Blabels[ of encountered

individuals with the Btemplate[ previously ac-

quired, ants decide between acceptance or ag-

gression (11, 12). For such a decision rule by

Btemplate-label matching,[ several models have

been proposed (13–15). They are constructed

on a threshold-response hypothesis (2) in which

some neural mechanism in the brain sets a

threshold of similarity between template and

label, thus regulating aggression.

For the carpenter ant, C. japonicus, cutic-

ular CHC blends consist of at least 18 com-

pounds in colony-specific ratios (Fig. 1A). To

investigate how these organisms discern nest-

mate from non-nestmate signals, we developed

a bioassay whereby a glass bead was used as

a surrogate ant. The aggressive behavior of

worker ants toward encountered non-nestmates

was mimicked by a glass bead inoculated with

either cuticle extract or a CHC fraction derived

from the non-nestmate body surface (Fig. 1B).

No aggression was elicited in response to extract

from the nestmate body surface. There was a

significant difference (t test; P G 0.001) in ant

aggression against nestmate and non-nestmate

compounds. About 40% of the ants became ag-

Fig. 1. miRNA ex-
pression in zebrafish
embryonic develop-
ment. (A) Microarray
expression levels of 90
(of the 115) miRNAs
during embryonic de-
velopment. Colors in-
dicate relative and
mean-centered expression for each miRNA: blue, low; black, mean; yellow,
high. (B) Ventral view of miR-140 whole-mount in situ expression in cartilage of
pharyngeal arches, head skeleton, and fins at 72 hpf. (C) Lateral views of miRNA
whole-mount in situ expression in different organ systems at 72 hpf: miR-124a,
nervous systems; miR-122, liver; miR-206, muscles; miR-126, blood vessels
and heart; miR-200a, lateral line system and sensory organs; miR-30c,
pronephros. (D) Histological analysis of miRNA in situ expression in the
pancreas 5 days after fertilization. Abbreviations: e, exocrine pancreas; i,
pancreatic islet; gb, gall bladder; g, gut.
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transfer from vision to olfaction (Fig. 3E, bot-

tom). Data for all memory transfer experiments

are summarized in Fig. 3F. Thus, persistent

memory for the conditioned cue is essential for

crossmodal memory transfer.

The neural circuits and cellular mechanisms

underlying the crossmodal enhancement and

transfer of memory are unknown. Further un-

derstanding requires the elucidation of visual

and olfactory circuits and their interconnection,

as well as the locus for storage of visual and

olfactory memory. It is possible that ‘‘multisen-

sory integrative neuron[ may also exist in the

Drosophila brain and that crossmodal interac-

tion between different sensory modalities may

also be achieved through synchronized activity

between modality-specific brain regions (19).

Crossmodal interaction between sensory sys-

tems can enhance the detection and discrimi-

nation of external objects and can provide

information about the environment that is un-

obtainable by a single modality in isolation.

Our findings indicate that individual flies make

use of crossmodal interactions between two

sensory systems during operant conditioning,

which further suggests that crossmodal interac-

tions using multiple sensory systems may also

facilitate learning in the natural environment.

These results provide a basis for further studies

of the circuit mechanisms underlying cross-

modal interactions during memory acquisition.
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MicroRNAs (miRNAs) are small noncoding RNAs, about 21 nucleotides in
length, that can regulate gene expression by base-pairing to partially com-
plementary mRNAs. Regulation by miRNAs can play essential roles in
embryonic development. We determined the temporal and spatial expression
patterns of 115 conserved vertebrate miRNAs in zebrafish embryos by
microarrays and by in situ hybridizations, using locked-nucleic acid–modified
oligonucleotide probes. Most miRNAs were expressed in a highly tissue-specific
manner during segmentation and later stages, but not early in development,
which suggests that their role is not in tissue fate establishment but in
differentiation or maintenance of tissue identity.

Current estimates of miRNA gene numbers in

vertebrates are as high as 500 (1), of which

many are conserved, and miRNAs may reg-

ulate up to 30% of genes (2). The miRNA first

discovered, lin-4, is involved in developmental

timing in the nematode Caenorhabditis elegans

(3). In mammals, miRNAs have been im-

plicated in hematopoietic lineage differentia-

tion (4) and homeobox gene regulation (5).

Zebrafish that are defective in miRNA pro-

cessing arrest in development (6). Recently,

miRNAs were shown to be dispensable for cell

fate determination, axis formation, and cell

differentiation but are required for brain mor-

phogenesis in zebrafish embryos (7). Together,

these findings indicate that miRNAs can play

essential roles in development. However, little

is known about the individual roles of most

miRNAs. To focus future miRNA studies, we

determined the spatial and temporal expression

patterns of 115 conserved vertebrate miRNAs

(see online Material and Methods; table S1;

table S2) in zebrafish embryos.

First, we determined the temporal expres-

sion of miRNAs during embryonic develop-

ment by microarray analysis (Fig. 1A and fig.

S1A). Up to segmentation E12 hours post fertil-

ization (hpf)^, most miRNAs could not be de-

tected. Most miRNAs became visible 1 to 2

days after fertilization and showed strong

expression when organogenesis is virtually

completed (96 hpf). In adults, the majority of

miRNAs remained expressed (Fig. 1A). In addi-

tion we determined the expression of miRNAs

in dissected organs of adult fish. For some

miRNAs, a high degree of tissue specificity was

observed (figs. S1B and S2, and table S3).

In situ hybridization of miRNAs had thus

far not been possible in animals. Recently LNA

(locked-nucleic acid)–modified DNA oligo-

nucleotide probes have been shown to increase

the sensitivity for the detection of miRNAs by

Northern blots (8). By Northern blots analysis

and in situ hybridization, using LNA probes,

we detected predominantly mature miRNAs,

which were reduced in dicer knockout zebra-

fish (fig. S3). We used these LNA probes for

the whole-mount in situ detection of the con-

served vertebrate miRNAs in zebrafish embryos

and made a catalog of miRNA expression pat-

terns (fig. S4 and database S1).

Most miRNAs (68%) were expressed in a

highly tissue-specific manner. For example,

miR-140 was specifically expressed in the car-

tilage of the jaw, head, and fins, and its pre-

sence was entirely restricted to those regions

(Fig. 1B and database S1). Representative exam-

ples are shown (Fig. 1C) of six miRNAs that

were expressed in different organ systems:

nervous system, digestive system, muscles, cir-

culatory system, sensory organs, and excretory

system. Even within organs, there is specificity,

as exemplified in Fig. 1D, where miR-217 can

be seen to be expressed in the exocrine pancreas,

and miR-7 in the endocrine pancreas (Langer-

hans islets). More than half of the miRNAs (43)

were expressed in (specific regions of) the cen-

tral nervous system (fig. S4). Many miRNA

genes are clustered in the genome and, there-

fore, are probably expressed as one primary

transcript, and indeed, we observed that many

such clustered genes showed identical or over-

lapping expression patterns (figs. S4 and S5).

We compared the in situ data with microarray
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data for zebrafish and mammals (fig. S2 and

table S3). Up to 77% of the in situ expression

patterns were confirmed by at least one of the

microarray data sets. In addition, miRNA in

situ data showed patterns that cannot easily be

detected by microarrays. For example, some

miRNAs were expressed in hair cells of sen-

sory epithelia (fig. S6).

In conclusion, we here describe the first

comprehensive set of miRNA expression pat-

terns in animal development. We found these

patterns to be remarkably specific and diverse,

which suggests highly specific and diverse roles

for miRNAs. Most miRNAs are expressed in

a tissue-specific manner during segmentation

and later stages but were not detected during

early development. Although we cannot ex-

clude a role for undetectable early miRNAs,

this observation indicates that most miRNAs

may not be essential for tissue fate establish-

ment but rather play crucial roles in differen-

tiation or the maintenance of tissue identity.
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In animal societies, chemical communication plays an important role in con-
flict and cooperation. For ants, cuticular hydrocarbon (CHC) blends produced
by non-nestmates elicit overt aggression. We describe a sensory sensillum on
the antennae of the carpenter ant Camponotus japonicus that functions in
nestmate discrimination. This sensillum is multiporous and responds only to
non-nestmate CHC blends. This suggests a role for a peripheral recognition
mechanism in detecting colony-specific chemical signals.

The struggle to maintain order in societies has

led social animals, including human beings, to

evolve and develop various means of commu-

nication. Ants have developed a sophisticated

chemical communication system that enables

them to reject non-nestmate conspecifics and

to accept nestmates (1, 2). Many behavioral

experiments have suggested that their aggres-

sive behavior against non-nestmates is evoked

by contact chemosensory detection of differ-

ences between colony-specific chemical sig-

nals (3–8). Despite this well-defined behavior,

the sensory mechanism for nestmate and non-

nestmate discrimination has been unclear. It is

thought that a Bneural template[ of nestmate

recognition cues is formed that represents a

constantly changing, experience-derived mem-

ory (9, 10). By comparing the chemosensory

discriminators or Blabels[ of encountered

individuals with the Btemplate[ previously ac-

quired, ants decide between acceptance or ag-

gression (11, 12). For such a decision rule by

Btemplate-label matching,[ several models have

been proposed (13–15). They are constructed

on a threshold-response hypothesis (2) in which

some neural mechanism in the brain sets a

threshold of similarity between template and

label, thus regulating aggression.

For the carpenter ant, C. japonicus, cutic-

ular CHC blends consist of at least 18 com-

pounds in colony-specific ratios (Fig. 1A). To

investigate how these organisms discern nest-

mate from non-nestmate signals, we developed

a bioassay whereby a glass bead was used as

a surrogate ant. The aggressive behavior of

worker ants toward encountered non-nestmates

was mimicked by a glass bead inoculated with

either cuticle extract or a CHC fraction derived

from the non-nestmate body surface (Fig. 1B).

No aggression was elicited in response to extract

from the nestmate body surface. There was a

significant difference (t test; P G 0.001) in ant

aggression against nestmate and non-nestmate

compounds. About 40% of the ants became ag-

Fig. 1. miRNA ex-
pression in zebrafish
embryonic develop-
ment. (A) Microarray
expression levels of 90
(of the 115) miRNAs
during embryonic de-
velopment. Colors in-
dicate relative and
mean-centered expression for each miRNA: blue, low; black, mean; yellow,
high. (B) Ventral view of miR-140 whole-mount in situ expression in cartilage of
pharyngeal arches, head skeleton, and fins at 72 hpf. (C) Lateral views of miRNA
whole-mount in situ expression in different organ systems at 72 hpf: miR-124a,
nervous systems; miR-122, liver; miR-206, muscles; miR-126, blood vessels
and heart; miR-200a, lateral line system and sensory organs; miR-30c,
pronephros. (D) Histological analysis of miRNA in situ expression in the
pancreas 5 days after fertilization. Abbreviations: e, exocrine pancreas; i,
pancreatic islet; gb, gall bladder; g, gut.
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Fig. 1. miRNA expression in zebrafish embryonic development. (A) Microarray expression levels of 
90 (of the 115) miRNAs during embryonic development. Colors indicate relative and mean-cen-
tered expression for each miRNA: blue, low; black, mean; yellow, high. (B) Ventral view of miR-140 

whole-mount in situ expression in cartilage of 
pharyngeal arches, head skeleton, and fins at 72 
hpf. (C) Lateral views of miRNA whole-mount in 
situ expression in different organ systems at 72 
hpf: miR-124a, nervous systems; miR-122, liver; 
miR-206, muscles; miR-126, blood vessels and 
heart; miR-200a, lateral line system and sen-
sory organs; miR-30c, pronephros. (D) Histologi-
cal analysis of miRNA in situ expression in the 
pancreas 5 days after fertilization. Abbreviations: 
e, exocrine pancreas; i, pancreatic islet; gb, gall 
bladder; g, gut.
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MicroRNAs (miRNAs) are small noncoding RNAs, about 21 nucleotides in length, that can  
regulate gene expression by base-pairing to partially complementary mRNAs. Regulation by 
miRNAs can play essential roles in embryonic development. We determined the temporal 
and spatial expression patterns of 115 conserved vertebrate miRNAs in zebrafish embryos by 
microarrays and by in situ hybridizations, using locked-nucleic acid–modified oligonucleotide 
probes. Most miRNAs were expressed in a highly tissue-specific manner during segmentation 
and later stages, but not early in development, which suggests that their role is not in tissue 
fate establishment but in differentiation or maintenance of tissue identity.
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quired for brain morphogenesis in zebrafish 
embryos (7). Together, these findings indi-
cate that miRNAs can play essential roles in 
development. However, little is known about 
the individual roles of most miRNAs. To fo-
cus future miRNA studies, we determined the 
spatial and temporal expression patterns of 
115 conserved vertebrate miRNAs (see online 
Material and Methods; table S1; table S2) in 
zebrafish embryos. 

First, we determined the temporal expres-
sion of miRNAs during embryonic develop-
ment by microarray analysis (Fig. 1A and fig. 
S1A). Up to segmentation [12 hours post fer-
tilization (hpf)], most miRNAs could not be 
detected. Most miRNAs became visible 1 to 
2 days after fertilization and showed strong 
expression when organogenesis is virtually 
completed (96 hpf). In adults, the majority 
of  miRNAs remained expressed (Fig.1A). 
In addition we determined the expression of  
miRNAs in dissected organs of adult fish. For 
some miRNAs, a high degree of tissue speci-
ficity was observed (figs. S1B and S2, and 
table S3).

 In situ hybridization of miRNAs had thus 
far not been possible in animals. Recently 
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S4). Many miRNA genes are clustered in the 
genome and, therefore, are probably expressed 
as one primary transcript, and indeed, we ob-
served that many such clustered genes showed 
identical or overlapping expression patterns 
(figs. S4 and S5). We compared the in situ data 
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in situ expression patterns were confirmed by 
at least one of the microarray data sets. In ad-
dition, miRNA in situ data showed patterns 
that cannot easily be detected by microarrays. 
For example, some miRNAs were expressed in 
hair cells of sensory epithelia (fig. S6).

 In conclusion, we here describe the first 
comprehensive set of miRNA expression 
patterns in animal development. We found 
these patterns to be remarkably specific and 
diverse, which suggests highly specific and 
diverse roles for miRNAs. Most miRNAs are 

expressed in a tissue-specific manner during 
segmentation and later stages but were not de-
tected during early development. Although we 
cannot exclude a role for undetectable early 
miRNAs, this observation indicates that most 
miRNAs may not be essential for tissue fate 
establishment but rather play crucial roles in 
differentiation or the maintenance of tissue 
identity. 
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In animal societies, chemical communication plays an important role in con-
flict and cooperation. For ants, cuticular hydrocarbon (CHC) blends produced
by non-nestmates elicit overt aggression. We describe a sensory sensillum on
the antennae of the carpenter ant Camponotus japonicus that functions in
nestmate discrimination. This sensillum is multiporous and responds only to
non-nestmate CHC blends. This suggests a role for a peripheral recognition
mechanism in detecting colony-specific chemical signals.

The struggle to maintain order in societies has

led social animals, including human beings, to

evolve and develop various means of commu-

nication. Ants have developed a sophisticated

chemical communication system that enables

them to reject non-nestmate conspecifics and

to accept nestmates (1, 2). Many behavioral

experiments have suggested that their aggres-

sive behavior against non-nestmates is evoked

by contact chemosensory detection of differ-

ences between colony-specific chemical sig-

nals (3–8). Despite this well-defined behavior,

the sensory mechanism for nestmate and non-

nestmate discrimination has been unclear. It is

thought that a Bneural template[ of nestmate

recognition cues is formed that represents a

constantly changing, experience-derived mem-

ory (9, 10). By comparing the chemosensory

discriminators or Blabels[ of encountered

individuals with the Btemplate[ previously ac-

quired, ants decide between acceptance or ag-

gression (11, 12). For such a decision rule by

Btemplate-label matching,[ several models have

been proposed (13–15). They are constructed

on a threshold-response hypothesis (2) in which

some neural mechanism in the brain sets a

threshold of similarity between template and

label, thus regulating aggression.

For the carpenter ant, C. japonicus, cutic-

ular CHC blends consist of at least 18 com-

pounds in colony-specific ratios (Fig. 1A). To

investigate how these organisms discern nest-

mate from non-nestmate signals, we developed

a bioassay whereby a glass bead was used as

a surrogate ant. The aggressive behavior of

worker ants toward encountered non-nestmates

was mimicked by a glass bead inoculated with

either cuticle extract or a CHC fraction derived

from the non-nestmate body surface (Fig. 1B).

No aggression was elicited in response to extract

from the nestmate body surface. There was a

significant difference (t test; P G 0.001) in ant

aggression against nestmate and non-nestmate

compounds. About 40% of the ants became ag-

Fig. 1. miRNA ex-
pression in zebrafish
embryonic develop-
ment. (A) Microarray
expression levels of 90
(of the 115) miRNAs
during embryonic de-
velopment. Colors in-
dicate relative and
mean-centered expression for each miRNA: blue, low; black, mean; yellow,
high. (B) Ventral view of miR-140 whole-mount in situ expression in cartilage of
pharyngeal arches, head skeleton, and fins at 72 hpf. (C) Lateral views of miRNA
whole-mount in situ expression in different organ systems at 72 hpf: miR-124a,
nervous systems; miR-122, liver; miR-206, muscles; miR-126, blood vessels
and heart; miR-200a, lateral line system and sensory organs; miR-30c,
pronephros. (D) Histological analysis of miRNA in situ expression in the
pancreas 5 days after fertilization. Abbreviations: e, exocrine pancreas; i,
pancreatic islet; gb, gall bladder; g, gut.
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data for zebrafish and mammals (fig. S2 and

table S3). Up to 77% of the in situ expression

patterns were confirmed by at least one of the

microarray data sets. In addition, miRNA in

situ data showed patterns that cannot easily be

detected by microarrays. For example, some

miRNAs were expressed in hair cells of sen-

sory epithelia (fig. S6).

In conclusion, we here describe the first

comprehensive set of miRNA expression pat-

terns in animal development. We found these

patterns to be remarkably specific and diverse,

which suggests highly specific and diverse roles

for miRNAs. Most miRNAs are expressed in

a tissue-specific manner during segmentation

and later stages but were not detected during

early development. Although we cannot ex-

clude a role for undetectable early miRNAs,

this observation indicates that most miRNAs

may not be essential for tissue fate establish-

ment but rather play crucial roles in differen-

tiation or the maintenance of tissue identity.
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high. (B) Ventral view of miR-140 whole-mount in situ expression in cartilage of
pharyngeal arches, head skeleton, and fins at 72 hpf. (C) Lateral views of miRNA
whole-mount in situ expression in different organ systems at 72 hpf: miR-124a,
nervous systems; miR-122, liver; miR-206, muscles; miR-126, blood vessels
and heart; miR-200a, lateral line system and sensory organs; miR-30c,
pronephros. (D) Histological analysis of miRNA in situ expression in the
pancreas 5 days after fertilization. Abbreviations: e, exocrine pancreas; i,
pancreatic islet; gb, gall bladder; g, gut.

1Department of Applied Biology, Faculty of Textile
Science, Kyoto Institute of Technology, Matsugasaki,
Sakyo-ku, Kyoto 606-8585, Japan. 2Department of
Earth System Science, Faculty of Science, Fukuoka
University, Fukuoka 814-0180, Japan.

*These authors contributed equally to this work.
.To whom correspondence should be addressed.
E-mail: mamiko@kit.ac.jp

R E P O R T S

www.sciencemag.org SCIENCE VOL 309 8 JULY 2005 311

data for zebrafish and mammals (fig. S2 and

table S3). Up to 77% of the in situ expression

patterns were confirmed by at least one of the

microarray data sets. In addition, miRNA in

situ data showed patterns that cannot easily be

detected by microarrays. For example, some

miRNAs were expressed in hair cells of sen-

sory epithelia (fig. S6).

In conclusion, we here describe the first

comprehensive set of miRNA expression pat-

terns in animal development. We found these

patterns to be remarkably specific and diverse,

which suggests highly specific and diverse roles

for miRNAs. Most miRNAs are expressed in

a tissue-specific manner during segmentation

and later stages but were not detected during

early development. Although we cannot ex-

clude a role for undetectable early miRNAs,

this observation indicates that most miRNAs

may not be essential for tissue fate establish-

ment but rather play crucial roles in differen-

tiation or the maintenance of tissue identity.
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NEWS OF THE WEEK

For more than 2 decades, biologists have illu-
minated the roles of genes by deleting them in
mice and studying these “knockout” animals,
which lack the proteins encoded by the tar-
geted genes. Now, scientists say they’re begin-
ning to uncover an entirely new layer of gene
regulation by using the same strategy to erase
portions of genes that make snippets of RNA.
Just as knockouts of traditional protein-coding
genes yielded a treasure trove of knowledge
about how different genes govern health and
disease, this next generation of knockouts
could fill in the gaps that remain.

In a flurry of papers, four independent
groups have for the first time deleted mouse
genes for microRNAs, RNA molecules that
can modulate gene behavior. Each time, the
rodents were profoundly affected, with
some animals dropping dead of
heart trouble and others suffering
crippling immune defects. 

Since their discovery more
than a decade ago, microRNAs
have electrif ied biologists.
Geneticists estimate that the
human body employs at least
500 during development and
adult life. But it wasn’t clear,
especially in mammals, how
important individual microRNAs
were, because some evidence sug-
gested that these gene-regulators
had backups. In worms, for
example, erasing a particular
microRNA by deleting the rele-
vant stretch of DNA occasionally
had a dramatic effect but more
often didn’t appear to do much. 

“I think there was a fear that
nothing could be found” by delet-
ing microRNA genes in mammals
one at a time, says David Corry, an
immunologist at Baylor College of
Medicine in Houston, Texas. As it
turns out, the opposite is true.
“There’s a lot more that the
microRNAs are doing that we
didn’t appreciate until now,” says
Frank Slack, a developmental
biologist at Yale University who studies
microRNAs in worms. 

Two of the groups that produced the mam-
malian microRNA knockouts deleted the
same sequence, for miR-155, and describe the
effects on the mouse immune system on pages
604 and 608. One team was led by Allan
Bradley at the Wellcome Trust Sanger Institute

and Martin Turner of the Babraham Institute,
both in Cambridge, U.K., and the other by
Klaus Rajewsky of Harvard Medical School
in Boston. The other teams, one whose results
were published online by Science on 22 March
(www.sciencemag.org/cgi/content/abstract/
1139089) and one whose work appears in
the 20 April issue of Cell, eliminated dif-
ferent microRNAs and documented defects
in mouse hearts. 

The two groups that deleted miR-155
found that the rodents’ T cells, B cells, and
dendritic cells did not function properly, leav-
ing the animals immunodeficient. The muta-
tion also cut down the number of B cells in the
gut, where the cells help fight infection, and
triggered structural changes in the airways of
the lungs, akin to what happens in asthma. 

Still, left alone in a relatively sterile lab,
mice lacking miR-155 survived easily. But
when vaccinated against a strain of salmo-
nella, the animals failed to develop protec-
tion against the bacterium—as quickly
became apparent when most who were
exposed to it died within a month. “The ani-
mals were no longer able to generate immu-

nity,” says Turner, an immunologist. 
Biologists typically see a specific defect

when they knock out a protein-coding gene,
but eliminating a microRNA may pack a
bigger a punch, because many are thought
to control multiple genes. In the case of
miR-155, “you get much broader brush
strokes … [and] very diverse immunologi-
cal perturbations,” says Corry.

There’s a flip side to the promiscuity of
microRNAs: A single gene may be the target
of many microRNAs. That led some biologists
to speculate that built-in redundancy would
limit damage caused by deleting individual
microRNAs. In the Cell study in which
miR-1-2 was deleted, the microRNA actually
has an identical twin that’s encoded by a gene
on another chromosome. “We thought that

we’d have to delete both of them to
see any abnormality in the animal,”
says Deepak Srivastava of the Uni-
versity of California, San Fran-
cisco, who led the work. But half of
his group’s mice died young of
holes in the heart. Others later died
suddenly, prompting Srivastava
and his colleagues to look for, and
find, heart rhythm disturbances. 

The heart problems discovered
by Eric Olson of the University of
Texas Southwestern Medical Cen-
ter in Dallas and his colleagues,
which are also described on page
575, were more subtle. They erased
the microRNA miR-208 and at
first thought the mice were normal.
Only when they subjected the ani-
mals to cardiac stress, by mimick-
ing atherosclerosis and blocking
thyroid signaling, did they observe
that the animals’ hearts reacted
inappropriately to such strain. 

The four teams that knocked out
the various microRNAs still don’t
know all the gene targets of each
molecule. The findings, says Turner,
“really do leave open a lot more ques-
tions than perhaps there are answers.”
One is whether these and other

microRNAs help explain inherited defects in
diseases for which genes have been elusive.
Ailments from cancer to Alzheimer’s disease,
says Carlo Croce of Ohio State University in
Columbus, who is studying microRNAs in
malignancies, may “have a microRNA com-
ponent.” It’s one that scientists are beginning to
hunt for in earnest. –JENNIFER COUZIN

Erasing MicroRNAs Reveals Their Powerful Punch
GENETICS

Missing molecules. Compared to a normal mouse heart (top, left), one from a
mouse with a deleted microRNA (top, right) overexpresses a skeletal muscle gene
(in red), among other defects. Erasing a different microRNA increased collagen
deposits (green) in mouse lungs (above, right) compared to a normal organ
(above, left).
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illuminated the roles of genes by delet-
ing them in mice and studying these 

“knockout” animals, which lack the proteins 
encoded by the targeted genes. Now, scien-
tists say they’re beginning to uncover an en-
tirely new layer of gene regulation by using 
the same strategy to erase portions of genes 
that make snippets of RNA. Just as knockouts 
of traditional protein-coding genes yielded a 
treasure trove of knowledge about how dif-
ferent genes govern health and disease, this 
next generation of knockouts 
could fill in the gaps that re-
main. 

In a flurry of papers, four 
independent groups have for 
the first time deleted mouse 
genes for microRNAs, RNA 
molecules that can modulate 
gene behavior. Each time, 
the rodents were profoundly 
affected, with some animals 
dropping dead of heart trouble 
and others suffering crippling 
immune defects. 

Since their discovery 
more than a decade ago,  
microRNAs have electrified 
biologists. Geneticists esti-
mate that the human body 
employs at least 500 during 
development and adult life. 
But it wasn’t clear, especially 
in mammals, how important 
individual microRNAs were, 
because some evidence suggested that these 
gene-regulators had backups. In worms, for 
example, erasing a particular microRNA by 
deleting the relevant stretch of DNA occa-
sionally had a dramatic effect but more often 
didn’t appear to do much. 

“I think there was a fear that nothing could 
be found” by deleting microRNA genes in 
mammals one at a time, says David Corry, 
an immunologist at Baylor College of Medi-
cine in Houston, Texas. As it turns out, the 
opposite is true. “There’s a lot more that the  
microRNAs are doing that we didn’t appreci-
ate until now,” says Frank Slack, a develop-
mental biologist at Yale University who stud-
ies microRNAs in worms.

 Two of the groups that produced the mam-
malian microRNA knockouts deleted the 
same sequence, for miR-155, and describe 
the effects on the mouse immune system on 

but eliminating a microRNA may pack a big-
ger punch, because many are thought to con-
trol multiple genes. In the case of miR-155, 
“you get much broader brush strokes … [and] 
very diverse immunological perturbations,” 
says Corry. 

There’s a flip side to the promiscuity of  
microRNAs: A single gene may be the tar-
get of many microRNAs. That led some bi-
ologists to speculate that built-in redundancy 
would limit damage caused by deleting indi-
vidual microRNAs. In the Cell study in which 

miR-1-2 was deleted, the mi-
croRNA actually has an iden-
tical twin that’s encoded by a 
gene on another chromosome. 
“We thought that we’d have to 
delete both of them to see any 
abnormality in the animal,” 
says Deepak Srivastava of the 
University of California, San 
Francisco, who led the work. 
But half of his group’s mice 
died young of holes in the 
heart. Others later died sud-
denly, prompting Srivastava 
and his colleagues to look for, 
and find, heart rhythm distur-
bances. 

The heart problems discov-
ered by Eric Olson of the Uni-
versity of Texas Southwestern 
Medical Center in Dallas and 
his colleagues [Science 316, 
575 (2007)] were more subtle. 
They erased the microRNA 

miR-208 and at first thought the mice were 
normal. Only when they subjected the ani-
mals to cardiac stress, by mimicking athero-
sclerosis and blocking thyroid signaling, did 
they observe that the animals’ hearts reacted 
inappropriately to such strain. 

The four teams that knocked out the vari-
ous microRNAs still don’t know all the gene 
targets of each molecule. The findings, says 
Turner, “really do leave open a lot more ques-
tions than perhaps there are answers.” One is 
whether these and other microRNAs help ex-
plain inherited defects in diseases for which 
genes have been elusive. Ailments from can-
cer to Alzheimer’s disease, says Carlo Croce 
of Ohio State University in Columbus, who 
is studying microRNAs in malignancies, may 
“have a microRNA component.” It’s one that 
scientists are beginning to hunt for in earnest. 

–JENNIFER COUZIN

pages 20 and 24 of this booklet. One team was 
led by Allan Bradley at the Wellcome Trust 
Sanger Institute and Martin Turner of the 
Babraham Institute, both in Cambridge, U.K., 
and the other by Klaus Rajewsky of Harvard 
Medical School in Boston. The other teams, 
one whose results were published online by 
Science on 22 March (www.sciencemag.org/
cgi/content/abstract/1139089) and one whose 
work appears in the 20 April issue of Cell, 
eliminated different microRNAs and docu-
mented defects in mouse hearts. 

The two groups that deleted miR-155 
found that the rodents’ T cells, B cells, and 
dendritic cells did not function properly, leav-
ing the animals immunodeficient. The muta-
tion also cut down the number of B cells in 
the gut, where the cells help fight infection, 
and triggered structural changes in the air-
ways of the lungs, akin to what happens in 
asthma.

Still, left alone in a relatively sterile lab, 
mice lacking miR-155 survived easily. But 
when vaccinated against a strain of salmo-
nella, the animals failed to develop protection 
against the bacterium—as quickly became 
apparent when most who were exposed to it 
died within a month. “The animals were no 
longer able to generate immunity,” says Turn-
er, an immunologist. 

Biologists typically see a specific defect 
when they knock out a protein-coding gene, 
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NEWS OF THE WEEK

For more than 2 decades, biologists have illu-
minated the roles of genes by deleting them in
mice and studying these “knockout” animals,
which lack the proteins encoded by the tar-
geted genes. Now, scientists say they’re begin-
ning to uncover an entirely new layer of gene
regulation by using the same strategy to erase
portions of genes that make snippets of RNA.
Just as knockouts of traditional protein-coding
genes yielded a treasure trove of knowledge
about how different genes govern health and
disease, this next generation of knockouts
could fill in the gaps that remain.

In a flurry of papers, four independent
groups have for the first time deleted mouse
genes for microRNAs, RNA molecules that
can modulate gene behavior. Each time, the
rodents were profoundly affected, with
some animals dropping dead of
heart trouble and others suffering
crippling immune defects. 

Since their discovery more
than a decade ago, microRNAs
have electrif ied biologists.
Geneticists estimate that the
human body employs at least
500 during development and
adult life. But it wasn’t clear,
especially in mammals, how
important individual microRNAs
were, because some evidence sug-
gested that these gene-regulators
had backups. In worms, for
example, erasing a particular
microRNA by deleting the rele-
vant stretch of DNA occasionally
had a dramatic effect but more
often didn’t appear to do much. 

“I think there was a fear that
nothing could be found” by delet-
ing microRNA genes in mammals
one at a time, says David Corry, an
immunologist at Baylor College of
Medicine in Houston, Texas. As it
turns out, the opposite is true.
“There’s a lot more that the
microRNAs are doing that we
didn’t appreciate until now,” says
Frank Slack, a developmental
biologist at Yale University who studies
microRNAs in worms. 

Two of the groups that produced the mam-
malian microRNA knockouts deleted the
same sequence, for miR-155, and describe the
effects on the mouse immune system on pages
604 and 608. One team was led by Allan
Bradley at the Wellcome Trust Sanger Institute

and Martin Turner of the Babraham Institute,
both in Cambridge, U.K., and the other by
Klaus Rajewsky of Harvard Medical School
in Boston. The other teams, one whose results
were published online by Science on 22 March
(www.sciencemag.org/cgi/content/abstract/
1139089) and one whose work appears in
the 20 April issue of Cell, eliminated dif-
ferent microRNAs and documented defects
in mouse hearts. 

The two groups that deleted miR-155
found that the rodents’ T cells, B cells, and
dendritic cells did not function properly, leav-
ing the animals immunodeficient. The muta-
tion also cut down the number of B cells in the
gut, where the cells help fight infection, and
triggered structural changes in the airways of
the lungs, akin to what happens in asthma. 

Still, left alone in a relatively sterile lab,
mice lacking miR-155 survived easily. But
when vaccinated against a strain of salmo-
nella, the animals failed to develop protec-
tion against the bacterium—as quickly
became apparent when most who were
exposed to it died within a month. “The ani-
mals were no longer able to generate immu-

nity,” says Turner, an immunologist. 
Biologists typically see a specific defect

when they knock out a protein-coding gene,
but eliminating a microRNA may pack a
bigger a punch, because many are thought
to control multiple genes. In the case of
miR-155, “you get much broader brush
strokes … [and] very diverse immunologi-
cal perturbations,” says Corry.

There’s a flip side to the promiscuity of
microRNAs: A single gene may be the target
of many microRNAs. That led some biologists
to speculate that built-in redundancy would
limit damage caused by deleting individual
microRNAs. In the Cell study in which
miR-1-2 was deleted, the microRNA actually
has an identical twin that’s encoded by a gene
on another chromosome. “We thought that

we’d have to delete both of them to
see any abnormality in the animal,”
says Deepak Srivastava of the Uni-
versity of California, San Fran-
cisco, who led the work. But half of
his group’s mice died young of
holes in the heart. Others later died
suddenly, prompting Srivastava
and his colleagues to look for, and
find, heart rhythm disturbances. 

The heart problems discovered
by Eric Olson of the University of
Texas Southwestern Medical Cen-
ter in Dallas and his colleagues,
which are also described on page
575, were more subtle. They erased
the microRNA miR-208 and at
first thought the mice were normal.
Only when they subjected the ani-
mals to cardiac stress, by mimick-
ing atherosclerosis and blocking
thyroid signaling, did they observe
that the animals’ hearts reacted
inappropriately to such strain. 

The four teams that knocked out
the various microRNAs still don’t
know all the gene targets of each
molecule. The findings, says Turner,
“really do leave open a lot more ques-
tions than perhaps there are answers.”
One is whether these and other

microRNAs help explain inherited defects in
diseases for which genes have been elusive.
Ailments from cancer to Alzheimer’s disease,
says Carlo Croce of Ohio State University in
Columbus, who is studying microRNAs in
malignancies, may “have a microRNA com-
ponent.” It’s one that scientists are beginning to
hunt for in earnest. –JENNIFER COUZIN

Erasing MicroRNAs Reveals Their Powerful Punch
GENETICS

Missing molecules. Compared to a normal mouse heart (top, left), one from a
mouse with a deleted microRNA (top, right) overexpresses a skeletal muscle gene
(in red), among other defects. Erasing a different microRNA increased collagen
deposits (green) in mouse lungs (above, right) compared to a normal organ
(above, left).
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Missing molecules. Compared to a normal mouse heart (left), one from a 
mouse with a deleted microRNA (right) overexpresses a skeletal muscle gene 
(in red), among other defects. 
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MicroRNAs are emerging as key 
players in the control of biologi-
cal processes, and the stage-spe-

cific expression of certain microRNAs in 
the immune system suggests that they may 
participate in immune regulation. One such 
microRNA is miR-155, produced from the 
non–protein-coding transcript of the bic 
gene. bic was discovered as a recurrent inte-
gration site of avian leukosis virus in chick-
en lymphoma cells (1). The hairpin from 
which miR-155 is processed represents the 
only evolutionarily conserved sequence of 
the bic gene, indicating that miR-155 me-
diates bic function (2–4). bic/miR-155 has 
been shown to be highly expressed in a va-
riety of human B cell lymphomas, includ-
ing the Hodgkin-Reed-Sternberg cells in 
Hodgkin’s disease, and miR-155 transgenic 
mice develop B cell lymphomas (5–8). In 
humans, bic/miR-155 expression was de-
tected in activated mature B and T lympho-
cytes (7, 9), including germinal center (GC) 
B cells (3, 7), as well as in activated mono-
cytes (10). Germinal centers represent sites 
of antibody affinity maturation and memory 
B cell generation in T cell–dependent anti-
body responses (11).   

To obtain insights into the physiological 
function of bic/miR-155, we generated two 
mutant mouse strains. In the first, a major 
portion of the bic second exon, including 
miR-155, was replaced by a ß-galactosidase 
(lacZ) reporter (12), generating a loss-of-
function allele designated bic/miR-155−/−. 
The reporter allows one to study the bic/

miR-155 expression pattern through lacZ 
expression (fig. S1) (13). Northern blots 
showed that miR-155 expression was com-
pletely ablated in activated bic/miR-155−/−  

B cells (fig. S1C). To generate the second 
mutant strain, we used a previously estab-
lished knock-in strategy (14), to condition-
ally express miR-155 and an enhanced green 
fluorescent protein (EGFP) reporter in ma-
ture B cells, in a Cre-dependent manner (fig. 
S2A) (15). For simplicity, mice carrying the 
miR-155 knock-in and the CD21-cre alleles 
will be referred to as B cellmiR-155 mice. 

The gut-associated lymphoid tissue 
(GALT), including Peyer’s patches (PPs) 
and mesenteric lymph nodes (mLNs), 
contains both B and T cells and activated, 
proliferating B cells undergoing GC reac-
tions in response to chronic stimulation by 
gut-derived microbes. We found increased 
fractions of GC B cells in both PPs and 
mLNs of B cellmiR-155 mice (Fig. 1A and 
figs. S3 and S4A), and most of these cells, 
as well as the non-GC B cells, expressed 
the EGFP reporter. In contrast, in bic/miR-
155−/− mice, the fraction of GC B cells, 
determined by fluorescence activated cell 
sorting (FACS) and immunohistochemistry, 
was significantly reduced in PPs and mLNs 
(Fig. 1A and figs. S3 and S4, A and B). In  
bic/miR-155+/− mice, the vast majority of 
the non-GC B cells were negative for lacZ, 
whereas ~60% of GC B cells expressed the 
lacZ reporter (Fig. 1B and fig. S1B). Be-
cause the detection of ß-galactosidase activ-
ity depends on the sensitivity of the assay 
as well as the persistence of the enzyme in 
dividing cells, we conclude that many or 
perhaps all GC B cells express bic/miR-155 
in the course of the GC response. 

To further characterize miR-155 expres-
sion, we isolated spleen B cells from wild-
type mice stimulated through the B cell re-
ceptor (BCR), CD40, or with mitogens that 
bind Toll-like receptors (TLRs). Although 
little bic/miR-155 expression was seen in 

cells before activation, strong up-regulation 
was detected under each of these activation 
conditions (Fig. 1, C and D). The signal-
ing requirements were different for BCR 
versus TLR/CD40-mediated bic/miR-155 
induction. The former appeared to depend 
on the calcineurin/NFAT (nuclear factor of 
activated T cells) pathway, but not NEMO, 
an essential component of the nuclear factor 
kB (NF-kB) signaling pathway. The latter 
required both MyD88 and NEMO (fig. S5) 
(16). A kinetic analysis upon BCR cross-
linking showed that both bic and miR-155 
up-regulation was transient, with a maxi-
mum induction of the former at 3 hours and 
the latter at 24 hours, consistent with a pre-
cursor-product relationship (Fig. 1, C and 
D). Thus, in the GC response, B cells may 
up-regulate bic/miR-155 at its initiation or 
recurrently during proliferation and selec-
tion by antigens. 

We have also observed that bic/miR-155 
expression was absent in nonlymphoid or-
gans (lungs, kidney, brain, liver, and heart) 
as well as in resting, naïve CD4+ T cells, but 
strong up-regulation occurs upon activa-
tion of these cells by T cell antigen receptor 
cross-linking (fig. S6), in accord with ear-
lier work in the human (3, 9). 

The reduced fraction of GC B cells in 
the GALT of bic/miR-155−/− mice, together 
with its increase in mutants overexpressing 
miR-155 in B cells, suggests that miR-155 
may indeed mediate bic function and may 
also be involved in the control of the GC re-
action. To determine whether bic/miR-155 
is also involved in induced GC responses in 
the spleen, we immunized mice with alum-
precipitated 3-hyroxy-4-nitro-phenylacetyl 
(NP) coupled to chicken gamma globulin 
(CGG), which normally initiates a GC re-
sponse accompanied by the production of 
antigen-specific antibodies detectable at day 
7 after immunization and reaching a peak 
1 week later (17). Antigen-specific immu-
noglobulin G1 (IgG1) antibody titers and 
the fractions of GC B cells were compared 
between immunized mutant and wild-type 
mice. In mice overexpressing miR-155, the 
antibody response was marginally enhanced 
at both time points (Fig. 2A). In contrast, 
the bic/miR-155−/− mice produced about 
one-fifth as much NP-specific antibody ti-
ters as their littermate controls (Fig. 2A). 
The percentages and numbers of spleen GC 
B cells were higher in the miR-155–over-
expressing mice, but reduced in the knock-
outs, compared to controls, most notably 
on day 14 after immunization (figs. 2B and 
S7). Furthermore, bic/miR-155−/− spleens 
displayed reduced numbers of GCs that ap-
peared smaller than those of controls and B 
cellmiR-155 mice (Fig. 2, C and D). Together, 
these results complement those obtained for 
GC formation in the GALT and indicate that 

Because a primitive cell was the target for

the transformation in ~40% of our experimental

leukemias, we investigated the differentiation

potential of MLL-derived L-ICs. Leukemic cells

were harvested from the BM of primary mice

and cultured in vitro under conditions support-

ive of both B-lymphoid and myeloid cells. Both

AML and B-precursor ALL grew for >100 days

(fig. S7, A and B), and in 10 out of 14 cultures

initiated from mice with MLL-ENL B-ALL, a

CD33+CD19– myeloid population emerged.

Three of these cultures underwent a complete

switch from a B-lymphoid to a myeloid blastic

population; in one instance, this was followed

by a reversion back to B-lineage cells (Fig. 2D

and fig. S7, C and D). Retroviral integration

analysis showed that clonality was maintained

during these lineage switches, but cells with

either rearranged IgH alleles or strictly germline

status were competent to switch lineages (Fig.

2E and fig. S7E). Consistent with these obser-

vations, intraclonal lineage switching has been

documented in patients with MLL leukemias

upon relapse (23–25) and was also found in our

in vivo studies (fig. S8). Together these in vitro

and in vivo data indicate thatMLL-derived L-ICs,

including those with rearranged IgH genes, retain

both lymphoid and myeloid potential, a finding

also observed in murine models (11).

Finally, to investigate the influence of

microenvironment on MLL L-ICs, we seeded

cells expressing MLL-ENL or MLL-AF9 into

myeloid-promoting suspension cultures imme-

diately after transduction. Under these condi-

tions, cells expressing MLL fusions outgrew

controls, generating populations of monoblastic

cells (MLL-ENL) and myelomonoblastic cells

(MLL-AF9) (Fig. 3A and fig. S9). Analysis of the

leukemia-initiating capacity of cells from differ-

ent times in culture showed that at the earliest

time point, cultured MLL-ENL cells generated

B-precursor ALL in vivo; however, at later pas-

sages the phenotype of the human grafts shifted

toward the myeloid lineage, with some mice

showing monoclonal mixed-lineage leukemias

and AML (Fig. 3, fig. S10, and table S4). Thus,

exposure to myeloid-supportive conditions was

permissive for the development of clones capable

of generating myeloid disease in vivo. In contrast

toMLL-ENL, the injection ofMLL-AF9 cells from

culture resulted in strictly myeloid outgrowths in

all but one engrafted mouse, again highlighting an

instructive role for the MLL fusion partner in

determining leukemia lineage.

Our data show that MLL fusion genes can ini-

tiate both myeloid and lymphoid leukemogenic

programs in primary human hematopoietic cells.

Which program is ultimately followed is influ-

enced by the identity of the fusion partner, as well

as by microenvironmental signals. The respon-

siveness of MLL-derived L-ICs to extrinsic cues,

coupled with their lympho-myeloid potential,

provides a biological basis for several hallmarks

of MLL leukemias, including lineage switching at

relapse and the high incidence of B-ALL in

infants (26), where the intrinsic and extrinsic de-

terminants of neonatal hematopoiesis favor B cell

development (27). The finding that L-ICs undergo

clonal evolution indicates that disease progression

is linked to the biological properties of the leu-

kemia stem cells that underlie the disease, rather

than to the evolution of leukemic blasts. Thus, it

will be essential to understand the cellular and

molecular properties of L-ICs at all stages, from

leukemic initiation to disease progression, in order

to devise therapies to target their eradication.
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Regulation of the Germinal Center
Response by MicroRNA-155
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MicroRNAs are small RNA species involved in biological control at multiple levels. Using genetic
deletion and transgenic approaches, we show that the evolutionarily conserved microRNA-155
(miR-155) has an important role in the mammalian immune system, specifically in regulating T
helper cell differentiation and the germinal center reaction to produce an optimal T cell–
dependent antibody response. miR-155 exerts this control, at least in part, by regulating cytokine
production. These results also suggest that individual microRNAs can exert critical control over
mammalian differentiation processes in vivo.

M
icroRNAs are emerging as key players

in the control of biological processes,

and the stage-specific expression of

certain microRNAs in the immune system

suggests that they may participate in immune

regulation. One such microRNA is miR-155,

produced from the non–protein-coding transcript

of the bic gene. bic was discovered as a recur-

rent integration site of avian leukosis virus in

chicken lymphoma cells (1). The hairpin from

which miR-155 is processed represents the

only evolutionarily conserved sequence of the

bic gene, indicating that miR-155 mediates bic

function (2–4). bic/miR-155 has been shown to

be highly expressed in a variety of human B

cell lymphomas, including the Hodgkin-Reed-
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Because a primitive cell was the target for

the transformation in ~40% of our experimental

leukemias, we investigated the differentiation

potential of MLL-derived L-ICs. Leukemic cells

were harvested from the BM of primary mice

and cultured in vitro under conditions support-

ive of both B-lymphoid and myeloid cells. Both

AML and B-precursor ALL grew for >100 days

(fig. S7, A and B), and in 10 out of 14 cultures

initiated from mice with MLL-ENL B-ALL, a

CD33+CD19– myeloid population emerged.

Three of these cultures underwent a complete

switch from a B-lymphoid to a myeloid blastic

population; in one instance, this was followed

by a reversion back to B-lineage cells (Fig. 2D

and fig. S7, C and D). Retroviral integration

analysis showed that clonality was maintained

during these lineage switches, but cells with

either rearranged IgH alleles or strictly germline

status were competent to switch lineages (Fig.

2E and fig. S7E). Consistent with these obser-

vations, intraclonal lineage switching has been

documented in patients with MLL leukemias

upon relapse (23–25) and was also found in our

in vivo studies (fig. S8). Together these in vitro

and in vivo data indicate thatMLL-derived L-ICs,

including those with rearranged IgH genes, retain

both lymphoid and myeloid potential, a finding

also observed in murine models (11).

Finally, to investigate the influence of

microenvironment on MLL L-ICs, we seeded

cells expressing MLL-ENL or MLL-AF9 into

myeloid-promoting suspension cultures imme-

diately after transduction. Under these condi-

tions, cells expressing MLL fusions outgrew

controls, generating populations of monoblastic

cells (MLL-ENL) and myelomonoblastic cells

(MLL-AF9) (Fig. 3A and fig. S9). Analysis of the

leukemia-initiating capacity of cells from differ-

ent times in culture showed that at the earliest

time point, cultured MLL-ENL cells generated

B-precursor ALL in vivo; however, at later pas-

sages the phenotype of the human grafts shifted

toward the myeloid lineage, with some mice

showing monoclonal mixed-lineage leukemias

and AML (Fig. 3, fig. S10, and table S4). Thus,

exposure to myeloid-supportive conditions was

permissive for the development of clones capable

of generating myeloid disease in vivo. In contrast

toMLL-ENL, the injection ofMLL-AF9 cells from

culture resulted in strictly myeloid outgrowths in

all but one engrafted mouse, again highlighting an

instructive role for the MLL fusion partner in

determining leukemia lineage.

Our data show that MLL fusion genes can ini-

tiate both myeloid and lymphoid leukemogenic

programs in primary human hematopoietic cells.

Which program is ultimately followed is influ-

enced by the identity of the fusion partner, as well

as by microenvironmental signals. The respon-

siveness of MLL-derived L-ICs to extrinsic cues,

coupled with their lympho-myeloid potential,

provides a biological basis for several hallmarks

of MLL leukemias, including lineage switching at

relapse and the high incidence of B-ALL in

infants (26), where the intrinsic and extrinsic de-

terminants of neonatal hematopoiesis favor B cell

development (27). The finding that L-ICs undergo

clonal evolution indicates that disease progression

is linked to the biological properties of the leu-

kemia stem cells that underlie the disease, rather

than to the evolution of leukemic blasts. Thus, it

will be essential to understand the cellular and

molecular properties of L-ICs at all stages, from

leukemic initiation to disease progression, in order

to devise therapies to target their eradication.
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Regulation of the Germinal Center
Response by MicroRNA-155
To-Ha Thai,1 Dinis Pedro Calado,1 Stefano Casola,2 K. Mark Ansel,1 Changchun Xiao,1

Yingzi Xue,3 Andrew Murphy,3 David Frendewey,3 David Valenzuela,3 Jeffery L. Kutok,4

Marc Schmidt-Supprian,1 Nikolaus Rajewsky,5 George Yancopoulos,3

Anjana Rao,1 Klaus Rajewsky1*

MicroRNAs are small RNA species involved in biological control at multiple levels. Using genetic
deletion and transgenic approaches, we show that the evolutionarily conserved microRNA-155
(miR-155) has an important role in the mammalian immune system, specifically in regulating T
helper cell differentiation and the germinal center reaction to produce an optimal T cell–
dependent antibody response. miR-155 exerts this control, at least in part, by regulating cytokine
production. These results also suggest that individual microRNAs can exert critical control over
mammalian differentiation processes in vivo.

M
icroRNAs are emerging as key players

in the control of biological processes,

and the stage-specific expression of

certain microRNAs in the immune system

suggests that they may participate in immune

regulation. One such microRNA is miR-155,

produced from the non–protein-coding transcript

of the bic gene. bic was discovered as a recur-

rent integration site of avian leukosis virus in

chicken lymphoma cells (1). The hairpin from

which miR-155 is processed represents the

only evolutionarily conserved sequence of the

bic gene, indicating that miR-155 mediates bic

function (2–4). bic/miR-155 has been shown to

be highly expressed in a variety of human B

cell lymphomas, including the Hodgkin-Reed-
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Fig. 1. bic/miR-155
regulates the GC re-
sponse and is induced
upon activation. (A) The
percentage of PP GC B
cells was determined by
FACS in bic/miR-155−/−

mice (n = 13) and
controls (n = 15), and
in B cellmiR-155 mice (n=
16) and controls (n =
17). (B) (Left panels) bic
promoter activity was
measured by LacZ stain-
ing in GC B cells with
the use of FACS. (Right
panels) In B cellmiR-155

mice, bic/miR-155 expres-
sion in mature B cells is
reported by EGFP expres-
sion. (C) RT-PCR was used
to detect bic in pro-
genitor, resting B cells
and anti–IgM-(Fab´)2–
stimulatedmature spleen
B cells (10 mg/ml). The
smaller transcript repre-
sents the spliced form of
bic. (D) miR-155 expres-
sion was detected by
Northern blots in the
same samples as in (C).
LPS, lipopolysaccharide.

Fig. 2. bic/miR-155−/− mice show impaired T cell–dependent antibody responses. (A and B) Mice were
immunized intraperitoneally with NP-CGG/Alum and analyzed on days 7 and 14 after immunization.
Open and closed symbols: experiments 1 and 2; triangles: controls; diamonds: B cellmiR-155;
squares: bic/miR-155−/−. (A) NP-specific IgG1 levels were measured by enzyme-linked immunosorbent assay. (B) The percentage of spleen CD38

loFashi

GC B cells was determined by FACS. Un: unimmunized. (C) Immunohistochemistry was performed on day 14 NP-immunized spleen sections from wild-type (a), B
cellmiR-155 (b), and knockout mice (c) to detect GCs (brown, PNA+; blue, hemotoxylin). High-magnification image is shown in (d). Images are representative of
three mice per group. (D) Number of GCs (±SEM) was determined from sections in (C); n = 3 mice per group. (E) The frequency of W33L replacement was
determined by sequence analyses with spleen GC B cells 12 or 14 days after NP-CGG immunization.
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miR-155 plays a specific role in the control 
of the GC reaction in the context of a T cell–
dependent antibody response. 

We next investigated a possible molecu-
lar basis for the effects of miR-155. With no 
obviously relevant predicted miR-155 targets 
in hand, we focused on basic features of the 
GC response; namely, B cell proliferation, 
the generation of somatic antibody mutants, 
and selection of mutated B cells that bound 
antigen with high affinity. We also exam-
ined the production of tumor necrosis factor 
(TNF) and lymphotoxin-α (LT-α) and LT-β 
by mutant and control B cells, because it is 
known that TNF and LT-α, produced by B 
cells, are critical for GC formation (18–20). 
When bic/miR-155−/− B cells were induced 
to proliferate in vitro by a variety of stimuli, 
their proliferation profile, determined by di-
lution of the cell-bound carboxyfluorescein 
diacetate succinimidyl ester (CFSE) label, 
was indistinguishable from that of control 
cells (fig. S8). There was thus no indica-
tion from these experiments that miR-155 
expression is directly 
involved in the con-
trol of B cell prolif-
eration. The anti-NP 
response is character-
ized by the preferen-

tial usage of the VH186.2 gene segment of 
the IgHb haplotype. Furthermore, high-affin-
ity anti-NP antibodies acquire a tryptophan-
to-leucine mutation at position 33 (W33L) 
(17). GC B cells were thus isolated from 
bic/miR-155+/− and bic/miR-155−/− mice on 
day 12 or 14 after immunization with NP-
CGG, and rearranged VH186.2 gene seg-
ments were sequenced (17). Although there 
were no notable differences in overall muta-
tion frequency between control and mutant 
cells, the selection for the W33L mutation 
was compromised in bic/miR-155 knockout 
cells (Fig. 2E). Therefore, although miR-155 
is not required for somatic hypermutation of 
antibody genes in GC B cells, it contributes 
to an optimal selection of cells acquiring 
high-affinity antibodies. A possible clue to 
an understanding of the defective GC reac-
tion in bic/miR-155 knockout mice came 
from the analysis of cytokine production by 
activated B cells from knockout and control 
mice. Two days after in vitro activation by 
BCR cross-linking, TNF production by bic/

miR-155−/− B cells was noticeably reduced 
when compared with that of the controls 
(Fig. 3A). Consistent with this, the concen-
tration of TNF in culture supernatants of the 
mutant B cells was about one-third of that in 
control supernatants (Fig. 3B). The differ-
ences in TNF production between knockout 
and wild-type cells were also apparent at the 
level of gene expression, as demonstrated 
by reverse transcription–polymerase chain 
reaction (RT-PCR) analysis of TNF-specific 
transcripts (Fig. 3C). We further showed, by 
RT-PCR, that lt-α but not lt-β expression 
is also compromised in the mutant cells. 
These defects were also observed in ex 
vivo sorted GC and non-GC B cells from 
mLNs of the knockout mice, where B cells 
may be chronically activated by exposure to 
bacterial antigens (Fig. 3D). Together, these 
data suggest that miR-155 controls the GC 
response at least in part at the level of cy-
tokine production. Although this control 
may follow pathways of posttranscriptional 
gene silencing, we note that fragile-X men-

tal retardation–related 
protein 1 (FXR1) and 
Argonaute-2, an RNA-
binding protein in-
volved in the microRNA 
pathway, were shown 

Sternberg cells in Hodgkin’s disease, and miR-

155 transgenic mice develop B cell lymphomas

(5–8). In humans, bic/miR-155 expression was

detected in activated mature B and T lympho-

cytes (7, 9), including germinal center (GC) B

cells (3, 7), as well as in activated monocytes

(10). Germinal centers represent sites of anti-

body affinity maturation and memory B cell

generation in T cell–dependent antibody re-

sponses (11).

To obtain insights into the physiological

function of bic/miR-155, we generated two

mutant mouse strains. In the first, a major portion

of the bic second exon, including miR-155, was

replaced by a b-galactosidase (lacZ) reporter

(12), generating a loss-of-function allele des-

ignated bic/miR-155−/−. The reporter allows

one to study the bic/miR-155 expression pattern

through lacZ expression (fig. S1) (13). Northern

blots showed that miR-155 expression was

completely ablated in activated bic/miR-155−/−

B cells (fig. S1C). To generate the second mu-

tant strain, we used a previously established

knock-in strategy (14), to conditionally express

miR-155 and an enhanced green fluorescent

protein (EGFP) reporter in mature B cells, in a

Cre-dependent manner (fig. S2A) (15). For

simplicity, mice carrying the miR-155 knock-in

and the CD21-cre alleles will be referred to as B

cellmiR-155 mice.

The gut-associated lymphoid tissue (GALT),

including Peyer’s patches (PPs) and mesenteric

lymph nodes (mLNs), contains both B and Tcells

and activated, proliferating B cells undergoing

GC reactions in response to chronic stimulation

by gut-derived microbes. We found increased

fractions of GC B cells in both PPs and mLNs of

B cellmiR-155 mice (Fig. 1A and figs. S3 and

S4A), and most of these cells, as well as the non-

GC B cells, expressed the EGFP reporter. In

contrast, in bic/miR-155−/− mice, the fraction of

GCB cells, determined by fluorescence activated

cell sorting (FACS) and immunohistochemistry,

was significantly reduced in PPs and mLNs (Fig.

1A and figs. S3 and S4, A and B). In bic/miR-

155+/− mice, the vast majority of the non-GC B

cells were negative for lacZ, whereas ~60% of

GC B cells expressed the lacZ reporter (Fig. 1B

and fig. S1B). Because the detection of b-

galactosidase activity depends on the sensitivity

of the assay as well as the persistence of the

enzyme in dividing cells, we conclude that many

or perhaps all GC B cells express bic/miR-155 in

the course of the GC response.

To further characterize miR-155 expression,

we isolated spleen B cells from wild-type mice

stimulated through the B cell receptor (BCR),

CD40, or with mitogens that bind Toll-like

receptors (TLRs). Although little bic/miR-155

expression was seen in cells before activation,

strong up-regulation was detected under each of

these activation conditions (Fig. 1, C and D). The

signaling requirements were different for BCR

versus TLR/CD40-mediated bic/miR-155 induc-

tion. The former appeared to depend on the

calcineurin/NFAT (nuclear factor of activated T

cells) pathway, but not NEMO, an essential

component of the nuclear factor kB (NF-kB)

signaling pathway. The latter required both

MyD88 and NEMO (fig. S5) (16). A kinetic

analysis upon BCR cross-linking showed that

both bic and miR-155 up-regulation was tran-

sient, with a maximum induction of the former at

3 hours and the latter at 24 hours, consistent with

a precursor-product relationship (Fig. 1, C and

D). Thus, in the GC response, B cells may up-

regulate bic/miR-155 at its initiation or recur-

rently during proliferation and selection by

antigens.

We have also observed that bic/miR-155

expression was absent in nonlymphoid organs

(lungs, kidney, brain, liver, and heart) as well as

in resting, naïve CD4+ T cells, but strong up-

regulation occurs upon activation of these cells

by T cell antigen receptor cross-linking (fig. S6),

in accord with earlier work in the human (3, 9).

The reduced fraction of GC B cells in the

GALT of bic/miR-155−/− mice, together with its

increase in mutants overexpressingmiR-155 in B

cells, suggests that miR-155 may indeed mediate

bic function and may also be involved in the

control of the GC reaction. To determine whether

bic/miR-155 is also involved in induced GC

responses in the spleen, we immunizedmice with

alum-precipitated 3-hyroxy-4-nitro-phenylacetyl

(NP) coupled to chicken gamma globulin

(CGG), which normally initiates a GC response

accompanied by the production of antigen-

specific antibodies detectable at day 7 after

immunization and reaching a peak 1 week later

(17). Antigen-specific immunoglobulin G1

(IgG1) antibody titers and the fractions of GC B

cells were compared between immunized mu-

tant and wild-type mice. In mice overexpressing

miR-155, the antibody response was marginally

enhanced at both time points (Fig. 2A). In con-

trast, the bic/miR-155−/− mice produced about

one-fifth as much NP-specific antibody titers as

their littermate controls (Fig. 2A). The percent-

ages and numbers of spleen GC B cells were

higher in the miR-155–overexpressing mice, but

reduced in the knockouts, compared to controls,

most notably on day 14 after immunization (figs.

2B and S7). Furthermore, bic/miR-155−/− spleens

displayed reduced numbers of GCs that appeared

Fig. 3. bic/miR-155−/− B cells are deficient in TNF and LT-a
production. All experiments were done with CD19+ mature
spleen B cells. (A) TNF expression determined by FACS was
analyzed before and after stimulation with anti-IgM-F(ab´)2
antibodies for 2 days (gated on blasted cells). Numbers in
panels represent the percentage of cells. Histograms display
the amount of TNF expressed at the indicated time points
after stimulation. (B) TNF production was measured with
the Beadlyte mouse cytokine kit in supernatants from (A).
(C) mRNAs were detected by RT-PCR in cells from (A).
Lanes: WT (lane 1), bic/miR-155+/− (lane 2) and bic/miR-155−/−

mice (lanes 3 and 4), and no cDNA input (lane 5). Data are representative of five independent
experiments. (D) mLNs non-GC and GC B cells were sorted, and RT-PCR was performed as in (C).
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cells producing IL-10, a cytokine known to 
dampen immune responses (24, 25). 

Although it remains to be seen whether 
these observations relate to the impaired GC 
response in the mutants, the present experi-
ments establish, through a combined genet-
ic loss- and gain-of-function approach, that 
miR-155 is critically involved in the in vivo 
control of specific differentiation processes 
in the immune response and that it exerts its 
functions at least partly at the level of con-
trol of cytokine production.

differentiation of knockout and control T 
cells in vitro (22, 23). We found that T cell 
differentiation proceeded normally in both 
cases (Fig. 4A). However, when T cells were 
cultured under conditions that promote nei-
ther differentiation pathway or suboptimally 
promote TH2 differentiation, bic/miR-155−/− 
cells produced more interleukin-4 (IL-4) and 
less interferon-γ (IFN-γ), suggesting that 
they were more prone to TH2 differentiation 
than controls (Fig. 4 and fig. S9). In addi-
tion, mutant T cell cultures generated more 

to associate with an AU-rich element in 
the 3′ untranslated region (UTR) of the 
TNF mRNA during translation activation 
(21). A conserved miR-155 binding site  
(AGCGUUA) downstream of this ele-
ment could contribute to the targeting of  
Argonaute-2 and FXR1 to the TNF 3′ UTR. 

Because bic/miR-155 is also expressed 
in T cells upon activation and differential 
cytokine production is a hallmark of T cell 
differentiation into T helper cell 1 (TH1) and 
TH2 effector cells, we tested TH1 and TH2 

smaller than those of controls and B cellmiR-155

mice (Fig. 2, C and D). Together, these results

complement those obtained for GC formation

in the GALT and indicate that miR-155 plays a

specific role in the control of the GC reaction

in the context of a T cell–dependent antibody

response.

We next investigated a possible molecular

basis for the effects of miR-155. With no

obviously relevant predicted miR-155 targets in

hand, we focused on basic features of the GC

response; namely, B cell proliferation, the gener-

ation of somatic antibody mutants, and selection

of mutated B cells that bound antigen with high

affinity. We also examined the production of

tumor necrosis factor (TNF) and lymphotoxin-a

(LT-a) and LT-b by mutant and control B cells,

because it is known that TNF and LT-a, produced

by B cells, are critical for GC formation (18–20).

When bic/miR-155−/− B cells were induced to

proliferate in vitro by a variety of stimuli, their

proliferation profile, determined by dilution of

the cell-bound carboxyfluorescein diacetate suc-

cinimidyl ester (CFSE) label, was indistinguish-

able from that of control cells (fig. S8). There

was thus no indication from these experiments

that miR-155 expression is directly involved in

the control of B cell proliferation. The anti-NP

response is characterized by the preferential

usage of the VH186.2 gene segment of the IgH
b

haplotype. Furthermore, high-affinity anti-NP

antibodies acquire a tryptophan-to-leucine mu-

tation at position 33 (W33L) (17). GC B cells

were thus isolated from bic/miR-155+/− and

bic/miR-155−/− mice on day 12 or 14 after im-

munization with NP-CGG, and rearranged

VH186.2 gene segments were sequenced (17).

Although there were no notable differences in

overall mutation frequency between control

and mutant cells, the selection for the W33L

mutation was compromised in bic/miR-155

knockout cells (Fig. 2E). Therefore, although

miR-155 is not required for somatic hyper-

mutation of antibody genes in GC B cells, it

contributes to an optimal selection of cells ac-

quiring high-affinity antibodies. A possible

clue to an understanding of the defective GC

reaction in bic/miR-155 knockout mice came

from the analysis of cytokine production by

activated B cells from knockout and control

mice. Two days after in vitro activation by BCR

cross-linking, TNF production by bic/miR-155−/−

B cells was noticeably reduced when compared

with that of the controls (Fig. 3A). Consistent

with this, the concentration of TNF in culture

supernatants of the mutant B cells was about one-

third of that in control supernatants (Fig. 3B).

The differences in TNF production between

knockout and wild-type cells were also apparent

at the level of gene expression, as demonstrated

by reverse transcription–polymerase chain re-

action (RT-PCR) analysis of TNF-specific tran-

scripts (Fig. 3C).We further showed, by RT-PCR,

that lt-a but not lt-b expression is also compro-

mised in the mutant cells. These defects were also

observed in ex vivo sorted GC and non-GC B

cells from mLNs of the knockout mice, where B

cells may be chronically activated by exposure to

bacterial antigens (Fig. 3D). Together, these data

suggest that miR-155 controls the GC response at

least in part at the level of cytokine production.

Although this control may follow pathways of

posttranscriptional gene silencing, we note that

fragile-X mental retardation–related protein

1 (FXR1) and Argonaute-2, an RNA-binding

protein involved in the microRNA pathway, were

shown to associate with an AU-rich element in

the 3′ untranslated region (UTR) of the TNF

mRNA during translation activation (21). A

conserved miR-155 binding site (AGCGUUA)

downstream of this element could contribute to

the targeting of Argonaute-2 and FXR1 to the

TNF 3′ UTR.

Because bic/miR-155 is also expressed in

T cells upon activation and differential cyto-

kine production is a hallmark of T cell differ-

entiation into T helper cell 1 (TH1) and TH2

effector cells, we tested TH1 and TH2 differ-

entiation of knockout and control T cells in

vitro (22, 23). We found that T cell differen-

tiation proceeded normally in both cases (Fig.

4A). However, when T cells were cultured un-

der conditions that promote neither differentiation

pathway or suboptimally promote TH2 differ-

entiation, bic/miR-155−/− cells produced more

interleukin-4 (IL-4) and less interferon-g (IFN-g),

suggesting that they were more prone to TH2

differentiation than controls (Fig. 4 and fig. S9).

In addition, mutant T cell cultures generated

more cells producing IL-10, a cytokine known to

dampen immune responses (24, 25).

Although it remains to be seen whether these

observations relate to the impaired GC re-

sponse in the mutants, the present experiments

establish, through a combined genetic loss-

and gain-of-function approach, that miR-155 is

critically involved in the in vivo control of

specific differentiation processes in the im-

mune response and that it exerts its functions

at least partly at the level of control of cytokine

production.
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the percentage of cells.
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smaller than those of controls and B cellmiR-155

mice (Fig. 2, C and D). Together, these results

complement those obtained for GC formation

in the GALT and indicate that miR-155 plays a

specific role in the control of the GC reaction

in the context of a T cell–dependent antibody

response.

We next investigated a possible molecular

basis for the effects of miR-155. With no

obviously relevant predicted miR-155 targets in

hand, we focused on basic features of the GC

response; namely, B cell proliferation, the gener-

ation of somatic antibody mutants, and selection

of mutated B cells that bound antigen with high

affinity. We also examined the production of

tumor necrosis factor (TNF) and lymphotoxin-a

(LT-a) and LT-b by mutant and control B cells,

because it is known that TNF and LT-a, produced

by B cells, are critical for GC formation (18–20).

When bic/miR-155−/− B cells were induced to

proliferate in vitro by a variety of stimuli, their

proliferation profile, determined by dilution of

the cell-bound carboxyfluorescein diacetate suc-

cinimidyl ester (CFSE) label, was indistinguish-

able from that of control cells (fig. S8). There

was thus no indication from these experiments

that miR-155 expression is directly involved in

the control of B cell proliferation. The anti-NP

response is characterized by the preferential

usage of the VH186.2 gene segment of the IgH
b

haplotype. Furthermore, high-affinity anti-NP

antibodies acquire a tryptophan-to-leucine mu-

tation at position 33 (W33L) (17). GC B cells

were thus isolated from bic/miR-155+/− and

bic/miR-155−/− mice on day 12 or 14 after im-

munization with NP-CGG, and rearranged

VH186.2 gene segments were sequenced (17).

Although there were no notable differences in

overall mutation frequency between control

and mutant cells, the selection for the W33L

mutation was compromised in bic/miR-155

knockout cells (Fig. 2E). Therefore, although

miR-155 is not required for somatic hyper-

mutation of antibody genes in GC B cells, it

contributes to an optimal selection of cells ac-

quiring high-affinity antibodies. A possible

clue to an understanding of the defective GC

reaction in bic/miR-155 knockout mice came

from the analysis of cytokine production by

activated B cells from knockout and control

mice. Two days after in vitro activation by BCR

cross-linking, TNF production by bic/miR-155−/−

B cells was noticeably reduced when compared

with that of the controls (Fig. 3A). Consistent

with this, the concentration of TNF in culture

supernatants of the mutant B cells was about one-

third of that in control supernatants (Fig. 3B).

The differences in TNF production between

knockout and wild-type cells were also apparent

at the level of gene expression, as demonstrated

by reverse transcription–polymerase chain re-

action (RT-PCR) analysis of TNF-specific tran-

scripts (Fig. 3C).We further showed, by RT-PCR,

that lt-a but not lt-b expression is also compro-

mised in the mutant cells. These defects were also

observed in ex vivo sorted GC and non-GC B

cells from mLNs of the knockout mice, where B

cells may be chronically activated by exposure to

bacterial antigens (Fig. 3D). Together, these data

suggest that miR-155 controls the GC response at

least in part at the level of cytokine production.

Although this control may follow pathways of

posttranscriptional gene silencing, we note that

fragile-X mental retardation–related protein

1 (FXR1) and Argonaute-2, an RNA-binding

protein involved in the microRNA pathway, were

shown to associate with an AU-rich element in

the 3′ untranslated region (UTR) of the TNF

mRNA during translation activation (21). A

conserved miR-155 binding site (AGCGUUA)

downstream of this element could contribute to

the targeting of Argonaute-2 and FXR1 to the

TNF 3′ UTR.

Because bic/miR-155 is also expressed in

T cells upon activation and differential cyto-

kine production is a hallmark of T cell differ-

entiation into T helper cell 1 (TH1) and TH2

effector cells, we tested TH1 and TH2 differ-

entiation of knockout and control T cells in

vitro (22, 23). We found that T cell differen-

tiation proceeded normally in both cases (Fig.

4A). However, when T cells were cultured un-

der conditions that promote neither differentiation

pathway or suboptimally promote TH2 differ-

entiation, bic/miR-155−/− cells produced more

interleukin-4 (IL-4) and less interferon-g (IFN-g),

suggesting that they were more prone to TH2

differentiation than controls (Fig. 4 and fig. S9).

In addition, mutant T cell cultures generated

more cells producing IL-10, a cytokine known to

dampen immune responses (24, 25).

Although it remains to be seen whether these

observations relate to the impaired GC re-

sponse in the mutants, the present experiments

establish, through a combined genetic loss-

and gain-of-function approach, that miR-155 is

critically involved in the in vivo control of

specific differentiation processes in the im-

mune response and that it exerts its functions

at least partly at the level of control of cytokine

production.
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MicroRNAs are a class of small RNAs that are increasingly being recognized as important regulators

of gene expression. Although hundreds of microRNAs are present in the mammalian genome,

genetic studies addressing their physiological roles are at an early stage. We have shown that mice

deficient for bic/microRNA-155 are immunodeficient and display increased lung airway

remodeling. We demonstrate a requirement of bic/microRNA-155 for the function of B and T

lymphocytes and dendritic cells. Transcriptome analysis of bic/microRNA-155–deficient CD4+ T

cells identified a wide spectrum of microRNA-155–regulated genes, including cytokines,

chemokines, and transcription factors. Our work suggests that bic/microRNA-155 plays a key role

in the homeostasis and function of the immune system.

M
icroRNAs (miRNAs) posttranscrip-

tionally regulate gene expression by

forming imperfect base pairing with

sequences in the 3′ untranslated region (3′ UTR)

of genes to prevent protein accumulation by re-

pressing translation or by inducing mRNA deg-

radation (1, 2). More than 500 miRNAs have

been identified in mammals, although their func-

tions are only now being elucidated (3). In the

immune system, the enzyme responsible for

regulatory RNA biogenesis, Dicer, is required

for T cell function, which suggests regulatory

roles for miRNAs in lymphocytes (4, 5). One

miRNA, miR-155 (6), maps within, and is pro-

cessed from, an exon of the noncoding RNA

known as bic (7, 8), its primary miRNA pre-

cursor (9). bic/miR-155 shows greatly increased

expression in activated B and T cells (9–11), as

well as in activated macrophages and dendritic

cells (DCs) (12, 13). Overexpression of bic/

miR-155 has been reported in B cell lymphomas

and solid tumors (14), and transgenic miR-155

mice have also been shown to develop B cell

malignancies in vivo (15), indicating that the

locus may also be linked to cancer.

To define the in vivo role of bic/miR-155 (bic),

we generated mutant alleles in embryonic stem

cells (16) to obtain bic-deficient (bicm1/m1 and

bicm2/m2) mice (fig. S1, A and B). bic-deficient

mice were viable and fertile but developed lung

pathology with age. At 320 to 350 days, 56%

(5 out of 9) of bicm1/m1mice displayed significant

remodeling of lung airways, with increased

bronchiolar subepithelial collagen deposition

and increased cell mass of sub-bronchiolar myo-

fibroblasts (Fig. 1, B, D, and F), relative to age-

matched control mice (n = 8) (Fig. 1, A, C, and

E). A statistically significant increase in the ratio

of collagen thickness/bronchiolar diameter and

smooth muscle cell area/bronchiolar diameter

could be measured in bic-deficient mice, com-

pared with wild-type controls (Fig. 1, G and H).

Increased airway remodeling in aged bicm1/m1

mice was accompanied by a significant increase

in the numbers of leukocytes in bronchoalveolar

lavage fluids (BAL) (Fig. 1, I) but not the lung

interstitium. These changes are reminiscent of the

lung fibrosis that often complicates systemic

autoimmune processes with lung involvement

(17, 18). We also noted that many bicm1/m1 mice

developed enteric inflammation, a trait we have

not investigated further. Thus, the phenotype we

observed suggested that bic/miR-155may partic-

ipate or play a role in regulating the homeostasis

of the immune system.

The pathology observed in bic-deficient

mice prompted us to examine the requirement

of bic/miR-155 in immunity. Although no gross

defect in myeloid or lymphoid development in

bic-deficient mice was observed (tables S1 and

S2), protective immunity did appear to be im-

paired. Thus, after intravenous immunization

with the live attenuated form of the enteric path-

ogen Salmonella typhimurium (aroA mutant

strain), mice were assessed for their ability to

resist oral challenge with virulent S. typhimurium

bacteria (19, 20). Both unvaccinated bicm2/m2 and

wild-type control mice (5 out of 5; n = 5) died

within 7 days after infection (Fig. 2A). However,

unlike their wild-type counterparts, bicm2/m2mice

were less readily protected by aroA vaccination,

and the majority of mice (5 out of 6; n = 6)

succumbed to challenge with the virulent strain

by 33 days after infection (Fig. 2B). Thus,

immunized bic-deficient mice, unlike wild-type

mice, could not be protected by immunization to

this pathogen.

Protective immunity requires the function

of T and B lymphocytes. Therefore, we next

examined the in vivo B and T cell responses of

bic-deficient mice immunized with the T-

dependent antigen, tetanus toxin fragment C

protein (TetC). Immunized bicm1/m1 mice

produced significantly reduced amounts of

immunoglobulin M (IgM) and switched anti-

gen-specific antibodies (Fig. 2C), indicative of

impaired B cell responses. For examination of

T cell function, splenocytes from mice immu-

nized with TetC were restimulated in vitro,

and the levels of interleukin (IL)–2 and

interferon (IFN)–g cytokines were measured.

As expected, splenocytes from wild-type mice

immunized with TetC produced significantly

increased levels of IL-2 and IFN-g relative to

naive mice (Fig. 2D). In contrast, bicm1/m1 im-

munized mice failed to produce significant levels

of these cytokines (Fig. 2D). Thus, B and T cell

responses were diminished in bic-deficient mice,

possibly contributing to their impaired enteric

immunity.

To understand the nature of defective im-

mune responses in vivo, we explored the possi-

bility of an intrinsic requirement for bic/miR-155

in B cells and T cells. Dendritic cell (DC) func-

tion was also tested, because these cells act as

professional antigen presenting cells (APCs) with

the ability to influence T cell activation and dif-

ferentiation. Production of IgG1 by lipopoly-

saccharide (LPS)– and IL-4–stimulated bicm2/m2
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MicroRNAs are a class of small RNAs that are increasingly being recognized as important regulators

of gene expression. Although hundreds of microRNAs are present in the mammalian genome,

genetic studies addressing their physiological roles are at an early stage. We have shown that mice

deficient for bic/microRNA-155 are immunodeficient and display increased lung airway

remodeling. We demonstrate a requirement of bic/microRNA-155 for the function of B and T

lymphocytes and dendritic cells. Transcriptome analysis of bic/microRNA-155–deficient CD4+ T

cells identified a wide spectrum of microRNA-155–regulated genes, including cytokines,

chemokines, and transcription factors. Our work suggests that bic/microRNA-155 plays a key role

in the homeostasis and function of the immune system.

M
icroRNAs (miRNAs) posttranscrip-

tionally regulate gene expression by

forming imperfect base pairing with

sequences in the 3′ untranslated region (3′ UTR)

of genes to prevent protein accumulation by re-

pressing translation or by inducing mRNA deg-

radation (1, 2). More than 500 miRNAs have

been identified in mammals, although their func-

tions are only now being elucidated (3). In the

immune system, the enzyme responsible for

regulatory RNA biogenesis, Dicer, is required

for T cell function, which suggests regulatory

roles for miRNAs in lymphocytes (4, 5). One

miRNA, miR-155 (6), maps within, and is pro-

cessed from, an exon of the noncoding RNA

known as bic (7, 8), its primary miRNA pre-

cursor (9). bic/miR-155 shows greatly increased

expression in activated B and T cells (9–11), as

well as in activated macrophages and dendritic

cells (DCs) (12, 13). Overexpression of bic/

miR-155 has been reported in B cell lymphomas

and solid tumors (14), and transgenic miR-155

mice have also been shown to develop B cell

malignancies in vivo (15), indicating that the

locus may also be linked to cancer.

To define the in vivo role of bic/miR-155 (bic),

we generated mutant alleles in embryonic stem

cells (16) to obtain bic-deficient (bicm1/m1 and

bicm2/m2) mice (fig. S1, A and B). bic-deficient

mice were viable and fertile but developed lung

pathology with age. At 320 to 350 days, 56%

(5 out of 9) of bicm1/m1mice displayed significant

remodeling of lung airways, with increased

bronchiolar subepithelial collagen deposition

and increased cell mass of sub-bronchiolar myo-

fibroblasts (Fig. 1, B, D, and F), relative to age-

matched control mice (n = 8) (Fig. 1, A, C, and

E). A statistically significant increase in the ratio

of collagen thickness/bronchiolar diameter and

smooth muscle cell area/bronchiolar diameter

could be measured in bic-deficient mice, com-

pared with wild-type controls (Fig. 1, G and H).

Increased airway remodeling in aged bicm1/m1

mice was accompanied by a significant increase

in the numbers of leukocytes in bronchoalveolar

lavage fluids (BAL) (Fig. 1, I) but not the lung

interstitium. These changes are reminiscent of the

lung fibrosis that often complicates systemic

autoimmune processes with lung involvement

(17, 18). We also noted that many bicm1/m1 mice

developed enteric inflammation, a trait we have

not investigated further. Thus, the phenotype we

observed suggested that bic/miR-155may partic-

ipate or play a role in regulating the homeostasis

of the immune system.

The pathology observed in bic-deficient

mice prompted us to examine the requirement

of bic/miR-155 in immunity. Although no gross

defect in myeloid or lymphoid development in

bic-deficient mice was observed (tables S1 and

S2), protective immunity did appear to be im-

paired. Thus, after intravenous immunization

with the live attenuated form of the enteric path-

ogen Salmonella typhimurium (aroA mutant

strain), mice were assessed for their ability to

resist oral challenge with virulent S. typhimurium

bacteria (19, 20). Both unvaccinated bicm2/m2 and

wild-type control mice (5 out of 5; n = 5) died

within 7 days after infection (Fig. 2A). However,

unlike their wild-type counterparts, bicm2/m2mice

were less readily protected by aroA vaccination,

and the majority of mice (5 out of 6; n = 6)

succumbed to challenge with the virulent strain

by 33 days after infection (Fig. 2B). Thus,

immunized bic-deficient mice, unlike wild-type

mice, could not be protected by immunization to

this pathogen.

Protective immunity requires the function

of T and B lymphocytes. Therefore, we next

examined the in vivo B and T cell responses of

bic-deficient mice immunized with the T-

dependent antigen, tetanus toxin fragment C

protein (TetC). Immunized bicm1/m1 mice

produced significantly reduced amounts of

immunoglobulin M (IgM) and switched anti-

gen-specific antibodies (Fig. 2C), indicative of

impaired B cell responses. For examination of

T cell function, splenocytes from mice immu-

nized with TetC were restimulated in vitro,

and the levels of interleukin (IL)–2 and

interferon (IFN)–g cytokines were measured.

As expected, splenocytes from wild-type mice

immunized with TetC produced significantly

increased levels of IL-2 and IFN-g relative to

naive mice (Fig. 2D). In contrast, bicm1/m1 im-

munized mice failed to produce significant levels

of these cytokines (Fig. 2D). Thus, B and T cell

responses were diminished in bic-deficient mice,

possibly contributing to their impaired enteric

immunity.

To understand the nature of defective im-

mune responses in vivo, we explored the possi-

bility of an intrinsic requirement for bic/miR-155

in B cells and T cells. Dendritic cell (DC) func-

tion was also tested, because these cells act as

professional antigen presenting cells (APCs) with

the ability to influence T cell activation and dif-

ferentiation. Production of IgG1 by lipopoly-

saccharide (LPS)– and IL-4–stimulated bicm2/m2
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smaller than those of controls and B cellmiR-155

mice (Fig. 2, C and D). Together, these results

complement those obtained for GC formation

in the GALT and indicate that miR-155 plays a

specific role in the control of the GC reaction

in the context of a T cell–dependent antibody

response.

We next investigated a possible molecular

basis for the effects of miR-155. With no

obviously relevant predicted miR-155 targets in

hand, we focused on basic features of the GC

response; namely, B cell proliferation, the gener-

ation of somatic antibody mutants, and selection

of mutated B cells that bound antigen with high

affinity. We also examined the production of

tumor necrosis factor (TNF) and lymphotoxin-a

(LT-a) and LT-b by mutant and control B cells,

because it is known that TNF and LT-a, produced

by B cells, are critical for GC formation (18–20).

When bic/miR-155−/− B cells were induced to

proliferate in vitro by a variety of stimuli, their

proliferation profile, determined by dilution of

the cell-bound carboxyfluorescein diacetate suc-

cinimidyl ester (CFSE) label, was indistinguish-

able from that of control cells (fig. S8). There

was thus no indication from these experiments

that miR-155 expression is directly involved in

the control of B cell proliferation. The anti-NP

response is characterized by the preferential

usage of the VH186.2 gene segment of the IgH
b

haplotype. Furthermore, high-affinity anti-NP

antibodies acquire a tryptophan-to-leucine mu-

tation at position 33 (W33L) (17). GC B cells

were thus isolated from bic/miR-155+/− and

bic/miR-155−/− mice on day 12 or 14 after im-

munization with NP-CGG, and rearranged

VH186.2 gene segments were sequenced (17).

Although there were no notable differences in

overall mutation frequency between control

and mutant cells, the selection for the W33L

mutation was compromised in bic/miR-155

knockout cells (Fig. 2E). Therefore, although

miR-155 is not required for somatic hyper-

mutation of antibody genes in GC B cells, it

contributes to an optimal selection of cells ac-

quiring high-affinity antibodies. A possible

clue to an understanding of the defective GC

reaction in bic/miR-155 knockout mice came

from the analysis of cytokine production by

activated B cells from knockout and control

mice. Two days after in vitro activation by BCR

cross-linking, TNF production by bic/miR-155−/−

B cells was noticeably reduced when compared

with that of the controls (Fig. 3A). Consistent

with this, the concentration of TNF in culture

supernatants of the mutant B cells was about one-

third of that in control supernatants (Fig. 3B).

The differences in TNF production between

knockout and wild-type cells were also apparent

at the level of gene expression, as demonstrated

by reverse transcription–polymerase chain re-

action (RT-PCR) analysis of TNF-specific tran-

scripts (Fig. 3C).We further showed, by RT-PCR,

that lt-a but not lt-b expression is also compro-

mised in the mutant cells. These defects were also

observed in ex vivo sorted GC and non-GC B

cells from mLNs of the knockout mice, where B

cells may be chronically activated by exposure to

bacterial antigens (Fig. 3D). Together, these data

suggest that miR-155 controls the GC response at

least in part at the level of cytokine production.

Although this control may follow pathways of

posttranscriptional gene silencing, we note that

fragile-X mental retardation–related protein

1 (FXR1) and Argonaute-2, an RNA-binding

protein involved in the microRNA pathway, were

shown to associate with an AU-rich element in

the 3′ untranslated region (UTR) of the TNF

mRNA during translation activation (21). A

conserved miR-155 binding site (AGCGUUA)

downstream of this element could contribute to

the targeting of Argonaute-2 and FXR1 to the

TNF 3′ UTR.

Because bic/miR-155 is also expressed in

T cells upon activation and differential cyto-

kine production is a hallmark of T cell differ-

entiation into T helper cell 1 (TH1) and TH2

effector cells, we tested TH1 and TH2 differ-

entiation of knockout and control T cells in

vitro (22, 23). We found that T cell differen-

tiation proceeded normally in both cases (Fig.

4A). However, when T cells were cultured un-

der conditions that promote neither differentiation

pathway or suboptimally promote TH2 differ-

entiation, bic/miR-155−/− cells produced more

interleukin-4 (IL-4) and less interferon-g (IFN-g),

suggesting that they were more prone to TH2

differentiation than controls (Fig. 4 and fig. S9).

In addition, mutant T cell cultures generated

more cells producing IL-10, a cytokine known to

dampen immune responses (24, 25).

Although it remains to be seen whether these

observations relate to the impaired GC re-

sponse in the mutants, the present experiments

establish, through a combined genetic loss-

and gain-of-function approach, that miR-155 is

critically involved in the in vivo control of

specific differentiation processes in the im-

mune response and that it exerts its functions

at least partly at the level of control of cytokine

production.
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MicroRNAs are a class of small RNAs that are increasingly being recognized as important regulators

of gene expression. Although hundreds of microRNAs are present in the mammalian genome,

genetic studies addressing their physiological roles are at an early stage. We have shown that mice

deficient for bic/microRNA-155 are immunodeficient and display increased lung airway

remodeling. We demonstrate a requirement of bic/microRNA-155 for the function of B and T

lymphocytes and dendritic cells. Transcriptome analysis of bic/microRNA-155–deficient CD4+ T

cells identified a wide spectrum of microRNA-155–regulated genes, including cytokines,

chemokines, and transcription factors. Our work suggests that bic/microRNA-155 plays a key role

in the homeostasis and function of the immune system.

M
icroRNAs (miRNAs) posttranscrip-

tionally regulate gene expression by

forming imperfect base pairing with

sequences in the 3′ untranslated region (3′ UTR)

of genes to prevent protein accumulation by re-

pressing translation or by inducing mRNA deg-

radation (1, 2). More than 500 miRNAs have

been identified in mammals, although their func-

tions are only now being elucidated (3). In the

immune system, the enzyme responsible for

regulatory RNA biogenesis, Dicer, is required

for T cell function, which suggests regulatory

roles for miRNAs in lymphocytes (4, 5). One

miRNA, miR-155 (6), maps within, and is pro-

cessed from, an exon of the noncoding RNA

known as bic (7, 8), its primary miRNA pre-

cursor (9). bic/miR-155 shows greatly increased

expression in activated B and T cells (9–11), as

well as in activated macrophages and dendritic

cells (DCs) (12, 13). Overexpression of bic/

miR-155 has been reported in B cell lymphomas

and solid tumors (14), and transgenic miR-155

mice have also been shown to develop B cell

malignancies in vivo (15), indicating that the

locus may also be linked to cancer.

To define the in vivo role of bic/miR-155 (bic),

we generated mutant alleles in embryonic stem

cells (16) to obtain bic-deficient (bicm1/m1 and

bicm2/m2) mice (fig. S1, A and B). bic-deficient

mice were viable and fertile but developed lung

pathology with age. At 320 to 350 days, 56%

(5 out of 9) of bicm1/m1mice displayed significant

remodeling of lung airways, with increased

bronchiolar subepithelial collagen deposition

and increased cell mass of sub-bronchiolar myo-

fibroblasts (Fig. 1, B, D, and F), relative to age-

matched control mice (n = 8) (Fig. 1, A, C, and

E). A statistically significant increase in the ratio

of collagen thickness/bronchiolar diameter and

smooth muscle cell area/bronchiolar diameter

could be measured in bic-deficient mice, com-

pared with wild-type controls (Fig. 1, G and H).

Increased airway remodeling in aged bicm1/m1

mice was accompanied by a significant increase

in the numbers of leukocytes in bronchoalveolar

lavage fluids (BAL) (Fig. 1, I) but not the lung

interstitium. These changes are reminiscent of the

lung fibrosis that often complicates systemic

autoimmune processes with lung involvement

(17, 18). We also noted that many bicm1/m1 mice

developed enteric inflammation, a trait we have

not investigated further. Thus, the phenotype we

observed suggested that bic/miR-155may partic-

ipate or play a role in regulating the homeostasis

of the immune system.

The pathology observed in bic-deficient

mice prompted us to examine the requirement

of bic/miR-155 in immunity. Although no gross

defect in myeloid or lymphoid development in

bic-deficient mice was observed (tables S1 and

S2), protective immunity did appear to be im-

paired. Thus, after intravenous immunization

with the live attenuated form of the enteric path-

ogen Salmonella typhimurium (aroA mutant

strain), mice were assessed for their ability to

resist oral challenge with virulent S. typhimurium

bacteria (19, 20). Both unvaccinated bicm2/m2 and

wild-type control mice (5 out of 5; n = 5) died

within 7 days after infection (Fig. 2A). However,

unlike their wild-type counterparts, bicm2/m2mice

were less readily protected by aroA vaccination,

and the majority of mice (5 out of 6; n = 6)

succumbed to challenge with the virulent strain

by 33 days after infection (Fig. 2B). Thus,

immunized bic-deficient mice, unlike wild-type

mice, could not be protected by immunization to

this pathogen.

Protective immunity requires the function

of T and B lymphocytes. Therefore, we next

examined the in vivo B and T cell responses of

bic-deficient mice immunized with the T-

dependent antigen, tetanus toxin fragment C

protein (TetC). Immunized bicm1/m1 mice

produced significantly reduced amounts of

immunoglobulin M (IgM) and switched anti-

gen-specific antibodies (Fig. 2C), indicative of

impaired B cell responses. For examination of

T cell function, splenocytes from mice immu-

nized with TetC were restimulated in vitro,

and the levels of interleukin (IL)–2 and

interferon (IFN)–g cytokines were measured.

As expected, splenocytes from wild-type mice

immunized with TetC produced significantly

increased levels of IL-2 and IFN-g relative to

naive mice (Fig. 2D). In contrast, bicm1/m1 im-

munized mice failed to produce significant levels

of these cytokines (Fig. 2D). Thus, B and T cell

responses were diminished in bic-deficient mice,

possibly contributing to their impaired enteric

immunity.

To understand the nature of defective im-

mune responses in vivo, we explored the possi-

bility of an intrinsic requirement for bic/miR-155

in B cells and T cells. Dendritic cell (DC) func-

tion was also tested, because these cells act as

professional antigen presenting cells (APCs) with

the ability to influence T cell activation and dif-

ferentiation. Production of IgG1 by lipopoly-

saccharide (LPS)– and IL-4–stimulated bicm2/m2
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cells (16) to obtain bic-deficient (bicm1/m1 and

bicm2/m2) mice (fig. S1, A and B). bic-deficient

mice were viable and fertile but developed lung
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fibroblasts (Fig. 1, B, D, and F), relative to age-

matched control mice (n = 8) (Fig. 1, A, C, and

E). A statistically significant increase in the ratio
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could be measured in bic-deficient mice, com-

pared with wild-type controls (Fig. 1, G and H).

Increased airway remodeling in aged bicm1/m1
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in the numbers of leukocytes in bronchoalveolar

lavage fluids (BAL) (Fig. 1, I) but not the lung

interstitium. These changes are reminiscent of the

lung fibrosis that often complicates systemic

autoimmune processes with lung involvement

(17, 18). We also noted that many bicm1/m1 mice

developed enteric inflammation, a trait we have

not investigated further. Thus, the phenotype we

observed suggested that bic/miR-155may partic-

ipate or play a role in regulating the homeostasis

of the immune system.
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mice prompted us to examine the requirement

of bic/miR-155 in immunity. Although no gross

defect in myeloid or lymphoid development in

bic-deficient mice was observed (tables S1 and

S2), protective immunity did appear to be im-

paired. Thus, after intravenous immunization

with the live attenuated form of the enteric path-

ogen Salmonella typhimurium (aroA mutant

strain), mice were assessed for their ability to

resist oral challenge with virulent S. typhimurium

bacteria (19, 20). Both unvaccinated bicm2/m2 and

wild-type control mice (5 out of 5; n = 5) died

within 7 days after infection (Fig. 2A). However,

unlike their wild-type counterparts, bicm2/m2mice

were less readily protected by aroA vaccination,

and the majority of mice (5 out of 6; n = 6)

succumbed to challenge with the virulent strain

by 33 days after infection (Fig. 2B). Thus,

immunized bic-deficient mice, unlike wild-type

mice, could not be protected by immunization to

this pathogen.

Protective immunity requires the function

of T and B lymphocytes. Therefore, we next

examined the in vivo B and T cell responses of

bic-deficient mice immunized with the T-

dependent antigen, tetanus toxin fragment C

protein (TetC). Immunized bicm1/m1 mice

produced significantly reduced amounts of
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gen-specific antibodies (Fig. 2C), indicative of

impaired B cell responses. For examination of

T cell function, splenocytes from mice immu-

nized with TetC were restimulated in vitro,

and the levels of interleukin (IL)–2 and

interferon (IFN)–g cytokines were measured.

As expected, splenocytes from wild-type mice

immunized with TetC produced significantly

increased levels of IL-2 and IFN-g relative to

naive mice (Fig. 2D). In contrast, bicm1/m1 im-

munized mice failed to produce significant levels

of these cytokines (Fig. 2D). Thus, B and T cell

responses were diminished in bic-deficient mice,
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tion was also tested, because these cells act as
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naive mice (Fig. 2D). In contrast, bicm1/m1 im-

munized mice failed to produce significant levels

of these cytokines (Fig. 2D). Thus, B and T cell

responses were diminished in bic-deficient mice,

possibly contributing to their impaired enteric

immunity.

To understand the nature of defective im-

mune responses in vivo, we explored the possi-

bility of an intrinsic requirement for bic/miR-155

in B cells and T cells. Dendritic cell (DC) func-

tion was also tested, because these cells act as

professional antigen presenting cells (APCs) with

the ability to influence T cell activation and dif-

ferentiation. Production of IgG1 by lipopoly-

saccharide (LPS)– and IL-4–stimulated bicm2/m2
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MicroRNAs are a class of small RNAs that are increasingly being recognized as important regulators

of gene expression. Although hundreds of microRNAs are present in the mammalian genome,

genetic studies addressing their physiological roles are at an early stage. We have shown that mice

deficient for bic/microRNA-155 are immunodeficient and display increased lung airway

remodeling. We demonstrate a requirement of bic/microRNA-155 for the function of B and T

lymphocytes and dendritic cells. Transcriptome analysis of bic/microRNA-155–deficient CD4+ T

cells identified a wide spectrum of microRNA-155–regulated genes, including cytokines,

chemokines, and transcription factors. Our work suggests that bic/microRNA-155 plays a key role

in the homeostasis and function of the immune system.

M
icroRNAs (miRNAs) posttranscrip-

tionally regulate gene expression by

forming imperfect base pairing with

sequences in the 3′ untranslated region (3′ UTR)

of genes to prevent protein accumulation by re-

pressing translation or by inducing mRNA deg-

radation (1, 2). More than 500 miRNAs have

been identified in mammals, although their func-

tions are only now being elucidated (3). In the

immune system, the enzyme responsible for

regulatory RNA biogenesis, Dicer, is required

for T cell function, which suggests regulatory

roles for miRNAs in lymphocytes (4, 5). One

miRNA, miR-155 (6), maps within, and is pro-

cessed from, an exon of the noncoding RNA

known as bic (7, 8), its primary miRNA pre-

cursor (9). bic/miR-155 shows greatly increased

expression in activated B and T cells (9–11), as

well as in activated macrophages and dendritic

cells (DCs) (12, 13). Overexpression of bic/

miR-155 has been reported in B cell lymphomas

and solid tumors (14), and transgenic miR-155

mice have also been shown to develop B cell

malignancies in vivo (15), indicating that the

locus may also be linked to cancer.

To define the in vivo role of bic/miR-155 (bic),

we generated mutant alleles in embryonic stem

cells (16) to obtain bic-deficient (bicm1/m1 and

bicm2/m2) mice (fig. S1, A and B). bic-deficient

mice were viable and fertile but developed lung

pathology with age. At 320 to 350 days, 56%

(5 out of 9) of bicm1/m1mice displayed significant

remodeling of lung airways, with increased

bronchiolar subepithelial collagen deposition

and increased cell mass of sub-bronchiolar myo-

fibroblasts (Fig. 1, B, D, and F), relative to age-

matched control mice (n = 8) (Fig. 1, A, C, and

E). A statistically significant increase in the ratio

of collagen thickness/bronchiolar diameter and

smooth muscle cell area/bronchiolar diameter

could be measured in bic-deficient mice, com-

pared with wild-type controls (Fig. 1, G and H).

Increased airway remodeling in aged bicm1/m1

mice was accompanied by a significant increase

in the numbers of leukocytes in bronchoalveolar

lavage fluids (BAL) (Fig. 1, I) but not the lung

interstitium. These changes are reminiscent of the

lung fibrosis that often complicates systemic

autoimmune processes with lung involvement

(17, 18). We also noted that many bicm1/m1 mice

developed enteric inflammation, a trait we have

not investigated further. Thus, the phenotype we

observed suggested that bic/miR-155may partic-

ipate or play a role in regulating the homeostasis

of the immune system.

The pathology observed in bic-deficient

mice prompted us to examine the requirement

of bic/miR-155 in immunity. Although no gross

defect in myeloid or lymphoid development in

bic-deficient mice was observed (tables S1 and

S2), protective immunity did appear to be im-

paired. Thus, after intravenous immunization

with the live attenuated form of the enteric path-

ogen Salmonella typhimurium (aroA mutant

strain), mice were assessed for their ability to

resist oral challenge with virulent S. typhimurium

bacteria (19, 20). Both unvaccinated bicm2/m2 and

wild-type control mice (5 out of 5; n = 5) died

within 7 days after infection (Fig. 2A). However,

unlike their wild-type counterparts, bicm2/m2mice

were less readily protected by aroA vaccination,

and the majority of mice (5 out of 6; n = 6)

succumbed to challenge with the virulent strain

by 33 days after infection (Fig. 2B). Thus,

immunized bic-deficient mice, unlike wild-type

mice, could not be protected by immunization to

this pathogen.

Protective immunity requires the function

of T and B lymphocytes. Therefore, we next

examined the in vivo B and T cell responses of

bic-deficient mice immunized with the T-

dependent antigen, tetanus toxin fragment C

protein (TetC). Immunized bicm1/m1 mice

produced significantly reduced amounts of

immunoglobulin M (IgM) and switched anti-

gen-specific antibodies (Fig. 2C), indicative of

impaired B cell responses. For examination of

T cell function, splenocytes from mice immu-

nized with TetC were restimulated in vitro,

and the levels of interleukin (IL)–2 and

interferon (IFN)–g cytokines were measured.

As expected, splenocytes from wild-type mice

immunized with TetC produced significantly

increased levels of IL-2 and IFN-g relative to

naive mice (Fig. 2D). In contrast, bicm1/m1 im-

munized mice failed to produce significant levels

of these cytokines (Fig. 2D). Thus, B and T cell

responses were diminished in bic-deficient mice,

possibly contributing to their impaired enteric

immunity.

To understand the nature of defective im-

mune responses in vivo, we explored the possi-

bility of an intrinsic requirement for bic/miR-155

in B cells and T cells. Dendritic cell (DC) func-

tion was also tested, because these cells act as

professional antigen presenting cells (APCs) with

the ability to influence T cell activation and dif-

ferentiation. Production of IgG1 by lipopoly-

saccharide (LPS)– and IL-4–stimulated bicm2/m2
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MicroRNAs are a class of small RNAs that are increasingly being recognized as important regulators

of gene expression. Although hundreds of microRNAs are present in the mammalian genome,

genetic studies addressing their physiological roles are at an early stage. We have shown that mice

deficient for bic/microRNA-155 are immunodeficient and display increased lung airway

remodeling. We demonstrate a requirement of bic/microRNA-155 for the function of B and T

lymphocytes and dendritic cells. Transcriptome analysis of bic/microRNA-155–deficient CD4+ T

cells identified a wide spectrum of microRNA-155–regulated genes, including cytokines,

chemokines, and transcription factors. Our work suggests that bic/microRNA-155 plays a key role

in the homeostasis and function of the immune system.

M
icroRNAs (miRNAs) posttranscrip-

tionally regulate gene expression by

forming imperfect base pairing with

sequences in the 3′ untranslated region (3′ UTR)

of genes to prevent protein accumulation by re-

pressing translation or by inducing mRNA deg-

radation (1, 2). More than 500 miRNAs have

been identified in mammals, although their func-

tions are only now being elucidated (3). In the

immune system, the enzyme responsible for

regulatory RNA biogenesis, Dicer, is required

for T cell function, which suggests regulatory

roles for miRNAs in lymphocytes (4, 5). One

miRNA, miR-155 (6), maps within, and is pro-

cessed from, an exon of the noncoding RNA

known as bic (7, 8), its primary miRNA pre-

cursor (9). bic/miR-155 shows greatly increased

expression in activated B and T cells (9–11), as

well as in activated macrophages and dendritic

cells (DCs) (12, 13). Overexpression of bic/

miR-155 has been reported in B cell lymphomas

and solid tumors (14), and transgenic miR-155

mice have also been shown to develop B cell

malignancies in vivo (15), indicating that the

locus may also be linked to cancer.

To define the in vivo role of bic/miR-155 (bic),

we generated mutant alleles in embryonic stem

cells (16) to obtain bic-deficient (bicm1/m1 and

bicm2/m2) mice (fig. S1, A and B). bic-deficient

mice were viable and fertile but developed lung

pathology with age. At 320 to 350 days, 56%

(5 out of 9) of bicm1/m1mice displayed significant

remodeling of lung airways, with increased

bronchiolar subepithelial collagen deposition

and increased cell mass of sub-bronchiolar myo-

fibroblasts (Fig. 1, B, D, and F), relative to age-

matched control mice (n = 8) (Fig. 1, A, C, and

E). A statistically significant increase in the ratio

of collagen thickness/bronchiolar diameter and

smooth muscle cell area/bronchiolar diameter

could be measured in bic-deficient mice, com-

pared with wild-type controls (Fig. 1, G and H).

Increased airway remodeling in aged bicm1/m1

mice was accompanied by a significant increase

in the numbers of leukocytes in bronchoalveolar

lavage fluids (BAL) (Fig. 1, I) but not the lung

interstitium. These changes are reminiscent of the

lung fibrosis that often complicates systemic

autoimmune processes with lung involvement

(17, 18). We also noted that many bicm1/m1 mice

developed enteric inflammation, a trait we have

not investigated further. Thus, the phenotype we

observed suggested that bic/miR-155may partic-

ipate or play a role in regulating the homeostasis

of the immune system.

The pathology observed in bic-deficient

mice prompted us to examine the requirement

of bic/miR-155 in immunity. Although no gross

defect in myeloid or lymphoid development in

bic-deficient mice was observed (tables S1 and

S2), protective immunity did appear to be im-

paired. Thus, after intravenous immunization

with the live attenuated form of the enteric path-

ogen Salmonella typhimurium (aroA mutant

strain), mice were assessed for their ability to

resist oral challenge with virulent S. typhimurium

bacteria (19, 20). Both unvaccinated bicm2/m2 and

wild-type control mice (5 out of 5; n = 5) died

within 7 days after infection (Fig. 2A). However,

unlike their wild-type counterparts, bicm2/m2mice

were less readily protected by aroA vaccination,

and the majority of mice (5 out of 6; n = 6)

succumbed to challenge with the virulent strain

by 33 days after infection (Fig. 2B). Thus,

immunized bic-deficient mice, unlike wild-type

mice, could not be protected by immunization to

this pathogen.

Protective immunity requires the function

of T and B lymphocytes. Therefore, we next

examined the in vivo B and T cell responses of

bic-deficient mice immunized with the T-

dependent antigen, tetanus toxin fragment C

protein (TetC). Immunized bicm1/m1 mice

produced significantly reduced amounts of

immunoglobulin M (IgM) and switched anti-

gen-specific antibodies (Fig. 2C), indicative of

impaired B cell responses. For examination of

T cell function, splenocytes from mice immu-

nized with TetC were restimulated in vitro,

and the levels of interleukin (IL)–2 and

interferon (IFN)–g cytokines were measured.

As expected, splenocytes from wild-type mice

immunized with TetC produced significantly

increased levels of IL-2 and IFN-g relative to

naive mice (Fig. 2D). In contrast, bicm1/m1 im-

munized mice failed to produce significant levels

of these cytokines (Fig. 2D). Thus, B and T cell

responses were diminished in bic-deficient mice,

possibly contributing to their impaired enteric

immunity.

To understand the nature of defective im-

mune responses in vivo, we explored the possi-

bility of an intrinsic requirement for bic/miR-155

in B cells and T cells. Dendritic cell (DC) func-

tion was also tested, because these cells act as

professional antigen presenting cells (APCs) with

the ability to influence T cell activation and dif-

ferentiation. Production of IgG1 by lipopoly-

saccharide (LPS)– and IL-4–stimulated bicm2/m2
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MicroRNAs (miRNAs) posttranscrip-
tionally regulate gene expression by 
forming imperfect base pairing with 

sequences in the 3′ untranslated region (3′ UTR) 
of genes to prevent protein accumulation by 
repressing translation or by inducing mRNA 
degradation (1, 2). More than 500 miRNAs 
have been identified in mammals, although 
their functions are only now being elucidated 
(3). In the immune system, the enzyme re-
sponsible for regulatory RNA biogenesis, 
Dicer, is required for T cell function, which 
suggests regulatory roles for miRNAs in lym-
phocytes (4, 5). One miRNA, miR-155 (6), 
maps within, and is processed from, an exon 
of the noncoding RNA known as bic (7, 8), 
its primary miRNA precursor (9). bic/miR-155 
shows greatly increased expression in activat-
ed B and T cells (9–11), as well as in activated 
macrophages and dendritic cells (DCs) (12, 
13). Overexpression of bic/miR-155 has been 
reported in B cell lymphomas and solid tumors 
(14), and transgenic miR-155 mice have also 
been shown to develop B cell malignancies in 
vivo (15), indicating that the locus may also be 
linked to cancer. 

To define the in vivo role of bic/miR-155 
(bic), we generated mutant alleles in embry-
onic stem cells (16) to obtain bic-deficient 
(bicm1/m1 and bicm2/m2) mice (fig. S1, A and B). 
bic-deficient mice were viable and fertile but 
developed lung pathology with age. At 320 to 
350 days, 56% (5 out of 9) of bicm1/m1 mice 
displayed significant remodeling of lung air-
ways, with increased bronchiolar subepithelial 
collagen deposition and increased cell mass of 
sub-bronchiolar myofibroblasts (Fig. 1, B, D, 
and F), relative to age-matched control mice 
(n = 8) (Fig. 1, A, C, and E). A statistically sig-
nificant increase in the ratio of collagen thick-
ness/bronchiolar diameter and smooth muscle 
cell area/bronchiolar diameter could be mea-
sured in bic-deficient mice, compared with 
wild-type controls (Fig. 1, G and H). Increased 

airway remodeling in aged bicm1/m1 mice was 
accompanied by a significant increase in the 
numbers of leukocytes in bronchoalveolar la-
vage fluids (BAL) (Fig. 1, I) but not the lung 
interstitium. These changes are reminiscent 
of the lung fibrosis that often complicates 
systemic autoimmune processes with lung in-
volvement (17, 18). We also noted that many 
bicm1/m1 mice developed enteric inflammation, 
a trait we have not investigated further. Thus, 
the phenotype we observed suggested that bic/
miR-155 may participate or play a role in regu-
lating the homeostasis of the immune system. 

The pathology observed in bic-deficient 
mice prompted us to examine the require-
ment of bic/miR-155 in immunity. Although 
no gross defect in myeloid or lymphoid de-
velopment in bic-deficient mice was observed 
(tables S1 and S2), protective immunity did 
appear to be impaired. Thus, after intravenous 
immunization with the live attenuated form of 
the enteric pathogen Salmonella typhimurium 
(aroA mutant strain), mice were assessed for 
their ability to resist oral challenge with viru-
lent S. typhimurium bacteria (19, 20). Both 
unvaccinated bicm2/m2 and wild-type control 
mice (5 out of 5; n = 5) died within 7 days 
after infection (Fig. 2A). However, unlike their 
wild-type counterparts, bicm2/m2 mice were 
less readily protected by aroA vaccination, and 
the majority of mice (5 out of 6; n = 6) suc-
cumbed to challenge with the virulent strain 
by 33 days after infection (Fig. 2B). Thus, im-
munized bic-deficient mice, unlike wild-type 
mice, could not be protected by immunization 
to this pathogen. 

Protective immunity requires the function 
of T and B lymphocytes. Therefore, we next 
examined the in vivo B and T cell responses 
of bic-deficient mice immunized with the T-
dependent antigen, tetanus toxin fragment 
C protein (TetC). Immunized bicm1/m1 mice 
produced significantly reduced amounts of 
immunoglobulin M (IgM) and switched anti-

gen-specific antibodies (Fig. 2C), indicative 
of impaired B cell responses. For examina-
tion of T cell function, splenocytes from mice 
immunized with TetC were restimulated in 
vitro, and the levels of interleukin (IL)–2 and 
interferon (IFN)–γ cytokines were measured. 
As expected, splenocytes from wild-type mice 
immunized with TetC produced significantly 
increased levels of IL-2 and IFN-γ relative 
to naive mice (Fig. 2D). In contrast, bicm1/m1 
immunized mice failed to produce significant 
levels of these cytokines (Fig. 2D). Thus, B 
and T cell responses were diminished in bic-
deficient mice, possibly contributing to their 
impaired enteric immunity. 

To understand the nature of defective im-
mune responses in vivo, we explored the pos-
sibility of an intrinsic requirement for bic/miR-
155 in B cells and T cells. Dendritic cell (DC) 
function was also tested, because these cells 
act as professional antigen presenting cells 
(APCs) with the ability to influence T cell acti-
vation and differentiation. Production of IgG1 
by lipopolysaccharide (LPS)– and IL-4–stimu-
lated bicm2/m2  B cells was significantly reduced 
(Fig. 2E), although this defect did not appear 
to correspond with abnormal proliferation (fig. 
S2). After encountering antigen, DCs increase 
their immunostimulatory capacity (21) through 
a process that is mimicked in vitro by stimu-
lation with LPS. After treatment with LPS 
bicm2/m2, bone marrow–derived DCs expressed 
levels of major histocompatibility complex–II 
and costimulatory molecules similar to those 
seen on identically treated matured wild-type 
DCs (fig. S3, A and B), which indicates that 
bic/miR-155 is not required for maturation. 
Nevertheless, bicm2/m2 DCs failed to efficiently 
activate T cells, consistent with defective an-
tigen presentation or costimulatory function 
(Fig. 2F). Collectively, these results suggest 
that the effects of bic/miR-155 may operate 
in part on T cells through its influence on DC 
function. 

To establish whether there is also an in-
trinsic requirement for bic/miR-155 in T cell 
function, the response of receptor-stimu-
lated naïve bicm2/m2 CD4+ T cells was tested. 
Despite normal proliferation, uncommitted  
bicm2/m2 CD4+ cells showed a significant re-
duction of the T helper (Th)–1 cytokine, IFN-
γ, after stimulation with antibodies to CD3 and 
CD28 (fig. S4). A reduction by a factor of 5 in 
the number of IFN-γ–producing cells was also 
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B cells was significantly reduced (Fig. 2E), al-

though this defect did not appear to correspond

with abnormal proliferation (fig. S2). After en-

countering antigen, DCs increase their immuno-

stimulatory capacity (21) through a process that

is mimicked in vitro by stimulation with LPS.

After treatment with LPS bic
m2/m2, bone marrow–

derived DCs expressed levels of major histo-

compatibility complex–II and costimulatory mol-

Fig. 1. Mice deficient for bic/
miR-155 show increased lung
airway remodeling (A to F) Histo-
logical examination of sections of
lung bronchioles from control wild-
type (A, C, and E) and bicm1/m1 mice
(B, D, and F). Scale bar, 100 mm. (A
andB)Haematoxylin andeosin stain;
(C and D) Masson Trichrome stain; (E
and F) Immunohistochemical stain-
ing for smooth muscle actin. Col-
lagen layer (white arrows), lung
myofibroblasts (black arrows), bron-
chioles (B), and blood vessels (V) are
indicated. (G) Quantitation of peri-
bronchiolar collagen thickness or (H)
airways smooth muscle cell (ASM)
mass in bicm1/m1 mice compared
with that of wild-type mice. (G) P <
0.02 or (H) P < 0.0001, in com-
parison with wild-type group, Stu-
dent’s two-tailed t test. Open
circles, control mice; filled trian-
gles, bicm1/m1 mice. Notably, bicm1/m1 mice with increased collagen layer thickness also had increased ASMmass. (I) Total and differential cell counts in BAL from
the indicated mice. Data are the mean + SE from seven bic-deficient mice and six control mice. **P < 0.01 in comparison with wild-type group, Student’s two-
tailed t test.

Fig. 2. Defective adaptive immunity by bic-deficient mice. (A) Survival curve
for mice (n = 5 in each group) infected orally with 1 × 108 colony-forming units
(CFU)–virulent S. typhimurium strain SL344. As expected for mice of this genetic
background, all failed to survive challenge. (B) Survival of mice (n = 6 in each
group) infected intravenously with 1 × 104 CFU of S. typhimurium aroA strain
followed by oral challenge with S. typhimurium SL344 6 weeks after prime. In
contrast with control mice, bicm2/m2 mice demonstrate reduced survival after
challenge. (A and B) Line, control C57BL/6J (wild-type) mice; dashed line, N5
C57BL/6J backcross bicm2/m2 mice. (C) TetC-specific Ig levels from control mice
(open circles) or bic-deficient mice (filled triangles) immunized with TetC at days
1 and 21 and analyzed 13 days after secondary immunization. P values denote
significant differences; Student’s two-tailed t test. (D) Production of IL-2 and
IFN-g by splenocytes isolated from wild-type or bicm1/m1-naïve mice (open

bars) or immunized with TetC as in (C) (closed bars) and cultured for 48
hours in the presence of TetC. Data are the mean ± SE from four mice. *P <
0.05 versus naïve mice; Student’s two-tailed t test. (E) Reduced IgG1
production by bicm2/m2 B cells cultured in the presence of LPS and IL-4 for 4
days. Data are the mean + SE from 3 mice. **P < 0.01 versus wild-type;
Student’s two-tailed t test. (F) Significantly reduced proliferation and IL-2
production by ovalbumin T cell receptor transgenic (OT-II) cells cultured
with LPS-matured, bone marrow–derived, bic-deficient DCs in the presence
of cognate (2.5 mM) ovalbumin protein. Cell proliferation was determined
by [3H]-thymidine incorporation at 72 hours. IL-2 was measured from
supernatants by enzyme-linked immunosorbent assay (ELISA) at 48 hours.
Data are the mean + SE from five mice of each genotype. *P < 0.05 versus
wild-type; Student’s two-tailed t test.
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B cells was significantly reduced (Fig. 2E), al-

though this defect did not appear to correspond

with abnormal proliferation (fig. S2). After en-

countering antigen, DCs increase their immuno-

stimulatory capacity (21) through a process that

is mimicked in vitro by stimulation with LPS.

After treatment with LPS bic
m2/m2, bone marrow–

derived DCs expressed levels of major histo-

compatibility complex–II and costimulatory mol-

Fig. 1. Mice deficient for bic/
miR-155 show increased lung
airway remodeling (A to F) Histo-
logical examination of sections of
lung bronchioles from control wild-
type (A, C, and E) and bicm1/m1 mice
(B, D, and F). Scale bar, 100 mm. (A
andB)Haematoxylin andeosin stain;
(C and D) Masson Trichrome stain; (E
and F) Immunohistochemical stain-
ing for smooth muscle actin. Col-
lagen layer (white arrows), lung
myofibroblasts (black arrows), bron-
chioles (B), and blood vessels (V) are
indicated. (G) Quantitation of peri-
bronchiolar collagen thickness or (H)
airways smooth muscle cell (ASM)
mass in bicm1/m1 mice compared
with that of wild-type mice. (G) P <
0.02 or (H) P < 0.0001, in com-
parison with wild-type group, Stu-
dent’s two-tailed t test. Open
circles, control mice; filled trian-
gles, bicm1/m1 mice. Notably, bicm1/m1 mice with increased collagen layer thickness also had increased ASMmass. (I) Total and differential cell counts in BAL from
the indicated mice. Data are the mean + SE from seven bic-deficient mice and six control mice. **P < 0.01 in comparison with wild-type group, Student’s two-
tailed t test.

Fig. 2. Defective adaptive immunity by bic-deficient mice. (A) Survival curve
for mice (n = 5 in each group) infected orally with 1 × 108 colony-forming units
(CFU)–virulent S. typhimurium strain SL344. As expected for mice of this genetic
background, all failed to survive challenge. (B) Survival of mice (n = 6 in each
group) infected intravenously with 1 × 104 CFU of S. typhimurium aroA strain
followed by oral challenge with S. typhimurium SL344 6 weeks after prime. In
contrast with control mice, bicm2/m2 mice demonstrate reduced survival after
challenge. (A and B) Line, control C57BL/6J (wild-type) mice; dashed line, N5
C57BL/6J backcross bicm2/m2 mice. (C) TetC-specific Ig levels from control mice
(open circles) or bic-deficient mice (filled triangles) immunized with TetC at days
1 and 21 and analyzed 13 days after secondary immunization. P values denote
significant differences; Student’s two-tailed t test. (D) Production of IL-2 and
IFN-g by splenocytes isolated from wild-type or bicm1/m1-naïve mice (open

bars) or immunized with TetC as in (C) (closed bars) and cultured for 48
hours in the presence of TetC. Data are the mean ± SE from four mice. *P <
0.05 versus naïve mice; Student’s two-tailed t test. (E) Reduced IgG1
production by bicm2/m2 B cells cultured in the presence of LPS and IL-4 for 4
days. Data are the mean + SE from 3 mice. **P < 0.01 versus wild-type;
Student’s two-tailed t test. (F) Significantly reduced proliferation and IL-2
production by ovalbumin T cell receptor transgenic (OT-II) cells cultured
with LPS-matured, bone marrow–derived, bic-deficient DCs in the presence
of cognate (2.5 mM) ovalbumin protein. Cell proliferation was determined
by [3H]-thymidine incorporation at 72 hours. IL-2 was measured from
supernatants by enzyme-linked immunosorbent assay (ELISA) at 48 hours.
Data are the mean + SE from five mice of each genotype. *P < 0.05 versus
wild-type; Student’s two-tailed t test.
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tailed t test.
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for mice (n = 5 in each group) infected orally with 1 × 108 colony-forming units
(CFU)–virulent S. typhimurium strain SL344. As expected for mice of this genetic
background, all failed to survive challenge. (B) Survival of mice (n = 6 in each
group) infected intravenously with 1 × 104 CFU of S. typhimurium aroA strain
followed by oral challenge with S. typhimurium SL344 6 weeks after prime. In
contrast with control mice, bicm2/m2 mice demonstrate reduced survival after
challenge. (A and B) Line, control C57BL/6J (wild-type) mice; dashed line, N5
C57BL/6J backcross bicm2/m2 mice. (C) TetC-specific Ig levels from control mice
(open circles) or bic-deficient mice (filled triangles) immunized with TetC at days
1 and 21 and analyzed 13 days after secondary immunization. P values denote
significant differences; Student’s two-tailed t test. (D) Production of IL-2 and
IFN-g by splenocytes isolated from wild-type or bicm1/m1-naïve mice (open

bars) or immunized with TetC as in (C) (closed bars) and cultured for 48
hours in the presence of TetC. Data are the mean ± SE from four mice. *P <
0.05 versus naïve mice; Student’s two-tailed t test. (E) Reduced IgG1
production by bicm2/m2 B cells cultured in the presence of LPS and IL-4 for 4
days. Data are the mean + SE from 3 mice. **P < 0.01 versus wild-type;
Student’s two-tailed t test. (F) Significantly reduced proliferation and IL-2
production by ovalbumin T cell receptor transgenic (OT-II) cells cultured
with LPS-matured, bone marrow–derived, bic-deficient DCs in the presence
of cognate (2.5 mM) ovalbumin protein. Cell proliferation was determined
by [3H]-thymidine incorporation at 72 hours. IL-2 was measured from
supernatants by enzyme-linked immunosorbent assay (ELISA) at 48 hours.
Data are the mean + SE from five mice of each genotype. *P < 0.05 versus
wild-type; Student’s two-tailed t test.
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ecules similar to those seen on identically treated

matured wild-type DCs (fig. S3, A and B), which

indicates that bic/miR-155 is not required for

maturation. Nevertheless, bicm2/m2 DCs failed to

efficiently activate T cells, consistent with defec-

tive antigen presentation or costimulatory func-

tion (Fig. 2F). Collectively, these results suggest

that the effects of bic/miR-155 may operate in

part on T cells through its influence on DC

function.

To establish whether there is also an

intrinsic requirement for bic/miR-155 in T cell

function, the response of receptor-stimulated

naïve bicm2/m2 CD4+ T cells was tested.

Despite normal proliferation, uncommitted

bicm2/m2 CD4+ cells showed a significant

reduction of the T helper (Th)–1 cytokine,

IFN-g, after stimulation with antibodies to

CD3 and CD28 (fig. S4). A reduction by a

factor of 5 in the number of IFN-g–producing

cells was also observed after restimulation of

bicm2/m2 CD4+ T cells cultured under

conditions designed not to polarize Th

responses (Fig. 3A); and was accompanied

by a doubling in the number of IL-4 single-

producing cells (Fig. 3A). In light of the

expression of bic/miR-155 in both Th1 and

Th2 cell lineages (fig. S5, A and B), we next

examined the phenotype of bicm2/m2 CD4+ T

cells after culture in conditions that promote

Th1 or Th2 cell differentiation. The levels of

IFN-g, as well as the number of bicm2/m2 Th1

cells secreting cytokine, were similar to

controls, which indicates that bic/miR-155 is

not required for Th1 differentiation (Fig. 3, A

and B). However, phenotypic alterations were

observed as bicm2/m2 Th1 cells produced

elevated levels of CCL-5 (Fig. 3B and table

S3). By contrast, increased commitment to the

Th2 pathway was evident in bicm2/m2 Th2 cell

cultures as higher numbers of IL-4–producing

cells were observed (Fig. 3A). In support of

this result, enhanced levels of the Th2

cytokines IL-4, IL-5, and IL-10 were generated

by bicm2/m2 cells after culture in Th2 polariz-

ing conditions (Fig. 3C). Taken together, these

data demonstrate that bic-deficient CD4+ T

cells are intrinsically biased toward Th2

differentiation. Moreover, Th1 cells may have

altered function despite normal production of

IFN-g.

To understand how bic/miR-155 regulates

Th2 commitment and to gain a more global

insight into the extent of deregulation in Th1

cells, we analyzed gene expression in bicm2/m2

Th1 or Th2 cells using microarray analysis. In

addition, because the 5′ region of miRNAs

(referred to as the WseedW region) is believed to

be crucial for target mRNA recognition (1, 2),

we searched the 3′ UTRs of significantly up-

regulated genes in microarrays for the presence

of seed matches specific for miR-155. In bic-

deficient Th1 cells, we identified 46 of 53 up-

regulated transcripts as potential miR-155

targets (table S3 and fig. S6). In bic-deficient

Th2 cells, 53 out of 99 up-regulated transcripts

were predicted targets (table S4 and fig. S7).

To confirm these genes as likely targets of

miR-155, we then searched the 3′ UTRs for

seed matches specific for all of the known

mouse miRNAs in the miRbase public

database (3). miR-155 seed sequences were

significantly overrepresented over all other

tested mouse miRNAs, indicating a significant

probability that these genes are direct targets

of miR-155 (Fig. 4, A and B). This compu-

tational data strongly suggests that miR-155

represses a wide assortment of genes in CD4+ T

cells and lends support for the hypothesis that

miRNA targets are generally abundant in mam-

mals (22).

A wide spectrum of miR-155 target genes

with diverse molecular roles, such as T cell

costimulation (e.g., Tnfsf9), chemotaxis (e.g.,

Ccl-5), and signaling (e.g., Ikbke), were identi-

fied. Among these, we noted that the tran-

scription factor c-Maf contains phylogenetically

conserved miR-155 seed matches in the 3′ UTR

(fig. S8). c-Maf is a potent transactivator of the

IL-4 promoter, and ectopically expressed c-Maf

is sufficient to cause increased IL-4, IL-5 and

IL-10 production by Th2 cells (23–25). In con-

cordance with the microarray results, a signif-

icant induction of c-MafmRNAwas detected in

bicm2/m2 Th2 cells, and the levels of c-Maf

protein were correspondingly increased (Fig. 4,

C and D). By contrast, levels of Gata3

transcript, which does not contain a miR-155

seed, were not elevated (Fig. 4C). Increased

Fig. 3. Increased Th2 polarization and amplified Th2 cytokine production by bic-deficient CD4+ T
cells. CD4+CD62L+ cells of indicated genotypes were cultured under (A, middle panel, and B) Th1
conditions, (A, lower panel, and C) Th2 in vitro differentiation conditions, or (A, upper panel)
nonpolarizing (ThN) conditions and restimulated with immobilized antibody to CD3 (10 mg/ml) and
soluble 2 mg/ml antibody to CD28 on day 6. (A) Intracellular cytometric analysis for IFN-g and IL-4
production (16). The panel shows a representative result of three mice of each genotype analyzed
in the same experiment. Data are representative of two independent experiments (n = 3 per
genotype). Numbers in each quadrant are percentages of cells of indicated phenotype. (B and C)
Cytokine levels were assayed by ELISA 21 hours after restimulation of cells cultured under (B) Th1
or (C) Th2 polarizing conditions. Data are the mean + SE from three individual mice. *P < 0.05 or
**P < 0.01 versus wild-type; Student’s two-tailed t test.
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observed after restimulation of bicm2/m2 CD4+ 
T cells cultured under conditions designed not 
to polarize Th responses (Fig. 3A); and was 
accompanied by a doubling in the number of 
IL-4 single-producing cells (Fig. 3A). In light 
of the expression of bic/miR-155 in both Th1 
and Th2 cell lineages (fig. S5, A and B), we 
next examined the phenotype of bicm2/m2 CD4+ 
T cells after culture in conditions that promote 
Th1 or Th2 cell differentiation. The levels of 
IFN-γ, as well as the number of bicm2/m2 Th1 
cells secreting cytokine, were similar to con-
trols, which indicates that bic/miR-155 is not 
required for Th1 differentiation (Fig. 3, A and 

despite normal production of IFN-γ. 
To understand how bic/miR-155 regulates 

Th2 commitment and to gain a more global 
insight into the extent of deregulation in Th1 
cells, we analyzed gene expression in bicm2/m2 
Th1 or Th2 cells using microarray analysis. 
In addition, because the 5′ region of miRNAs 
(referred to as the "seed" region) is believed 
to be crucial for target mRNA recognition 
(1, 2), we searched the 3′ UTRs of signifi-
cantly up-regulated genes in microarrays for 
the presence of seed matches specific for  
miR-155. In bic-deficient Th1 cells, we identi-
fied 46 of 53 up-regulated transcripts as poten-
tial miR-155 targets (table S3 and fig. S6). In 
bic-deficient Th2 cells, 53 out of 99 up-regu-
lated transcripts were predicted targets (table 
S4 and fig. S7). To confirm these genes as like-
ly targets of miR-155, we then searched the 3′ 
UTRs for seed matches specific for all of the 
known mouse miRNAs in the miRbase public 
database (3). miR-155 seed sequences were 
significantly overrepresented over all other 
tested mouse miRNAs, indicating a significant 
probability that these genes are direct targets 
of miR-155 (Fig. 4, A and B). This computa-
tional data strongly suggests that miR-155 re-
presses a wide assortment of genes in CD4+ 
T cells and lends support for the hypothesis 
that miRNA targets are generally abundant in 
mammals (22). 

A wide spectrum of miR-155 target genes 
with diverse molecular roles, such as T cell 
costimulation (e.g., Tnfsf9), chemotaxis (e.g., 
Ccl-5), and signaling (e.g., Ikbke), were identi-
fied. Among these, we noted that the transcrip-
tion factor c-Maf contains phylogenetically 
conserved miR-155 seed matches in the 3′ 
UTR (fig. S8). c-Maf is a potent transactiva-
tor of the IL-4 promoter, and ectopically ex-
pressed c-Maf is sufficient to cause increased 
IL-4, IL-5 and IL-10 production by Th2 cells 
(23–25). In concordance with the microar-
ray results, a significant induction of c-Maf 
mRNA was detected in bicm2/m2 Th2 cells, and 
the levels of c-Maf protein were correspond-
ingly increased (Fig. 4, C and D). By contrast, 
levels of Gata3 transcript, which does not con-
tain a miR-155 seed, were not elevated (Fig. 
4C). Increased  expression of c-Maf may thus 
contribute, at least in part, to the increased Th2 
cytokine production phenotype observed in 
bicm2/m2 Th2 cells. To further confirm whether 
c-Maf is a direct target of miR-155, we cloned 
its 3′ UTR into a luciferase reporter plasmid. 
The wild-type c-Maf reporter exhibited signif-
icant miR-155–dependent repression relative 
to the reporter with a mutant seed sequence, 
which indicates that this is a direct target for 
miR-155 (Fig. 4E). We conclude from these 
experiments that bic/miR-155 modulates lev-
els of c-Maf in CD4+ T cells and this is likely 

B). However, phenotypic alterations were ob-
served as bicm2/m2 Th1 cells produced elevated 
levels of CCL-5 (Fig. 3B and table S3). By 
contrast, increased commitment to the Th2 
pathway was evident in bicm2/m2 Th2 cell cul-
tures as higher numbers of IL-4–producing 
cells were observed (Fig. 3A). In support of 
this result, enhanced levels of the Th2 cyto-
kines IL-4, IL-5, and IL-10 were generated by 
bicm2/m2 cells after culture in Th2 polarizing 
conditions (Fig. 3C). Taken together, these data 
demonstrate that bic-deficient CD4+ T cells are 
intrinsically biased toward Th2 differentiation. 
Moreover, Th1 cells may have altered function 
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expression of c-Maf may thus contribute, at

least in part, to the increased Th2 cytokine

production phenotype observed in bicm2/m2

Th2 cells. To further confirm whether c-Maf

is a direct target of miR-155, we cloned its 3′

UTR into a luciferase reporter plasmid. The

wild-type c-Maf reporter exhibited signifi-

cant miR-155–dependent repression relative

to the reporter with a mutant seed sequence,

which indicates that this is a direct target for

miR-155 (Fig. 4E). We conclude from these

experiments that bic/miR-155 modulates

levels of c-Maf in CD4+ T cells and this is

likely to contribute to the attenuation of Th2

cell responses in vivo.

Our data demonstrate that mice carrying a

null mutation in the bic/miR-155 gene display

altered immune responses. Thus, along with an

increase in airways remodeling suggestive of

altered homeostasis, we observed that bic/miR-

155 regulates the function of both lymphocytes

and DCs, leading to an overall diminution of

immune responses. The identification of

multiple novel potential targets of miR-155

supports the view that bic/miR-155 is a core

regulator of gene expression in multiple cell

types, with a WtargetomeW optimized to modu-

late the immune response. Interestingly, bic-

deficient mice share some of the cellular

features observed in CD4-Cre/DicerFL mice,

including defects in CD4+ T cell cytokine

production and immune homeostasis (3, 4). It

will now be important to define the patho-

physiology of bic-deficient lymphocytes and

further test the role of miR-155–dependent

repression of c-Maf on immune responses in

vivo. The strength of the bic/miR-155 mutant

phenotype more generally suggests critical

roles for miRNAs in vivo, with potentially

severe loss-of-function phenotypes directly

relevant to human disease. In this regard, it is

intriguing that the human BIC/miR-155 gene

maps to an asthma, pollen sensitivity, and

atopic dermatitis susceptibility region on chro-

mosome 21q21 (26–28). Given the severe

phenotypes noted in these mice, BIC/miR-155

should be investigated as a potential immune

disease locus in humans.
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Fig. 4. miR-155 pattern
sequences are enriched in
the Th1 and Th2 cell up-
regulated genes, and c-Maf
is a bona fide target of
miR-155. (A and B) Fold
enrichment of 5′miRNA pat-
tern sequences of the indi-
cated types contained in the
3′ UTRs of the (A) Th1 or (B)
Th2 cDNA microarray signif-
icantly up-regulated gene
sets. The standard deviation,
Z score, and P value were
calculated by sampling 1000
random sets of 53 (for Th1
set) or 99 (for Th2 set) genes
from the mouse genome
(16). Data are fold enrich-
ment ± SD. (C) Quantita-
tive PCR analysis forGata3,
c-Maf, and IL-4 transcript
levels from Th2 cells re-
stimulated with antibodies
to CD3 and CD28. Data are
the mean + SE from three mice. *P < 0.05 versus wild-type; Student’s two-
tailed t test. (D) c-MAF protein levels were assessed by Western blot of nuclear
extracts of Th2 cells isolated from the indicated genotypes. Expression of lamin
A/C was used as loading control. (E) miR-155–dependent repression of c-Maf
reporter in vitro. A luciferase (Rluc) reporter was used to validate c-Maf as a

direct target of miR-155. Wild-type (wt) or mutant plasmids (mut) were
contransfected with the indicated duplex miRNA for miR-155 (open bars) or
control Cel-miR-64 (filled bars) into HeLa S3 cells. Data are mean ± SE from
three experiments. **P < 0.0001 in comparison with wild-type plasmid treated
with nonspecific RNA duplex, Cel-miR-64; Student’s two-tailed t test.
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expression of c-Maf may thus contribute, at

least in part, to the increased Th2 cytokine

production phenotype observed in bicm2/m2

Th2 cells. To further confirm whether c-Maf

is a direct target of miR-155, we cloned its 3′

UTR into a luciferase reporter plasmid. The

wild-type c-Maf reporter exhibited signifi-

cant miR-155–dependent repression relative

to the reporter with a mutant seed sequence,

which indicates that this is a direct target for

miR-155 (Fig. 4E). We conclude from these

experiments that bic/miR-155 modulates

levels of c-Maf in CD4+ T cells and this is

likely to contribute to the attenuation of Th2

cell responses in vivo.

Our data demonstrate that mice carrying a

null mutation in the bic/miR-155 gene display

altered immune responses. Thus, along with an

increase in airways remodeling suggestive of

altered homeostasis, we observed that bic/miR-

155 regulates the function of both lymphocytes

and DCs, leading to an overall diminution of

immune responses. The identification of

multiple novel potential targets of miR-155

supports the view that bic/miR-155 is a core

regulator of gene expression in multiple cell

types, with a WtargetomeW optimized to modu-

late the immune response. Interestingly, bic-

deficient mice share some of the cellular

features observed in CD4-Cre/DicerFL mice,

including defects in CD4+ T cell cytokine

production and immune homeostasis (3, 4). It

will now be important to define the patho-

physiology of bic-deficient lymphocytes and

further test the role of miR-155–dependent

repression of c-Maf on immune responses in

vivo. The strength of the bic/miR-155 mutant

phenotype more generally suggests critical

roles for miRNAs in vivo, with potentially

severe loss-of-function phenotypes directly

relevant to human disease. In this regard, it is

intriguing that the human BIC/miR-155 gene

maps to an asthma, pollen sensitivity, and

atopic dermatitis susceptibility region on chro-

mosome 21q21 (26–28). Given the severe

phenotypes noted in these mice, BIC/miR-155

should be investigated as a potential immune

disease locus in humans.
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Fig. 4. miR-155 pattern
sequences are enriched in
the Th1 and Th2 cell up-
regulated genes, and c-Maf
is a bona fide target of
miR-155. (A and B) Fold
enrichment of 5′miRNA pat-
tern sequences of the indi-
cated types contained in the
3′ UTRs of the (A) Th1 or (B)
Th2 cDNA microarray signif-
icantly up-regulated gene
sets. The standard deviation,
Z score, and P value were
calculated by sampling 1000
random sets of 53 (for Th1
set) or 99 (for Th2 set) genes
from the mouse genome
(16). Data are fold enrich-
ment ± SD. (C) Quantita-
tive PCR analysis forGata3,
c-Maf, and IL-4 transcript
levels from Th2 cells re-
stimulated with antibodies
to CD3 and CD28. Data are
the mean + SE from three mice. *P < 0.05 versus wild-type; Student’s two-
tailed t test. (D) c-MAF protein levels were assessed by Western blot of nuclear
extracts of Th2 cells isolated from the indicated genotypes. Expression of lamin
A/C was used as loading control. (E) miR-155–dependent repression of c-Maf
reporter in vitro. A luciferase (Rluc) reporter was used to validate c-Maf as a

direct target of miR-155. Wild-type (wt) or mutant plasmids (mut) were
contransfected with the indicated duplex miRNA for miR-155 (open bars) or
control Cel-miR-64 (filled bars) into HeLa S3 cells. Data are mean ± SE from
three experiments. **P < 0.0001 in comparison with wild-type plasmid treated
with nonspecific RNA duplex, Cel-miR-64; Student’s two-tailed t test.
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to contribute to the attenuation of Th2 cell re-
sponses in vivo. 

Our data demonstrate that mice carrying a 
null mutation in the bic/miR-155 gene display 
altered immune responses. Thus, along with 
an increase in airways remodeling sugges-
tive of altered homeostasis, we observed that 
bic/miR-155 regulates the function of both 
lymphocytes and DCs, leading to an overall 
diminution of immune responses. The identi-
fication of multiple novel potential targets of 
miR-155 supports the view that bic/miR-155 is 
a core regulator of gene expression in multiple 
cell types, with a "targetome" optimized to 
modulate the immune response. Interestingly, 
bic-deficient mice share some of the cellular 
features observed in CD4-Cre/DicerFL mice, 
including defects in CD4+ T cell cytokine pro-
duction and immune homeostasis (3, 4). It will 
now be important to define the pathophysiol-
ogy of bic-deficient lymphocytes and further 
test the role of miR-155–dependent repres-
sion of c-Maf on immune responses in vivo. 
The strength of the bic/miR-155 mutant phe-
notype more generally suggests critical roles 
for miRNAs in vivo, with potentially severe 
loss-of-function phenotypes directly relevant 
to human disease. In this regard, it is intrigu-
ing that the human BIC/miR-155 gene maps to 
an asthma, pollen sensitivity, and atopic der-
matitis susceptibility region on chromosome 
21q21 (26–28). Given the severe phenotypes 

expression of c-Maf may thus contribute, at

least in part, to the increased Th2 cytokine

production phenotype observed in bicm2/m2

Th2 cells. To further confirm whether c-Maf

is a direct target of miR-155, we cloned its 3′

UTR into a luciferase reporter plasmid. The

wild-type c-Maf reporter exhibited signifi-

cant miR-155–dependent repression relative

to the reporter with a mutant seed sequence,

which indicates that this is a direct target for

miR-155 (Fig. 4E). We conclude from these

experiments that bic/miR-155 modulates

levels of c-Maf in CD4+ T cells and this is

likely to contribute to the attenuation of Th2

cell responses in vivo.

Our data demonstrate that mice carrying a

null mutation in the bic/miR-155 gene display

altered immune responses. Thus, along with an

increase in airways remodeling suggestive of

altered homeostasis, we observed that bic/miR-

155 regulates the function of both lymphocytes

and DCs, leading to an overall diminution of

immune responses. The identification of

multiple novel potential targets of miR-155

supports the view that bic/miR-155 is a core

regulator of gene expression in multiple cell

types, with a WtargetomeW optimized to modu-

late the immune response. Interestingly, bic-

deficient mice share some of the cellular

features observed in CD4-Cre/DicerFL mice,

including defects in CD4+ T cell cytokine

production and immune homeostasis (3, 4). It

will now be important to define the patho-

physiology of bic-deficient lymphocytes and

further test the role of miR-155–dependent

repression of c-Maf on immune responses in

vivo. The strength of the bic/miR-155 mutant

phenotype more generally suggests critical

roles for miRNAs in vivo, with potentially

severe loss-of-function phenotypes directly

relevant to human disease. In this regard, it is

intriguing that the human BIC/miR-155 gene

maps to an asthma, pollen sensitivity, and

atopic dermatitis susceptibility region on chro-

mosome 21q21 (26–28). Given the severe

phenotypes noted in these mice, BIC/miR-155

should be investigated as a potential immune

disease locus in humans.
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miR-155. (A and B) Fold
enrichment of 5′miRNA pat-
tern sequences of the indi-
cated types contained in the
3′ UTRs of the (A) Th1 or (B)
Th2 cDNA microarray signif-
icantly up-regulated gene
sets. The standard deviation,
Z score, and P value were
calculated by sampling 1000
random sets of 53 (for Th1
set) or 99 (for Th2 set) genes
from the mouse genome
(16). Data are fold enrich-
ment ± SD. (C) Quantita-
tive PCR analysis forGata3,
c-Maf, and IL-4 transcript
levels from Th2 cells re-
stimulated with antibodies
to CD3 and CD28. Data are
the mean + SE from three mice. *P < 0.05 versus wild-type; Student’s two-
tailed t test. (D) c-MAF protein levels were assessed by Western blot of nuclear
extracts of Th2 cells isolated from the indicated genotypes. Expression of lamin
A/C was used as loading control. (E) miR-155–dependent repression of c-Maf
reporter in vitro. A luciferase (Rluc) reporter was used to validate c-Maf as a

direct target of miR-155. Wild-type (wt) or mutant plasmids (mut) were
contransfected with the indicated duplex miRNA for miR-155 (open bars) or
control Cel-miR-64 (filled bars) into HeLa S3 cells. Data are mean ± SE from
three experiments. **P < 0.0001 in comparison with wild-type plasmid treated
with nonspecific RNA duplex, Cel-miR-64; Student’s two-tailed t test.
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noted in these mice, BIC/miR-155 should be 
investigated as a potential immune disease lo-
cus in humans. 
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least in part, to the increased Th2 cytokine
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is a direct target of miR-155, we cloned its 3′

UTR into a luciferase reporter plasmid. The

wild-type c-Maf reporter exhibited signifi-

cant miR-155–dependent repression relative

to the reporter with a mutant seed sequence,

which indicates that this is a direct target for

miR-155 (Fig. 4E). We conclude from these

experiments that bic/miR-155 modulates

levels of c-Maf in CD4+ T cells and this is

likely to contribute to the attenuation of Th2

cell responses in vivo.

Our data demonstrate that mice carrying a
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increase in airways remodeling suggestive of
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155 regulates the function of both lymphocytes

and DCs, leading to an overall diminution of

immune responses. The identification of

multiple novel potential targets of miR-155

supports the view that bic/miR-155 is a core

regulator of gene expression in multiple cell
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late the immune response. Interestingly, bic-

deficient mice share some of the cellular

features observed in CD4-Cre/DicerFL mice,

including defects in CD4+ T cell cytokine

production and immune homeostasis (3, 4). It

will now be important to define the patho-

physiology of bic-deficient lymphocytes and
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repression of c-Maf on immune responses in

vivo. The strength of the bic/miR-155 mutant
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sequences are enriched in
the Th1 and Th2 cell up-
regulated genes, and c-Maf
is a bona fide target of
miR-155. (A and B) Fold
enrichment of 5′miRNA pat-
tern sequences of the indi-
cated types contained in the
3′ UTRs of the (A) Th1 or (B)
Th2 cDNA microarray signif-
icantly up-regulated gene
sets. The standard deviation,
Z score, and P value were
calculated by sampling 1000
random sets of 53 (for Th1
set) or 99 (for Th2 set) genes
from the mouse genome
(16). Data are fold enrich-
ment ± SD. (C) Quantita-
tive PCR analysis forGata3,
c-Maf, and IL-4 transcript
levels from Th2 cells re-
stimulated with antibodies
to CD3 and CD28. Data are
the mean + SE from three mice. *P < 0.05 versus wild-type; Student’s two-
tailed t test. (D) c-MAF protein levels were assessed by Western blot of nuclear
extracts of Th2 cells isolated from the indicated genotypes. Expression of lamin
A/C was used as loading control. (E) miR-155–dependent repression of c-Maf
reporter in vitro. A luciferase (Rluc) reporter was used to validate c-Maf as a

direct target of miR-155. Wild-type (wt) or mutant plasmids (mut) were
contransfected with the indicated duplex miRNA for miR-155 (open bars) or
control Cel-miR-64 (filled bars) into HeLa S3 cells. Data are mean ± SE from
three experiments. **P < 0.0001 in comparison with wild-type plasmid treated
with nonspecific RNA duplex, Cel-miR-64; Student’s two-tailed t test.
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expression of c-Maf may thus contribute, at

least in part, to the increased Th2 cytokine

production phenotype observed in bicm2/m2

Th2 cells. To further confirm whether c-Maf

is a direct target of miR-155, we cloned its 3′

UTR into a luciferase reporter plasmid. The

wild-type c-Maf reporter exhibited signifi-

cant miR-155–dependent repression relative

to the reporter with a mutant seed sequence,

which indicates that this is a direct target for

miR-155 (Fig. 4E). We conclude from these

experiments that bic/miR-155 modulates

levels of c-Maf in CD4+ T cells and this is

likely to contribute to the attenuation of Th2

cell responses in vivo.

Our data demonstrate that mice carrying a

null mutation in the bic/miR-155 gene display

altered immune responses. Thus, along with an

increase in airways remodeling suggestive of

altered homeostasis, we observed that bic/miR-

155 regulates the function of both lymphocytes

and DCs, leading to an overall diminution of

immune responses. The identification of

multiple novel potential targets of miR-155

supports the view that bic/miR-155 is a core

regulator of gene expression in multiple cell

types, with a WtargetomeW optimized to modu-

late the immune response. Interestingly, bic-

deficient mice share some of the cellular

features observed in CD4-Cre/DicerFL mice,

including defects in CD4+ T cell cytokine

production and immune homeostasis (3, 4). It

will now be important to define the patho-

physiology of bic-deficient lymphocytes and

further test the role of miR-155–dependent

repression of c-Maf on immune responses in

vivo. The strength of the bic/miR-155 mutant

phenotype more generally suggests critical

roles for miRNAs in vivo, with potentially

severe loss-of-function phenotypes directly

relevant to human disease. In this regard, it is

intriguing that the human BIC/miR-155 gene

maps to an asthma, pollen sensitivity, and

atopic dermatitis susceptibility region on chro-

mosome 21q21 (26–28). Given the severe

phenotypes noted in these mice, BIC/miR-155

should be investigated as a potential immune

disease locus in humans.
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is a bona fide target of
miR-155. (A and B) Fold
enrichment of 5′miRNA pat-
tern sequences of the indi-
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3′ UTRs of the (A) Th1 or (B)
Th2 cDNA microarray signif-
icantly up-regulated gene
sets. The standard deviation,
Z score, and P value were
calculated by sampling 1000
random sets of 53 (for Th1
set) or 99 (for Th2 set) genes
from the mouse genome
(16). Data are fold enrich-
ment ± SD. (C) Quantita-
tive PCR analysis forGata3,
c-Maf, and IL-4 transcript
levels from Th2 cells re-
stimulated with antibodies
to CD3 and CD28. Data are
the mean + SE from three mice. *P < 0.05 versus wild-type; Student’s two-
tailed t test. (D) c-MAF protein levels were assessed by Western blot of nuclear
extracts of Th2 cells isolated from the indicated genotypes. Expression of lamin
A/C was used as loading control. (E) miR-155–dependent repression of c-Maf
reporter in vitro. A luciferase (Rluc) reporter was used to validate c-Maf as a

direct target of miR-155. Wild-type (wt) or mutant plasmids (mut) were
contransfected with the indicated duplex miRNA for miR-155 (open bars) or
control Cel-miR-64 (filled bars) into HeLa S3 cells. Data are mean ± SE from
three experiments. **P < 0.0001 in comparison with wild-type plasmid treated
with nonspecific RNA duplex, Cel-miR-64; Student’s two-tailed t test.
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order. The gradual loss of dopaminergic (and 
eventually other) neurons results in severe 
mobility problems and occasionally evolves 
into full-blown dementia. As with Alzheimer’s 
disease, gene mutations can result in inherited 
forms of Parkinson’s disease (9). Although the 
study of these rare familial forms has helped 

enormously in understanding their molecular 
pathogenesis, the real challenge for future re-
search in the field is the vast number of nonfa-
milial cases. 

The hypothesis that alterations in miRNA 
networks in the brain contribute to neurode-
generative disease is appealing and has been 
tested to a certain extent by Kim et al. along 
with previous work in mice (3, 10), flies (11), 
and cultured neurons (3), in which the enzyme 
Dicer was genetically inactivated. Loss of Dicer 
leads to the complete absence of miRNAs and 
is lethal (12). However, Kim et al. show that 
mice lacking Dicer in specific dopamine neu-
rons are born alive but develop a progressive 
loss of neurons later in life, displaying a Par-

The human genome sequencing effort 
has taught us that it takes relatively few 
genes to build a human being. Complex-

ity arises from the combination of these build-
ing blocks into genetic programs that are finely 
tuned in space and time during cell and tissue 
differentiation. A major part of this regulation 
is performed by microRNAs 
(miRNAs), small RNA mol-
ecules encoded by the genome 
that are not translated into 
proteins; rather, they control 
the expression of genes. De-
regulation of miRNA function 
has been implicated in human 
diseases including cancer and 
heart disease (1, 2). Kim et 
al. (3) suggest that miRNAs 
are essential for maintaining 
dopaminergic neurons in the 
brain, and thus could play a 
role in the pathogenesis of 
Parkinson’s disease. 

Similar to classical genes, 
regions of the genome that en-
code miRNAs are transcribed 
in the cell nucleus. Nascent 
miRNA transcripts are initially 
processed into long (up to sev-
eral kilobases in length) pre-
cursor miRNAs that are then 
sequentially cleaved by two en-
zymes, Drosha and Dicer, into 
small functional RNAs (~22 
nucleotides). These miRNAs 
are subsequently incorporated 
into an RNA-induced silenc-
ing complex (RISC), which 
suppresses the translation and/
or promotes the degradation 
of target messenger RNAs (mRNAs)—RNA 
molecules that encode proteins—by binding 
to their 3'-untranslated regions (3'-UTRs) (4). 
miRNAs are abundant in the brain and are es-
sential for efficient brain function. In this re-
gard, expression of a brain-specific miRNA 
(miR-124a) in nonneuronal cells converts the 
overall gene-expression pattern to a neuronal 
one (5, 6). Another brain-specific miRNA, 
miR-134, modulates the development of 
dendritic spines—neuronal protrusions that 

connect with other neurons—and therefore 
probably controls neuronal transmission and 
plasticity (7).

Recent evidence suggests that miRNAs and 
transcription factors work in close concert. For 
instance, the RE1 silencing transcription factor 
can inhibit transcription of miR-124a, thereby 

suppressing cell differentiation into neurons 
(8). Kim et al. observe a similar relationship 
between miR-133b and the transcription fac-
tor Pitx3. The pair forms a negative-feedback 
loop that regulates dopaminergic neuron dif-
ferentiation (see the figure). Pitx3 transcribes 
miR-133b, which in turn suppresses Pitx3 ex-
pression. 

Although Kim et al. provide insights into 
current concepts in the miRNA field and in 
neuronal differentiation, the implication that 
miRNA dysfunction could underlie certain 
cases of sporadic Parkinson’s disease is pro-
found given that after Alzheimer’s disease, 
Parkinson’s disease is the second most preva-
lent age-associated neurodegenerative dis-
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might work, consider three privacy-affecting

systems: surveillance cameras, wireless net-

works, and radio-frequency identification

(RFID) tags for patients.

Video surveillance cameras have become a

commonplace component of security systems

in public places. High-resolution images over

a wide field of view can be digitally stored

indefinitely to identify and track persons.

Mindful of visual privacy, researchers have

developed an approach to perturb all facial

features so that each face matches a number of

others (8). However, major practical problems

remain in implementing such procedures, in

say a football stadium, underlining the need

for further research; the existing techniques

are too expensive and slow to be used in gen-

eral video surveillance.

The rich connectivity of wireless networks

involves a spectrum shared by a wide variety of

devices, such as laptops, Bluetooth headsets,

and mobile phones. Because any device can be

identified, tracked over time, and profiled by

anyone with sufficient technical capability, this

congestion raises concerns that the usual

encryption procedures cannot protect an indi-

vidual’s locational privacy. Greenstein has

identified various research challenges in

designing wireless systems that are privacy-

aware (9). The challenges include, for example,

cryptographic schemes to prevent the neces-

sary device addresses from being identified

without burdensome changes to existing proto-

cols for media access, and ways for a device to

discover and bind to resources without reveal-

ing to an eavesdropper that it is doing so.

Wrong-site surgery is estimated to occur

between 1300 and 2700 times per year in the

United States (10). With an RFID tag attached

to a patient, a physician in the operating room

can reduce the number of such errors by veri-

fying the correct patient, procedure, and site.

The U.K. health minister Lord Hunt recently

supported recommendations for such strate-

gies (11). Because privacy is affected, the U.S.

National Institute of Standards has recom-

mended stringent practices in designing an

RFID system (12, 13). For example, only the

surgeon and others with a need to know would

have access. Only as much personal data are

captured as is necessary; thus, the tags would

not contain personal financial information.

Last year, Birmingham Heartlands Hospital,

UK, began to expand the use of RFID

bracelets to all patients on five wards, linking

them to a digital photograph and the electronic

medical records for their visit.

To ensure clarity and accountability (14),

privacy-aware systems must implement a

definition of privacy that users find meaning-

ful, reasonable, and transparent. A privacy

risk assessment must be performed to iden-

tify the potential for disclosure of personal

information. Disclosures must be revealed,

and measures must be in place to deal with

privacy failures. Access by individuals to

their personal data should be easy, and mech-

anisms must be in place to ensure that per-

sonal data are accurate. 

To ensure effectiveness, systems must

make a trade-off between privacy risk and

utility, but reasonable expectations for pri-

vacy must always be met. For example, a sub-

ject need not be identified by name if just

authentication of the subject’s role in the sys-

tem is required. Achieving “adequate” pri-

vacy will require engineering innovation,

managerial commitment, informed coopera-

tion of data subjects, and social controls (leg-

islation, regulation, codes of conduct by pro-

fessional associations, and response to reac-

tions of the public).
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T
he human genome sequencing effort

has taught us that it takes relatively few

genes to build a human being. Com-

plexity arises from the combination of these

building blocks into genetic programs that are

finely tuned in space and time during cell

and tissue differentiation. A major part of

this regulation is performed by microRNAs

(miRNAs), small RNA molecules encoded by

the genome that are not translated into pro-

teins; rather, they control the expression of

genes. Deregulation of miRNA function has

been implicated in human diseases includ-

ing cancer and heart disease (1, 2). On page

1220 of this issue, Kim et al. (3) suggest

that miRNAs are essential for maintaining

dopaminergic neurons in the brain, and thus

could play a role in the pathogenesis of

Parkinson’s disease. 

Similar to classical genes, regions of the

genome that encode miRNAs are transcribed

in the cell nucleus. Nascent miRNA transcripts

are initially processed into long (up to several

kilobases in length) precursor miRNAs that

are then sequentially cleaved by two enzymes,

Drosha and Dicer, into small functional RNAs

(∼22 nucleotides). These miRNAs are subse-

quently incorporated into an RNA-induced

silencing complex (RISC), which suppresses

the translation and/or promotes the degrada-

tion of target messenger RNAs (mRNAs)—

RNA molecules that encode proteins—by

binding to their 3'-untranslated regions

(3'-UTRs) (4). miRNAs are abundant in the

brain and are essential for efficient brain func-

tion. In this regard, expression of a brain-spe-

cific miRNA (miR-124a) in nonneuronal cells

Noncoding microRNAs are necessary for the survival of postmitotic cells such as neurons that die
in Parkinson’s and other brain diseases.
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Noncoding microRNAs are necessary for the survival of postmitotic cells such as neurons that 
die in Parkinson’s and other brain diseases.

Neuronal survival in the brain. An autoregulatory feedback loop composed of the transcription factor Pitx3 and 
miR-133b is implicated in dopaminergic neuron maturation and survival in the brain. miR-133b is deficient in the 
midbrain of Parkinson’s disease patients and in mouse models of dopamine neuron deficiency.
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kinson’s disease–like phenotype. Thus, Dicer 
is essential for neuronal survival and loss of 
miRNAs may be involved in the development 
and/or progression of Parkinson’s disease (3, 
10). Given that the transfer of cellular-derived 
small RNAs (including miRNAs) partially 
preserved the dopaminergic phenotype in 
cell culture (3), it is likely that the absence of  
miRNAs, and not the lack of other potential 
Dicer-related functions, is involved in the neu-
rodegenerative process. 

The next important steps are to determine 
the specific miRNAs responsible for neuronal 
cell death, the particular genetic programs 
and biological processes regulated by these  
miRNAs, and the extent to which these  
miRNAs play a relevant role in the neurode-
generative phenotype. The evidence presented 
by Kim et al. is somewhat ambiguous as far 
as relevance to neurodegeneration. Screen-
ing the expression of 224 different miRNAs 
obtained from brain samples of patients with 
Parkinson’s disease and control subjects re-
vealed notable changes in a small number 
of miRNAs, including miR-133b. Normally, 
miR-133b is enriched in the midbrain; howev-
er, it was surprisingly deficient in the brains of 
patients with Parkinson’s disease. The relative 
number of patients investigated in this study is 
too small to draw definite conclusions about 
the clinical relevance of this observation. The 

finding that miR-133b suppresses the full dif-
ferentiation of dopaminergic neurons in cell 
culture, whereas its expression is down-regu-
lated in the brain of Parkinson’s disease pa-
tients, is, however, puzzling. This observation 
suggests that miR-133b might have additional 
functions in dopaminergic neuronal differen-
tiation beyond suppressing Pitx3 expression. 
Further work is necessary, not only to elabo-
rate the clinical importance of these findings, 
but also to elucidate the full genetic program 
that miR-133b modulates. 

Apart from the possibility that an overall 
loss of miRNA function could be associated 
with aging and could contribute to the age-
related increased risk for Parkinson’s and 
Alzheimer’s disease, very specific molecular 
mechanisms should also be envisaged. Thus, 
polymorphisms in the genetic regions encod-
ing specific miRNAs and alterations in molec-
ular machinery (such as miRNA-processing 
enzymes) should be investigated. In particular, 
the 3'-UTR of the mRNAs encoding proteins 
such as α-synuclein or amyloid precursor pro-
tein should be scrutinized. Because dosage 
effects of these proteins are sufficient to in-
duce Parkinson’s disease (13) and Alzheimer’s 
disease (14), respectively, further alterations 
that control their expression might also con-
tribute to pathogenesis. Indeed, the neurologi-
cal disorder Tourette’s syndrome is associated 

with a variation in the binding site for a spe-
cific miRNA in the 3'-UTR of mRNAs encod-
ing the neuronal proteins Slit and Trk-like 1 
(SLITRK1) (15).

The work by Kim et al. and other recent 
studies (7, 11) herald a new area of exciting 
research in the field of neurodegenerative 
diseases. Clinical studies will rapidly deter-
mine the extent to which miRNAs contribute 
to the pathogenesis of sporadic Parkinson’s 
and Alzheimer’s disease; however, the role of  
miRNAs as a potential therapeutic target re-
mains a challenging question. 
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converts the overall gene-expression pattern to

a neuronal one (5, 6). Another brain-specific

miRNA, miR-134, modulates the develop-

ment of dendritic spines—neuronal protru-

sions that connect with other neurons—and

therefore probably controls neuronal transmis-

sion and plasticity (7).

Recent evidence suggests that miRNAs

and transcription factors work in close con-

cert. For instance, the RE1 silencing transcrip-

tion factor can inhibit transcription of miR-

124a, thereby suppressing cell differentiation

into neurons (8). Kim et al. observe a similar

relationship between miR-133b and the tran-

scription factor Pitx3. The pair forms a nega-

tive-feedback loop that regulates dopaminer-

gic neuron differentiation (see the figure).

Pitx3 transcribes miR-133b, which in turn

suppresses Pitx3 expression.

Although Kim et al. provide in-

sights into current concepts in

the miRNA field and in neu-

ronal differentiation, the im-

plication that miRNA dys-

function could underlie

certain cases of sporadic

Parkinson’s disease is profound given that

after Alzheimer’s disease, Parkinson’s disease

is the second most prevalent age-associated

neurodegenerative disorder. The gradual loss

of dopaminergic (and eventually other) neu-

rons results in severe mobility problems and

occasionally evolves into full-blown demen-

tia. As with Alzheimer’s disease, gene muta-

tions can result in inherited forms of Parkin-

son’s disease (9). Although the study of these

rare familial forms has helped enormously in

understanding their molecular pathogenesis,

the real challenge for future research in the

field is the vast number of nonfamilial cases. 

The hypothesis that alterations in miRNA

networks in the brain contribute to neurodegen-

erative disease is appealing and has been tested

to a certain extent by Kim et al. along with pre-

vious work in mice (3, 10), flies (11), and cul-

tured neurons (3), in which the enzyme Dicer

was genetically inactivated. Loss of Dicer leads

to the complete absence of miRNAs and is

lethal (12). However, Kim et al. show that mice

lacking Dicer in specific dopamine neurons are

born alive but develop a progressive loss of

neurons later in life, displaying a Parkinson’s

disease–like phenotype. Thus, Dicer is essen-

tial for neuronal survival and loss of miRNAs

may be involved in the development and/or

progression of Parkinson’s disease (3, 10).

Given that the transfer of cellular-derived small

RNAs (including miRNAs) partially pre-

served the dopaminergic phenotype in cell

culture (3), it is likely that the absence of

miRNAs, and not the lack of other potential

Dicer-related functions, is involved in the

neurodegenerative process. 

The next important steps are

to determine the specific miRNAs

responsible for neuronal cell

death, the particular genetic

programs and biological pro-

cesses regulated by these

miRNAs, and the extent to which these

miRNAs play a relevant role in the neurodegen-

erative phenotype. The evidence presented by

Kim et al. is somewhat ambiguous as far as rel-

evance to neurodegeneration. Screening the

expression of 224 different miRNAs obtained

from brain samples of patients with Parkinson’s

disease and control subjects revealed notable

changes in a small number of miRNAs,

including miR-133b. Normally, miR-133b is

enriched in the midbrain; however, it was sur-

prisingly deficient in the brains of patients with

Parkinson’s disease. The relative number of

patients investigated in this study is too small to

draw definite conclusions about the clinical rel-

evance of this observation. The finding that

miR-133b suppresses the full differentiation of

dopaminergic neurons in cell culture, whereas

its expression is down-regulated in the brain of

Parkinson’s disease patients, is, however, puz-

zling. This observation suggests that miR-133b

might have additional functions in dopaminer-

gic neuronal differentiation beyond suppress-

ing Pitx3 expression. Further work is neces-

sary, not only to elaborate the clinical impor-

tance of these findings, but also to elucidate the

full genetic program that miR-133b modulates. 

Apart from the possibility that an overall

loss of miRNA function could be associated

with aging and could contribute to the age-

related increased risk for Parkinson’s and

Alzheimer’s disease, very specific molecular

mechanisms should also be envisaged. Thus,

polymorphisms in the genetic regions en-

coding specific miRNAs and alterations in

molecular machinery (such as miRNA-

processing enzymes) should be investigated.

In particular, the 3'-UTR of the mRNAs

encoding proteins such as α-synuclein or

amyloid precursor protein should be scruti-

nized. Because dosage effects of these

proteins are sufficient to induce Parkinson’s

disease (13) and Alzheimer’s disease (14),

respectively, further alterations that control

their expression might also contribute to

pathogenesis. Indeed, the neurological dis-

order Tourette’s syndrome is associated with

a variation in the binding site for a specific

miRNA in the 3'-UTR of mRNAs encod-

ing the neuronal proteins Slit and Trk-like 1

(SLITRK1) (15).

The work by Kim et al. and other recent

studies (7, 11) herald a new area of exciting

research in the field of neurodegenerative dis-

eases. Clinical studies will rapidly determine

the extent to which miRNAs contribute to the

pathogenesis of sporadic Parkinson’s and

Alzheimer’s disease; however, the role of

miRNAs as a potential therapeutic target

remains a challenging question.
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Neuronal survival in the brain. An autoregulatory feedback loop composed of the transcription factor
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converts the overall gene-expression pattern to

a neuronal one (5, 6). Another brain-specific

miRNA, miR-134, modulates the develop-

ment of dendritic spines—neuronal protru-

sions that connect with other neurons—and

therefore probably controls neuronal transmis-

sion and plasticity (7).

Recent evidence suggests that miRNAs

and transcription factors work in close con-

cert. For instance, the RE1 silencing transcrip-

tion factor can inhibit transcription of miR-

124a, thereby suppressing cell differentiation

into neurons (8). Kim et al. observe a similar

relationship between miR-133b and the tran-

scription factor Pitx3. The pair forms a nega-

tive-feedback loop that regulates dopaminer-

gic neuron differentiation (see the figure).

Pitx3 transcribes miR-133b, which in turn

suppresses Pitx3 expression.

Although Kim et al. provide in-

sights into current concepts in

the miRNA field and in neu-

ronal differentiation, the im-

plication that miRNA dys-

function could underlie

certain cases of sporadic

Parkinson’s disease is profound given that

after Alzheimer’s disease, Parkinson’s disease

is the second most prevalent age-associated

neurodegenerative disorder. The gradual loss

of dopaminergic (and eventually other) neu-

rons results in severe mobility problems and

occasionally evolves into full-blown demen-

tia. As with Alzheimer’s disease, gene muta-

tions can result in inherited forms of Parkin-

son’s disease (9). Although the study of these

rare familial forms has helped enormously in

understanding their molecular pathogenesis,

the real challenge for future research in the

field is the vast number of nonfamilial cases. 

The hypothesis that alterations in miRNA

networks in the brain contribute to neurodegen-

erative disease is appealing and has been tested

to a certain extent by Kim et al. along with pre-

vious work in mice (3, 10), flies (11), and cul-

tured neurons (3), in which the enzyme Dicer

was genetically inactivated. Loss of Dicer leads

to the complete absence of miRNAs and is

lethal (12). However, Kim et al. show that mice

lacking Dicer in specific dopamine neurons are

born alive but develop a progressive loss of

neurons later in life, displaying a Parkinson’s

disease–like phenotype. Thus, Dicer is essen-

tial for neuronal survival and loss of miRNAs

may be involved in the development and/or

progression of Parkinson’s disease (3, 10).

Given that the transfer of cellular-derived small

RNAs (including miRNAs) partially pre-

served the dopaminergic phenotype in cell

culture (3), it is likely that the absence of

miRNAs, and not the lack of other potential

Dicer-related functions, is involved in the

neurodegenerative process. 

The next important steps are

to determine the specific miRNAs

responsible for neuronal cell

death, the particular genetic

programs and biological pro-

cesses regulated by these

miRNAs, and the extent to which these

miRNAs play a relevant role in the neurodegen-

erative phenotype. The evidence presented by

Kim et al. is somewhat ambiguous as far as rel-

evance to neurodegeneration. Screening the

expression of 224 different miRNAs obtained

from brain samples of patients with Parkinson’s

disease and control subjects revealed notable

changes in a small number of miRNAs,

including miR-133b. Normally, miR-133b is

enriched in the midbrain; however, it was sur-

prisingly deficient in the brains of patients with

Parkinson’s disease. The relative number of

patients investigated in this study is too small to

draw definite conclusions about the clinical rel-

evance of this observation. The finding that

miR-133b suppresses the full differentiation of

dopaminergic neurons in cell culture, whereas

its expression is down-regulated in the brain of

Parkinson’s disease patients, is, however, puz-

zling. This observation suggests that miR-133b

might have additional functions in dopaminer-

gic neuronal differentiation beyond suppress-

ing Pitx3 expression. Further work is neces-

sary, not only to elaborate the clinical impor-

tance of these findings, but also to elucidate the

full genetic program that miR-133b modulates. 

Apart from the possibility that an overall

loss of miRNA function could be associated

with aging and could contribute to the age-

related increased risk for Parkinson’s and

Alzheimer’s disease, very specific molecular

mechanisms should also be envisaged. Thus,

polymorphisms in the genetic regions en-

coding specific miRNAs and alterations in

molecular machinery (such as miRNA-

processing enzymes) should be investigated.

In particular, the 3'-UTR of the mRNAs

encoding proteins such as α-synuclein or

amyloid precursor protein should be scruti-

nized. Because dosage effects of these

proteins are sufficient to induce Parkinson’s

disease (13) and Alzheimer’s disease (14),

respectively, further alterations that control

their expression might also contribute to

pathogenesis. Indeed, the neurological dis-

order Tourette’s syndrome is associated with

a variation in the binding site for a specific

miRNA in the 3'-UTR of mRNAs encod-

ing the neuronal proteins Slit and Trk-like 1

(SLITRK1) (15).

The work by Kim et al. and other recent

studies (7, 11) herald a new area of exciting

research in the field of neurodegenerative dis-

eases. Clinical studies will rapidly determine

the extent to which miRNAs contribute to the

pathogenesis of sporadic Parkinson’s and

Alzheimer’s disease; however, the role of

miRNAs as a potential therapeutic target

remains a challenging question.
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Neuronal survival in the brain. An autoregulatory feedback loop composed of the transcription factor
Pitx3 and miR-133b is implicated in dopaminergic neuron maturation and survival in the brain.
miR-133b is deficient in the midbrain of Parkinson’s disease patients and in mouse models of dopamine
neuron deficiency. 
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Exiqon, Bygstubben 9, DK-2950 Vedbaek, Denmark

MicroRNAs (miRNAs) are short non-coding RNA molecules 
that affect stability and/or translation of messenger RNAs. 
MicroRNAs have been shown to be involved in the regulation 
of many biological processes, including development, differ-
entiation and apoptosis, and are implicated in the pathogen-
esis of several human diseases including cancer.

Here we present a range of unique products for the detec-
tion, profiling and inhibition of microRNAs. These products 
are part of the miRCURY™ LNA product line from Exiqon 
based on the Locked Nucleic Acid (LNA™) technology.

MicroRNA in situ hybridization - subcellular resolution
In recent years expression profiling techniques such as 
microarrays or northern blots have generated fruitful 
insights into the tissue and/or developmental specificity of 
microRNAs.1-4 However, these methods do not provide the 
opportunity to study microRNA expression with cellular 
resolution, thus making it impossible to localize the speci-
fic expression of microRNAs in non-homogenous tissues.

Using Exiqon’s miRCURY™ LNA technology, detection and 
localization of microRNAs are possible with a sensitivity 
and specificity not obtainable using standard detection 
technologies. The miRCURY™ LNA microRNA detection 
probes have proven their ability to detect microRNAs in 
numerous important research papers all listed on 
www.exiqon.com. A few papers are discussed here.

Kloosterman et al.5 clearly showed that miRCURY™ LNA 
microRNA detection probes are superior in visualization of 
microRNAs compared to other kinds of probes (figure 1). 

Wienholds et al.6 reported highly tissue specific expression 
of most microRNAs during the embryonic development of 
zebrafish. The detection of microRNAs in specific tissues 
of zebrafish embryos was made possible by the miRCURY™ 
LNA technology. The paper showed additionally that 
approximately 30% of all microRNAs are expressed at 
a given time point in a given tissue (termed “call rate”). 
The 20-30% microRNA call rate has recently been 
validated in a paper by Landgraf et al.1

Figure 1

Figure 1. Only LNA probes give clear staining. Detection of miR-122a 
(liver specific), miR-124a (brain specific), and miR-206 (muscle specific) 
with DIG-labeled DNA, 2’-OMet and miRCURY™ LNA microRNA detection 
probes in 72h zebrafish embryos. 
Lowering the hybridization temperature for DNA, RNA or 2’-OMe probes 
resulted in higher background staining. Image kindly provide by Dr. 
Ronald Plasterk, Hubrecht Laboratory, The Netherlands.2

Obernosterer et al.2, used in situ hybridization and 
northern blot experiments to show that the expression 
of mammalian microRNAs can be regulated at the post-
transcriptional level. They concluded that miRCURY™ 
LNA microRNA detection probes are making it possible 
to detect the different microRNA maturation stages with 
subcellular resolution.

Schratt et al.7 showed that exposure of neurons to extra-
cellular stimuli such as brain-derived neurotrophic factor 
reduces the brain specific miR-134 that contributes to 
synaptic development, maturation and/or plasticity. 
Figure 2 shows the unique images of microRNA expres-
sion in the dendritic spines of hippocampal neurons using a 
miRCURY™ LNA microRNA detection probe. 

Ason et al.8 showed that temporal expression and localiza-
tion of microRNAs in vertebrates are not strictly conserved, 
and that variation in microRNA expression is more pro-
nounced with increasing differences in physiology. 
This study was performed by comparing the expression of 
>100 microRNAs in medaka, chicken, zebrafish and mouse. 
Figure 3 shows the specific detection of miR-206 in chicken 
using a miRCURY™ LNA microRNA detection probe.

MicroRNA studies using 
miRCURY™ LNA products



Figure 2

Figure 2. microRNA expression in dendritic spines of hippocampal neu-
rons. Re-printed with permission from Nature. Images from Schratt et 
al.7 showing the unique subcellular detection of miR-134 using a specific 
miRCURY™ LNA microRNA detection probe for miR-134 (green). Pre-
synaptic marker protein synapsin (red) in hippocampal neurons is also 
shown. The boxed area in the left panel shown at greater magnification 
in the right panel.

Figure 3

Figure 3. Specific detection of 
mir-206 in Gallus gallus embryo 
using a miRCURY™ LNA 
microRNA detection probe. Mir-
206 is expressed in all skeletal 
muscle cells, appearing at the 
onset of myogenic cell 
differentiation. At the pictured 
stage in embryonic develop-
ment, mir-206 is detected in the 
myotomal muscle cells.8

These and many other papers confirm that miRCURY™
LNA microRNA detection probes are uniquely able to 
achieve precise visualization of microRNAs with subcellu-
lar resolution. Furthermore, they provide superior specific-
ity and sensitivity.

MicroRNA profiling using microarrays 
– sensitive and specific
Microarrays represent one of the fastest and most com-
prehensive methods for determining the microRNA profile 
of a given sample. 

The miRCURY™ LNA microRNA Arrays provide research-
ers with the ability to conduct genome-wide profiling of
microRNAs in various samples including tissue, blood 
and FFPE samples, and to identify microRNA signatures 
associated with development, differentiation and meta-
bolism, providing valuable diagnostic and prognostic 
indicators of disease.

MicroRNA profiling differs from global messenger RNA 
expression profiling in several important aspects. First 
of all, it is extremely difficult to target RNA molecules as 
short as microRNAs (16-29 nt). Standard DNA probes are 

not always able to discriminate sequences with single 
nucleotide differences.4 This can result in many nonspecific 
signals.9 Another difference between global mRNA expres-
sion profiling and microRNA profiling is the number of 
expressed targets at a given time point in a given tissue 
(call rate). Messenger RNA gene expression arrays contain 
thousands of different capture probes and in most cases 
the call rate is higher than 50%. In contrast, the call rate 
for microRNA samples is usually low as only 20-30% are 
expressed per cell type.1, 6

The miRCURY™ LNA microRNA Arrays are optimal for 
detection of microRNAs with superior sensitivity and speci-
ficity. The LNA capture probes are intelligently designed 
and Tm-normalized ensuring that all microRNA targets 
hybridize to the array with equal affinity under high strin-
gency hybridization conditions. Without prior knowledge of 
the microRNA content in the sample, it is recommended 
to use around 250 ng total RNA to facilitate the most 
robust expression profiles. However, the high sensitivity 
of the miRCURY™ LNA microRNA Arrays enables reliable 
microRNA expression profiles from only 30 ng of total RNA. 
Figure 4 demonstrates that reliable microRNA profiling 
results can be obtained from only 30 ng of total RNA. 

Figure 4
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Figure 4. Excellent correlation of 91% between 30 ng and 1000 ng total 
RNA samples. Log2 ratios of Tumour vs. Normal (T/N) adjacent tissue of 
a oesophagus cancer using 1000 ng total RNA material is plotted against 
Log2 ratios in identical experiments using 30 ng, 100 ng, and 300 ng total 
RNA. The correlations to the microRNA profile from 1000 ng total RNA 
were 91%, 93% and 98% for 30 ng, 100 ng and 300 ng, respectively.

The specificity of the miRCURY™ LNA microRNA Array plat-
form has previously been illustrated by a microRNA profile 



of breast cancer tissue.10 The study revealed many differen-
tially expressed microRNAs, including those reported ear-
lier to be associated with cancer, such as several members 
of the let-7 family and miR-21.3 Some of these microRNAs 
may represent new molecular biomarkers with diagnostic 
and prognostic promise for patients with cancer (figure 5). 
Additionally, a randomly selected subset of the thousands 
of samples that have been analyzed at Exiqon’s microRNA 
profiling service department shows an average call rate 
of 29% (data from 187 human samples from a variety of dif-
ferent tissues (figure 6). This is in line with published 
in situ hybridization and sequencing data, and thus further 
confirms the high level of specificity of the miRCURY™ LNA 
microRNA Array platform.5,6

The list of papers published using the miRCURY™ LNA 
microRNA Arrays is continuously growing. A few are 
mentioned below.

Suárez et al.11 made a microRNA profile on Dicer knock-
down in human endothelial cells (EC) using the miRCURY™ 
LNA microRNA Arrays. This study revealed 25 highly 
expressed microRNAs in human EC and using microRNA 
mimicry, miR-222/221 regulate endothelial nitric oxide 
synthase protein levels after Dicer silencing. Collectively, 
these results indicate that maintenance and regulation of 
endogenous microRNA levels via Dicer mediated process-
ing is critical for EC gene expression and functions in vitro.

Valadi et al.12 used the miRCURY™ LNA microRNA Array to 
show that exozomes do contain microRNAs (Exosomes are 
vesicles of endocytic origin released by many cells), and 
that exozomes contain both messenger RNA and microRNA 
that can be delivered to another cell and can be functional 
in this new location.

A global microRNA profiling study by Muralidhar et al.13

showed that Drosha over-expression in cervical squamous 
cell carcinomas (SCCs) appears to be of functional signifi-
cance. Unsupervised principal component analysis of a 
mixed panel of cervical SCC cell lines and clinical speci-
mens showed clear separation according to Drosha over-
expression. The microRNAs most significantly associated 
with Drosha over-expression are implicated in carcinogen-
esis in other tissues, suggesting that they regulate funda-
mental processes in neoplastic progression.

These data, as well as many other papers published using 
the miRCURY™ LNA microRNA Arrays, clearly confirm 
that they produce sensitive, specific and reliable data. 
An updated list of published papers using the miRCURY™  
LNA arrays can be found at www.exiqon.com/array

Figure 5
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Figure 5. microRNA profiles differentiate breast tumors from normal 
tissue. The unsupervised hierarchical clustering and heatmap shows 
that primary tumors (T) and normal tissue (N) clearly segregated from 
one another based on their microRNA expression profiles. Samples 
consisted of paired samples from eleven patients. Both downregulated 
(blue) and upregulated (red) microRNAs were identified in breast cancer. 
The microRNA nomenclature does not refer to specific microRNAs.
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Figure 6. The call rate in various human samples using miRCURY™ LNA 
Arrays is shown. The call rate of the microRNA present in a given sample 
is shown. Samples are from human tissues and the number of samples 
from a given tissue is between 3 and 21. The average call rate from 187 
different samples is 29% (StDev 6.5%). This is in line with in situ
hybridization and sequencing data. 1, 6



Knockdown – determine microRNA function
Inhibition of microRNAs represents one of the most 
popular methods to determine microRNA function and to 
validate putative microRNA targets. As microRNAs reduce 
protein levels by causing translational inhibition or degra-
dation of the target mRNA, inhibition of a microRNA will 
typically cause an increase in target protein expression, 
thus ultimately providing a useful tool for the identification 
of predicted microRNA targets. 

miRCURY™ LNA microRNA Knockdown probes are 
more effective at inhibition of microRNA than standard 
competing methods such as DNA-based probes and 2’-O-
methyl (2’-OMe)-based probes (figure 7). The miRCURY™ 
LNA microRNA Knockdown probes provide researchers 
with an effective tool for determining microRNA function 
as evidenced by the peer-reviewed articles.

Figure 7
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Figure 7. Comparison of the effectiveness of different knockdown 
methods. The diagram shows results of a representative experiment 
(n = 3), indicating fold upregulation, relative to the untreated control of 
the pMIR-21 reporter (firefly luciferase) when cotransfected with various 
hsa-mir-21 knockdown products. Expression levels in MCF7 cells were 
measured 60 h after transfection.
The negative control (NC) oligonucleotides are 2’-OMe or LNA-DNA 
mixmers with a random sequence showing no significant complementar-
ity to any known microRNAs. Product A and B are not based on the LNA™ 
technology.

Fazi et al.14 reported that knockdown of miR-223 using a 
miRCURY™ LNA microRNA Knockdown probe, produced 
a 40% reduction of CD11b while maintaining the level of 
control CD14, thus demonstrating that hsa-mir-223 is an 
important modulator of human myeloid differentiation. 

Triboulet et al.15 provided evidence for a physiological role 
of the microRNA-silencing machinery in controlling HIV-1 
replication. This was shown by the inhibition of miR-17-5p 
and miR-20a using miRCURY™ LNA microRNA Knockdown 
probes, resulting in increased PCAF expression and HIV-1 
replication. 

The use of miRCURY™ LNA microRNA Knockdown probes 
has allowed researchers to elucidate the function of 
microRNAs in development as well as human diseases 
and to provide specific knockdown/inhibition of microRNAs 
with much higher potency than traditional antisense tech-
nologies.16

Summary
The miRCURY™ LNA microRNA product portfolio has
enabled significant studies of microRNAs by providing 
researchers with highly sensitive, specific,  and potent 
products. Several peer-reviewed publications demon-
strate the effectiveness and validity of the miRCURY™ 
LNA microRNA products and show how the products are 
enabling microRNA science to advance.

Additional information about the miRCURY™ LNA 
microRNA product portfolio from Exiqon is available at 
www.exiqon.com
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Enabling life science 
researchers to make 
groundbreaking 
discoveries
We combine leading-edge scientifi c expertise in gene 
 expression with our proprietary LNATM technology. Our 
products, services and scientifi c staff enable life science 
researchers to make groundbreaking discoveries.
Moreover, we are addressing the unmet need for a new 
 ap proach to the diagnosis of cancer.

Our aim is clear: we will push the frontier of gene expression 
science and turn our novel discoveries into targeted cancer 
diagnostic tools for healthcare professionals. 

Lars Kongsbak, President & CEO of Exiqon

Exiqon’s miRCURYTM line is the market’s most complete 
range of tools for microRNA research. Based on Locked 
Nucleic Acid-technology, the miRCURYTM tools give you more 
reli able results with less sample. Life science researchers 
are able to seek, fi nd and verify a fully comprehensive range 
of microRNAs.  

Seek
miRCURYTM LNA Arrays
Fast and accurate microRNA expression 
profi ling

miRCURYTM LNA Power Labeling Kits
Simple and effective microRNA labeling

Find 
miRCURYTM LNA Detection: Northern blot probes
microRNA detection with less sample

miRCURYTM LNA Detection: in situ hybridisation probes
Precise visualization of microRNAs in tissue

miRCURYTM LNA qRT-PCR
Sensitive real-time microRNA quantifi cation

Verify 
miRCURYTM LNA Knockdown probes
Specifi c and potent microRNA inhibitors for functional 
 analysis

Customized microRNA Profi ling Service 
Available for researchers world-wide

�����

Contact our research specialists to learn more 
North America: +1 781 376 4150 • Rest of world: +45 45 650 929
support@exiqon.com • www.exiqon.com

8091_annonce_science02.indd   1 12/9/07   16:08:52


