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Abstract 
This paper presents a framework for designing a natu-

ral multimodal modal human computer interaction (HCI) 
system. The core of the proposed framework is a princi-
pled method for combining information derived from 
audio and visual cues. To achieve a natural interaction, 
both audio and visual modalities are fused along with 
feedback through a large screen display. A careful design 
along with due considerations of possible aspects of a 
systems interaction cycle and integration has resulted in a 
successful system. The performance of the proposed 
framework has been validated through development of 
several prototype systems as well as commercial applica-
tions for the retail and entertainment industry. To assess 
the impact of these multimodal systems (MMS), informal 
studies have been conducted. It was found that the system 
performed according to its specifications in 95% of the 
cases and that users showed ad-hoc proficiency, indicat-
ing natural acceptance of such systems. 

 
Keywords: Continuous Gesture Recognition, Multimo-
dal HCI, Speech-Gesture Co-Analysis, Visual Tracking, 
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1. Introduction 
Although humans communicate with each other through a 
range of different modalities, modern human-machine 
interfaces rarely reflect this. A successful HCI system 
should mimic the kind of effortless and expressive natural 
interaction that humans are accustomed to in everyday 
communication. It is well known that speech and gesture 
compliment each other and when used together, create an 
interface more powerful than either modality alone. Inte-
gration of speech and gesture has tangible advantages in 
the context of HCI, especially when coping with the 
complexities of spatial representations. Hence, co-verbal 
gesticulation has the best prospects of achieving effort-
less and expressive HCI.  

The requirements of the natural interactive system 
therefore include the ability to understand multiple mo-
dalities, i.e., speech and gesture where information is 
somehow distributed across the modalities. Up to date 
there have been several designs of multimodal systems. 
However, Bolt's "put that [point] there [point]" [1] para-
digm still prevails. While there were some advances of 
including speech recognition into limited domains, most 
of the gesture recognition work is limited to understand-
ing artificially imposed signs and gestures, e.g. [2,3] and 

often involve cyber gloves or electronic pens. The result-
ing MMS are far from satisfying the “naturalness of in-
teraction” criterion. For instance, studies on pen-voice 
interface for information query and manipulation of elec-
tronic maps indicate, that linguistic patterns significantly 
deviated from canonical English. In contrast, we believe 
that by fusing remotely sensed natural gestures with 
speech along with adequate and timely feedback through 
a large screen display, users are able to achieve a much 
more natural level of interaction.  

Psycholinguistic studies have shown that natural ges-
tures do not string together in syntactic bindings [4]. 
Rather, they fall under the category of deictic gestures as 
opposed to symbolic (predefined) gestures as in sign lan-
guage [5]. Our system is trained to recognize uncon-
strained natural deictic gestures that a user is exhibiting 
when interacting with a large display. Our system differs 
from related systems [6] in that the gesture recognition is 
based on learned statistical gesture models and a trained 
speech gesture co-occurrence analysis.  

The framework presented in this paper has evolved 
from a number of previous multimodal speech gesture 
interfaces. The Campus Map [7] was a direct result of the 
weather narration keyword/gesture co-occurrence analy-
sis [8]. The subsequent Crisis Management system 
(XISM) [9] was first  system to be running on a single 
processing platform. Rather than keyword spotting, con-
tinuous speech recognition was employed. Further im-
provements addressed the problems of user initialization 
and error recovery and finally removed the need for any 
user devices by using ceiling mounted microphone 
domes. Other systems related to this work are MIT’s 
Smart projects [10] and Microsoft’s Easy Living system 
[11]. 

2. Design of the Proposed Framework 
The main feature of the proposed framework is the use of 
speech and gesture to create a natural interface. The sys-
tem is designed to accommodate the use natural gestures 
and speech commands of an experienced as well as an 
inexperienced user to increase the usability of the system 
in domains where user training is not feasible.  Another 
important aspect is the use of a large screen display to 
provide appropriate feedback to the user.  Large screen 
displays are a natural choice for many applications, espe-
cially interaction with spatial/geocentric data, immersive 
virtual reality environments and collaborative systems 
that allow interaction with multiple users simultaneously.  



2.1. Considerations for Multimodal HCI 
The problems with designing a MMS that functions out-
side the laboratory range from conceptual to system de-
sign issues. A slow progress in addressing conceptual 
problems in HCI is the inherent lack of adequate user 
interaction data or so-called chicken and egg problem 
[12]. To design a natural MMS, e.g., using statistical 
techniques, one needs valid multimodal data. However, it 
is impossible to collect the data unless a system exists. 
Several solutions to this dilemma are possible, including 
Wizard-of-Oz style experiments where a human behind 
the scene plays the role of a hypothetical MMS. How-
ever, this method does not guarantee a timely and accu-
rate system response, which is desirable for eliciting ade-
quate user interaction. Instead, Bootstrap and Evolve 
strategies were used. Comparative analysis of the weather 
channel narration broadcast is closely related to the de-
sired type of gestural interaction [12]. It led to the devel-
opment and statistical training of appropriate gesture rec-
ognition models at the bootstrapping stage [8]. These 
studies have revealed that in natural HCI with a large 
display, corresponding gestures and keywords exhibit 
some temporal pattern of their alignment that helps in 
disambiguating the meaning of utterances [12]. 

 

(a)  (b)  
Figure 1: Weather map analysis (a) and the Campus Map (b). 

From a system design perspective it has to be ac-
knowledged, that resource constraints in general severely 
limit the choice of sensing technology. If integration into 
a single processing unit is desired, many compromises 
have to be made. In addition, smooth and automatic in-
teraction initialization, robust real-time visual processing, 
error recovery and graceful interaction termination are 
very important for ensuring user satisfaction. Unexpected 
system behavior almost always leads to a sharp drop in 
perceived system quality and ultimately acceptance fail-
ure. This requires a holistic approach to multimodal HCI 
system design, which however comes at the cost of sys-
tem complexity and integration complexity. This paper 
presents a design of a multimodal framework that at-
tempts to address all of the above issues.  

3. System Components 
To capture speech and gesture commands the iMap 

framework utilizes a directional microphone and a single 
active camera. The tasks that the system needs to perform 
vary over time and are given an empirically evolved state 
transition model of an interaction session between a user 
and the system (Figure 2). 

3.1. Interaction Session 
An interaction session consists of three main phases. 

During the initialization phase the interaction dialogue 
between a new user and the system is established. It is 

followed by interaction phase, where the actual 
communication between the user and the system takes 
place. Finally, the termination phase is entered when the 
user (or the system) decides to conclude the dialogue. 

 
Initialization Phase: In the absence of any users within 
the sensor range, the system is in the wait state. User 
detection is achieved through face detection [13]. Not 
only does the detection of a face indicate the presence of 
a person in front of the system, but it also assures that the 
person is looking at the system, which is strong evidence 
for a users desire to initiate an interaction dialogue. Each 
detection leads to subsequent head tracking. If at least 
one person has been  
detected, the system enters the attraction state in which 
it tries to establish 
a dialogue with 
one of the cur-
rently tracked 
people. In addi-
tion, the system 
continues to detect 
and track new ar-
rivals. If at any 
point all people 
leave the sensor 
area, the system 
falls back into the 
waiting state. 

The placement 
of the camera and 
the microphone sensor require a user to interact with the 
system from a certain location to ensure optimal perform-
ance. Therefore, the system encourages detected people 
to step closer and guides them towards the proper loca-
tion for interaction. Once a person has stepped into the 
proper spot and found to be facing the system, the system 
enters the final bootstrapping state of the initialization 
phase. The system immediately discards all processing of 
onlookers since all the available resources have to be 
invested into the dialogue with the main user. It further-
more performs palm detection to obtain an initial location 
of the user’s active hand(s) and initializes the hand-
tracking algorithm. Finally, it adjusts its active camera to 
adjust to the exact location, height and size of the user to 
allow optimal sensor utilization after which the interac-
tion phase is initiated. 
Interaction Phase: During the interaction phase, the 
actual dialogue between the system and the user com-
mences. The system utilizes speech recognition, motion 
analysis and gesture recognition as its main interaction 
modalities. The vision-based modalities mainly rely on 
robust continuous head and hand tracking based on mo-
tion and color cues. From the hand trajectory data, a ges-
ture recognition module continuously extracts free hand 
gestures using stochastic gesture models (cf. [18]). Rec-
ognized gestures are combined with speech recognition 
results by a speech-gesture modality fusion module 
(Figure 3). The semantic integration of the final user 
commands depends heavily on the application and the 
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 Figure 2: State transition model of 

an interaction session between a 
user and the system. 



time varying context of the system, which constrains the 
set of possible user actions for increased response reli-
ability.  
 

Termination Phase: An HCI system may gracefully 
terminate an interaction process, for example because the 
user has actively indicated that the session is concluded. 
A much more difficult problem is the sudden termination 
by a user, for example because the user chooses to walk 
away. It is necessary to constantly run a diagnostic error 
recovery module that decides whether or not the user is 
still present. It is important that this decision is made with 
an as low as possible false alarm rate, because the wrong-
ful termination of an interaction session leads to user con-
fusion and hence dissatisfaction. 

Upon termination, the system informs the user or po-
tential onlookers, that the session is terminated (“valedic-
tion”). Then it resets its internal states, positions the ac-
tive camera in wide-angle initialization mode and 
switches back to the initialization phase. 
 

3.2. Visual Components 
To ensure the smooth progression of an interaction 

sessions as outlined above, a large number of vision (face 
detection, palm detection, head and hand tracking) and 
speech (command recognition, audio feedback) related 
components have to cooperate together under tight re-
source constraints on a single processing platform. The 
link between system responsiveness and user satisfaction 
mandates a strict adherence to the maximum possible 
processing rate (30 frames/sec or possibly 60 fields/sec) 
with respect to motion tracking and the associated visual 
feedback.  Since all systems are integrated onto a single 
standard PC the allowable complexity of motion tracking 
methods is limited, especially, because the system latency 
has to be minimized to avoid a “sluggish” interface ex-
perience. 

Face Detection: One of the most important and pow-
erful components in the system is the face detector for 
robust user detection and continuous head track status 
verification. The implementation [13] is based on neural 
networks and favors a very low false positive ROC of  
<0.5% . 

Palm Detection: With the proper 
camera placement and a suitable skin color model ex-
tracted from the face region, strong priors can be placed 
on the potential appearance and location of a user’s ac-
tive hand in the view of the camera. The automatic palm 
detection rests on the assumption that the object to be 
detected is a small skin colored blob-like region below 
and slightly off center with respect to the users head. In 
addition, the palm detector favors but does not rely on the 
occurrence of motion at the location of the hand and inte-
grates evidence over a sequence 60 frames (cf. [14] for 
details). 

Head and Hand Tracking: The algorithms for head 
and face tracking are based on similar but slightly differ-
ent approaches. Both trackers are based on rectangular 
tracking windows whose location is continuously adapted 
using Kalman filters to follow the users head and hand. 
While the head tracker relies solely on skin color image 
cues, the hand tracker is a continuous version of the Palm 
Detector [14] and geared towards skin colored moving 
objects. Prior knowledge about the human body is util-
ized in avoiding and resolving conflicts and interference 
between the head and hand tracks. The tracking methods 
used are based on simple imaging cues but extremely 
efficient and require less than 15% processing time of a 
single CPU.  

Continuous Gesture Recognition: The main visual 
interaction modality is continuous gesture recognition. 
Unlike with previous gesture recognition systems [1], the 
user does not have to adhere to specific predefined ges-
tures. It has been trained to recognize natural gestures, 
i.e., gestures that a person has a natural tendency to per-
form when interacting with large screen displays. This 
approach increases the naturalness of our system tremen-
dously. However, the gesture recognition component is 
no longer able to solely carry the complete intent of the 
user. Rather, the semantics of a command or request be-
comes distributed across the speech and gesture modali-
ties such that gesture recognition and speech recognition 
have to be tightly coupled to extract reliable command 
and request information. 
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   Figure 3: Logical flow of the system. 
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Based on our experience with examining weather nar-
ration broadcast [8]. (Figure 6) we temporally modeled 
deictic gestures based on a set of fundamental gesture 
primitives that pose a minimal and complete basis for the 
large-display interaction tasks considered by our applica-
tions. 
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Figure 6: Statistical deictic gesture model. 
More specifically, the system has been trained to learn 

pointing gestures (selection of a single item, reference to 
a single location), area gestures (selection of a number of 
items or an item extensive in size, reference to an area) 
and contour gestures (a compound point-contour-point 
gesture used to semantically connect references and 
selections). 
The statistical gesture model and continuous recognition 
is based on continuous observation density Hidden 
Markov Models [16] and token passing [17] and is de-
scribed in detail in [18]. After bootstrapping, refinement 
of the HMM and the recognition network were performed 
using a customized application that was designed to 
“pull” desired gestures from a user. The system extracted 
gesture and speech data and automatically segmented the 
thus obtained gesture training data. After a training of 
HMMs on the isolated gesture data, a final embedded 
training of the compound network was performed. 

3.3. Audio Components 
Speech Recognition: Speech recognition has improved 
tremendously in recent years and the robust incorporation 
of this technology in multimodal interfaces is becoming 
feasible. The presented system has been operating with 
both speaker dependent and speaker independent recogni-
tion engines (cf. [14] for details). While speaker depend-
ent systems were found to be superior in performance, 
speaker independence is essential for domains where po-
tential users are unknown and speech training is infeasi-
ble.  

The set of all possible utterances is defined in a con-
text free grammar with embedded annotations. This al-
lows constraining the necessary vocabulary that has to be 
understood by the system while retaining flexibility in 
how speech commands can be formulated. The speech 
recognition module of the system only reports time-
stamped annotations to the application front end, which is 
responsible for the modality fusion and context mainte-
nance. 
Audio Feedback: All applications that have been devel-
oped on top of the proposed framework provide audio 
feedback to the user. Audio feedback can be as simple as 
sound effects that confirm the successful capture of a 
user’s commands (e.g., a selection noise when a button 
was selected) or in the form of pre-recorded speech from 

a narrator or text to speech synthesis, narrated by an ani-
mated character (Figure 10, top-right). The choice of 
appropriate feedback depends on the application front-
end. While sound effects are sufficient for an interactive 
game, a speaking and animated avatar is much more ap-
propriate, say, in a shopping assistant application. 

3.4. Modality Fusion 
In order to correctly interpret a user’s intent from his or 
her utterances and gestural motions, the two modalities 
have to be fused appropriately (Figure 3). Due to the sta-
tistical method employed for continuous recognition, 
both the speech recognition and gesture recognition sys-
tems emit their recognition results with time delays of 
typically 1 sec. Verbal utterances such as “show me this 
region in more detail” taken from a typical geocentric 
application (see below) have to be associated with co-
occurring gestures such as “<Preparation>-<Area Gesture 
Stroke>-<Retraction>”. The understanding of the tempo-
ral alignment of speech and gesture is crucial in perform-
ing this association. While in pen based systems [3], ges-
ture have been shown to occur before the associated deic-
tic word (“this”), our investigations from HCI and 
Weather Narration [8] showed that for large screen dis-
play systems, the deictic word occurred during or after 
the gesture in 97% of the cases. Hence modality fusion 
can reliably be triggered by the occurrence of verbal 
commands. 

The speech recognition system emits streams of time 
stamped annotation embedded in the speech grammar; for 
the above case one would obtain 

 
…[ZOOM, t0, t1] [LOCATION, t1, t2] [REGION, t2, t3]… 
 
The annotation “LOCATION” occurring around the 

time s 1 2t =(t +t )/2 corresponds to the occurrence of the 
deictic keyword “this”. Similarly, the gesture recognition 
might report 

 
…[PREP, s0, s1] [AREA, s1, s2] [RETRACTION, s2, s3]… 
 
indicating that an area gesture was recognized in the 

time interval 1 2[ , ]s s . 

ZOOM LOCATION REGION

PREPARATION AREA GESTURE RETRACTION

Time

s0 s1 s2 s3

t0 t1 t2 t3

Figure 7: Speech gesture modality fusion. 
 

Using the time stamp of the deictic keyword, a win-
dowed search in the gesture recognition result history is 
performed. Each past gesture stroke is checked for co-
occurrence with appropriate annotations. Given for ex-
ample time stamps 1 2[ , ]s s for a gesture stroke, associa-

tion with a keyword that occurred at time st is assumed if  
tse c [s1-dtb,s2+dte]. Where dtb and dta are constants 

learned from training data. This approach allows the oc-
currence of the keyword a short time before the gesture 
and a longer time delay after the gesture. 



Upon a successful association, the physical content of 
the area gesture, namely hand trajectory data for the time 
interval 1 2[ , ]s s is used to obtain the actual gesture con-
veyed components of the compound speech gesture 
command. In the case of for example an area gesture, a 
circle is fitted to the thus obtained gesture data in order to 
determine which region of the screen actually to show in 
more detail.  

3.5. System Integration 
The presented framework requires only moderate compu-
tational resources. All presented systems run comfortably 
on Dual Pentium III 500 Mhz or correspondingly faster 
single processing platforms with less resources required if 
the system runs with not all system modules enabled. For 
a detailed description of the system components see [14]. 
  

The systems main tasks were separated into a set of 
separate execution threads as shown in Figure 4. Most 
resources are consumed by the vision components of the 
system and especially the face detection algorithm. Since 
many of the components run on different time scales (es-
pecially the Speech Recognition, Face Detector and Ac-
tive Camera Control), the architecture was designed to 
take advantage of multi-threaded parallel execution. 
Communication between components is performed using 
message passing and straightforward thread synchroniza-
tion. 

4. Case Studies 
A large number of successful HCI applications were build 
based on the presented framework. While some systems 
are used for scientific purposes and user studies [19] 
other systems have led to actual commercial products 
operating unattended in public spaces . 
 

 

 
Figure 8: XISM, a multimodal crisis management system. 

 
4.1. Geocentric Systems 

Many information representation and access systems are 
geocentric in nature. Large screen display systems are 
especially suited for interaction with spatially or geo-
graphical data. The first system that was developed at 
Penn State based on the iMap framework was the Cam-
pus Map [7], which helped visitors find their way around 
the University Park Campus (Figure 1). The system could 
be queried using speech and gesture commands (e.g., 

“What is the name of this department?”, “How do I get 
from here to the library?”).  
 

The Multimodal Crisis Management System (XISM) 
is a dynamic system in which the user takes the role of an 
emergency center operator using speech and gesture  
commands to dispatch emergency vehicles to rapidly oc-
curring crisis centers in a virtually generated city (Figure 
8). In contrast to static systems, where the progression of 
interaction is determined by the user the operator has to 
react to rapidly occurring events under time pressure. 
This system has been and is currently being used for con-
ducting cognitive load studies in which different aspects 
of multimodal interaction can be measured accurately and 
compared to traditional and alternative interaction meth-
ods under variable but controlled conditions. 
 

 
Figure 9: The multimodal GIS system DAVE_G that allows 
interaction with multiple users simultaneously. 

 
In an ongoing project, the XISM system is extended to 

operate with multiple users simultaneous interfacing to a 
geographical information system (GIS). The system sup-
ports collaborative task planning and decision making 
[15]. 

 
4.2. Retail And Entertainment Systems 

Finally, a number of commercial applications have been 
developed  and deployed in public environments (Figure 
10) showing that advanced multimodal HCI technology 
has reached sufficient maturity and robustness for ex-
tended and unattended public use in retail and entertain-
ment environments. 
 

Figure 10: Commercial embodiments of the presented 
multimodal HCI framework. Left: Physical structure. Top 
right: GiftFinder, a retail system with a virtual avatar that 
helps user navigation. Bottom right: SuperBounz, interac-
tive multimodal entertainment.  
 
 The system proved its usability in several fairs and expo-
sitions with over 10000 interaction sessions with unique 



users. Informal customer observations and surveys 
showed that 80% of users had successful interaction ex-
periences. In addition, observations revealed that the sys-
tem behaved according to its specifications in 95% of the 
cases.   
 
Furthermore, returning users showed a dramatic increase 
in interaction proficiency, indicating that once the initial 
novelty barrier has been overcome, the acceptance of 
such systems is high with little or no difficulties in under-
standing the “mechanics” of multimodal interaction. 
Formal user studies are currently in progress. 

5. Discussion and Conclusion 
This paper describes issues related to the development of 
a robust real-time framework that exploits natural 
gestures and spoken command as input and a large screen 
display for visual feedback. The framework has been 
validated by implementing a number of prototype sys-
tems, which transfer real-world interactions to novel 
metaphors thus bridging the gap between digital envi-
ronments and user interactions. It was found that a careful 
design, integration and due considerations of possible 
aspects of a systems interaction cycle can yield a success-
ful system. 

Room for improvement still exists for the speech rec-
ognition module that can perform unreliably in very noisy 
public environments even if using advanced sound acqui-
sition devices such as microphone arrays or -domes. The 
introduction of multiple users introduces additional chal-
lenges, especially when users are spatially close to each 
other. The system must resolve ambiguity in identifying 
and attaching motion and spoken command to the right 
user. Model based head tracking for extracting lip mo-
tion, and gaze tracking to localize attention are currently 
investigated to improve disambiguation. Also, model-
based articulated tracking is being developed to extract 
reliable information from visual data [14]. Finally, a 
prosody based speech-gesture co-analysis is under inves-
tigation to improve on continuous gesture recognition. 
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