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Intoduction
This is the second workshop on Examplebased Machine Translation (EBMT) of its kind to be
hosted by the MT Summit X, 2005 in Phuket, Thailand. The 1st EBMT workshop took place in
2001 at the MT Summit VIII in Santiago de Compostela, Spain. While the first workshop resulted
in a book "Recent Advances in ExampleBased Machine Translation" (2003) which summarises the
numerous techniques used in our field and helped bring EBMT to a new audience, we also hope to
be able to publish these workshop proceedings such that it is available to a wider audience. 

Four years after the first EBMT workshop, the field has considerably matured and evolved. In this
second workshop we see a continuation of previous systems and approaches as well as a number of
new and innovative methods and applications. 

We have interesting papers on semantic and typedriven approaches to EBMT, approaches that look
beyond   the   sentence   border,     retrieval   of   fragments,   examplebased   signlanguage   translation,
corpusbased generation, and investigations on data assembly and corpus consistency. Projects such
as   METIS   investigate   examplebased   methods   to   machine   translation   that   make   use   of   a
monolingual TL corpus. In addition to these 'new' horisons, the workshop also presents progression
of work and approaches alread known from the the previous workshop. We have excellent papers
on   treebased approaches, pure as well as templatedriven EBMT, and as in the 2001 workshop,
position papers on what actually constitutes an EBMT system.  In general we observe a continuing
desire   for   the   integration   of   various   techniques   and  and   a   strengthening   of   the   statistical
underpinning on which EBMT is based.

Given the variety of different topics and methods assembled in this workshop we find that research
in EBMT is vibrant and catalyzes an active research community trying to integrate and make sense
out  of    the various corpusdriven approaches to MT. In particular,  as coorganisers of this  2nd
workshop, we are delighted to welcome a number of researchers who haven't previously published
in the area of EBMT. We intend to close the workshop by a panel session where the contributors are
asked to envisage what EBMT will be like in the future, and what research directions might be
foreseen in the time between now and the 3rd EBMT workshop, and beyond.

We trust that you enjoy this workshop. We have enjoyed putting the programme together, and we
wish to offer many heartfelt thanks to our assembled Programme Committee, each of whom did
sterling work over and above what might reaonable have been expected from them. The quality of
the papers received was very high, and if possible the quality of the reviews even higher! 

Andy & Michael.
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ÒMÓ;Ô$Õ�Ö�Ó�Õ×EØ�ÙWÔ�Ú�ÛÕ�Ü�Ø�ÝÞ9Ü�Û�Ó;Ö�Ü$Ö�ßÓ;à�Û×EáOÓ;ÝU×EØ�Ó	â�Ü�ã>ä
å Þ�Ó^æ�çHÔ$è�Þ�Ö�Õ�Ó;é[è�×EÕ�Ó^×EØ_ÛÕ�Ü$Ö�×EÛ×�Ô$Ø�Ü�ÞvÞE×EØ�Ù@è�×�ÝÛ×�à êzë
Ýì�ÝÛ�Ó�ã?Ý�×EØ�Ú�Ô$Õã3Ü�Û×�Ô$ØYÜ�í4Ô$è�Û�Ý�à;Ô å Ó�Ü�Ø�Ö�î�Ô$Õ_Ûiì å Ó
Ô�Ú7Ûï�Ó^Ü$Ö�ßPÓ;à�Û×Eá[Ó;Ý�Ü�Ø�Ö å Ô@Ý�×EÛ×�Ô$Ø�×EØ�Ûï�Ó�Ý�Ô$è�Õ�à;ÓAÝ�Ó�Ø�ä
Û�Ó�Ø�à;Ó@ð�ñLØ�Ü�Ý�Û�Ü�Û×�ÝÛ×�àNÜ�ÞkÝìSÝ�Û�Ó�ã�Ýè�à�ïDÜ$Ý^Ô$è�Õ�ÝNòGÛï�Ó
Ü$Ö�ßÓ;à�Û×EáOÓ;ÝNòOÛ�Ô$ÙOÓ�Ûï�Ó�Õyç�×EÛï?Ûï�Ó�Ø�Ô$è�Ø.òSÜ�Õ�Ó`Ú�Õ�Ó;Ó�ÞEì�Ü�Þ�ä
Þ�ÔRçHÓ;ÖTÛ�Ô�ã?ÔRáOÓ@ò4Ûï6è�Ý�Ó	â å Ü�Ø�Ö�×EØ�Ù�Ûï�Ó3óOäoÙ@Õ�Ü�ã�Ý�Ó�ÛNð
ë`ï�ÓAà;Ô$ÕÕ�Ó;à�Û}Ô$Õ�Ö�Ó�Õ`×�Ý`Ó�á[Ó�Ø6Ûè�Ü�ÞEÞEì�á$Ü�ÞE×�Ö�Ü�Û�Ó;Ö�í6ì?Ûï�Ó
Û�Ü�ÕÙOÓ�ÛUÞ9Ü�Ø�Ù@è�Ü�ÙOÓ�ã?Ô6Ö�Ó�Þoð_ñiØ�à;Ô$Ø6ÛÕ�Ü$ÝÛNò�Ûï�Ó�Ö�Ó�Û�Ó�ÕPä
ã�×EØ�Ó�Õ`ô�í4Ó�×EØ�Ù^Ü�Ù@Õ�Ü�ã�ã3Ü�Û×�àNÜ�ÞSç`Ô$Õ�Ö�õf×�ÝvØ�Ô$Û�Ü�ÞEÞ�ÔRçHÓ;Ö
Û�Ô�ã?ÔRáOÓ@ð
ö Ó�ÕÛ�Ü�×EØ�ÞEì[òHçHÓ_Ö�Ô�Ø�Ô$Û?ç`Ü�Ø6Û3Ûï�Ó�Ü$Ö�ßÓ;à�Û×EáOÓ;Ý3Û�Ô

ã?ÔRá[Ó3÷$ø�ù�ú1û�ü[ý}Ô�Ú~Ûï�Ó í4Ô$è�Ø�Ö�Ü�Õ×�Ó;ÝIÔ�ÚKÛï�Ó þ�ÿ�ð���ÔRç
Ö�Ô\çHÓmÜ$à�ï�×�Ó�áOÓ�Ýè�à�ï ÜÁÕ�Ó;Ý�ÛÕ×�à�Û×�Ô$Ø.ò?à;Ô$Ø�Ý×�Ö�Ó�Õ×EØ�Ù
Ûï�Ü�Û�çHÓHÜ�Õ�ÓyØ�Ô$Û7è�Ý�×EØ�ÙAÜ�Ø6ì��6×EØ�ÖUÔ�Ú å Ü�Õ�Ý�Ó�Õ�Ô$Õ~à�ï6è�Ø�ä
�[Ó�ÕNò�í�è�ÛMÔ$Ø�ÞEì�Ü>ÿ�����Û�Ü�Ù@ÙOÓ�Õ	�
ñiØ Ô$Õ�Ö�Ó�Õ�Û�Ô{Ö�Ó�Û�Ó;à�Û�ÞE×EØ�Ù@è�×�ÝÛ×�àNÜ�ÞEÞEì Ý×EÙ@Ø�×�
�àNÜ�Ø6Û

à;Ô$Ø�ÝÛ×EÛè�Ó�Ø6Û�ÝRò[çHÓ}ã�×EÕÕ�Ô$ÕHÜ^à�ïSè�Ø��6×EØ�Ù å Õ�Ô6à;Ó;Ö�è�Õ�ÓI×EØ
ç�ï�×�à�ï�çHÓ å Õ�Ó	äLÖ�Ó
�Ø�Ó å ï�Õ�Ü$Ý�Ó�í4Ô$è�Ø�Ö�Ü�ÕìDã3Ü�Õ��OÓ�Õ�ÝNð
��Ô$Õ}×EØ�ÝÛ�Ü�Ø�à;Ó@ò��Uý�ù.×�ÝIÜ>í4Ô$è�Ø�Ö�Ü�Õì�ã3Ü�Õ��OÓ�ÕNò,Ü�Ø�Ö�Ý�Ô
×�Ý���ý������������¹Ü�Ø�Ö�� ��ý"!Gð ö Ô$Ø6Û�Ó�Ø6Û^çHÔ$Õ�Ö�Ý Ü�Õ�Ó>Ô$Ø�ÞEì
Ü�ÞEÞ�ÔRçHÓ;Ö=Û�Ô�ã?ÔRáOÓ>×EØ�Ý×�Ö�Ó>ÛiçHÔ�à;Ô$Ø�Ý�Ó;à�è�Û×Eá[Ó�í4Ô$è�Ø�ÖSä
Ü�Õ×�Ó;ÝNð
# Ø�Ô$Ûï�Ó�ÕMÓ	â�Ü�ã å Þ�Ó Ô�Ú~ç�ï�Ü�ÛMàNÜ�Ø�í4Ó�Ü$à�ï�×�Ó�áOÓ;Ö_í6ì

Ô$è�Õ�Ü å�å Õ�ÔOÜ$à�ï�×�ÝHÛï�ÓIÛÕ�Ü�Ø�ÝÞ9Ü�Û×�Ô$Ø_Ô�ÚvØ�Ô$è�Ø�à;Ô$ã å Þ�Ó	ä
ã?Ó�Ø6Û�ÝNò�ç�ï�×�à�ïÁ×EØ$� å Ü�Ø�×�Ý�ï�Û�Ó�Ø�ÖmÛ�Ô�Ü å�å ÓNÜ�Õ�Ü�Ú!Û�Ó�Õ
Ûï�ÓTï�ÓNÜ$Ö�Ø�Ô$è�Ø.ò å Õ�Ó;à;Ó;Ö�Ó;ÖÁí6ì�Ü�ü6ý å Õ�Ó å Ô@Ý×EÛ×�Ô$Ø.ò
Ü�Ø�Ö�×EØ&%KØ�Ù@ÞE×�ÝïWÜ å�å ÓNÜ�ÕAÜ$Ý�Ü�Ø�Ô$è�Ø å Õ�Ó	äoã?Ô6Ö�×�Ú!ì6×EØ�Ù
Ûï�Ó?ï�Ó;Ü$Ö.ð'%~â�Ü�ã å Þ�Ó)(�×�Ý�Ü�ØD×EÞEÞEè�ÝÛ�Õ�Ü�Û×�Ô$Ø�Ô�Ú�Ûï�×�ÝRò
ç�ï�×�à�ï_×EØ�à�ÞEè�Ö�Ó;ÝMí4Ô$Ûï_Õ�Ó;Ô$Õ�Ö�Ó�Õ×EØ�Ù�Ü�Ø�Ö_Ö�Ó�Þ�Ó�Û×�Ô$Ø.ð
ô*(OõÏè�Ø

Ü
Õ�Ó�Ù[Ü�Þ�Ô
å Õ�Ó;Ý�Ó	ØSÛ

Ö�Ó
Ô�Ú
à�è�ã å Þ�ÓNÜ,+�Ô@Ý
í�×EÕÛï�Ö�ÜNì

- Ü�í�×EÕÛï�Ö�ÜNì å Õ�Ó;Ý�Ó�Ø6Û/.
02130 4'57698	:;52<>=�: ?�5A@CBD?EBD6CF/G
ë`ï�Ó å Õ�Ô6à;Ó�Ö�è�Õ�ÓIÖ�Ó;Ý�à�Õ×Eí4Ó;Ö3×EØ�Ûï�Ó å Õ�Ó�áS×EÔ$è�ÝyÝ�Ó;à�Û×�Ô$Ø
×�Ýf×EØ�Ý�èIH3à�×�Ó�Ø6Ûvç�ï�Ó�Ø�à�ï�Ü�Ø�ÙOÓ;Ýv×EØ�Ô$Õ�Ö�Ó�Õ�Ü�Õ�ÓKØ�Ô$Û.Þ�Ô6àNÜ�Þ
í�è�ÛUÜKJGÓ;à�Û�Ý�Ó�Ø6Û�Ó�Ø�à;Ó?à;Ô$Ø�Ý�Û×EÛè�Ó�Ø6Û�ÝNð?ë`ï�×�Ý ï�Ü å�å Ó�Ø�Ý
Ô$Ø�ÞEì Ô6à;àNÜ$Ý�×EÔ$Ø,Ü�Þ�ÞEì�ç�ï�Ó�Ø�ÛÕ�Ü�Ø�ÝÞ9Ü�Û×EØ�ÙIÚ!Õ�Ô$ãL� å Ü�Ø�×�Ýï
Û�ÔM%kØ�Ù@ÞE×�Ýï.ò�Ó@ð Ù�ð�Ö�×�JfÓ�Õ�Ó�Ø6Û å Ô@Ý×EÛ×�Ô$Ø�Ô�Ú~Ûï�Ó Ü$Ö�á[Ó�Õí.ò
Ýè�í�ßÓ;à�Û�×EØ6á[Ó�Õ�Ý×�Ô$Ø.ò}Ó�Û�à@ðEò}í�è�Û�×�Ý å Ü�ÕÛ×�à�è�Þ9Ü�ÕÞEì�Ú!Õ�Ó	ä
é6è�Ó�Ø6Û�ç�ï�Ó�Ø�ÙOÔ$×EØ�Ù�Ú�Õ�Ô$ãONAÓ�Õã3Ü�Ø_Û�ÔP%KØ�Ù@ÞE×�Ýï.ð
��Ô$Õ_×EØ�ÝÛ�Ü�Ø�à;Ó@ò Ý�Ó�Ø6Û�Ó�Ø�à;ÓRQ çHÔ$è�Þ�Ö®Ø�Ô$Û_í4Ó�à;Ô$ÕPä

Õ�Ó;à�ÛÞEìAï�Ü�Ø�Ö�Þ�Ó;Ö�í6ì^Ô$è�ÕvÝ�ìSÝÛ�Ó�ã_ò�Ý�è�à�ïUÜ$Ý.×EÛvï�Ü$Ý.í4Ó;Ó�Ø
Ö�Ó;Ý�à�Õ×Eí4Ó;Ö�Ý�Ô�Ú�Ü�Õ/S
ô*QOõ¼ñLØ

ñLØ
Ö�Ó�ã
Ûï�Ó	ä"T # ë

N^Ü�ÕÛ�Ó�Ø
Ù[Ü�Õ�Ö�Ó�Ø

×�Ý�ÝÛ
ÓNÜ�Û�Ý

Ö�Ó	Õ
Û�ï�Ó	äLþU��ê

ßªè�Ø�ÙOÓ
ìOÔ$è�Ø�Ù

êWÜ�Ø�Ø
ã3Ü�Ø

- ë`ï�Ó^ìOÔ$è�Ø�Ù?ã3Ü�Ø�ÓNÜ�Û�Ý}×EØ�Ûï�Ó^Ù[Ü�Õ�Ö�Ó�Ø9.
ñiØVN^Ó�Õã3Ü�Ø.ò�Ûï�ÓW
�Ø�×EÛ�Ó=á[Ó�Õí ×EØ ã3Ü�×EØ à�Þ9Ü�è�Ý�Ó;Ý

ãUè�ÝÛ`Ü�ÞEç`ÜNì�Ýyí4ÓI×EØ�Ý�Ó;à;Ô$Ø�Ö å Ô@Ý×EÛ×�Ô$Ø.ò6Õ�Ó�Ù[Ü�Õ�Ö�ÞEÓ;Ý�Ý`Ô�Ú

ç�ï�×�à�ïX�S×EØ�Ö�Ô�Ú7à;Ô$Ø�Ý�Û×EÛè�Ó�Ø6Û�Ô6à;à�è�Õ�Ý`×EØ�Ûï�ÓY
�Õ�ÝÛ å Ô�ä
Ý×EÛ×�Ô$Ø¨Ô�ÚMÛï�Ó�à�Þ9Ü�è�Ý�Ó@ð=ñLØ Ó	â�Ü�ã å Þ�ÓZQ�òkÜ�Þ�Ô6àNÜ�Û×Eá[Ó
Ü$Ö�ßPè�Ø�à�Û�ô!ã3Ü�Õ��OÓ;ÖD×EØ�Ö�Ü�Û×EáOÓ�àNÜ$Ý�ÓRõ^Ô6à;à�è�Õ�ÝU×EØE
�Õ�ÝÛ
å Ô@Ý×EÛ×�Ô$Ø.ò[Ü�Ø�Ö�Ûï�ÓHÝ�è�í�ßPÓ;à�Û}ô�ã3Ü�Õ��OÓ;Ö�×EØ>Ø�Ô$ã�×EØ�Ü�Û×EáOÓ
àNÜ$Ý�ÓRõMÜ�Ú�Û�Ó�ÕMÛï�Ó�áOÓ�Õí.ð�ë`ï�×�ÝIÔ$Õ�Ö�Ó�ÕIØ�Ó;Ó;Ö�ÝIÛ�Ô?í4Ó Õ�Ó	ä
á[Ó�Õ�Ý�Ó;Ö?×EØ3Ûï�ÓMÛÕ�Ü�Ø�ÝÞ9Ü�Û×�Ô$Ø=ô!Ô$ÕHÜ�ÛyÞ�ÓNÜ$ÝÛ]Ûï�ÓIÝè�í�ßÓ;à�Û
ï�Ü$Ý�Û�Ô>í4Ó å Þ9Ü$à;Ó;Ö�í4Ó	Ú�Ô$Õ�Ó^Ûï�ÓAá[Ó�Õí,õ	ð
ë7Ô�ï�Ü�Ø�Ö�Þ�ÓzØ�Ô$Ø�äoÞ�Ô6àNÜ�Þ Ô$Õ�Ö�Ó�Õ�à�ï�Ü�Ø�ÙOÓ;ÝNòMçHÓ å Õ�Ô�ä

å Ô@Ý�ÓWà�Õ�ÓNÜ�Û×EØ�ÙmÜ�[iÝ�Ó;à;Ô$Ø�ÖSäoÞ�Ó�á[Ó�Þ^Þ9Ü�Ø�Ù@è�Ü�ÙOÓ=ã?Ô[Ö�Ó	Þ�\
Ü å Ü�ÕÛ�Ú!Õ�Ô$ã Ûï�Ó?Û�Ô]�[Ó�Ø�Þ�Ó�áOÓ�ÞyÞ9Ü�Ø�Ù@è�Ü�ÙOÓ�ã?Ô6Ö�Ó�ÞHÖ�Ó	ä
Ý�à�Õ×Eí4Ó;Ö�×EØ^�SÓ;à�Û×�Ô$Ø`_�ðba�ðKë`ï�×�ÝH×�Ý�Ü�Ødc~äoÙ@Õ�Ü�ã ã?Ô6Ö�Ó�Þ
ÔRá[Ó�Õ�ú;ýfe�ø�ý	ó7g1ý1ú�÷ih?ùkjml�ú	ð�ë`ï�Ó?Û�Ü�ÙOÝ ×EØ�Ûï�×EÝ�ã?Ô6Ö�Ó�Þ
Ü�Õ�Ó�à;Ô$ã å Þ�Ó	â_Û�Ü�ÙOÝMÔ�ÚKÛï�Ó^Ûªì å ÓnSo�Uý;ùqp}ü�r�� ÷@ø6ó�ðs�SÓ	ä
é6è�Ó�Ø�à;Ó;Ý�Ô�Ú�Û�Ü�ÙOÝ_Ü�Õ�ÓzÞE×Eã�×EÛ�Ó;Ö\í6ìmÛï�ÓWÝ�Ü�ã?ÓzÛiì å Ó
Ô�Ú`í4Ô$è�Ø�Ö�Ü�Õ×�Ó;Ý�Ö�Ó;Ý�à�Õ×Eí4Ó;Ö�×EØt�SÓ;à�Û×�Ô$Øua�ðb_�ð�ñiØ�Ûï�×�Ý
ç`ÜNì[ò,Ûï�Ó - Ý�Ó;à;Ô$Ø�ÖSäoÞ�Ó�áOÓ�Þk.GÞ9Ü�Ø�Ù@è�Ü�ÙOÓ�ã?Ô6Ö�Ó�Þ~Ù@×EáOÓ;Ý�è�Ý
Ü å Ü�Õ�Ý�Ó�ÕPä�Ú!Õ�Ó;ÓHÕ�Ó å Õ�Ó;Ý�Ó�Ø6Û�Ü�Û×�Ô$Ø3Ô�Ú,Ûï�Ó`ÝìSØ6Û�Ü$à�Û×�à å Ü�ÛPä
Û�Ó�ÕØ�ÝMÔ�Ú�Ûï�Ó^Û�Ü�ÕÙOÓ�ÛMÞ9Ü�Ø�Ù@è�Ü�ÙOÓ@ð
v`Ô$è�Ø�Ö�Ü�Õì�Ö�Ó�Û�Ó;à�Û×�Ô$Øz×�Ý å Ó�ÕPÚ!Ô$Õã?Ó;ÖzÔ$Ø�Ûï�ÓUÔ$è�ÛPä

å è�Û�Ô�ÚKÛï�Ó Þ�Ó�ã�ã3Ü�äoÛ�Ô�äoÞ�Ó�ã?ã3Ü�Ö�×�à�Û×�Ô$Ø�Ü�Õì_Þ�Ô6Ô]�6äoè å ð
ë`ï�Ó�Õ�Ó;Ýè�ÞEÛkÔ�ÚGí4Ô$è�Ø�Ö�Ü�Õì�Ö�Ó�Û�Ó;à�Û×�Ô$Ø3Ô$Ø?Ûï�Ó�ÞEÓ�ã�ã3Ü�ä
Û�Ô�äoÞ�Ó�ã�ã3Ü>ÛÕ�Ü�Ø�Ý�Þ�Ü�Û�×EÔ$Ø�Ô�Ú�Ûï�Ó^Ô$Õ×EÙ@×EØ�Ü�ÞvÝ�Ó�Ø6Û�Ó�Ø�à;Ó^×EØ
Ó	â�Ü�ã å Þ�ÓwQ_×�Ý�Ýï�ÔRç�Ø�×EØ xSò~ç�ï�Ó�Õ�Ó`y�ã3Ü�Õ��SÝUÛï�Ó
í4Ô$è�Ø�Ö�Ü�Õ×�Ó;Ý/S

ôkx@õ¼ñLØ
yRÿKÕ�Ó å

Ûï�Ó
TAÓ�Û

Ù[Ü�Õ�Ö�Ó�Ø
þIÔ$è�Ø

ÓNÜ�Û�Ý
y/z]Ó�Õí�ä"�~ñªþ

Ûï�Ó
ymTAÓ�Û

ìOÔ$è�Ø�Ù
# Ö�ß

ã3Ü�Ø
þ�Ô$è�Ø

ë`ï�×�Ý�Ý�Ó;é[è�Ó�Ø�à;Ó^Ô�Ú�à;Ô$ã å Þ�Ó	â�Û�Ü�ÙOÝ�çHÔ$è�Þ�Ö�Ûï�Ó�Ø�í4Ó
à�ï�Ó;à{�[Ó;Ö Ü�Ù[Ü�×EØ�Ý�Û�Ûï�Ó - Ý�Ó;à;Ô$Ø�ÖSäoÞ�Ó�á[Ó�Þk.~Ô$Õ - Ý�ì6Ø6Û�Ü$à�Û×�à
ã?Ô6Ö�Ó�Þk.EòSì6×�Ó�Þ�Ö�×EØ�Ù�Ü$ÝHÜ Õ�Ó;Ýè�ÞEÛyÛï�ÓMã?Ô@ÝÛ]Ú�Õ�Ó;é6è�Ó�Ø6ÛHÔ�Ú
Ü�ÞEÞ å Ô@Ý�Ý×Eí�Þ�Ó å Ó�ÕãUè�Û�Ü�Û×�Ô$Ø�ÝNò�×EØ�Ô$è�ÕMÓ	â�Ü�ã å Þ�Ó@ò7ô*|$àRõ	ð

ô*|Oõ Ü�ð^}�~9���{�����f�i���K�>� }��2�{���n���C�k� }/���{�������*�
���m���

���'}����f�������"���m�>�Z}�~9���{�����f�i���m����}��9�{���n�
�7�k�

� �'}����f�������"���m�>� }��2�{���n�*�C�k� }�~9���{�����f���
���m���

# ÝzÜ Ú!è�ÕÛï�Ó�ÕzÓ�Ø�ï�Ü�Ø�à;Ó�ã?Ó�Ø6ÛNòUÞ�Ó	â�×�àNÜ�ÞU×EØ�Ú�Ô$Õã3Ü�ä
Û×�Ô$Ø�à;Ô$è�Þ�ÖWí4Ó�×EØ6ÛÕ�Ô6Ö�è�à;Ó;Ö=×EØ6Û�Ô�Ûï�×�ÝAã?Ô6Ö�Ó�Þoòfã?Ô@Ý�Û
å Õ�Ô$ã�×EØ�Ó�Ø6ÛÞEì á[Ó�Õí�Ü�Þ�Þ�Ó�ã�ã3Ü$ÝNð ñiØ Ûï�×�Ý�ç`ÜNì[òyÝè�í�ä
àNÜ�Û�Ó�ÙOÔ$Õ×��RÜ�Û×�Ô$Ø�×EØ�Ú!Ô$Õã3Ü�Û×�Ô$Ø�à;Ô$è�Þ�Ö�í4Ó�Û�Ü,�[Ó�Ø�×EØ6Û�Ô
Ü$à;à;Ô$è�Ø6ÛNò�Ö�Ó
�Ø�×EØ�Ù�ÝìSØ6Û�Ü$à�Û×�à å Ü�ÛÛ�Ó�ÕØ�Ý_ÔRá[Ó	Õ�á[Ó�Õí
Ûiì å Ó;ÝNð �Á×EÛï�Ô$è�ÛÊÛï�×�ÝÊ×EØ�Ú!Ô$Õã3Ü�Û×�Ô$Ø.ò ×EØ6Û�Ó�ÕPÚ�Ó�ÕPä
Ó�Ø�à;ÓIí4Ó	ÛªçHÓ;Ó�Ø�Ö�×�JGÓ�Õ�Ó�Ø6Û`Ýè�í4àNÜ�Û�Ó�ÙOÔ$Õ×��RÜ�Û×9Ô$Ø�Ú!Õ�Ü�ã?Ó;Ý
à;Ô$è�Þ�Ö�í�Õ×EØ�ÙzØ�Ô$×�Ý�Ó3×EØ6Û�Ô�Ûï�Ó�ã?Ô6Ö�Ó�Þoò�Ú!Ô$Õ�Ó	â�Ü�ã å Þ�Ó@ò
×EØ6ÛÕ�Ü�Ø�Ý×EÛ×Eá[Ó�ÝÛÕè�à�Ûè�Õ�Ó;Ý3çHÔ$è�Þ�Ö�Ù@×Eá[Ó�ç�Õ�Ô$Ø�ÙDã?Ô6ÖSä
Ó�Þ�Ý�Ú�Ô$Õ>ÛÕ�Ü�Ø�Ý×EÛ×Eá[Ó�á[Ó�Õí�ÝNð�ñLÚMÛï�×�Ý?Ý�Ô$ÞEè�Û×�Ô$Ø¨ã3Ü,�[Ó;Ý
Ûï�Ó�ã?Ô6Ö�Ó�Þ`Û�Ô6ÔWÝ å Ü�Õ�Ý�Ó@ò]Ü�Ø�Ü�ÞEÛ�Ó�ÕØ�Ü�Û×EáOÓ�çHÔ$è�Þ�Ö�í4Ó
Û�Ô�í�è�×EÞ�Ö3Ûï�ÓMã?Ô6Ö�Ó�Þ4ç�×EÛï�à�ÞEè�Ý�Û�Ó�Õ�ÝAô!ÒMÓ;ÝØ�×��Gò7�/�n�naOõ	ð
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� ��¡n¢�£f¤d¥n¦�§�£f¨]©C¨nªf¤�«'¬,£f{®���¯f¤��¯�¢�£f¤�¨,°±¯�®�¤�²D©³¬,´��3ª�®Iµ
¶�´�¡n·��3ª�®`´Iµk¡n£{¬,¸º¹³¬]ª{¤�«X¯�£{¬,´�ªf·q¬,¯��3¨]´`ªf»Aª�¯f¤�¸

¼ ½�¾,¿uÀ9ÁÃÂÅÄ]Â�Æ Çk¿RÀ±ÁÉÈIÀ±Ç"Ç"À�ÈAÂCÄ>Ê*ÀÌË�¾)ÄnÀ
À9Í�Ä>Ê�ÎÏÊkÐ�¿RÇk¿�Ñ�Ê�ÈIÂ�ÇY¾,¿³Çk¿7ÈAÄnÊ"À±Ë

ÒÌ¨Ó{®�¨D¨nªf¤Ô¬,¸P¨]´�¡Õ«I��Ö�¤�£f¤�´D¯$¯�£{¬,´�ª�·q¬,¯��3¨]´�ª×¨,°u¬
Ø ¨]£f«2ÙÌ¨]£É¬,¯�·3¤�¬]ªf¯�¯{¨'«I�3ªf/¬,£f«�¸Ú¬,´D»Û¯�£{¬,´�ª�·q¬,¯��3¨]´�ªmÙ
·3¤�ªfªM��´I°�¨]£�¸Ú¬,¯��3¨]´Å¯�®³¬,´Ü¬&°;¢�·�·s·q¬,´�¡n¢³¬,¡>¤^¸P¨D«�¤�·Ý�3ª
¬,£�¡n¢³¬,¹�·�»Þ´�¤�¤�«�¤�«2Ù���°2¬��¨]·�·3¨D/¬,¯��3¨]´Ú¸P¨D«I¢�·3¤Ý�3ª�¹�¢���·�¯

¯�®³¬,¯�¤ßA©�·3¨]��¯fªU¯�®�¤É��´I°*¨]£�¸Ú¬,¯��3¨]´W��´W¯�®�¤É¯{¬,£�¡>¤�¯��¨]£iµ
©�¢�ªÞ£f¤�·q¬,¯���à�¤X¯f¨Wªf¤�·3¤��¯��3¨]´³¬,·Ý£f¤�ª�¯�£��3�¯��3¨]´�ª/áuâãª���¸Þµ
��·q¬,£P¬,©�©�£f¨>¬]{®9Ù�¢�ª���´�¡��¨,µ"¨D��¢�£�£f¤�´��¤`ª�¯{¬,¯��3ª�¯��3�ªÞ��´
¬Þ¯{¬,£�¡>¤�¯ä£f¤°�¤�£f¤�´��¤Ã�¨]£�©�¢�ªmÙ�®³¬]ªÝ¹C¤�¤�´&¤ßI©�·3¨]��¯f¤�«^��´
�£f¨nªfªiµk·q¬,´�¡n¢³¬,¡>¤'��´I°*¨]£�¸Ú¬,¯��3¨]´å£f¤�¯�£��3¤�àn¬,·s¹D»$ækçY¢å¤�¯
¬,·ká�Ù³ènénénè>êá
ëE¤ì©�·q¬,´í¯f¨î¤ßI¯�£{¬]�¯�°�£f¨]¸ ¯�®�¤Å�¨]£�©�¢�ªu¬$¯{¬Kµ

¹�·3¤$¨,°Û�¨]·�·3¨D/¬,¯��3¨]´�ªt°*¨]£ì�¤�£�¯{¬,��´ï©³¬,��£fªå¨,°&§ ð�²C¦
ñ�¤�£�¹7òôóY¨]¢�´9ÙOâs«,õ{òôóô¨]¢�´9Ùöóô¨]¢�´7òôóô¨]¢�´9ÙO¬,´�«
ñ�¤�£�¹7òôâs«Ià�áø÷ùÒo®�¤�°�£f¤�ú�¢�¤�´���3¤�ª�¨,°�¯�®�¤ ·3¤�¸M¸Ú¬ä©³¬,��£fª
��´ì¬,´Ûû�µ Ø ¨]£f« Ø ��´�«�¨ ØïØ ��·�· ¹C¤X�¨]·�·3¤��¯f¤�«2Ù�¬]ª{ªf¨D���µ
¬,¯f¤�« Ø ��¯�®å¨]´�¤'¨,°�ªf¤�à>¤�£{¬,·s©C¨nªfªf��¹�·3¤X¸P¤/¬]ª�¢�£f¤�ªÞ°*¨]£
�¨]·�·3¨D/¬,¯��3¨]´u«�¤�¯f¤��¯��3¨]´Ïæ�¶�à>¤�£�¯d¬,´�«�üU£f¤�´�´9Ù�ènénéI¥mêÙ
¬,´�«^ª�¯f¨]£f¤�«'��´&¬d¯{¬,¹�·3¤ná
ðY¢�£s¡>¨>¬,·2�3ªo´�¨]¯s¯f¨ôõi¢�ª�¯sª�¯f¨]£f¤��¨]·�·3¨�/¬,¯��3¨]´³ª/Ù�¹�¢�¯

¯f¨Ã¸P¨]£f¤Y¡>¤�´�¤�£{¬,·�·�»P¸P¨D«�¤�·�ªf¤�·3¤��¯��3¨]´³¬,·C£f¤�ª�¯�£f���¯��3¨]´�ªmá
ý�´Ï/¬]ªf¤�ª)ªf¢�{®$¬]ª)¯�®�¤Û¤ß�¬,¸M©�·3¤ìþÿ��������	��þ�
��þ���
� ���Úþ ����� �CþÉ���¯f¤�«t¬,¹C¨Kà>¤nÙ�¯�®�¤ù©³¬,��£`þ ����� �Úþ ��� Ø ��·�·
©�£f¤�ª�¢�¸Ú¬,¹�·�»E®³¬/à�¤)¬^®���¡n®�¤�£Mªf�¨]£f¤Ú¯f®³¬,´îþ ������� þ����DÙ
ªf¨Ú¯�®³¬,¯ � þ����M«�¨D¤�ªô´�¨]¯Y´�¤�¤�«&¯f¨ù¤�´D¯f¤�£ô��´D¯f¨ù¯�®�¤äû�µ
¡n£{¬,¸ ¹�¢���·3«I��´�¡�©�£f¨D�¤�ªfª/áRý"´t¯�®��3ª Ø ¬/» Ø ¤'¤ßA©C¤��¯
¯f¨�®�¤�·�©ù«I�3ªf/¬,£f«ùªf¨]¸P¤ä¨,°2¯�®�¤Ý·3¤ßA�3/¬,·C�¨]¸É¹���´³¬,¯��3¨]´�ª
£f¤�ª�¢�·�¯���´�¡Û°�£f¨]¸ ¯�®�¤X«I�3�¯��3¨]´³¬,£�»R·3¨D¨��Dµk¢�©9Ù�©�£��3¨]£Þ¯f¨
¬]�¯�¢³¬,·�·�»X«�¨]��´�¡M¯�®�¤oû�µk¡n£{¬,¸ºªf¤/¬,£f{®^¨]´'¯�®�¤U¸P¨D«�¤�·ká
ý�´×/¬]ªf¤�ª Ø ®�¤�£f¤�¯�®³¤��¨]·�·3¨D/¬,¯��3¨]´V¯{¬,¹�·3¤�«�¨D¤�ª'´�¨]¯
©�£f¨màA�3«�¤X¤�´�¨]¢�¡n®ì¤�àA�3«�¤�´��¤nÙ�¯�®�¤)£f¤�¸Ú¬,��´���´�¡�¯�£{¬,´�ªiµ
·q¬,¯��3¨]´�ªX/¬,´$ª�¯���·�·Y¹C¤`àn¬,·��3«�¬,¯f¤�« Ø ��¯�®Ï¯�®�¤`¡>¤�´�¤�£{¬,·
¯�£{¬,´�ª�·q¬,¯��3¨]´Û¬,·�¡>¨]£���¯�®�¸^á

�  ùÀ±Ë�È�Ç"!�¾]Ê"À±Ë�¾
ý�´X¯�®��3ªs©³¬,©C¤�£ Ø ¤U®³¬/à�¤U©�£f¤�ªf¤�´D¯f¤�«`¬,´^¤ßA©C¤�£���¸P¤�´D¯/Ù
Ø ®��3{®í�3ª�¹C¤���´�¡ /¬,£�£��3¤�«í¨]¢�¯E��´í¯�®�¤å�¨]´D¯f¤ßI¯R¨,°
#Û¤�¯��3ªiµ"ý�ýÙ�¯f¨�¯�£{¬,´�ª�·q¬,¯f¤X°�£f¨]¸Z²D©³¬,´��3ª�®Å¯f¨�¶�´�¡n·��3ª�®
¢�ª���´�¡Là�¤�£�» ¹³¬]ª��3×·���´�¡n¢��3ª�¯��3×£f¤�ªf¨]¢�£f�¤�ª/Ù`´³¬,¸P¤�·�»
¬Å§�ð�²î¯{¬,¡n¡>¤�£�¬,´�«V·3¤�¸M¸Ú¬,¯��%$/¤�£Û°�¨]£�²D©³¬,´��3ª�®9Ùd¬
¸Ú¬]{®���´�¤`£{¤�¬]«³¬,¹�·3¤`¹���·���´�¡n¢³¬,·U«I�3�¯��3¨]´³¬,£�»Ü¬,´�«å¯�®�¤
¯{¬,¡n¡>¤�«V¬,´�«×·3¤�¸M¸Ú¬,¯��%$/¤�«Và�¤�£fª��3¨]´î¨,°Þ¯�®�¤'& £���¯��3ª�®
óU¬,¯��3¨]´³¬,·)( ¨]£�©�¢�ª/áPý"¯fªÃ¬,£f{®���¯f¤��¯�¢�£f¤nÙ�¬]ª�ª�®�¨ Ø ´���´* ¡Ú¥nÙ>�3ª�¯�®D¢�ª�¯�£{¬,´�ªf·3¬,¯	¬,¹�·3¤Ý¯f¨�·q¬,´�¡n¢³¬,¡>¤�ª Ø ��¯f®Pà�¤�£�»
·���¯�¯�·3¤�ó,+9§Å«�¤�à�¤�·3¨]©�¸P¤�´D¯/á
Òo®�¤ä¯	¬,£�¡>¤�¯ �¨]£�©�¢�ª �3ª�¯�®�¤ä¹³¬]ª��3ª�¹C¨]¯�®Ú°*¨]£�·3¤ßA�3/¬,·

ªf¤�·3¤��¯��3¨]´uæ�ªf¤�·3¤��¯���´�¡ù¬,¸P¨]´�¡Ú¯�®�¤�«I��Ö�¤�£f¤�´D¯ä¯�£{¬,´�ª�·q¬Kµ
¯��3¨]´�ªs°*¨]¢�´�«'��´^¯�®�¤Ã«I�3�¯��3¨]´³¬,£�»�êä¬,´�«X°*¨]£äª�¯�£�¢��¯�¢�£f¤
�¨]´�ª�¯�£�¢��¯��3¨]´Ræ*¬,·�·3¨ Ø ��´�¡Þ°�¨]£o¹C¨]¯�®X·3¨D/¬,·±¬,´�«)¡n·3¨]¹³¬,·
{®³¬,´�¡>¤�ª���´Úªf¯�£�¢��¯�¢�£f¤mêá�ÒÌ¨�¯�®³¬,¯�¤�´�«2Ù�¯�®�¤Ý¹�¢���·3«I��´�¡
¬,´�«X¤ßI©�·3¨]��¯{¬,¯��3¨]´`¨,°Ì¯�®�¤Y°�¨]·�·3¨ Ø ��´�¡M¸P¨D«�¤�·3ª Ø ��·�·�¹C¤
¤ßI©�·3¨]£f¤�«2¦

- ¬,´Ãû�µk¡n£{¬,¸í·q¬,´�¡n¢³¬,¡>¤ä¸P¨D«�¤�·C¨mà�¤�£�·�¤�¸M¸Ú¬É¬,´�«
¯{¬,¡å¯f¨��>¤�´�ª/áÕÒo®��3ª'¸P¨D«�¤�·Ãª�®�¨]¢�·3«V¬,·�·3¨ Ø °*¨]£
¬,´Þ¤/.Ú��3¤�´D¯�¯�£f¤/¬,¯�¸P¤�´D¯�¨,°³�¨]¸M¸P¨]´Mªf¯�£�¢��¯�¢�£{¬,·
{®³¬,´�¡>¤�ª���´�¯�£{¬,´�ª�·q¬,¯��3¨]´9Ù9��´Dà>¨]·�àA��´�¡X��´�ª{¤�£�¯��3¨]´9Ù

02143�5,687:9<;4=>7:?@7BA�CD5FE2G�683/H46,IJEKIL7>=>=M3/H4=BCNEOHP?O3RQSEKTP7>H�G�58C
?O3�=:=>3U?2G�AF7>3/HP6OV�G�AW=>E2G�6�AX7>HYG[Z45F6�AW6�AFE@;]\
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^`_ab_c2dbe�fhgPf�^iabe]jRgPalkmeSno_km_f]cRprq<s`dbtuc2v�_RgPcOw
km_f]cWx<d%a%aokygPz�_{jv2|�jd}gPao|�t�_~eP�`c2s�_~^�dbt2c2d%f�jc2dbe�f
�J_c�x)_U_f���v�gPkukygPc2dbjRgPaygPf�^�jUe�f]c�_f]c�x)e�v�^`tR�
� v�eSn�db^`_U^��]�Dc2s�_��[�Y�Dc�gP����_vR�

� g�t��]f]c�g�jc2dbj�kme]^`_a�eSno_v�t�_U�]|�_f�jU_Ut�eP�uc�gP��tx<d%c2s`d%f�t�_f]c�_f�jU_UtR�`g�t�gKv�_ � v�_Ut�_f]c�gPc2dbe�f	eP�Lc2s�_t2��f]c�g�jc2dbj � gPc2c�_v2f�tDeP�Yc2s�_�c�gPv2��_c�a}gPf`��|�gP��_��c�em^`_RgPaLx<d%c2s	��abe���gPaLkmeSno_km_f]cR�
� gljUe�a%abe]jRgPc2dbe�f�c�gP�`ab_{c�e�g�jUjUe�|`f]cW�8e�vWt�_ab_Ujc2dbe�f�gPav�_Ut2c2v2dbjc2dbe�f�tSp

q�s�_u|�t�_ueP��c2s�_ukme]^`_abt�g�t�_/� � a}gPd%f�_U^�d%f'c2s�d%t � g4w
� _v�s�g�t��J_U_f�^`_Ut�d%��f�_U^�c�ey^�dbt � _f�t�_Kx<d%c2s�_/� � a%dbjd%ckyg �`� d%f`�uv2|`ab_UtS��e�vlgPc�ab_Rg�t2c�zo_U_ � c2s�_/k�c�eug�v�_RgPa%a%�
kud%f`d%kygPa�t�_cRpX F��c2s�_Ut�_Mkme]^`_abt¡jRgPfK�J_~jUe�f]no_f`db_f]c2a%�
_/� � abe�d%c�_U^¢�od%c{x)e�|`ab^m�J_�gPf�_f�e�v2kme�|�t[�Je]e�t2c{c�eYc2s�_t�jRgPa}gP�`d%a%d%c��	gPf�^�v�e��`|�t2c2f�_Ut�t�eP�£c2s�_Yt���t2c�_k	p
q�s�_�d%k � ab_km_f]c�_U^mno_v�t2dbe�fmeP�Jc2s�_<t2��t2c�_k�dbt~t2c2d%a%a

c�e]e¤d%kukygPc2|`v�_�c�e � _vO�8e�v2k¥g�km_RgPf`d%f`����|`a�_n�gPa%|�w
gPc2dbe�fLp§¦,eSx)_n�_vR��x)_¨s�gRno_¨^�dbt�j|�t�t�_U^ � v�e�kudbt�d%f`�a%d%f�_UtmeP�,v�_Ut�_RgPv�j�src�e��`|`d%ab^�g���|`a%a©w8ª�_U^���_U^�t���t2c�_k
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Abstract
Example-Based Machine Translation (EBMT) sys-
tems have typically operated on individual sen-
tences without taking into account prior context. By
adding a simple reweighting of retrieved fragments
of training examples on the basis of whether the
previous translation retrieved any fragments from
examples within a small window of the current in-
stance, translation performance is improved. A fur-
ther improvement is seen by performing a similar
reweighting when another fragment of the current
input sentence was retrieved from the same training
example. Together, a simple, straightforward imple-
mentation of these two factors results in an improve-
ment on the order of 1.0–1.6% in the BLEU metric
across multiple data sets in multiple languages.

1 Introduction
While context has long been recognized as an im-
portant factor in translating texts, it tends to be given
lower priority in machine translation system devel-
opment than improving the quality of isolated trans-
lations. Quality can only be improved so far, how-
ever, when operating strictly on isolated sentences,
and thus further improvements must eventually be
sought by taking other sentences into account when
performing a translation.

EBMT systems typically treat both training data
and the input to be translated as bags of unrelated
sentences, though in practice, consecutive sentences
are in fact related. Rather than consisting of random
sentences, the training data consists of a set of co-
herent documents, and the input to be translated is
one or more documents. In particular, retrieval is
done without regard to the results of the prior sen-
tence’s translation, and thus differing word senses
receive equal weighting. In contrast, by considering
whether the previous sentence that was translated
used adjacent sentences in the training corpus, the
appropriate word sense can be given more import in

the final translation, based on the old idea of “one
sense per discourse” (Gale et al., 1992). A similar
idea of temporal coherence in the use of word senses
is used in speech recognition in the form of trigger
or cache models for disambiguating homophones.

Figure 1 shows an example of using context to
select the appropriate word sense for a translation.
The training material includes examples for three
senses of the word “bank”, two of which produce
equally-long matches between the training data and
the second sentence of the test input. Without us-
ing context, the system can’t distinguish between
those two matches (which would generate “Ufer”
and “Bank” in German, for example). However, by
giving a bonus to the match where a nearby training
instance was used in generating the first sentence’s
translation, the hypothesis with the correct “finan-
cial institution” sense can be given priority in gen-
erating the overall translation.

Similarly, for an EBMT system which uses par-
tial matches of training examples (either explicitly
partial matching as in (Brown, 1996; Brown, 2001;
Brown, 2004) or complete matches of training in-
stances which may be fragments of the original ex-
ample sentences as in (Veale and Way, 1997; Gough
and Way, 2003)), having multiple matches between
the test input and a single training sentence in-
creases confidence in the correctness of all matches
in that sentence.

The next two sections of this paper describe the
implementation of these two simple approaches to
taking advantage of context.

2 Local Context

The EBMT system (Brown, 1996; Brown, 2004)
used for the experiments described in this paper re-
trieves contiguous fragments from the training cor-
pus which exactly match portions of the input to be

9



”I’ll go to the bank in the
morning.”

”I need some cash.
Will you go to the bank?”

...
John and Mary were
walking in the park.

...
John needed some cash.

...
The flight instructor told
John, ”don’t bank the
plane too sharply.”
...

Without context:

”Let’s go to the bank.”

morning.”
”I’ll go to the bank in the

equal weight

With context:

(used ”some cash” previously)

”I’ll go to the bank in the

default weight

increased weight

”Let’s go to the bank.”
... ...

Training Documents

Input being translated:

”Let’s go to the bank.”

(no contextual match)

morning.”

Figure 1: Adjacent sentences affect quality of the retrieved examples

translated1. Thus, if a new sentence is largely the
same as a training example but contains a section
which differs, two (or more) fragments will be re-
trieved from that example. Clearly, two fragments
retrieved from a single example are better than the
same fragments retrieved from two different exam-
ples (Figure 2). Thus, the translation hypothesis
generated by a retrieved partial example should be
given greater weight if other fragments of the input
text occur in the same training example.

Further, since the system retrieves every phrasal
match, whenever it finds e.g. a four-gram match, the
trigrams and bigrams contained within it contribute
to the pool of examples for determining the can-
didate translations of those trigrams and bigrams.
However, the initial implementation did not take ad-
vantage of the fact that such contained instances are
more reliable because they occur in an appropriate

1Or exactly match all or a portion of a generalized template
formed from the input, but that feature was not used for the
experiments described here.

context, while n-gram instances which are not con-
tained within a longer match do not have the same
context as the phrase in the test input.

Thus, local context can guide the selection of
appropriate translation hypotheses by boosting the
weight given to a retrieved match whenever other
matches of the current input sentence occur within
the same training example. For ease of implemen-
tation, the initial version of local context weighting
uses a greedy one-pass approach rather than sepa-
rate passes to collect statistics and weight retrieved
examples. As a result, some matches receive less
of a boost than they should, but the overall impact is
expected to be fairly small. By far the most frequent
recipients of a bonus are bigrams contained within
larger matches, but many of them are never actually
processed because (for speed reasons) the EBMT
system only examines up to a maximum number of
matches for any particular n-gram of the input, typ-
ically 1000 or 1500.

Differential weighting based on the local con-
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John went to the bank to get
some cash.

Bill strolls along the bank every time
he comes to the river.

Training Instances

Test Input:

bonus for two other matches default weight

John visited the bank yesterday morning
to get some cash.

John visited the bank yesterday morning

to get some cash. he comes to the river.

Bill strolls along the bank every time

Figure 2: The quality of retrieved fragments varies by relative location.

text was implemented as an extension to an existing
differential-weighting mechanism. Each retrieved
instance receives a weight based on a combination
of the source of the training data and its proportional
location in the corpus. For example, when trans-
lating newswire texts, newswire training data could
receive a weight of 3.0 and parliamentary proceed-
ings a weight of 1.0; and when translating current
texts using a corpus gathered over a long period of
time, the earliest example could receive a weight of
1.0, linearly increasing to 2.0 for the most recent
example in the corpus (all of these weights are con-
figurable). When computing the confidence score
for each distinct candidate translation, a weighted
sum of all the retrieved instances is used to compute
a translation probability, which forms the bulk of
the quality score (the highest alignment-confidence
score for any instance generating a particular trans-
lation forms the remainder of the score). Thus, in-
creasing the weight of a training example increases
the translation probability and hence the overall
confidence score assigned to the associated trans-
lation. This causes a re-ranking of the translation
hypotheses for a particular source phrase, and can
result in a different set of hypotheses being out-
put whenever there are more distinct translation hy-
potheses than the system has been configured to
produce.

To compute the local context bonus assigned to
a retrieved training instance, an array is used to

keep counts of all retrievals from each training ex-
ample in the corpus. The counts are initialized to
zero and incremented each time a match from the
associated training example is accessed. The base
weight of the instance (as described in the previous
paragraph) is multiplied by one plus a configurable
bonus factor times the total access count. A fairly
large bonus factor, typically on the order of 10, is
required to counteract the sheer number of other
matches which do not receive a bonus and thereby
produce a substantive shift in the relative weighting
of different translation alternatives. The matches
found by examining the index are processed in order
from longest to shortest, so a short match contained
within a longer one automatically receives a local
context bonus. Because a one-pass algorithm was
implemented, only the second and subsequent dis-
joint fragments matching a given training instance
will receive a bonus; the first fragment processed
will not.

3 Inter-Sentential Context
As mentioned in the introduction, EBMT systems
typically treat both training data and the input to
be translated as bags of unrelated sentences. But
in practice, consecutive sentences are in fact related
– the training data consists of a set of coherent doc-
uments, and the input to be translated is one or more
documents rather than random sentences.

Given the implementation of the local context
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(77.5%)

(13.4%)

Final WtMerge Eq.

1*1.72 1.72

Figure 3: Computing weighted translation probabilites with context bonuses

mechanism described in the previous section, im-
plementation of intersentential context bonuses is
very simple: rather than discarding the usage counts
after translating an input sentence, they are re-
tained for the following translation, separately from
the new local context counts. During the sec-
ond sentence’s translation, the counts within a se-
lected range around each retrieved instance are con-
sulted. The intersentential context bonus is then
the weighted sum of the counts within the selected
range (in the current implementation, the current
example plus the five examples before and after it,
though the most distant of those five examples gen-
erally receive zero weight).

For example, let the bonus weights be set to 10
for the current training example, 5 for the exam-
ples immediately adjacent, and 2 for the examples
at distance two, e.g. (2 5 10 5 2). The total bonus
for an example where the previous example had one

match during the prior translation and the example
two sentences later in the corpus had two matches
would be (1 ∗ 5) + (2 ∗ 2) or 9.

Intersentential context weights are factored into
the base weight of a retrieved instance in the same
manner as local context weights, making the fi-
nal weight of each instance the product of its base
weight times one plus the sum of its local context
bonus and its intersentential context bonus.

The final weight of a translation alternative is the
sum of the individual weights of each of the in-
stances which generate that alternative, computed
as just described. See Figure 3 for a visual repre-
sentation of this process.

4 Experimental Design
To determine the efficacy of the two context
bonuses, multiple test sets were translated and
scored using the BLEU metric under each of four
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conditions:

• baseline: no context bonuses
• local: only local context bonus applied
• intersent.: only intersentential context bonus
• both: both bonuses applied

Each of the four conditions was separately tuned
to determine the best values for several key parame-
ters of the EBMT system (maximum number of hy-
potheses for a given source phrase, alignment con-
fidence threshold, proportion of confidence score
from translation probability, and relative importance
of target-language trigram language model). The in-
tent was to show the maximum performance possi-
ble for each context bonus and for the combination
of the two bonuses to evaluate their potential bene-
fit.

Four language pairs were used: French-English,
Spanish-English, Chinese-English, and Romanian-
English. For each language pair, two test sets were
selected, one on which to tune (producing peak-to-
peak comparisons between the experimental con-
ditions), and one as held-out data to estimate real-
world performance on unseen test data.

The French-English EBMT system was trained
on 20,000 sentence pairs from files 000 and 001 of
the IBM Hansard corpus (Linguistic Data Consor-
tium, 1997). The test sets were 100 sentence pairs
drawn from file 020 for tuning and 1000 sentence
pairs drawn from file 060 for evaluation.

The Spanish-English system was trained on some
700,000 sentence pairs (approximately 22 million
words) from the UN Multilingual Corpus, about
one-tenth that amount of text from European Par-
liament proceedings, and a small amount of text
from the Pan-American Health Organization. The
test sets were 280 and 1389 sentences, respectively,
held out from the European Parliament texts.

The Chinese-English system was trained on
slightly less than two million sentence pairs drawn
primarily from the UN Chinese-English corpus
available from the Linguistic Data Consortium. The
test sets were the 993-sentence test set from the
2002 DARPA TIDES Machine Translation Evalu-
ation for tuning and the 919-sentence test set from
the 2003 MT Evaluation as unseen data, both pri-
marily newswire text.

The Romanian-English system was trained on
the parallel corpus provided to participants in the
shared word-alignment task for the 2003 and 2005
Workshops on Parallel Text (Mihalcea and Peder-
sen, 2003), approximately one million words per

language. The 2003 test set of 248 sentences was
used as the tuning set, and the 2005 test set of 203
sentences was intended for use as the unseen test
data. Unfortunately, the latter set proved to con-
sist of sentences drawn from the training corpus,
which thus made it unusable without first modify-
ing the training data to remove those sentence pairs
(as the EBMT system produced perfect matches
for the reference translations regardless of settings).
Therefore, only one test set was used for Romanian-
English experiments.

We performed significance tests on the experi-
ments using the four test sets of around 1000 sen-
tences (the other three test sets were too small to
produce reliable results). To compute the statistical
significance of changes in performance, the test set
was split into ten approximately equal-sized parts
and BLEU scores computed for each part. The two-
tailed version of Student’s paired t-test was applied
to the sets of scores to compute p-values.

The BLEU metric uses a global brevity penalty
to partially compensate for its lack of direct recall
measurement. Because this penalty more easily be-
comes substantial with smaller test sets, the average
score obtained on a set of smaller files tends to be
somewhat lower than the score obtained on the con-
catenation of those files (where the natural variabil-
ity in translation lengths tends to be smoothed out).
The reduction averaged slightly more than 2 percent
over the various combinations of test condition and
test set on which the ten-way split was used.

5 Results

For all four language pairs, each of the two
classes of context alone and in combination re-
sulted in improved performance when pitted against
the original implementation without context aware-
ness (Table 1). The “real-world” performance on
previously-unseen data using the optimal parame-
ters determined on the tuning set was rather mixed
(Table 2) for intersentential context and the combi-
nation of local and intersentential, but local context
still provided a statistically significant improvement
in two of three cases (statistically-significant differ-
ences are shown in boldface in Tables 1 and 2).

Three of the four larger test sets for which sig-
nificance could be computed achieved statistically
significant improvements in BLEU scores. For
Spanish-English, there was extremely high variance
between the ten slices of the test set (in particular,
one slice scored less than half the average, possibly
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Language Test Size Local Intersent. Both
French 100 +0.71% +0.97% +1.03%
Chinese 993 +1.36% +0.58% +1.69%
Romanian 248 +0.86% +0.79% +1.44%
Spanish 280 +1.36% +0.63% +1.36%

Table 1: Relative Improvements from Using Context (Peak-to-Peak)

Language Test Size Local Intersent. Both
French 1000 +1.51% +0.33% -0.26%
Chinese 919 +0.83% -0.33% +1.08%
Spanish 1389 +1.22% -0.60% -0.28%

Table 2: Relative Improvements from Using Context (Unseen Test Data)

due to errors or divergences2 in the available transla-
tion), and thus resulted in a non-significant p-value
of 0.20 even for local context.

6 Conclusions

Although very simple, the implementation of local
context described in this paper proves to be bene-
ficial in all cases, while the simple implementation
of intersentential context is more of a mixed bag in
terms of performance. The computation of intersen-
tential context bonuses is probably being affected
by document boundaries, which are not being taken
into account. Particularly where the original doc-
uments are short, such as newswire stories, even a
three-sentence window on either side of the current
instance has a good chance of including text from
another document.

Because the contextual bonuses result in a re-
ranking of hypotheses, it is possible for the local
and intersentential bonuses to act against each other.
This is likely what happened on the larger French
test set, where the two bonuses individually pro-
duced improvements in the BLEU score while the
combination was actually detrimental.

It is interesting to note that the only language pair
on which the combination of local and intersenten-
tial contexts improved performance on the unseen
data is also the only language pair where the tuning
set was itself large enough to perform statistical sig-
nificance tests. The failure to produce an improve-
ment may therefore simply be a result of tuning sets

2In at least one case, two consecutive sentences were trans-
lated with some of the information from one moved to the other
in the translation.

which were too small to find appropriate parame-
ter settings for the general case, rather than just the
limited number of sentences used for tuning.

7 Future Work
As a first, very quick implementation, many en-
hancements still await implementation and investi-
gation. Two enhancements which have already been
mentioned are two-pass calculation of bonuses and
consideration of document boundaries. Other, more
global, matching is also likely to improve perfor-
mance.

Two-pass calculation of contextual bonuses will
eliminate the cases where the existing one-pass cal-
culation does not give a retrieved instance as much
of a context bonus as it should receive, because not
all of the contextual instances which contribute to
the bonus have been processed yet. For intersen-
tential context, using two passes in a batch mode
will also permit the assignment of a bonus based on
following sentences in the input, e.g. if the input
sentences in Figure 1 were reversed, the appropriate
sense of “bank” would still receive a bonus. Natu-
rally, some applications of machine translation re-
quire production of a translation immediately upon
receipt of a sentence, and in those applications such
batching will not be possible (but a two-pass calcu-
lation can still be used for local context).

Consideration of document boundaries will elim-
inate the cases where a sentence from another docu-
ment contributes to the intersentential context bonus
merely because it lies within the window being con-
sidered.

Finally, where the fine-grained document bound-
aries are available, the base weights assigned to re-
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trieved matches can be dynamically adjusted. When
performing a batch translation of a document, a
global similarity can be computed between the input
document and each of the training documents, and
base weights adjusted upwards for the most simi-
lar documents. This then automatically biases the
translations towards those used in the documents
which are most similar in subject matter, style, and
genre to the input text, much as the current code
permits a static adjustment of weights by the user to
match the anticipated domain of the text to be trans-
lated.

Orthogonal to all of the above enhancements,
more investigation is needed to ensure that im-
proved scores on the tuning data reliably result in
improved scores on unseen texts.
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Abstract
Corpus-based MT systems that analyse and
generalise texts beyond the surface forms of
words require generation tools to re-generate
the various internal representations into valid
target language (TL) sentences. While the gen-
eration of word-forms from lemmas is proba-
bly the last step in every text generation pro-
cess at its very bottom end, token-generation
cannot be accomplished without structural and
morpho-syntactic knowledge of the sentence to
be generated. As in many other MT models,
this knowledge is composed of a target lan-
guage model and a bag of information trans-
ferred from the source language.

In this paper we establish an abstracted, lin-
guistically informed, target language model.
We use a tagger, a lemmatiser and a parser to
infer a template grammar from the TL corpus.
Given a linguistically informed TL model, the
aim is to see what need be provided from the
transfer module for generation.

During computation of the template grammar,
we simultaneously build up for each TL sen-
tence the content of the bag such that the sen-
tence can be deterministically reproduced. In
this way we control the completeness of the ap-
proach and will have an idea of what pieces of
information we need to code in the TL bag.

1 Introduction
METIS-II1 investigates the possibilities to develop
a data-driven MT system using a huge monolingual
target language (TL) corpus and a bilingual dictio-
nary. While the dictionary is used to map SL items
onto the TL, the corpus serves as a model to gen-
erate the TL sentences. This translation strategy
parallels with shake & bake (S&B)(Whitelock, 1991;
Whitelock, 1992). In S&B the bilingual knowledge
is exhausted by the equivalence of basic expressions
and TL generation as parsing is under direct control
of the TL grammar.

Shake & bake generation starts from a bag of TL
items. The order of the items in the bag is irrelevant.

1METIS-II is sponsored by EU under the FET-STREP
scheme of FP6 (METIS-II, IST-FP6-003768).

Generation freely combines the items to produce all
sentences that are compatible with the constraints in
the bag and in the TL grammar. While the content
of the bag is obtained from the analysis of the source
language (SL) and a dictionary lookup, the main
challenge in S&B is the generation of TL sentences
from a bag of TL items.

In this paper we investigate a corpus-based ap-
proach to S&B generation. In contrast to S&B,
where the free combination of items in the bag is
restricted by constraints of a hand-made TL gram-
mar (Brew, 1992), we automatically induce a TL
grammar from a corpus of TL sentences. The TL
grammar serves as a model to select and serialise
items in the bag according to the TL syntax.

A similar strategy is also proposed by (Cao and
Li, 2000) who translate base noun phrases using a
dictionary and the web. As in (Habash and Dorr,
2002) we view machine translation as a ’generation
heavy’ process. We assume a large number of re-
sources in the TL, first of all a huge corpus of TL
sentences, so as to shift most of the processing from
SL analysis to the TL generation.

Current language modeling in corpus-based ma-
chine translation relies on n-grams (Stolcke, 2002;
Goodman, 2002; Badia, 2005). Probabilities of over-
lapping word n-grams are an excellent means to
generate and weight coherent sequences of words.
However, long distance dependencies cannot easily
be handled with n-gram models. In addition, n-
grams are usually obtained from inflected words. In
METIS, however, we assume lemmatised words in
the TL bags. There is thus a gap between lem-
matised forms in the input bag and n-gram models
based on full word forms.

We present a corpus-derived language model that
overcomes these shortcomings. A corpus of English
sentences is tagged, lemmatised and parsed. The
parsed structures are converted into a normalised
context-free grammar and stored in a database. Due
to the shape of the representations we call the result-
ing database a template grammar. The template
grammar is the basis of our language model that
contains the basic information required to generate
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English sentences.

Sentence templates have been studied and used
for some time. Templates consist of sequences of
constant and variable elements which emerge with
the identification of similarities and differences with
forms in memory. (Cicekli and Guvenir, 2003) give
a formalisation of this process while (Malavazos and
Piperidis, 2000) establishes a link between templates
and analogical modelling.

Recently (Cicekli, 2005; Carl, 2003) extend trans-
lation templates with type constraints. (Gough and
Way, 2004) produces a set of marker templates by
replacing the marker word by its relevant tag. Simi-
larly, we generalise templates from monolingual sen-
tences by replacing constituents by their relevant
tag.

To produce a sentence (or a text) from a template
grammar, we need additional information from the
TL bag. The items and constraints in the bag se-
lect and activate a subset of rules in the grammar
which then produces a TL sentence. By mapping
the bag on the template grammar, word order is de-
termined and features for morpho-syntactic genera-
tion are fixed. Thus, the content of the bag should
interact with the template grammar such that infor-
mation is complete to resolve all major morphologi-
cal and syntactic ambiguities for generation. In the
same time the model should be flexible enough to
produce all desirable sentences in the TL.

Obviously, the content of the bags depend on the
information available in the template grammar and
vice versa. In many MT systems, TL generation is
seen a consequence of SL analysis. Thus, almost
all (symbolic) approaches to MT start from SL sen-
tences and design TL generation according to the
information available after transfer. However, statis-
tical (IBM) approaches have shown that a reversed
method is not only possible but also leads to a rea-
sonable decomposition of the translation task: To
find the most likely translation SL → TL, Bayes’
theorem allows to train probabilities TL → SL and
an (independent) target language model. Thus pa-
rameters are trained in the inverted order of the in-
tended translation direction while for translation the
reversed model is used.

In this paper we follow this intuition for the gen-
eration of a language model from a TL corpus. Si-
multaneously to the language model, we generate
for each sentence a bag of items and constraints that
complements the language model such that the orig-
inal sentences can be reproduced. That is, for each
step in the construction of an abstracted TL model,
we compute and assemble the bits of information
that enable the reproduction of the original sentence.
In this way we obtain a template grammar and a set
of bags for the English sentences. The bags contain
lemmas, structural and morpho-syntactic informa-

tion such that the original text can be reproduced.
Only if we know how a bag looks like in order

to generate a particular sentence with a given (tem-
plate) grammar, we can try to obtain similar bags
as a result of transfer and through a bilingual dictio-
nary from a SL sentence. Further research will show
whether and to what extent this is an appropriate
basis for S&B translation.

We incrementally build a target language model
on four levels:

• First we have trained the TnT tagger(Brants,
2000) with the BNC data to obtain tagged sen-
tences.

• Section 2 describes a reversible lemmatisa-
tion/token generation tool that takes as its in-
put the tagged text2.

• Section 3 describes a number of experiments to
generate word forms from lemmas with partial
information.

• Section 4 describes reversible parsing and mor-
phological processing

It turns out that constraints are essentially de-
termined by the way we implement parsing and
morphological processing. To make the process re-
versible, the bags need to be extended with addi-
tional structural and morpho-syntactic information,
while near perfect token generation can be obtained
even with restricted information.

2 Reversible Lemmatisation
This section describes a reversible
lemmatiser/token-generator for English. The
lemmatiser produces a normalized form for word-
tokens in the following sense:

1. convert the lemma into lower-case alphabetical
characters

2. apply rules or a token-lemma dictionary to gen-
erate the lemma

Lemmatisation rules are used to strip off or modify
regular inflection suffixes from the tokens. A lemma-
tisation lexicon is used for the irregular cases.

The lemmatiser reads a CLAWS5-tagged3 file,
generates a lemma together with two additional fea-
tures indicating the orthographic properties (O) and
the inflection rule (IR) that applies to the word.
The token-generator reads a lemma together with a
CLAWS5-tag (henceforth CTAG) and the O and the
IR feature. Token generation is to a 100% reversible,
that is: a token set {token,CTAG} is equivalent to a
lemma set {lemma,CTAG,O,IR} and both sets can

2The lemmatiser can be obtained from the authors
3http://www.comp.lancs.ac.uk/computing/research/

ucrel/claws/
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be transformed without loss of information into each
other.

In section 2.1 we give a small introduction to the
CLAWS5 tag set. The material is essentially copied
from their web-site at http://www.comp.lancs.ac.
uk/computing/research/ucrel/claws/.

Orthographic normalisation is described in sec-
tion 2.2. The lemmatiser makes use of a lemmati-
sation lexicon and lemmatisation rules as described
in section 2.3 and 2.4. Section 2.5 explains token-
generation under the assumption that all required
information is available.

NN0 Common noun, neutral for number (e.g.
aircraft, data, committee)

NN1 Singular common noun (e.g. pencil,
goose, time, revelation)

NN2 Plural common noun (e.g. pencils,
geese, times, revelations)

NP0 Proper noun (e.g. London, Michael,
Mars, IBM)

VVB The finite base form of lexical verbs
(e.g. forget, send, live, return) [Includ-
ing the imperative and present subjunc-
tive]

VVD The past tense form of lexical verbs
(e.g. forgot, sent, lived, returned)

VVG The -ing form of lexical verbs (e.g. for-
getting, sending, living, returning)

VVI The infinitive form of lexical verbs (e.g.
forget, send, live, return)

VVN The past participle form of lexical verbs
(e.g. forgotten, sent, lived, returned)

VVZ The -s form of lexical verbs (e.g. for-
gets, sends, lives, returns)

Table 1: Subset of the CLAWS5 tag set

2.1 The CLAWS Tag set

The POS tagging software for English text, CLAWS
(the Constituent Likelihood Automatic Word-
tagging System), has been continuously developed
since the early 1980s (see http://www.comp.lancs.
ac.uk/computing/research/ucrel/claws/).

Accuracy CLAWS has consistently achieved 96-
97% accuracy (the precise degree of accuracy vary-
ing according to the type of text). Judged in terms
of major categories, the system has an error-rate
of only 1.5%, with c.3.3% ambiguities unresolved,
within the BNC. The amount of error in the tag-
ging of the corpus varies greatly from one tag to
another. The most error prone-tag, by a large mar-
gin, is VVB, with more than 17 per cent error, while
many of the tags are associated with no errors at
all, and well over half the tags have less than a 1 per
cent error.

The CLAWS5 tagset for the BNC has just over
60 tags. This tagset was kept small because it was
designed for handling much larger quantities of data
than were dealt with up to that point. For instance
there are four different tags for nouns and six for
verbs as shown in table 1.

In addition, there are 30 “Ambiguity Tags”.
These are applied wherever the probabilities as-
signed by the CLAWS automatic tagger to its first
and second choice tags were considered too low for
reliable disambiguation. So, for example, the am-
biguity tag AJ0-AV0 indicates that the choice be-
tween adjective (AJ0) and adverb (AV0) is left open,
although the tagger has a preference for an adjec-
tive reading. The mirror tag, AV0-AJ0, again shows
adjective-adverb ambiguity, but this time the more
likely reading is the adverb.

The term ‘multiwords’ denotes multiple-word
combinations which function as one wordclass - for
example, a complex preposition, an adverbial, or
a foreign expression naturalised into English as a
compound noun.

AV0 of course (adverb)
PRP according to (preposition)
NN1 persona non grata

(’naturalised’ compound noun)

2.2 Orthographic Normalisation

The lemmatiser converts characters into lower case.
The O feature keeps track of the orthographic prop-
erties of the original word. The O feature has the
following values:

n the token consists only of digits [0-9]

s the token does not contain alphabetical charac-
ters

l the token consists only of lower-case alphabeti-
cal characters, and may contain digits and the
special characters -\’

c the token consists only of upper-case alphabet-
ical characters, and may contain digits and the
special characters -\’

f the first character is upper-case and all others
are lower-case, digits or the special characters
-\’

m for all other tokens.

The lemma is identical to the word form for the
cases n, s, and m. That is, no explicit lemma con-
version takes place if the token is not a proper word.
For l, c and f, the lemma is converted into lower-case
characters and inflection is checked4

4We allow digits to occur in proper words because some
special symbols (e.g. blanks) in (compound) words can be
escaped with a backslash (\) followed by their ASCII code.
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Lemmatisation Rules
{CTAG, IR} token-suffix ⇒ lemma-suffix
VVG 1 ffing ⇒ ff
VVG 2 ^(.{1,3}ll)ing ⇒ \$1
VVG 3 ssing ⇒ ss
VVG 4 ([bcdfghjklmnpqrstvwxz])\1ing ⇒ \$1

Token-generation Rules
{CTAG, IR} lemma-suffix ⇒ token-suffix
VVG 1 ff ⇒ ffing
VVG 2 (.{1,3}ll) ⇒ $1ing
VVG 3 ss ⇒ ssing
VVG 4 ([bcdfghjklmnpqrstvwxz]) ⇒ $1$1ing

Table 3: First four rules of the VVG paradigm: rules are reversed for token-generation

CTAG IR token lemma
NN2 L8 analyses analysis
VVN L28 gone go
VVD L29 went go
VVZ L6 goes go
PNQ whom whom who
PNQ whose whose who
AJC 1 better good
AJS 17 best good

Table 2: Excerpt from the Lemmatisation Lexicon

2.3 The Lemmatisation Lexicon

The lemmatisation lexicon encodes a word token to-
gether with a CTAG, its lemma and an IR as shown
in table 2. Each {token,CTAG} combination is asso-
ciated with one {lemma,IR} combination. To ensure
reversibility of lemmatisation, the IR must be chosen
such that each {lemma,CTAG,IR} is unique. In this
way every {token,CTAG} combination is equivalent
to exactly one {lemma,CTAG,IR}.

Lexical lemmatisation looks up a {token,CTAG}
in the dictionary and retrieves a {lemma,CTAG,IR}.

The IR can encode morpho-syntactic and even se-
mantic information in a systematic way such that
it can be used during processing in subsequent pro-
cesses. For instance, a finer grained distinction can
be modeled between ”us” and ”we” or ”whom” and
”whose” while both forms can be reduced to the
same lemma. Otherwise the IR can also consist of
any distinguishing string or number as shown in the
case of ”best” and ”better” in table 2. Lemmatisa-
tion should be lexicalised only one of the following
conditions apply:

1. the word belongs to a closed class

2. the word is an inflectional exception or irregular
form such as ”better” and ”best”

3. further morphological information is required
that can be coded in the IR

2.4 Lemmatisation Rules

Lemmatisation rules map a word on its lemma by
modifying the suffix of the word. This is particularly
important for regular inflection of open class words.

A CTAG represents an inflection paradigm that
is covered by a number of lemmatisation rules. For
each {token,CTAG} — if it is not lexicalised —
the lemmatiser applies a number of lemmatisation
rules in a predefined order. If a lemmatisation rule
matches the token, it is modified and thereby trans-
formed into a lemma. The lemmatiser returns the
lemma together with a CTAG, the O feature and the
IR.

For instance, the ”VVG” paradigm is associated
with a list of 28 lemmatisation rules. The first 4
lemmatisation rules are shown in table 3.

The body of the rules are regular expressions that
are mapped on the word tokens. A matching to-
ken suffix is substituted be a lemma suffix. Parts
of in the token-suffix can be enclosed in brackets, as
in rule 2. The variable $1 in the lemma-suffix will
be instantiated with the bracketed sequence of the
token-suffix such that sequences are copied from the
token-suffix to the lemma-suffix.

2.5 Token Generation

The lemmatisation process is reversed for token gen-
eration. Reversing the lemmatisation lexicon (see
section 2.3) becomes a tokenisation lexicon: For
every lemma set {lemma,CTAG,IR} that is found
in the lexicon, the associated {tag,CTAG} is re-
turned. Reversing the lemmatisation rules (see
section 2.4) becomes token-generation rules: The
token-generator looks up the lemmatisation rule in-
dicated by IR in the CTAG paradigm and applies
the retrieved lemmatisation rule in the reversed or-
der as shown in table 3

As outlined above, token generation is to a 100%
reversible if the lemma set is complete. That is: a to-
ken set {token,CTAG} is equivalent to a lemma set
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token CTAG ⇔ lemma CTAG O IR
sniffing VVG ⇔ sniff VVG l 1
dialling VVG ⇔ dial VVG l 2
DRESSING VVG ⇔ dress VVG c 3
Setting VVG ⇔ set VVG f 4

Table 4: Input and Output of Lemmatisation and
Token-generation

{lemma,CTAG,O,IR} and both sets can be trans-
formed without loss of information into each other.
In the remainder of this paper we abstract from or-
thographic properties (upper/lower case characters)
of the word forms as coded in the O feature. That
is, we restrict the lemma set to {lemma,CTAG,IR}
and consider it equivalent to a token set.

3 Generating Incomplete Lemma
Sets

However, we cannot always assume to have all the
bits of information even in a reduced lemma set
available. Assume, for instance, a verb has to be re-
generated in present tense, or a singular noun should
be transformed into a plural noun to adjust a stored
sentence fragment to a new context. In these cases
we still know the lemma of the word and the CTAG.
It is unclear, however, what inflection rule should
apply to generate the correct word-form.

In this section we report on some experiments to
“guess” an appropriate IR for an incomplete lemma
set {token,CTAG}. We show that lemmas can be
re-converted into word tokens with a very high de-
gree of accuracy even if only partial information is
available. We investigate several methods to infer an
appropriate inflection rule for generation from cor-
pora and achieve accuracy of more than 99.5%.

Depending on what information is available we
distinguish three cases:

1. if the full lemma set is available proceed as de-
scribed in section 2.5.

2. else if IR is missing, look up the lem-
matised BNC whether it contains a form
{lemma,CTAGnew} and retrieve the associated
IR. This approach is described in section 3.1

3. else if the BNC does not contain a suitable lem-
matised form, “guess” an IR by comparing suf-
fixes of the lemmas. This is described in sec-
tion 3.2

3.1 Re-generating known Wordforms

In this first model we retrieve an IR of an incom-
plete lemma set {lemma,CTAGnew} from the lem-
matised BNC. The word-form is re-generated that
corresponds to the most frequent IR associated to a
{lemma,CTAG} in the BNC. We call this model the

token lemma CTAG IR freq generated

burned burn VVD 29 542 burned

burnt burn VVD L29 150 burned
focussed focus VVD L29 34 focused
focused focus VVD L29a 411 focused

brothers brother NN2 10 3511 brothers
brethren brother NN2 L8 157 brothers

aquariums aquarium NN2 10 48 aquaria
aquaria aquarium NN2 L8 82 aquaria

cookin’ cook VVG 29 303 cooking
cooking cook VVG 28 1043 cooking
coming come VVG 27 17726 coming

comeing come VVG 28 2 coming
comin’ com VVG 29 89 coming

comming com VVG 4 5 coming

Table 5: Regenerating word tokens in the Frequency
model

F model since the sought IR is available in the BNC
it has access to their frequency distribution.

As plotted in table 8, from a set of 244,500 dif-
ferent words, this produces 0.3648% ‘noise’. That
is, 892 re-generated words differ from their original
form.

In some cases a given {lemma,CTAG} combina-
tion occurs with several IR in the BNC. Some ex-
amples are given in table 5. For many of these cases
several writing variants are possible as e.g. British
vs. American writing. When regenerating the word
the more frequent variant is chosen. This caused
’noise’ in the case of burnt ⇒ burned and focussed
⇒ focused where both variants are correctly reduced
to the same {lemma,CTAG} but the more frequently
occurring variant is re-generated. Note that the orig-
inal variant could have been re-generated with the
appropriate IR. Thus, {focus,VVD,L29} would gen-
erate “focussed” and {burn,VVD,L29} would gener-
ate “burnt”.

In some cases an erroneous regular form is de-
tected by an inflection rule but the irregular, cor-
rect form is re-generated (e.g. aquariums ⇒ aquaria,
comeing ⇒ coming). Note also here that the incor-
rect forms would be re-generated with the appropri-
ate IR.

Most of the ‘noise’ is, however, due to speech sub-
scription which is part of the BNC (e.g. cookin’,
comin’). These spoken forms are regenerated in their
correct written form (cooking, coming) as shown in
table 5. It is 324 -in’ forms out of the 892 noisy re-
generated words that are reproduced as -ing which
accounts for more than 1/3 of the ‘noise’.

3.2 Guessing a new IR

In case a {lemma,CTAGnew} does not occur in the
BNC and in the tokenisation lexicon, we have to find
some other means to infer an appropriate IR.

As a first method we have applied the token gen-
eration rules in their pre-defined order. When a
lemma suffix matches a generation rule, a word to-
ken would be produced. When no token-generation
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token lemma CTAG IR re-generated
surfing surf VVG 4 surffing
boiling boil VVG 4 boilling
aborting abort VVG 4 abortting

Table 6: Erroneous token generated in the base-line
model

lemma-suffix CTAG IR rel.freq
Suffix Model S1

t VVG 28 0.6092
t VVG 4 0.3022
t VVG 18 0.0800
t VVG L28 0.0072
t VVG 29 0.0013

Suffix Model S2

rt VVG 28 0.9989
rt VVG 29 0.0011

Suffix Model S3

ort VVG 28 0.9998
ort VVG 29 0.0001

Suffix Model S4

bort VVG 28 1

Table 7: Lemma suffixes from the BNC with CTAG,
IR and relative frequencies of IR

model # noise % noise
F 892 0.365%
base 17357 7.099%
S1 5220 2.135%
S2 3095 1.266%
S3 1798 0.735%
S4 1756 0.718%
Sdyn 1023 0.418%

Table 8: Comparing noise of different IR estimation
models from a set of 244,500 different words.

rule matches, the token is assumed to be identical to
the lemma. The method can be seen as a base-line
since it just inverses the lemmatisation process.

This method performs quite poorly producing
7.099% noise from the 244,500 word tokens (see ta-
ble 8). That is, 17,357 words were re-produced dif-
ferently from how they appear in the original list.

Most error prone were (endings of) plural noun
and some verb forms. In the VVG paradigm, for in-
stance, the first matching rule was in many instances
IR 4. This rule transforms a double consonant into
a single consonant for token ⇒ lemma transforma-
tion. However, for lemma ⇒ token transformation
this produces many erroneous tokens as shown in
table 6.

In another approach, we have indexed the suffixes
of the lemmas from the BNC together with their
CTAG and IR. The idea was to match the suffix
of the lemmas to be re-generated together with its
CTAGnew on the indexed lemma suffixes and re-
trieve the associated IR.

Thus, to retrieve an IR for the incomplete lemma
set {abort,VVG} we would look into a list suffixes
as in table 7. By checking the last character “t” we
have a choice of 5 rules with their relative distribu-
tion in the BNC. Similar to the base-line model, we
apply the rules in the order of their relative frequen-
cies and generate the token with the first applying
rule. Thus, IR 28 is the most frequent inflection rule
for the VVG paradigm that occurs with lemmas end-
ing on “t”. The inferred set {abort,VVG,28} gener-
ates also the correct form “aborting”.

This model S1 can be seen as an extention of the
base-line model. It reorders the inflection rules ac-
cording to frequencies in the BNC. As shown in ta-
ble 8, the suffix model S1 reduces noise to 2.135%.

In further experiments we have extended the
length of the suffixes to 2, 3 and up to 5, where
each model Si includes the suffixes of the models
Si−1. The IR of the lemma to be generated would
be chosen from the longest possible suffix. As can be
seen in table 7, longer suffixes tend to be associated
with fewer IR and show a stronger discrimination
between different choices. With a suffix length of 4,
inflection rule 28 can be deterministically applied for
“abort”.

A further enhancement of the method consists in
keeping suffixes dynamically up to the length where
only one inflection rule applies. There is, for in-
stance, no point in storing {abort,VVG,29} in the
suffix lexicon when {bort,VVG,29} is already un-
ambiguous. This not only reduces the number of
stored suffixes to slightly more than 20,000 com-
pared to more than 30,000 for the S3 model, but
also increases accuracy considerably. Table 8 shows
that the model Sdyn is only marginally worse than
the frequency model F. With 0.05% more noise we
can assume to re-generate word tokens from incom-
plete lemma sets with reasonable precision.

This also means that word tokens can be repre-
sented as lemma sets {lemma,CTAG} little loss of
information. Lemma sets are the basic entities from
which the original word tokens can be re-generated
with high accuracy.

4 Reversible Parsing/Morphological
Generation

This section describes the morpho-syntactic level of
the language model. It builds up on the lemma sets
and formalises morpho-syntactic properties of the
BNC in a reversible manner.

First we parse the lemmatised English sentences.
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We use a flat parser that is implemented in KURD
(Carl, 2005). The parser consists of three sets of
rules which incrementally produce larger brackets:
the LEX set marks only the lexical items: nouns,
adjectives, adverbs and numbers. The PHRASE
set marks adjective phrases, noun phrases, conjunc-
tions of noun phrases and prepositional phrases. The
CLAUSE set marks subordinate clauses and sen-
tences.

The parser generates ’internal’ nodes that express
relations between terminal lemma sets similar to a
constituent tree. It uses a unique set of parsing tags
(PTAGs) that characterise the properties of the sub-
sumed nodes.

From the parses we extract two distinct sets: a
normalised context free grammar and a set of “con-
straints”. The set of “constraints” and the grammar
complement each other such that the original lem-
matised English sentences can be reproduced.

For parsing we consider the lemma sets
{lemma,CTAG} the leaves of a phrase-structure
tree. For internal nodes, the parser uses a distinct
set of ’internal’ tags and features.

4.1 Parsing

Partial parsing yields a bracketed structure, as
shown in the table 9. The proper noun “john”, the
noun “apple” and the noun phrase “an apple” are
bracketed.

{john,NP0}, {eat,VVZ}, {a,AT0}, {apple,NN1}

<s,pres>
|

<np,3sg,subj> {eat,VVZ} <np,3sg>

| |
{john,NP0} {a,AT0} <n,3sg>

|
{apple,NN1}

Table 9: Lemma sets and parsed sentence “John eats
an apple”

We do not allow overlapping and/or ambiguous
segmentation but enable recursive bracketing. Thus,
a noun can be bracketed within a larger noun phrase
which can be part of a prepositional phrase etc. For
instance, the bracketed noun “apple” is contained in
the larger noun phrase (an apple)np .

In addition we percolate agreement and other in-
formation into the internal nodes. Currently we
use three features <fcase>, <agr> and <tns>.
The <fcase> feature can take the values subject,
objective or genitive. The <agr> feature can
take (among others) the value 3sg, and the and
<tns> feature has the values pres and past.

4.2 Reversible Morphological Generation

Lemmatisation abstracts away from number in
nouns and number, person and tense in verbs. That
is, the PTAG features <agr> and <tns> exhaus-
tively describe the inflectional properties of the sub-
sumed terminal lemma sets. The structure of the
parse is designed such that all relevant inflection in-
formation for every lemma set is assembled and mir-
rored in the immediate dominating internal node.
Thus, a singular noun, coded as NN1 in the lemma
set, is represented as 3sg in the dominating node, a
VVZ verb is coded as 3sg.

To transform a singular noun into plural we need
to replace NN1 with NN2; to transform a past tense
verb into present we transform VVD into VVB or
VVZ for 3rd person singular.

In this way, by knowing the <agr> and <tns> val-
ues of the internal nodes we can re-produce the orig-
inal terminal CTAGs with 100% accuracy. Knowing
the lemma and the CTAG for each lemma set guar-
antee reversible deterministic generation of the word
token as shown in section 3.

CTAG information in the parse tree that is in-
dependent from the PTAGs remains untouched and
serves as a default for the token-generation.

We have verified reversibility of the parsed struc-
ture on a set of 1.000.000 sentences take from the
BNC. In future we also intend to tackle closed class
words such as articles, pronouns and prepositions in
the same way.

4.3 Grammar Inference

We extract a CFG grammar from the parse in the
following way. On the one hand, we extract rules
from the bracketed structures by transforming the
tag into the left-hand side (LHS) of the rules and
the content into the right-hand side RHS. Thus the
tag <noun> appears on the LHS in rule (4) while
the content of the bracketed expression {apple,NN1}
occurs in the RHS. On the other hand, templates are
generated by replacing the bracketed constituents
with their tags. A template consists of terminal sym-
bols and nonterminal symbols. Template (1) con-
sists of one leaf {eat,VVZ} and two non-terminals
<np,3sg,subj> and <np,3sg>.

LHS RHS
<snt> → <np,subj> , {eat,VVZ} , <np>

<np> → {a,AT0} , <np>

<np> → {john,NP0}
<n> → {apple,NN1}

Table 10: A sentence template grammar extracted
from the parse

The grammar extracted from the parse in table 9
consists of 4 context-free rules, where <snt> is the
top-level symbol and <np>, <n> are non-terminals.
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Note that at least one terminal symbol must occur
in the RHS of the rules.

To reduce the number of different rules in the
grammar and to make them consistent amongst each
other, some CTAGS are normalised. Thus, all plu-
ral nouns are converted into singular (NN2 ⇒ NN1)
and all finite verbs VVD and VVB are converted
into VVZ (3rd person singular). Internal features in
non-terminal nodes are set to 3sg and pres. In the
current example, all features correspond already to
the default setting.

4.4 Extraction of Constraints

In addition to the template grammar, a set of con-
straints is extracted from the parse. The constraints
contain features and structural information of the
internal nodes of the parse. Feature information in-
cludes the tags <fcase>, <agr> and <tns> as out-
lined in section 4.1. Examples of the extracted con-
straints are given in table 11.

The structural information is represented by the
numbers of the words that are matched in the struc-
ture. Each structural constraint consists of the word
numbers matched on the top-level template followed
by the sets of word numbers matched in the daughter
nodes.

For instance the <snt> node has three daughters
from which the first and the third nodes are non-
terminals. The terminal {eat,VVZ} is the second
word in the sentence. The subtrees of the first and
the third daughter nodes are instantiated by word
1 and the set of words 3 and 4 respectively. This
information is represented as “2 1 3|4”. That is, the
first set of number(s) (i.e. 2) represents the words
matched by the top-level template, while the words
matched in the successive daughter nodes are sepa-
rated by an underscore “ ”. This information is ex-
tracted for every internal node in the parse. Thus,
the <np> node covering “an apple” is linked to the
partial tree 3 4, where the 4th wort in the sentence
(apple) is a subi-structure of the 3rd word “the”.

wnr PTAG agr fcase tns
2 1 3|4 snt 3sg — pres
1 np 3sg subj —
3 4 np 3sg — —
4 n 3sg — —

Table 11: Constraints extracted from the parse

4.5 Reversible Syntactic Generation

In this section we show how the original parse tree
(as e.g. in table 9) can be reproduced from the bag
of TL lemmas (e.g. as in table 12), a sentence gram-
mar (as in table 10) and a set of constraints (as in
table 11).

Syntactic generation starts from a bag of TL lem-
mas. Each lemma in the bag is associated with

a unique index as shown in table 12. The bag is
mapped on the sentence grammar and the word in-
dexes are copied into the matching nodes (see ta-
ble 13). Thereafter the rules are stitched together
to form a parse tree taking into account structural
constrains.

wnr lemma
1 john
2 eat
3 a
4 apple

Table 12: Bag of TL lemmas

Since in the reversible setting, we have for each
sentence grammar a consistent set of structural con-
straints, an optimal combination of the grammar
rules can be found from any starting point. That
is, irrespectively with which grammar rule we start,
the constraints will always lead to the initial best
parse tree.

For instance, there is only one structural con-
straint (i.e. 3 4) that applies to rule #3 in table 13.
This constraint requires word number 3 (i.e. “a”) to
be linked to the template where a subtree is linked
to word number 4. The constraint thus favors the
partial structure (a (apple)) which combines rules
#3 and #4. This partial tree can be stored and in-
serted in the second slot of rule 2 as required be the
constraint “2 1 3|4”. Once an optimal parse tree is
generated, the internal nodes are instantiated with
PTAG features. The results is then input to mor-
phological generation as described in section 4.

# LHS RHS
1 <np> → 1: {john,NP0}
2 <snt> → <np> , 2: {eat,VVZ} , <np> .
3 <np> → 3: {a,AT0} , <np>

4 <n> → 4: {apple,NN1}

Table 13: Instantiated generation grammar

5 Conclusion and Outlook
In this paper we have presented a method to de-
compose sentences into three disjoint sets: a bag
of lemmas, a set of structural and morpho-syntactic
constraints and a template grammar. Several steps
of analysis are involved in the construction of these
sets: tagging, lemmatisation, and parsing. We have
shown that the decomposition is reversible to a very
high degree, i.e. the original sentence can be deter-
ministically re-composed from these sets with only
the token-generation remains with 0.05% noise be-
low an optimal result.

While the template grammar serves as an ab-
stracted language model, the bag of items and con-
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straints select their preferred combination combina-
tions and fix morphological properties of the senence
to be generated.

In the future we want to extend the approach in
several ways. We need to investigate in how far and
with what precision a particular sentence grammar
can be retrieved from a large set of templates and
grammar rules. This investigation will follow the
approach of a previous study in (Carl et al., 2005).
Sophisticated weighing and selecting strategies are
required. For instance, in many cases more than
200,000 rules are extracted from a templates gram-
mar with 1.8 million entries. The extracted rules
share one or more tokens with the lemmas in the
bag. Since exhaustive combination of all rules is in-
feasible, the matched rules have to be weighted and
graded using different knowledge resources.

Once we know what item and constraints are re-
quired in the TL bag to extract a particular sentence
grammar, we will try to generate new sentences that
are not in the original TL corpus.

Within the METIS-II consortium we plan to run
an experiment where TL bags obtained from a bilin-
gual dictionary are to be generated in the TL. These
bags can be expected to contain ambiguities and
noise and constraints be partially inconsistent with
the retrieved sentence grammar.

These experiments will shed more light on the use-
fulness of the approach proposed in this paper and
will show whether further constraints and mecha-
nisms that certainly will turn out to become nec-
essary can be implemented consistently in the pro-
posed framework.
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Abstract 

This paper presents a generalization technique 
that induces translation templates from given 
translation examples by replacing differing 
parts in these examples with typed variables. 
Since the type of each variable is also inferred 
during the learning process, each induced 
template is associated with a set of type 
constraints. The type constraints that are 
associated with a translation template restrict 
the usage of that translation template in 
certain contexts in order to avoid some of 
wrong translations. The types of variables are 
induced using the type lattices designed for 
both source language and target language. 
The proposed generalization technique has 
been implemented as a part of an EBMT 
system.  

KeyWords: EBMT, Machine Learning 
 
 
1 Introduction 

An example-based machine translation [8] 
(EBMT) system uses a bilingual corpus to 
translate a given sentence in a source language into 
a target language. Some EBMT systems use a 
bilingual corpus to find translations of the parts of 
a given sentence, and combine these partial 
solutions to get the translation of the whole 
sentence. Some EBMT systems [1,2,3,4,5,6] 
extract translation templates from example 
sentences in a given bilingual corpus and use these 
translation templates in the translation of other 
sentences. The main differences between these 
EBMT systems are the assumptions that they made 
on the structure of the bilingual corpus and their 
generalization techniques. The EBMT translation 
system which uses the generalization technique 

described in this paper also extracts translation 
templates from a set of translation examples. 

In the EBMT system presented in [3,4], a 
translation template is induced from given two 
translation examples by replacing differing parts in 
these examples by variables. A variable replacing 
a difference that consists of two differing parts 
(one from the first example, and the other one 
from the second  example) is a generalization of 
those two differing parts. Later, that variable can 
be replaced by any string during the translation 
process without putting any restriction on the 
possible replacements. Although the learned 
translation template works correctly in certain 
environments, it can lead wrong translations in 
some other unrelated environments because that 
variable replacement cannot be appropriate in the 
unrelated environment. In this paper, we propose a 
generalization heuristic that replaces the 
differences with variables and it also induces the 
types of these variables from the differences. Since 
the types of variables disallow some possible 
replacements for the variables, the generation of 
wrong translation results in the unrelated contexts 
can be avoided. 

The type of a variable which replaces a 
difference is found by using a type lattice for the 
language of the symbols appearing in the 
difference. Since the generalization technique 
described in this paper is used as a part of an 
EBMT system between English and Turkish, the 
type lattices for English and Turkish have been 
developed by hand and they are used in the EBMT 
system. The quality of the induced translation 
templates also depends on the quality of the type 
lattices. 

The rest of the paper is organized as follows. 
The structure of translation templates without type 
constraints is discussed in Section 2. Section 3 
introduces the structure of translation templates 
with type constraints. The generalization process 
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that learns the translation templates with type 
constraints is presented in Section 4. We give the 
concluding remarks and possible future extensions 
in Section 5. 
 
2  Translation Templates Without Type 

Constraints 
A language is a set of strings in the alphabet 

of that language, and the alphabet of a language is 
a finite set of symbols. For example, a string in a 
natural language, such as English or Turkish, is a 
sequence of tokens in that natural language. Each 
token in a natural language can be a root word or a 
morpheme. In other words, the set of all root 
words and morphemes in a natural language will 
be treated as its alphabet in our discussions. We 
also associate each language with a finite set of 
variables. A generalized string is a string of the 
symbols of the alphabet of the language and the 
variables in the set of variables associated with the 
language. This means that a generalized string is a 
string that contains at least one variable. We will 
assume that each language will be associated with 
a different set of variables. A string without 
variables is called as a ground string. 

A translation template can be an atomic or 
general translation template. An atomic 
translation template Ta↔Tb   between languages 
La and Lb is a pair of two nonempty strings Ta and 
Tb where Ta is a ground string in La and Tb is a 
ground string in Lb. An atomic translation template 
Ta↔Tb means that the strings Ta and Tb correspond 
to each other. A given translation example will be 
an atomic translation template. 

A general translation template between 
languages La and Lb is an if-then rule in the 
following form: 

Ta ↔ Tb   if   X1↔Y1  and ... and  Xn↔Yn

where n≥1, Ta is a generalized string of the 
language La, and Tb is a generalized string of the 
language Lb. Both Ta and Tb must contain n 
variables. The variables in Ta are X1 ... Xn, and the 
variables in Tb are Y1 ... Yn. Each generalized string 
(Ta and Tb) in a general translation template should 
contain at least one token from the alphabet of the 
language of that string.  

For example, if the alphabet of La is A = 
{a,b,c,d,e,f,g,h} and the alphabet of Lb is B = 
{t,u,v,w,x,y,z}, the following are some examples of 
translation templates between La and Lb. 

• de ↔ vyz  
• abX1c ↔ uY1  if   X1 ↔ Y1 
• aX1X2b ↔ Y2vY1  if X1 ↔ Y1 and X2 ↔ Y2 

The first translation template is an atomic 
translation template, and last two are general 
translation templates. The first atomic translation 
template means that de in the language La and vyz 
in the language Lb correspond to each other. A 
general translation template is a generalization of 
translation examples, where certain components 
are generalized by replacing them with variables 
and establishing bindings between these variables. 
For example, in the second example above, the 
generalized string abX1c represents all sentences of 
La starting with ab and ending with c where X1 
represents a non-empty string on A, and the 
generalized string uY1 represents all sentences of 
Lb starting with u where Y1 represents a non-empty 
string on B. That general template says that a 
sentence of La in the form of abX1c corresponds to 
a sentence of Lb in the form of uY1 given that X1 
corresponds to Y1. If we know the correspondence 
de↔vyz, the correspondence abdec↔uvyz can be 
inferred from that general template. 
 
 
3  Translation Templates With Type 

Constraints 
 
3.1  Type Expressions 

All symbols in the alphabet of a language are 
organized as a type lattice. The symbols in the 
alphabet of the language appear at the bottom of 
the type lattice. In fact, each symbol is treated as a 
ground type name that represents itself in the type 
lattice. Inner nodes in the lattice are type names 
that are used for the language, and each type name 
represents a set of ground type names. Thus, a 
ground type name represents a singleton set 
containing that ground type name. At the top of the 
lattice, there is a special type name, called ANY.  
The type name ANY represents the set of all 
ground type names in the language. If t is a type 
name, we will say that GTt is the set of the ground 
type names that are covered by t. Each node in the 
lattice, except ANY, can have one or more parents. 
If node P is a parent of node C in the type lattice, 
GTP⊃GTC  holds. Figure 1 gives a type lattice for a 
simple language. Since type name T1 is the parent 
of type name T3, GTT1⊃GTT3  will be true for that 
type lattice. 

Each variable of a generalized string in a 
general translation template with type constraints 
is associated with a type expression, and the type 
expression is called the type of the variable. The 
type of a variable indicates the possible ground 
strings which can replace that variable during the 
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ANY • Ground Type Names =  {a,b,c,d,e,f} 
• The set of ground type names is also the 

alphabet of this simple language. 
• The sets of ground type names represented by 

some type names. 
GTa = {a} 
GTT3 = {a,b} 
GTT1 = {a,b,c,d} 
GTT2 = {c,d,e,f} 
GTANY = {a,b,c,d,e,f} 

T2 T1 

   T3 T4 T5

b c d e f a 

Figure 1. A Type Lattice for A Simple Language 

translation process. A type expression is a non-
empty sequence of atomic type expressions. An 
atomic type expression can be either T or nullor(T) 
where T is a type name from the type lattice. If the 
type of a variable is a type name T, this means that 
the variable can be replaced by a ground type 
name from GTT. In the second case where the type 
of a variable is nullor(T), the variable is 
replaceable with an empty string in addition to a 
ground type name from GTT. In other words, 
GTnullor(T)  is equal to GTT∪{ε}.  

The definition of GT can be extended for the 
type expressions that consist of more than one 
atomic type expression. If a type expression T is 
an atomic type sequence T1...Tn, GTT is equal to 
the concatenation of the sets GTT1 through GTTn. 
In general, a variable of type T is replaceable with 
a ground string from GTT. For example, let us 
consider the simple language and its type lattice in 
Figure 1. If the type of a variable is type T3, this 
means that it can be replaced with a ground string 
from GTT3={a,b}. When the type of a variable is 
nullor(T3), it can be replaced with an empty string 
or a string from GTT3. A variable of the type ANY 
can be replaced with any ground type name. If a 
type expression T is an atomic type sequence “T3 
T4”, GTT is equal to {ac,ad,bc,bd}.  

Type lattices for English and Turkish are 
partially created by hand in order to be used in the 
developed EBMT system. Simplified partial type 
lattices for these languages can be seen in Figure 
2. The details of those type lattices are not given in 
the figure. Major type names in each type lattice 
are the part of speech tags used for that language. 
The affixes used in a language are also considered 
as major type names. For example, the major part 
of speech tags such as noun, verb, pronoun and 
adjective are major type names in English type 
lattice, and they appear as children of ANY. The 

type names between major type names and ground 
type names generally represents the subgroups of 
part of speech tags. The affixes are grouped 
according to where they can be used. For example, 
all suffixes can be added to verbs is considered as 
a major type name.  
 
3.2 Translation Templates With Type 

Constraints 

A translation template with type constraints is 
a general translation template where all variables 
are associated with type expressions. A translation 
template with type constraints will be a translation 
template in the following form: 

    Ta↔Tb  
if  X1

TA1↔Y1
TB1 and...and Xn

TAn↔ Yn
TBn

where each of TA1,...,TAn and TB1,...,TBn  is a 
type expression. A translation template with type 
constraints also puts a restrictriction on the 
possible replacements of variables during the 
translation process. For example, the following is a 
translation template with type constraints 

I XVERB +PAST  ↔ YVERB  +PAST  +1PSAGR 
if   XVERB↔ YVERB

This general template represents that an English 
sentence in the form of  “I XVERB +PAST” 
corresponds to a Turkish sentence in the form of  
“YVERB +PAST +1PSAGR” given that X 
corresponds to Y.  This template also specifies that 
X can only be replaced by a verb at English side, 
and Y can only be replaced by a verb at Turkish 
side. In this example, “+PAST” means the past 
tense suffix at English side, and “+PAST” and 
“+1PSAGR” at Turkish side mean that the past 
tense suffix and the first person singular agreement 
suffix, respectively. This translation template can 
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ANY 

be used in the translation of the following Turkish 
sentence 

geldim    
gel+PAST+1PSAGR 

into the following English sentence 

 I came    
I come+PAST 

given that the correspondence “gel↔come” is 
available. During the translation process, both 
variables are replaced by English and Turkish 
verbs without violating type constraints in the 
translation template. 
 Type constraints in the translation templates 
restrict wrong usages of templates in certain 
circumstances.  For example, if we try to use the 
previous translation template without type 
constraints, it may lead to wrong translation 
results. Let us assume that we want to translate the 
following Turkish sentence into English using this 
translation template without type constraints. 

 utangaçtım   (I was shy)  
utangaç+PAST+1PSGAGR   

Without using the type restrictrictions, variable Y 
at Turkish side can match with “utangaç” which is 
an adjective (not a verb). If the correspondence  
“shy↔utangaç” is available, variable X at English 
side can match with “shy” (not a verb). Thus, it 
can lead to the meaningless translation result “I 
shy +PAST” at the lexical level. Type constraints 
in the translation template will avoid this wrong 
translation by rejecting to bind Y with “utangaç” 
which is an adjective. 
 

4  Learning Translation Templates  
In the EBMT system described in [3,4], 

translation templates are inferred without type 
constraints from given translation examples. Each 
translation example consists of an English 
sentence and a Turkish sentence and their lexical 
level representations are used for the sentences. A 
translation template is a generalization of two 
translation examples where some differing parts of 
the sentences are generalized by replacing them 
with variables, and establishing bindings between 
these variables. 

In order to induce a translation template from 
given two translation examples E1

a↔E1
b and 

E2
a↔E2

b, we first find the match sequence 
Ma↔Mb where the match sequence Ma is a match 
sequence between E1

a and E2
a, and the match 

sequence Mb is a match sequence between E1
b and 

E2
b. A match sequence between two sentences is a 

sequence of similarities and differences between 
those sentences. A similarity between two 
sentences is a non-empty sequence of common 
items in both sentences. A difference between two 
sentences is a pair of two sequences (D1,D2) where 
D1 is a sub-sequence of the first sentence and D2 is 
a sub-sequence of the second sentence, and D1 and 
D2 do not contain any common item.  

For example, let us assume that the lexical 
representations of the following two translation 
examples between English and Turkish are given. 

I come +PAST  ↔ gel +PAST +1PSAGR
I go +PAST  ↔ git +PAST +1PSAGR

a) Simplified Type Lattice for English 

ANY 

  . 
. 

. 
  . 

  .
. 

. 
  .         . 

      . 
 . 

VERB 

come go 

TENSESUF

+PAST +ING

VERB

gel git

TENSESUFAGR

  ... 
+1PSGAGR +PAST +PROG

b) Simplified Type Lattice for Turkish 

Figure 2. Simplified Type Lattices for English and Turkish 
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where common parts in the sentences are 
underlined. From these two examples, the 
following match sequence is found. 

I (come,go) +PAST  ↔  
(gel,git) +PAST +1PSAGR 

where (come,go) is a difference at English side, 
(gel,git) is a difference at Turkish side, other parts 
of the match sequence are similarities. 
 One of the learning heuristics described in 
[3,4], infers a translation template by replacing 
differences by variables and establishing bindings 
between these variables. This learning heuristic 
can create a translation template if both sides of 
the match sequences contain n differences where 
n≥1, and the correspondences of n-1 difference 
pairs have been already learned. For example, for 
the match sequence above, this learning heuristics 
infers the following translation templates. 

I X +PAST  ↔ Y +PAST +1PSAGR   
if  X ↔ Y 

come ↔ gel 
go ↔ git  

The first translation template is a general 
translation template created by replacing 
differences with variables X and Y. The last two 
translation templates are atomic translation 
templates and they are inferred from the 
correspondence of the differences (come,go) and 
(gel,git). 
 Variables X and Y in this translation template 
do not have any type constraints, and they are 
replaceable with any ground strings as long as they 
are translations of each other during translation 
process. As we discussed in Section 3.1, this can 
lead to wrong translation results in unrelated 
environments. In order to reduce the amount of 
wrong translation results, translation templates will 
be associated with type constraints. In the rest of 
this section, we describe how translation templates 
with type constraints are inferred from the given 
translation examples. 
 
4.1  Inferring A Type Expression for Two 

Symbols 

When we replace a difference with a variable, 
we should also find a type expression for that 
variable. If both constituents of a difference are 
symbols (strings with length 1), the type 
expression for those symbols is found using the 
type lattice of that language, and the found type 
expression will be used as a type constraint for the 
variable replacing that difference. For example, 

when we infer a translation template from the 
match sequence “I (come,go) +PAST ↔ (gel,git) 
+PAST +1PSAGR”, we also infer types of the 
variables replacing the differences (come,go) and 
(gel,git). Of course, we use English type lattice for 
the difference (come,go), and Turkish type lattice 
for the difference (gel,git).  

If we have two symbols, they are also ground 
type names in the type lattice of the language of 
those symbols. For example, come and go are 
ground type names in English type lattice. Since 
the variable replacing the difference (come,go) 
represents the symbols come and go, the type of 
this variable should cover both of those symbols. 
We say that a ground type gt is covered by a type 
t, if gt∈GTt. So, if type T covers both symbols 
come and go, both come∈GTT and go∈GTT. At the 
worst case, type ANY will cover any given two 
ground type names in a language.  

In general, there can be more than one type 
covering any given two type names. Since we do 
not want to over-generalize, we select the most 
specific type covering both of them. We say that 
type T2 is more specific than type T1, if 
GTT1⊃GTT2 holds. This means that T1 is one of the 
ancestors of T2. So, if both T1 and T2 covers given 
type names and T2 is more specific than T1, T2 is 
selected as a type expression for the given type 
names. 

In some cases, there can be two ancestors T1 
and T2 of a given pair of type names, and the 
ancestors may not hold any specifity relation 
between them. That is, neither GTT1⊃GTT2 nor 
GTT2⊃GTT1 holds. So, the youngest ancestor of the 
two given types is selected to represent them. 

In order to find a youngest ancestor of two 
given types, the shortest path containing one of 
their ancestors is found and the ancestor on that 
shortest path is the youngest ancestor of them. A 
type is also considered as an ancestor of itself. 
Thus, the youngest ancestor of types T1 and T2 will 
be T1  if T1 is an ancestor of T2. 

According to English type lattice, the youngest 
ancestor of come and go is type VERB, and the 
youngest ancestor of gel and git is type VERB 
according to Turkish type lattice in Figure 2. So, 
the following translation template with type 
constraints is induced from the match sequence “I 
(come,go) +PAST ↔ (gel,git) +PAST 
+1PSAGR”: 

I XVERB  +PAST  ↔  
YVERB  +PAST  +1PSAGR     

if   XVERB↔ YVERB
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 When we replace a difference (t1,t2) where t1 
and t2 are two different type names in their type 
lattice with a type name t3 which is the youngest 
ancestor of t1 and t2, we generalize (t1,t2) as t3. 
Each generalization has a generalization score to 
indicate the amount of that generalization. We use 
the length of the shortest path between t1 and t2 as 
a generalization score. For example, the score for 
the generalization of (come,go) as VERB is 2, 
because the length of the shortest path between 
come and go is 2. In fact, when a difference is 
generalized, the generalization with the smallest 
generalization score is used. We will say that 
gen(t1,t2) is t3, and genscore(t1,t2) is 2. 
 
 
4.2  Inferring A Type Expression for Two 

Strings 

If a difference has a constituent whose length 
is greater than one, the generalization of that 
difference cannot be an atomic type expression. If 
n is the length of the longest constituent of a 
difference, its generalization will be a type 
expression consisting of n atomic type 
expressions. If a difference is (a1...an,b1...bn) 
where the lengths of the constituents are equal, the 
generalization gen(a1...an,b1...b4)  will be 

 gen(a1,b1) gen(a2,b2) ... gen(an,bn). 

The generalization score genscore(a1...an,b1...bn) 
for this generalization will be equal to 

genscore(a1,b1) + genscore(a2,b2) + ...  
+ genscore(an,bn). 

If the lengths of constituents are different, we have 
to consider different possibilities and some 
symbols have to be generalized with empty strings. 
For example, we have to consider the following 
three generalizations for the difference (abc,de): 

 gen(a,d) gen(b,e) gen(c,ε) 
 gen(a,d) gen(b,ε) gen(c,e) 
 gen(a,ε) gen(b,d) gen(c,e) 

When there are more than one possible 
generalization for a difference, we select the one 
with the smallest generalization score. Since we 
assume that we have an imaginary type for each 
ground type name in the type lattice such that it is 
a parent of that ground type name and the empty 
string, the score of the generalization of a symbol 
with the empty string is assumed to be 2. The 
generalization of a symbol a and the empty string 
is represented by nullor(a). 

 Let us consider the following two translation 
examples. 

 I come +PAST  ↔ gel +PAST +1PSAGR
 I am go +ING  ↔ git +PROG +1PSAGR

For these examples, the following match sequence 
is found. 

I (come +PAST, am go +ING) ↔  
(gel +PAST, git +PROG) +1PSAGR 

In order to select the generalization for the 
difference (come +PAST, am go +ING), we have 
to consider the following three generalizations: 

 gen(come,am) gen(+PAST,go) gen(ε,+ING) 
gen(come,am) gen(ε,go) gen(+PAST,+ING) 
gen(ε,am) gen(come,go) gen(+PAST,+ING) 

Since the last generalization has the smallest 
generalization score, it will be selected as the 
generalization for this difference. So, the 
generalization for this difference will be the 
following type expression: 

 nullor(am) VERB TENSESUF 

Similarly, the difference (gel +PAST, git +PROG) 
has only one possible generalization: 

 gen(gel,git) gen(+PAST,+PROG) 

Thus, the generalization for the difference (gel 
+PAST, git +PROG) will be the following type 
expression: 

 VERB TENSESUF 

As a result, the following translation template with 
type constraints will be inferred from these two 
translation examples. 

I Xnullor(am) VERB TENSESUF ↔  
YVERB TENSESUF +1PSAGR    
if  Xnullor(am) VERB TENSESUF  ↔ YVERB TENSESUF

 
 
5  Conclusion  

In this paper, we have presented a learning 
technique that induces translation templates from 
given translation examples, by replacing the 
differing parts with variables. Types of variables 
are also learned during the learning phase from the 
replaced differing parts. The types of variables 
help to reduce the amount of wrong translation 
results by restricting the usage of the translation 
templates in unrelated contexts.  

The learning heuristic described in this paper 
has been implemented as a part of an EBMT 
system between English and Turkish. When the 
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translation results of the EBMT system using 
translation templates with type constraints were 
compared with the translation results of the EBMT 
system using translation templates without type 
constraints, the type constraints have eliminated 
more wrong translations from the translation 
results. 

The type expression that is inferred for a 
variable replacing a difference with two symbols 
depends on the shortest path between those two 
symbols in their type lattice. The youngest 
ancestor of those symbols is the generalization of 
that difference. By selecting the youngest ancestor 
for those symbols, we hope that we get the most 
specific generalization for those symbols. The 
youngest ancestor may not be most specific 
generalization depending on those symbols and the 
structure of the type lattice. Although there can be 
another techniques to find the most specific 
generalization, the shortest path is one of the good 
techniques. 

The inferred type expression by the 
generalization technique presented here is a most 
specific generalization. If we do not use any type 
constraint for a variable, it will be most general 
generalization. Other generalizations may be 
preferred by using certain generalization metrics. 
In this case, the regular expressions can be a better 
choice to represent type expressions. We are 
currently investigating these alternatives. 

In this paper, the constraints for the variables 
are type constraints. The generalization technique 
described here can be also used in the inference of 
the semantic constraints if the semantic lattices 
(similar to Wordnet)  are available for source and 
target languages. The quality of translation 
templates will depend on the quality of the used 
semantic lattices. The EBMT system in [7] also 
tries to generalize semantic features. 
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1 Introduction

Homogeneity of large corpora is still a largely
unclear notion. In this study we first make a
link between the notions of similarity and ho-
mogeneity : a large corpus is made of sets of
documents to which may be assigned a score
in similarity defined by cross-entropic measures,
such similarity being implicitly expressed in the
data. The distribution of the similarity scores
of such subcorpora may then be interpreted as a
representation of the homogeneity of the main
corpus. A blatant fact is that the quality of
an example-based machine translation (EBMT)
system will depend heavily on the training ex-
amples it is fed. Being able to tune an MT
system to a specific application through a wise
selection of training data is therefore a critical
issue. From this viewpoint, such a representa-
tion of homogeneity may be used to perform
corpus adaptation to tune an EBMT system to
the particular domain, or sublanguage, of an ex-
pected task. In the following study we further
describe this framework and compare it with
existing methods based on computing linguistic
feature frequencies.

(Cavaglià 2002) made the general assump-
tion that a corpus-based NLP system generally
yields better results with homogeneous rather
than heterogeneous training data, and experi-
mented on a text classifier system (Rainbow1),
with mixed conclusions. Not finding such an
assumption completely straightforward, we re-
assess it by experimenting on language model
perplexity, and on a grammar-based EBMT sys-
tem translating from Japanese to English, in or-
der to see if there is a real correlation between
EBMT system performance and the homogene-
ity of the corpus of examples.

1See http://www.cs.cmu.edu/mccallum/bow .

2 A framework for corpus
homogeneity

2.1 Previous work on corpus similarity
and homogeneity

Corpus similarity has been extensively studied
in past literature, and a wide range of mea-
sures have been put forward : (Kilgarriff and
Rose 98; Kilgarriff 2001) investigated the sim-
ilarity and homogeneity of corpora and pro-
ceeded to compare “Known Similarity Corpora”
(KSC) using perplexity and cross-entropy on
words, word frequency measures, and a χ

2-
test which they found to be the most robust.
However (as acknowledged in (Kilgarriff and
Rose 98)), such a comparison methodology re-
quires that the two corpora chosen for compar-
ison are sufficiently similar that the most fre-
quent lexemes in them almost perfectly over-
lap. Whereas intuition would hint at this be-
ing true for very large corpora, (Liebscher 2003)
showed by comparing frequency counts of differ-
ent Google Group corpora that it is generally
not the case. Furthermore, measuring homo-
geneity by counting word / lexeme frequencies
introduces another additional difficulty : this
assumes that the word is a clearly defined unit,
which is not the case in the Chinese (Sproat
and Emerson 2003) or Japanese language (Mat-
sumoto et al., 2002), for instance, where there
is no word segmentation.

We claim that similarity between corpora can
be adequatly quantified with a coefficient based
on the cross-entropies of probabilistic models,
built upon reference data. The approach needs
no explicit selection of features and is lan-
guage independent, as it relies on character-
based models (as opposed to word-based mod-
els) thus bypassing the word segmentation issue
and making it applicable on any electronic data.

The cross-entropy HT (A) of an N-gram model
p constructed on a training corpus T , on a test
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corpus A = {s1, .., sQ} of Q sentences with si =
{c

i
1..c

i
|si|

} a sentence of |si| characters is:

HT (A) =

∑Q
i=1[

∑|si|
j=1 −logp

i
j]

∑Q
i=1 |si|

(1)

where p
i
j = p(ci

j |c
i
j−N+1..c

i
j−1).

We therefore define a scale of similarity be-
tween two corpora on which to rank any third
given one. Two reference corpora T1 and T2 are
selected by the user, and used as training sets to
compute N-gram character models. The cross-
entropies of these two reference models are es-
timated on a third test set T3, and respectively
named HT1

(T3) and HT2
(T3) as in the notation

in Eq. 1. Both model cross-entropies are es-
timated according to the other reference , i.e.,
HT1

(T2) and HT1
(T1), HT2

(T1) and HT2
(T2) so

as to obtain the weights W1 and W2 of refer-
ences T1 and T2 :

W1 =
HT1

(T3) − HT1
(T1)

HT1
(T2) − HT1

(T1)
(2)

and :

W2 =
HT2

(T3) − HT2
(T2)

HT2
(T1) − HT2

(T2)
(3)

after which W1 and W2 are assumed to be the
weights of the barycenter between the user-
chosen references. Thus

I(T3) =
W1

W1 + W2
(4)

is defined to be the similarity coefficient be-
tween reference sets 1 and 2, which are respec-
tively corpus T1 and corpus T2 . Let us point out
that given the previous assumptions, I(T1) = 0
and I(T2) = 1 ; furthermore, any given corpus
T3 is then awarded a score between the extrema
I(T1) = 0 and I(T2) = 1

This framework may be applied to the quan-
tification of the similarity of large corpora, by
projecting them to a scale defined implicitly
via the reference data selection. In this study
we specifically focus on a scale of similarity
bounded by a sublanguage of spoken conver-
sation on the one hand, and a sublanguage of
written style media on the other.

2.2 Experimental data used

To set up a scale of similarity between spoken
conversation style data and written style docu-

ments, we need to select reference data which
shall implicitly bound the scale.

For the sublanguage of spoken conversa-
tion we used for both English and Japanese
languages the SLDB (Spontaneous Speech
Database) corpus, a multilingual corpus of raw
transcripts of dialogues described in (Nakamura
et al., 1996).

For the sublanguage of written style me-
dia, we used for the English language a part
of the Calgary2 corpus, familiar in the data-
compression field, containing several contem-
porary English literature pieces3, and for the
Japanese language a corpus of collected articles
from the Nikkei Shinbun newspaper4.

The large multilingual corpus that is used in
our study is the C-STAR5 Japanese /English
part of an aligned multilingual corpus, the Basic
Traveller’s Expressions Corpus (BTEC).

Statistical aspects for each corpus are shown
in Tables 1 and 2 for English and Japanese.

A prerequisite of the method is that levels of
data transcriptions are strictly normalized, so
that the comparison is not made on the tran-
scription method but on the underlying signal
data itself.

2.3 A comparison with other existing
similarity measures

As mentioned in Section 2.1, a number of sim-
ilarity measures have been investigated, which
make use of linguistic feature counts such as the
frequency lists of words or lexemes. Such meth-
ods assume that the word is a well-defined unit,
or rely on the use of segmenters when dealing
with languages in which text is not segmented
into words. We wish to compare our proposed
method to two measures based on feature fre-
quency computation, which have been previ-
ously applied to English corpora in past litera-
ture : Chi Square (χ2) and Log-likelihood (G2).
Both measures are symmetric, and compare one
document to another via their feature frequency
lists. The ouput number is interpreted as an

2The Calgary Corpus is available via anony-
mous ftp at ftp.cpcs.ucalgary.ca/pub/projects-
/text.compression.corpus .

3Parts are entitled book1, book2 and book3.
4The use of classical Japanese literature is not ap-

propriate as (older) copyright free works make use of a
considerably different language. In order to maintain a
certain homogeneity, we limit our study to contemporary
language.

5See http://www.c-star.org .
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English corpora SLDB BTEC Calgary
Word/Sent. 11.27±6.85 5.94±3.25 20.21±15.18
Char./Sent. 64.51±35.95 31.15±17.02 107.70±84.69
Char./Word 5.72 5.24 5.33

Total Char. 1,037K 5,026K 757K
Total Words 181.2K 964.2K 142.2K
Total Sent. 16,078 162,318 7,035

Table 1: Statistical aspects of several English corpora. (Mean ± std. dev)

Japanese corpora SLDB BTEC Nikkei
Char./Stce (Mean) 32.61±22.22 14.45±7.12 44.21±28.34
Total Char. 20,806K 2,426K 2,772K
Total Sent. 84,751 162,318 253,016

Table 2: Statistical aspects of several Japanese corpora. (Mean ± std. dev)

inter-document distance.

2.3.1 Similarity measures in previous
works

The Chi Square measure (χ2), as in (Kilgarriff
2001) : the number of occurrences of a feature
that would be expected in each document is cal-
culated from the frequency lists. If the sizes of
documents A and B are respectively NA and
NB , and feature w has been observed with a
frequency of ow,A in A and ow,B in B, then the
expected value ew,A is :

ew,A =
NA(ow,A + ow,B)

NA + NB
(5)

and likewise for ew,B for document B. The χ
2

value for the document pair A and B is then
computed as follows :

χ
2 =

n∑

i=1

(oi − ei)
2

ei

(6)

with the sum over the n features.
The Log-likelihood measure (G2) : (Dunning

1993) showed that G
2 is a better approximation

of the binomial distribution than χ
2, especially

for less frequent events. It was shown to work
well with documents of various sizes and to al-
low the comparison of both frequent and rare
events. G

2 is the sum of the log-likelihoods G
2
w

of all n features w :

G
2
w = 2(a log(a) + b log(b) + c log(c) + d log(d)

− (a + b) log(a + b) − (a + c) log(a + c)

− (b + d) log(b + d) − (c + d) log(c + d)

+ (a + b + c + d) log(a + b + c + d)) (7)

Doc.A Doc.B
w a b
¬w c d

Table 3: Contingency table for feature w in doc-
uments A and B.

a, b, c and d being defined for each feature by
the contingency table given in Table 3, so that
in the end :

G
2 =

n∑

i=1

G
2
i (8)

Both measures yield a value which is inter-
preted as the inter-document distance between
two documents. Such distances can in turn be
transposed in the view of our framework, so as
to define similarity coefficients based on G

2 and
χ

2 (i.e., character cross-entropy HT (A) is re-
placed in our framework by χ

2 or G
2 measures).

2.3.2 Evaluation

In order to compare our method with the alter-
native similarity coefficients based on G

2 and
χ

2, we use the method of Known Similarity Cor-
pora (KSC) as in (Kilgarriff 2001). The com-
parison will be performed on Japanese, a lan-
guage without clear word segmentation, so that
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text data will first have to be run through an
analyser when using G

2 and χ
2 distances. To

allow a fair comparison, our method will be ap-
plied on raw unsegmented data. We construct
three sets of KSCs with the previously described
SLDB, BTEC and Nikkei corpora (See Section
2.2) : slices of 10, 000 words (or their equivalent
in unsegmented data) are taken from each cor-
pus and randomly rearranged so that each KSC
set includes different mixes of one pair of cor-
pora. For instance, the KSC set of SLDB and
BTEC includes a subset s10b0 containing ten
slices of SLDB and zero slices of BTEC (100%
SLDB, 0% BTEC), a subset s9b1 of nine slices
of SLDB and one slice of BTEC (90% SLDB,
10% BTEC), and so on. Each subset is made
of ten slices and is therefore the equivalent of
100, 000 words of data, on which we can pro-
duce a number of Gold Standard assertions,
such as “s10b0 should be ranked with a lower
coefficient than s9b1 because all its data comes
from the corpus SLDB” (if we assume that cor-
pora more similar to SLDB get low coefficients,
and more similar to BTEC, high coefficients).
Each KSC set is made of 11 subsets of 100 000
words of data. The equivalent of 500, 000 words
of data is left out to be used as references for
distance/entropy estimation in our framework.
As in (Cavaglià 2002), frequency lists include
the 500 most frequent features in each docu-
ment (preliminary experiments having shown
that best results were achieved for 320 to 640
features).

Once KSC sets have been prepared they are
scored on the three coefficients and ranked ac-
cordingly. The ranks are then compared to the
Gold Standard rankings through the computa-
tion of Kappa coefficients, and Spearman rank
order correlations. Results are shown in Table 4.

The KSC method has the following limita-
tions to its validity : firstly, it does not compare
different language varieties but rather mixes of
the same varieties. Secondly, the size of slices
may be too small to allow a fair comparison,
as one corpus used in a KSC set might include
highly heterogeneous parts. All three measures
display very high correlations with the Gold
Standard rankings. This only tends to con-
firm their validity as similarity indicators, at
least when dealing with mixes of the same vari-
eties of language. The best scores differ depend-
ing on the KSC sets, showing no superiority of
one measure over the other two. However, our

method could be applied to Japanese data with
no prior preprocessing, such as word segmenta-
tion, which makes its range of application wider
than any measure relying on counting linguistic
features such as words or lexemes.

2.4 Representing corpus homogeneity

Corpora are collected sets of documents usu-
ally originating from various sources. Whether
a corpus is homogeneous in content or not is
scarcely known besides the knowledge of the na-
ture of the sources. As homogeneity is multidi-
mensional (see (Biber 1988) and (Biber 1995)
for considerations on the dimensions in register
variation for instance), one cannot trivially say
that a corpus is homogeneous or heterogeneous :
different sublanguages show variations that are
lexical, semantic, syntactic, and structural (Kit-
tredge and Lehrberger 1982).

In this study we wish to implicitly capture
such variations by applying the previously de-
scribed similarity framework to the representa-
tion of homogeneity. Coefficients of similarity
may be computed for all smaller sets in a cor-
pus, the distribution of which shall depict the
homogeneity of the corpus relatively to the scale
defined implicitly by the choice of the reference
data.

Homogeneity as depicted here is relative to
the choice of reference training data, which im-
plicitly embrace lexical and syntactic variations
in a sublanguage (which are by any means not
unidimensional, as argued previously). We fo-
cus on a scale of similarity bounded by a sublan-
guage of spoken conversation on the one hand,
and a sublanguage of written style media on the
other.

3 A study of the homogeneity of a
large bicorpus: the BTEC

The BTEC is a collection of sentences originat-
ing from 197 sets (one set originating from one
phrasebook) of basic travel expressions. Here
we examine the distribution of the similarity co-
efficients assigned to its subsets.

Whereas the corpus may be segmented in a
variety of manners, we wish to proceed in two
intuitive ways : firstly, by keeping the original
subdivision, i .e ., one phrasebook per subset ;
secondly, at the level of the sentence, i .e ., one
sentence per subset .

Figure 1 shows the similarity coefficient dis-
tributions for Japanese and English at the sen-
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Kappa IEntropy Iχ2 IG2

SLDB-BTEC 0.5 0.7 0.8
SLDB-Nikkei 0.9 0.7 0.7
BTEC-Nikkei 0.6 0.9 0.9

Spearman IEntropy Iχ2 IG2

SLDB-BTEC 0.918 0.973 0.990
SLDB-Nikkei 1.000 0.936 0.990
BTEC-Nikkei 0.982 1.000 1.000

Table 4: Kappa coefficients (ten intervals) and Spearman correlation scores of rank orders produced
by similarity coefficients based on entropy, χ

2 and G
2 compared to the Gold Standard ranks.

tence and subset level, and Table 5 shows their
means and standard deviations.

Coefficient Japanese English

Phrasebook 0.330±0.020 0.288±0.027
Line 0.315±0.118 0.313±0.156

Table 5: Means ± standard deviations of the
similarity coefficient distributions in Japanese
and English.

The difference in means and standard devi-
ation values is explained by the fact that all
phrasebooks do not have the same size in lines6.
The distribution of similarity coefficients at the
line level, however similar to the distribution at
the phrasebook level, suggests in its irregulari-
ties that it is indeed safer to use a larger unit to
estimate cross-entropies. Moreover, we wish not
to tamper with the integrity of the original sub-
sets, that is to keep the integrity of phrasebook
contents as much as possible.

Let us point out that on the phrasebook level,
the similarity coefficient has a low correlation
on both the average phrasebook length (0.178)
and the average line length (0.278) (which does
not make it a too “shallow” profiling method).
On the other hand, correlation is high between
the coefficients in Japanese and English (0.781),
which is only to be expected intuitively.

4 Experiments

4.1 Method

This work wishes to reassess the assumption
that, for a similar amount of training data,

6The BTEC phrasebooks have an average size of 824
lines with a standard deviation in size of 594 lines.

an example-based NLP system performs better
when its data tends to be homogeneous. Here
we use the representation of homogeneity de-
fined by the similarity coefficient scale to select
data that tends to be homogeneous to an ex-
pected task. Experiments are performed both
on randomly selected data, and on data selected
according to their similarity coefficient. The
closer the coefficient of the training data is to
the coefficient of the expected task, the more
appropriate.

We assume that the task is sufficiently rep-
resented by a set of data from the same do-
main as the large bicorpus used, the BTEC.
Experiments are performed on a test set of 510
Japanese sentences which are randomly taken
from the resource (and excluded from the train-
ing set). These sentences are first used for lan-
guage model perplexity estimation, then as in-
put sentences for the EBMT system. The task
is found to have a coefficient of I0 = 0.331. The
average coefficient for a BTEC phrasebook be-
ing 0.330, the random selection of the test set
making sure that the task is particularly in the
domain of the overall resource. We examine the
influence of training data size first on language
model perplexity, then on the quality of trans-
lation from Japanese to English by an example-
based MT system.

4.1.1 Language model perplexity

Even if perplexity does not always have a high
correlation with NLP system performance, it is
still a valuable indicator of language model com-
plexity as it gives an estimate of the average
branching factor in a language model. The mea-
sure is popular in the NLP community because
admittedly, when perplexity decreases, the per-
formance of systems based on stochastic models
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Figure 1: Distributions of similarity coefficients at the sentence level (thin line) and at the phrase-
book level (thick line), respectively for Japanese and English.
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Figure 2: BLEU, NIST and mWER scores for EBMT systems built on increasing amounts of
randomly chosen and homogeneous BTEC data.

tends to increase.

We compute perplexities of character lan-
guage models built on variable amounts of train-
ing data first randomly taken from the Japanese
part of the BTEC, and then selected around
the expected task coefficient I0 (thresholds are
determined by the amount of training data to
be kept). Cross-entropies are estimated on the
510 sentence test set, and all estimations are
performed five times for the random data selec-
tions and averaged. Figure 3 shows the char-
acter perplexity values for increasing amounts
of data from 0.5% to 100% of the BTEC and
interpolated. As was to be expected, perplex-
ity decreases as the amount of training data
increases and tends to have an asymptotic be-

haviour when more data is being used as train-
ing.

While homogeneous data yield lower perplex-
ity scores for small amounts of training data (up
to 15% of the resource - roughly 1.5 Megabytes
of data), beyond this value perplexity is slightly
higher than for a model trained on randomly
selected data. Except for the smaller amounts
of data, there indeed seems to be no benefit in
using homogeneous rather than random hetero-
geneous training data for model perplexity. On
the contrary, excessively restricting the domain
seems to yield higher model perplexities.
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Figure 3: Perplexity of character language mod-
els built on increasing amounts of randomly cho-
sen BTEC and homogeneous Japanese data.

4.1.2 Automatic evaluation of the
translation quality

In this section we experiment on a Japanese
to English grammar-based EBMT system,
HPATR (described in (Imamura 2001)), which
parses a bicorpus with grammars for both
source and target language. Translation is
done by automatically generating transfer pat-
terns from bilingual trees constructed on the
parsed data. Not being an MT system based
on stochastic methods, it is conveniently used
here as a task evaluation criterion complemen-
tary to language model perplexity.

Systems are likewise constructed on variable
amounts of training data, and evaluated on the
same previous task of 510 Japanese sentences,
to be translated from Japanese to English.

Because it is not feasible here to have hu-
mans judge the quality of many sets of trans-
lated data, we rely on an array of well known au-
tomatic evaluation measures to estimate trans-
lation quality :

� BLEU (Papineni et al. 2002) is the geo-
metric mean of the N-gram precisions in
the output with respect to a set of refer-
ence translations. It is bounded between 0
and 1, higher scores indicate better trans-
lations, and it tends to be highly correlated
with the fluency of outputs ;

� NIST (Doddington 2002) is a variant of

BLEU based on the arithmetic mean of
weighted N-gram precisions in the output
with respect to a set of reference transla-
tions. It has a lower bound of 0, no upper
bound, higher scores indicate better trans-
lations, and it tends to be highly correlated
with the adequacy of outputs ;

� mWER (Och 2003) or Multiple Word Error
Rate is the edit distance in words between
the system output and the closest reference
translation in a set. It is bounded between
0 and 1, and lower scores indicate better
translations.

Figure 2 shows BLEU, NIST and mWER
scores for increasing amounts of data from 0.5%
to 100% of the BTEC and interpolated. As was
expected, MT quality increases as training data
increases and tends to have an asymptotic be-
haviour when more data is being used in train-
ing.

Here again except for the smaller amounts of
data (up to 3% of the BTEC in BLEU, up to
18% in NIST and up to 2% in mWER), us-
ing the three evaluation methods, translation
quality when using random heterogenous data
is found to be equal or higher than when using
homogeneous data. If we perform a mean com-
parison of the 510 paired score values assigned
to sentences, for instance at 50% of training
data, this difference is found to be statistically
significant between BLEU, NIST, and mWER
scores with confidence levels of 88.49%, 99.9%,
and 73.24% respectively.

5 Discussion and future work

The contribution of this work is twofold :
We describe a method of representing similar-

ity to reference sublanguages through a cross-
entropic measure, that can be used to profile
the homogeneity of language resources. Com-
paring our approach to other existing similarity
measures shows similar performance, while ex-
tending widely their range of application to elec-
tronic data written in languages with no clear
word segmentation. A corpus may be repre-
sented by the distribution of the similarity co-
efficients of the smaller subsets it contains, and
atypical therefore heterogeneous data may be
characterized by the lower occurrences of their
values.

We further observe that marginalizing such
atypical data in order to restrict the domain on
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which a corpus-based NLP system operates does
not yield better performance, either in terms of
perplexity when the system is based on stochas-
tic language models, or in terms of objective
translation quality with an EBMT system.

Having observed that heterogeneous data in a
resource may indeed contribute to better NLP
system performance, one of our objectives for
future work is to study corpus adaptation with
Out-of-Domain data. While (Cavaglià 2002)
also acknowledged that for minimal sizes of
training data, the best NLP system perfor-
mance is reached with homogeneous resources,
we would like to know more precisely why and
to what extent mixing In-Domain and Out-of-
Domain data could yield better accuracy.

As far as the representation of homogeneity
is concerned, other experiments are needed to
tackle the multidimensionality of sublanguage
varieties less implicitly. We would like to con-
sider multiple sublanguage references to untan-
gle the dimensions of register variation in spo-
ken and written language.
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Abstract
The METIS-II project1 is an example-based ma-
chine translation system, making use of minimal
resources and tools for both source and target lan-
guage, making use of a target-language (TL) corpus,
but not of any parallel corpora.

In the current paper, we discuss the view of our
team on the general philosophy and outline of the
METIS-II system.

1 Introduction: Background of METIS-II
The METIS-II project is an example-based ma-
chine translation project, which in principle does
not make use of parallel corpora. As most other
known example-based machine translation (and sta-
tistical) systems make use of parallel corpora or bi-
texts, our system is a new approach towards the au-
tomated translation problem (Dologlou et al., 2003),
although e.g. Grefenstette (1999) made use of the
world wide web in combination with a bilingual lex-
icon to translate compounds from Spanish and Ger-
man to English.

We deviced our system to be used in those cir-
cumstances where other machine translation sys-
tems are not available or of insufficient quality, be-
cause of lack of sufficiently large parallel corpora,
in general or for the given domain, or because of
the unavailability of the desired language pair. This
is often the case in the European context as there is
a high number of smaller languages.

Building a rule-based system for language pairs
involving smaller languages is too costly and time
consuming. By building a hybrid system2, which
does not rely on parallel corpora and which does not
use an extensive rule set, the METIS-II consortium
provides an alternative solution.

For a system like METIS it is therefore not nec-
essary to invest scores of man years into developing

1Project FP6-IST-003768 funded by the IST in the 6th
Framework.

2EBMT systems are often hybrid, incorporating some rule-
based and statistical methods (Somers, 2003). In this case, e.g.
the chunker is rule-based.

a rule-based MT system or several man years into
collecting and preparing bilingual corpora. METIS
should work just using basic resources. The way the
system is designed, however, should allow for the
use of more advanced resources as well. It should
for example allow the use of a source-language (SL)
corpus plus the data that can be distilled from it.
It should also allow for integration with a transla-
tion memory (TM). Once enough material has been
translated and post-edited, such a TM is to be con-
sidered a very valuable part of the workflow. There-
fore, such aspects should be taken into account
when developing the framework. This (automated)
TM is not going to be used the traditional way, but
during translation itself to build up a parallel cor-
pus containing all SL sentences and their transla-
tions (after approval by the user). This will be used
as an extra bilingual set of preferred translations that
can be selected by the METIS engine. This way the
performance of METIS-II when dealing with phe-
nomena like light verbs or prepositional objects may
improve quite seriously. The real challenge how-
ever is to develop a system to start with for a given
language pair or a given domain when little or no
other resources are available but a bilingual dictio-
nary and a TL corpus: it should be good enough
that people are willing to use it because otherwise
there will in the end be no ‘parallel’ corpus derived
from TM to improve the quality of the translations!
Therefore, within the current project we are concen-
trating on developing the main translation tool.

The rationale behind the METIS projects is that a
monolingual corpus in the TL, together with a bilin-
gual dictionary guiding the raw lemma-to-lemma
translation, should in principle suffice to generate
good translations using a combination of statistics
and linguistic rules, i.e. a hybrid approach. This
monolingual TL corpus is likely to contain (parts
of) sentences with the target words in them. Find-
ing and recombining these is in fact what METIS-II
is about. Successful development of such a simple
tool for a rather complex task could give NLP a real
boost in circumstances in which little resources are
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available : tasks for which parallel corpora and other
expensive resources were thought to be indispens-
able, are then proved to be feasible without them.

Although the languages involved in METIS-II
(Dutch, German, Greek, and Spanish as SL, English
as TL) do not really belong to the smaller languages
referred to above, we refrain from using such re-
sources that are usually only available for the larger
languages. The system therefore needs to be de-
signed in such a way that it can be used for other
(Indo-European) languages by plugging in the ap-
propriate language-dependent modules. Therefore,
we make use of resources that either will already be
available for most languages, smaller ones included,
or can be developed rather easily and at low cost.

Next to the bilingual dictionary and a TL corpus
we also make use of

1. a tokeniser,

2. a part-of-speech tagger,

3. a chunker,

4. a lemmatiser/morphological generator (Carl et
al., 2005).

In case the TL corpus is not yet tagged, chunked
and lemmatised, this should be done as well, mean-
ing that tools for doing so (1 - 4) should also be
available for the TL. We are using the BNC as TL
corpus, which is already tagged but not yet chunked
and lemmatised. So we need a chunker and lemma-
tiser for English as well.

The approach described below differs from the
one adopted in METIS-I in that

� sentences are cut up in smaller chunks;
� linguistic information is also used outside the

mapping rules;
� the TL corpus is indexed in different ways in

order to increase the time efficiency;
� a general-purpose working prototype is built.

In a first stage, the consortium partners conduct
separate experiments on different ways of chunk-
ing (no chunking, grammatical chunking, n-grams),
indexing, and creating a search engine. Other ap-
proaches can be found in (Markantonatou et al.,
2005) and (Badia et al., 2005).

METIS-II (like METIS-I) targets the construc-
tion of free text translations making use of pattern-
matching techniques and target-language retrieval
from a large monolingual TL corpus. The system’s
performance and adaptability is enhanced by:

� breaking sentence-internal barriers: the system
retrieves pieces of sentences (chunks) and re-
combines them to produce a final translation;

� extending the resources and integrating new
languages;

� using post-editing facilities;
� adopting semi-automated techniques for adapt-

ing the system to different translation needs;
� taking into account real user needs, especially

as far as the post-editing facilities mentioned
before are concerned.

2 Global description of the METIS-II
system

When translating a word by meas of the bilingual
dictionary, translations one gets are often inaccu-
rate, as it is often the case that one and the same
lemma, even when the tag is taken into account as
well, may be translated in several ways. In such a
case the right choice often depends on its context:
the choice of an adjective may depend on the noun
it is combined with, and the same holds for the re-
lation between the verb and its object noun or the
presence of a determiner before a noun, e.g.:

(1) Ik
I

beschouw
consider

Churchill
Churchill

als
as

een
a

groot
tall/great

politicus.
politician.
I consider Churchill to be a great politician.

In a first step the sentence to be translated is
tokenised, tagged, lemmatised and chunked. When
all lemmas in the SL sentence have got one or more
translations in the TL, one may try to find this
‘sentence’ as such in the target language. The order
of words in the TL often differs from that in the SL.
Therefore all translated lemmas are offered chunk
by chunk in a bag, i.e. unordered. It is clear that
finding the literal translation of the SL sentence in
the TL corpus is not very likely to succeed, except
for fixed expressions and the like. Therefore, our
procedure is implemented in a bottom-up way. First
the lowest-level chunks are handed to the search
engine to find a match in the SL corpus. One of
the tasks in searching the TL corpus is finding
the right translation of words (rather: lemmas)
on basis of the context, next to the correct order.
That is why co-occurence in NPs is so important.
In order to translate clauses and whole sentences,
the same procedure is applied to combinations of
verbs and heads of NPs and PPs (always using the
bag-of-lemmas approach), until every level of the
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shallow parse tree has been checked with the TL
corpus.

To translate expressions, they have to be chunked
as such in the SL analysis. The expression needs
to be the lowest level of the shallow parse tree and
is translated immediately using the expressions sec-
tion of the bilingual dictionary.

When these are found, the various translations are
assigned probability scores, and it depends on these
scores which translation is favoured. These scores
also determine how the translated string is presented
to the end user for treatment during post-editing; un-
reliable or doubtful translations are marked as such.
Before post-editing takes place, postprocessing has
been taken care of by the system itself (automatic
‘adjustment’ of agreement, morphological genera-
tion of terms and the like).

In the next sections, we will describe of which
modules METIS-II consists, and the requirements
that are already clear (as we are still experimenting
[cf. (Vandeghinste et al., 2005)], several things are
still unclear).

3 General concepts
Before the various modules are described, some
more general concepts should be described as these
play an important role in our system.

3.1 Universal data format
The idea is to have one universal data format for all
the data that go through the system. It is an XML
format that can be read and produced by all the mod-
ules and tools involved. Each single module picks
the parts it is interested in and adds further informa-
tion when needed. The representation can be piped
through the different processes and visualised in the
GUI of the user environment. The proposed format
is not definitive yet, since the research on the search
engine might force us to add additional features.

The representation needs to

1. represent all information added and needed by
the different processing modules and tools, e.g

� reading in the (tagged) source sentence
� morphological analysis and lemmatisa-

tion
� chunking
� dictionary lookup
� add synonyms from other sources, e.g.

WordNet3

3Languages that have not got their own implementation of
WordNet, could use bilingual dictionaries to English and the
English WordNet to find synonyms and other relations.

� apply mapping rules
� perform syntactical and morphological

generation
� output target-language sentence

2. allow and deal with ambiguities on several lev-
els

� ambiguity of tags (more possible tags at-
tached to one token)

� ambiguity of lemmas (more possible lem-
mas for one token)

� ambiguity of translations (more possible
translations)

� ambiguity introduced by the tag-mapping
rules (the rules have more than one right-
hand side)

� ambiguity of chunks/bags (more possibil-
ities because of tag, lemma, translation
and tag-mapping ambiguities)

Each step in the overall process adds or changes a
section delimited by XML tags. We use three types
of representations, the � s � tags (sequences, i.e.
ordered sets of tokens or bags, thus chunks, clauses,
sentences), � b � tags (bags, i.e. unordered sets of
tokens or chunks) and � t � (tokens). The lowest
level of the representations (leaves in the tree) is
called a ‘token’. The sequences and bags are roots
of (embedded) graphs. The type of root tells how
the nodes are connected in the subgraphs (ordered
or unordered sets). We do not allow cyclic graphs.
Tokens do only occur as leaves of the tree and or the
lowest-level representation.

3.2 Dictionary format
Every tab-separated dictionary is easily converted to
the XML dictionary format by a simple script. We
need at least four columns: source-language lemma,
source-language PoS, target-language lemma and
target-language PoS. The source-language lemma
and PoS are represented by � sll � and � slt �
tags. The translations are represented by lemma-tag
pairs ( � tll � and � tlt � tags). Adding addi-
tional tags allow for discontinuous units to be rep-
resented.

The tags in the dictionary are those of the lemma
(i.e. abstracting away from plural etc), unless some
tokens are to show up in a particular form (i.e. in
fixed expressions). Note that we cannot do with
only one column of PoS tags ‘because a noun in the
SL will become a noun in the TL as well’. Note
that the situation is not always that straightforward,
for example when one word in the SL is to be
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translated in several in the TL. But especially when
the tag sets of SL and TL are designed in different
ways (i.e. form-oriented and function-oriented,
resp.) there are many inconsistencies.

The Dutch-English dictionary was compiled
from the free Ergane4 dictionary and the Dutch part
of EuroWordNet5 (Dirix, 2002a). The entries and
PoS tags are checked manually. It contains about
110 000 lemma-to-lemma translations.

Example:

(2) zijn
one ’s

oog
eye

laten
let

vallen
fall

op
on

have one’s eye on

�
lx � �

sll � �
u i="1" � �

abstr level="token" � �
/u ��

u i="2" � oog �
/u ��

u i="3" � laten �
/u ��

u i="4" � vallen �
/u ��

u i="5" � op �
/u ��

/sll ��
slt � �

u i="1" � VNW �
/u ��

u i="2" � N �
/u ��

u i="3" � WW �
/u ��

u i="4" � WW �
/u ��

u i="5" � VZ �
/u ��

/slt ��
tll � �

u i="1" � have �
/u ��

u i="2" � �
abstr level="token" � �

/u ��
u i="3" � eye �

/u ��
u i="4" � on �

/u ��
/tll ��
tlt � �

u i="1" � VV? �
/u ��

u i="2" � DTS �
/u ��

u i="3" � NN1 �
/u ��

u i="4" � PRP �
/u ��

/tlt ��
/lx �

The � u � tags represent continuous units. In this
case, all Dutch words can permute and have to be
in separate units. We use � abstr � in order to
abstract the possessive pronoun in Dutch and in the
English, since the expression can be used for all per-
sons and both numbers. Abstraction cannot only be
done on the token level, but also on the phrase or
clause level.

3.3 Weights
Every step in the translation process which leads to
ambiguities takes all the alternatives into account

4http://www.travlang.com/Ergane/
5(Vossen et al., 1999)

and applies a weight to each of these solutions. In-
troducing weights allows for disambiguation and
choosing the most likely translation.

When tagging is performed, TnT provides us
with probabilities of alternative tags, which we will
use as weights. To get the weights of the different
shallow parse trees, we multiply the weights of the
tagged tokens for that shallow parse tree, and assign
this product to the shallow parse tree. The weights
of the tagged tokens are then set to 1.

Lemmatisation occasionally leads to different al-
ternatives. When this is the case, the same type of
weight assignment is applied as above.

When a lemma is looked up in the bilingual dic-
tionary, this can result in several alternative transla-
tions. For now, we assign an equal weight to these
alternatives, but in a later stage we might apply
weights based on the frequency of the alternative.
Experiments will have to show if this improves the
average translation quality.

When matching a bag with a corpus entry, we use
the frequency of that corpus entry divided by the
total frequency of all the matching corpus entries.

The total weight of a translation alternative will
be the product of all the above mentioned weights.
The user will also be able to tune the weights of
different PoS and sub-PoS categories, e.g. assign
a lower penalty for not translating articles or light
verbs. The end user can also set the weight assigned
to using phrases stored in the TM.

3.4 Mapping rules
Mapping rules are used to perform changes between
SL and TL tokens and strings, or to relate such to-
kens and strings. An example of the latter are the
tag-mapping rules. Other mapping rules may in-
sert, delete, modify or permute tokens and strings.
An example of insertion is do-support, which as a
consequence also modifies the appearance of other
tokens (him, see , John, ? � do, him, see, John,
?). The tag sets used in SL and TL are likely to be
different. As we are to know which tag in the SL
tag set corresponds to which tag in the TL tag set,
we are to draw a table in which equivalent tags are
related (one-to-one, many-to-one or one-to-many).
When translating between Dutch and English, us-
ing the CGN tag set (Van Eynde, 2004) for Dutch
and the CLAWS5 tag set6, over 300 CGN tags are
to be related to some 70 CLAWS5 tags. This means
that in quite a number of cases several CGN tags are
to be mapped onto one and the same CLAWS5 tag,
although there are also a number of cases in which
it is the other way around. This is also because of

6Cf. http://www.comp.lancs.ac.uk/ucrel/claws5tags.html.
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the fact that the CGN tag set is form-based and the
BNC tag set is function-based.

The attributes of the Dutch tag for possessive
pronouns (VNW(bez)) cover distinctions in
person, number and form reduction (63 different
combinations in total), while CLAWS5 make no
subdivisions and has only one tag (DPS). On the
other hand, a simplex tag for singular present tense
(1st person) WW(pv,tgw,ev)is related to a series
of tags via the tag-mapping rule
[V-1] WW(pv,tgw,ev) � VBB,VDB,VHB,VVB,...

since the BNC makes a distinction between aux-
iliary verbs (to be, to have, and to do), modal
auxiliary verbs and other verbs.

Which of these CLAWS5 tags turns out to be the
correct one for a given verb, is deduced from the
lexicon. For ben, for example, the correct tag to be
related to the Dutch one will be VBB, as the lemma
of am has a VB?7 tag associated with it in the lexi-
con.

4 Global translation flow
A sentence to be translated is to go through the fol-
lowing modules (cf. Figure 1):

4.1 SL analysis
4.1.1 Tokeniser
All language resources (source and target) should
be in UTF-8. If a language is using non-
Unicode compliant tools or resources (tokeniser,
tagger/lemmatiser) the METIS main engine will
pipe the tool input and output text through a con-
verter before and after the process, so that no infor-
mation is lost. Input information should be in text
format, if desired with XML-compliant markup.
Database servers storing the lexicon and corpus ta-
bles should also have UTF-8 as their default charac-
ter encoding.

A source-language corpus may be preprocessed
in order to get additional linguistic information
about the source language, e.g. about frequencies
of collocations.

The tokeniser takes a SL sentence as input. One
of its tasks is the separation of words and punctu-
ation. The tokeniser adds tags marking words and
sentences.

Another task is the identification of continuous
multiword units (MWUs). These may be compound
prepositions (such as the English in line with), con-
junctions (as far as), adverbs (time and again),
determiners (a lot of), named entities (Lernout &

7We use question marks for generalisation of BNC tags.
VB?is a generalisation of all combinations starting with VB:
VBB, VBD, VBG, VBI, VBN, and VBZ.

Figure 1: Data flow

Hauspie), or expressions in a foreign language (a
priori). Furthermore, for Continental Germanic
languages, the tokeniser must be able to recog-
nise the constituting full words in cases like in-
en uitvoer, short for invoer en uitvoer (import and
export), treinbegeleiders en -bestuurders short for
treinbegeleiders en treinbestuurders (train guards
and train drivers), LehrerInnen, short for Lehrer
und/oder Lehrerinnen (male and/or female teach-
ers).

4.1.2 PoS tagger
Any tagger can be used, the same holds for the tag
set. In case the tagger used provides probabilities
concerning the tags to be selected, these can be used
to adjust the weights. The tagger we use, is the TnT
tagger (Brants, 2001), trained on the Corpus Spoken
Dutch.

4.1.3 Lemmatiser
Tokens are related to lemmas in order to facilitate
searching in the bilingual dictionary.

One of the tasks of the lemmatiser is to relate
discontinuous parts of tokens. In Dutch and Ger-
man there are verbs like openmaken, aufmachen (to
open), i.e. verbs with separable particles, which
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may be realised with other words intervening:

(3) a. Hij
He

maakt
makes

zijn
his

cadeautje
present

open.
open

He opens his present.
b. Er macht sein Geschenk auf.

The lemmatiser may come up with more than one
lemma for a given token, thus implying that it is am-
biguous. Sometimes such a string may be ambigu-
ous from a human perspective as well, sometimes
only for the machine (because of lacking world
knowledge, for example). An example of the latter:

(4) a. Hij stond te bedelen.
b. He was begging/endowing.

bedelen 8566 WW(inf,vrij,zonder)
bedelen 8557 WW(inf,vrij,zonder)

These are two homonyms (also with different
pronunciation), whose inflected forms also differ.
Their LemmaID can be used in order to distinguish
them, e.g. in the past tense.

bedelde bedelen 8566
bedeelde bedelen 8557

4.1.4 Chunker / Shallow parser
In this component the separate parts are identified
which will be searched for in the TL corpus. There
are in principle two ways to identify such parts:

1. making use of grammatical units (NPs,
clauses, ...)

2. making use of statistical units (n-grams)

We are experimenting with grammatical units and
use the in-house developed ShaRPa chunker8.

There are also several ways to enrich these bare
chunks: adding information with respect to its head,
identify the subject NP, ... Fairly trivial tools can
account for this, stating for example for Dutch that
the head of an NP is always the last element; or that
the subject is always the leftmost NP except when
agreement tells otherwise, although we are aware of
the fact that this is not always true. The basic idea
is that even with such trivial tools the result will be
better as without them.

8Described in (Vandeghinste, 2005). An evaluation for
Dutch is available in (Vandeghinste and Tjong Kim Sang,
2004).

4.2 SL to TL mapping

METIS makes use of flat bilingual dictionaries, i.e.
dictionaries consisting of at least a pair of lemmas
and their part-of-speech tag. The tokens in the
source and/or target language may be complex,
for example when a verb comes with a fixed
preposition. Even more complex expressions (like
complete phrases) may be contained in it, or they
may be stored in a separate dictionary, depending
on existing resources. The tags can be used as
they are, i.e. with the original PoS tags. These are
mapped onto the one used in the target corpus, i.e.
the BNC. This is done making use of the mapping
rules.

zijn WW � be VB
zijn VNW � his DP

In case of homonyms with different LemmaIDs
one has to add this additional information in order
to link the proper lemmas.

portier N � 79808 door NN
portier N � 79809 doorkeeper NN

One could also make use of some of the informa-
tion stored in the tags to distinguish such lemmas.
In this case we could have used

portier N(onz) � door NN
portier N(zijd) � doorkeeper NN

In many cases one token in the SL can be trans-
lated in several ways in the TL. All these transla-
tions are to be taken into account. Furthermore,
sometimes a series of tokens get a special translation
as an idiomatic expression. One of the problems in
this respect is that these tokens can be realised in a
discontinuous way, and some of them are subject to
variation (for example when a reflexive pronoun is
involved).

The number of possible translations is reflected in
the probability scores. These can be determined, for
example by the number of translations in the bilin-
gual dictionary, a score in the dictionary or with re-
spect to their use in the TL corpus.

At this point, tag-mapping rules could apply.
In the METIS-I project9, we developed a set of
tag-mapping rules to transform PoS categories and
verbal tenses from Dutch CGN format to English
BNC format (Dirix, 2002b).

9Predecessor of METIS-II, IST-2001-32775.
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4.3 TL generation
4.3.1 Preprocessing of the TL corpus
Thus far the developer could make use of his own
in-house resources (tagger, chunker, bilingual dic-
tionary etc.). From here on he has to make use of
the tools developed by the METIS-II consortium, in
order to arrive at the proper translations, the most
important tool of these being the METIS Search En-
gine. First we will say something about the way the
TL corpus is to be preprocessed.

The TL corpus should be tokenised, tagged, lem-
matised and chunked. The corpus should be prepro-
cessed at the same level as the input sentence. One
could use the same tools as for the SL. Of course the
tools should be adapted to deal with the TL if nec-
essary. When the corpus was already prepared in all
these respects, one has to verify whether the results
are compatible with what has been done for the SL.
If not, one may have to write some wrappers, map-
ping rules or the like. In order to be able to perform
a fast search in the TL corpus, it has to be prepro-
cessed in other ways as well, using indexing and
drawing frequency tables out of the corpus. Many
statistics can be made based on the TL corpus. They
can be used at several points during the translation.
The same preprocessing steps are to be executed for
the TM and the parallel corpus, if available and used
in the system.

The consortium will make use of collocation
statistics in order to find out which tokens frequently
come together. Tables with often co-occuring lem-
mas are being derived. These may help to weed out
the most unlikely translations of tokens in a sen-
tence (or rather: to give them the most appropri-
ate weights) when several translations are possible.
This way one may reduce the number of possible
translations offered to the search engine

A fast way of searching in the TL corpus is nec-
essary. One way to do so is to convert the prepro-
cessed corpus into a database. This can be done in
several ways: all NPs are indexed on the head noun,
all sentences are indexed on the main verb, and so
on.

In order to determine the order in which the
chunks found are to be combined to derive a correct
sentence, one could make use of templates. These
are derived from the TL corpus, for example by re-
placing all NP chunks by the label NP (and possibly
some information about the missing NP, e.g. its lex-
ical head), and the same for other types of chunks.

4.3.2 Search engine
The METIS-II translation engine as such is to be
a very modular one. The kernel and the language-

specific modules can be written in any programming
language (Java, Perl, C, ...), as long as input and
output conform to the universal data format. The
METIS Search engine should be able to take a bag
of TL lemmas and TL tags as its input, and look it
up in the preprocessed TL corpus.

As we also want METIS-II to cope with several
kinds of texts, we have to anticipate several switches
and slots: for the domain-specific translations, spe-
cialised term databases have to be connected, gram-
mar checkers (source and target), etc. Thus the sys-
tem needs to be open to a certain extent. What the
language-specific modules will exactly look like,
depends on the outcome of the current experiments.

After SL analysis, the resulting shallow parse tree
is processed depth-first.

In order to translate the first node in the shal-
low parse tree, each of the daughters of this node
is translated first. When this concerns a lemma, this
lemma is looked up in the bilingual dictionary.

All daughters of a node are put in a bag and this
bag is matched with the TL corpus which is prepro-
cessed up to the same level as the original SL node
(for instance up to the basic NP level).

When all daughters of the shallow parse tree have
been translated, all these translations are put in a
bag. We try to find a match with the TL corpus,
where we use the heads of each node to find the best
match.

Syntactic generation could be considered a sub-
part of the translation engine, i.e. the part in which
all the parts and pieces found by the search engine
will be combined in order to yield correct transla-
tions (serialisation).

At this stage, we have an engine for NP trans-
lations (cf. Vandeghinste et al., 2005). It uses an
indexed database of NPs drawn from the BNC, and
tries to match the bags of translated words with the
database. The same procedure will be used on a
more abstract level (lemmas substituted with tags or
generalised expressions) to find whole clauses and
sentences.

4.3.3 Automated postprocessing
Although the parts of the translation are already in
a correct order, some other phenomena still need to
be taken care of: the combinations of lemma and tag
are to be realised as tokens (Carl and Schütz, 2005),
agreement (adjusting number, person, ...). Which
phenomena exactly are dealt with here depends on
the TL.

Up to here, we have looked up the bags of lemmas
in the target language corpus, and retrieved the sen-
tence/clause/chunk structures. This means we need
morphological generation. Based on the lemmas
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(coming from the target side of the bilingual dic-
tionary) and the tags (coming from the target side
of the tag-mapping rules, or the target side of the
dictionary), we can generate the target token. In or-
der to be sure that a lemma-tag combination leads
to a unique token, we added some features to the
CLAWS5 tagset, where we noticed that several to-
kens could be generated from one lemma-tag com-
bination (see for example the CLAWS5 tag for the
past tense forms of the verb to be, which is VBD for
both singular past and plural past). As a result of all
these steps, we now have reached the stage of ‘in-
termediate translation’. This should be of a pretty
good quality. After postprocessing, the end user is
supposed to do some post-editing in order to get a
final, proper translation. These translations are to be
fed to the translation memory.

5 Conclusions

A first evaluation (see Vandeghinste et al., 2005)
concerning the translation of NPs along the lines
described in this paper, shows that we are on the
right track. In this experiment, a set of 685 NPs (2/3
fiction, 1/3 newspaper) were translated. In almost
58% the translation ranked by the system was a cor-
rect one, in another 14% the correct translation was
among the other translation alternatives. In quite
a number of cases no translation or a wrong one
were given due to the coverage of the lexicon (over
37 000 lemmas and over 110 000 entries, which is
still too small, and it turns out that many Belgian
Dutch words are still lacking). Extending the lexi-
con is therefore likely to improve our results.
In our approach, in which we are essentially try-
ing to build up the translation of a sentence out of
the combination of translated chunks (based on the
BNC), the translation of smaller units, like NPs is
one of the building blocks.

We are aware of the fact that when translating
sentences for example the verb may also influence
which translation of an NP (cf. section 2) is to be
considered the best one: searching the TL corpus is
to guide this.

Breaking up the sentence, one of the major dif-
ferences with METIS-I, seems to be a successful
approach.
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ï¾÷�è�÷Êì����[��ó�ô�ò�ó�ì1S�*è�ëfï(÷?óbì�òSøwï¾÷Íø���ï¾÷�è�÷ÊìÏèså*ð5ò!èså
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Abstract

We describe our use of RSS news feeds to
quickly assemble a parallel English-Japanese
corpus. Our method is simpler than other web
mining approaches, and it produces a paral-
lel corpus whose quality, quantity, and rate of
growth are stable and predictable.

1 Motivation

A parallel corpus is an indispensable resource
for work in machine translation and other mul-
tilingual NLP tasks. For some language pairs
(e.g., English-French) data are plentiful. For
most language pairs, however, parallel corpora
are either nonexistent or not publicly available.

The need for parallel corpora led to the de-
velopment of software for automatically discov-
ering parallel text on the World Wide Web.
Examples of such web mining systems include
BITS (Ma and Liberman, 1999), PTMiner
(Chen and Nie, 2000), and STRAND (Resnik
and Smith, 2003).

These web mining systems, while extremely
useful, do have a few drawbacks:

• They rely on a random walk through the
WWW (through search engines or web spi-
ders), which means that the quantity and,
more importantly, the quality of the final
results are unpredictable.

• Their ‘generate-and-test’ approaches are
slow and inefficient. For example,
STRAND and PTMiner work by applying
sets of hand-crafted substitution rules (e.g.,
english → big5) to all candidate URLs
and then checking those new URLs for con-
tent, while the BITS system considers the
full cross product of web pages on each site
as possible translation pairs.

• They sometimes misidentify web page pairs
as translations when in fact they are not.

• Good translation pairs are often missed.
STRAND, for example, reports recall
scores of 60% for some language pairs
(Resnik and Smith, 2003).

• Although their source code has not been
published, some web mining systems ap-
pear to be quite complex to implement,
requiring hand-crafted URL manipulation
rules and expertise in HTML/XML, sim-
ilarity scoring, web spiders, and machine
learning.

This paper describes a much simpler ap-
proach to web mining that avoids these dis-
advantages. We used our method to quickly
assemble an English-Japanese parallel corpus
whose quality, quantity, and rate of growth are
stable and predictable, obviating the need for
quality control by bilingual human experts.

2 Approach

Our approach exploits two recent trends in the
delivery of news over the WWW.

The first trend is the growing practice of
multinational news organizations to publish the
same content in multiple languages across a net-
work of online news sites. Among the most pro-
lific are online news sites in the domain of in-
formation technology (IT). For example, CNET
Networks (http://www.cnetnetworks.com), a
large IT media company, publishes stories in
Chinese, English, French, German, Italian,
Japanese, Korean, and Russian on its worldwide
network of IT news sites. Another conglomer-
ate, JupiterMedia (http://www.jupiterweb.
com), publishes in English, German, Japanese,
Korean, and Turkish.

The second trend is the use of RSS, an XML-
based syndication format. RSS is increasingly
used by both mainstream news web sites (e.g.,
wired.com, news.yahoo.com, and the IT news
sites mentioned above) as well as sites that pro-
vide news-like content (e.g., slashdot.org and
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Listing 1: Procmail code for creating our corpus
1 # .procmailrc file: extracts
2 # parallel URLs from RSS feeds
3 :0 HB
4 * ^User -Agent: rss2email
5 |url=‘grep -o http :.*‘\
6 ;wget -O - $url\
7 |egrep \
8 ’(English )|CNET Networks|
9 target=original|<I>.*N</I></A>’\

10 |grep -o http :.*\
11 |sed -e ’s/[ ?"].*// ’\
12 |xargs -r echo -e "$url\t"\
13 >>parallel_url_list.txt

weblogs). RSS-aware client programs, called
news aggregators, help readers keep up with
such sites by displaying the latest headlines as
soon as they are published. In other words,
readers subscribe to the sites’ RSS feeds, rather
than checking the sites manually for new con-
tent.

In many cases, a story published in a target
language (say Japanese) will include a link to
the original story in the source language (usu-
ally English). When the target articles are pub-
lished over RSS, as they increasingly are, then
virtually all the ingredients of a parallel corpus
are in place, with no random crawling required.

3 Assembling the parallel corpus

Using RSS feeds in the domain of technology
news, we were able to automatically assemble an
English-Japanese parallel corpus quickly with
little programming effort.

The first step in assembling our corpus was to
find web sites that publish Japanese-language
news stories along with links to the original
source articles in English. Table 1 lists the four
RSS feeds we subscribed to. Instead of using a
news aggregator, we subscribed to the sites in
Table 1 using the open-source rss2email pro-
gram (written by Aaron Swartz), which delivers
news feed updates over email.

We then relied on standard UNIX tools like
procmail, grep, sed, and wget to process the
incoming RSS feeds as they arrived by email.

Listing 1 shows our .procmailrc configura-
tion file that instructs procmail how to process
incoming RSS feeds. First, the URL of the new
Japanese story is extracted from the email (line
5), and the article is downloaded (line 6). Next,
the link (if any) to the English source article is
extracted from the Japanese article (lines 7-11).

Finally, both the Japanese and English URLs
are saved to a file (lines 12-13).

The regular expression in lines 8-9 of List-
ing 1 matches text that accompanies a link to
the English source article. This is the only part
of Listing 1 that is specific to the sites we used
(Table 1) and that would need to be modified
in order to adapt our method to different lan-
guages or web sites.

It should be noted that we do not record the
content of the parallel news articles. Because
material on the Web is subject to copyright
restrictions, we cannot publish the content di-
rectly. Rather, we record the URL of each pair
of Japanese and English articles, separated by a
tab character. This same format, tab-separated
URLs, is also used by the STRAND project
for distributing their web-mined parallel cor-
pora (Resnik and Smith, 2003). The STRAND
web page (http://umiacs.umd.edu/~resnik/
strand) offers a short Perl program for extract-
ing the actual content from the URL pairs; this
program works for our English-Japanese data as
well.

4 Results

4.1 A five-week RSS corpus
We processed the RSS feeds from the Japanese
sources listed in Table 1 over a period of five
weeks. At the end of the fifth week, we had
collected 333 parallel article pairs in Japanese
and English. As Figure 1 shows, the bulk of the
333 article pairs were collected from HotWired
(133) and CNET (125), followed by pairs from
internet.com (65) and IT Media (10).

We then manually inspected all 333 trans-
lation pairs to check for problems. One of
the URLs we collected, ostensibly a link to an
English-language CNET article, turned out to
be a stale link. Another link, from a Japanese
internet.com article, did not in fact point to
an English translation. Finally, two of the
HotWired translation pairs were found to be re-
peats (HotWired occasionally republishes pop-
ular articles from the past). We discarded the
two bad pairs and the two repeats, leaving us
with a final corpus of 329 unique translation
pairs.

4.2 Supplementing the corpus by
crawling the archives

A corpus of 329 parallel news articles is of course
insufficient for most tasks. We therefore re-
cursively crawled the past archives of all four
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URL of main news site RSS feed
http://hotwired.goo.ne.jp http://www.hotwired.co.jp/news/index.rdf
http://japan.cnet.com http://japan.cnet.com/rss
http://japan.internet.com http://bulknews.net/rss/rdf.cgi?InternetCom
http://www.itmedia.co.jp http://bulknews.net/rss/rdf.cgi?ITmedia

Table 1: RSS feeds used to construct our parallel English-Japanese corpus
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Figure 1: Sources of the 333 parallel English-Japanese article pairs collected over five weeks

HotWired 6,701
CNET 328
internet.com 8,227
ITMedia 2,021
Total 17,277

Table 2: Total article pairs after crawling

web sites in Table 1 using wget -r to find arti-
cle pairs that were posted earlier than those in
our five-week experiment with RSS feeds. This
crawling netted more than 15,000 additional ar-
ticle pairs. The total count of collected article
pairs as of the time of writing (duplicates re-
moved) is shown in Table 2.

As Table 2 shows, the bulk of the arti-
cle obtained through crawling came from the
HotWired and internet.com sites, both of which
maintain archives stretching back several years.
ITMedia, on the other hand, observes a policy
of removing content after one year, and so is not
a substantial source for archived material.

4.3 Availability of our data
A regularly updated list of all English-Japanese
article pairs we have collected so far can

be downloaded from http://johnfry.org/je_
corpus. At the time of writing, the list holds
17,277 English-Japanese article pairs (see Ta-
ble 2), and is growing at a rate of approximately
70 pairs per week.

Where possible, our collected URLs point
to ‘printer-friendly’ (as opposed to ‘screen-
friendly’) versions of the content. Printer-
friendly versions of news articles are struc-
turally simpler, with fewer banners and adver-
tisements cluttering the story content. In addi-
tion, printer-friendly versions typically contain
the entire news article, whereas screen-friendly
versions are sometimes published over several
successive pages, making them more difficult to
process. All the HotWired and IT Media arti-
cles in our corpus have printer-friendly versions
in both English and Japanese. In the case of
CNET and internet.com, the English-language
articles offer printer-friendly versions, but the
Japanese articles do not.

5 Other parallel English-Japanese
corpora on the web

Our corpus of 17,277 article pairs is the largest,
but not the only, parallel English-Japanese cor-
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pus that is freely available on the web. The
following are other free sources of English-
Japanese data:

• The NTT Machine Translation Research
Group offers a set of 3,718 Japanese-
English sentence pairs at http://www.
kecl.ntt.co.jp/icl/mtg/resources

• The OPUS project at http://logos.uio.
no/opus offers 33,143 aligned Japanese-
English sentence pairs, taken from the doc-
umentation for the OpenOffice software
suite.

• A set of aligned translations of 114 works
of literature (taken from Project Guten-
berg and similar sources) is available
from the homepage of NICT researcher
Masao Utiyama at http://www2.nict.go.
jp/jt/a132/members/mutiyama

A substantial, but not free, source of
Japanese-English data is the set of 150,000
aligned sentence pairs collected from newspa-
per articles and aligned by Utiyama and Isahara
(1993). This collection can be licensed from
NICT (see the above link to Utiyama’s home
page).

6 Conclusion

We have demonstrated how RSS news feeds can
be used to quickly assemble a parallel corpus.
In the case of our Japanese-English corpus, we
supplemented the RSS feeds with web crawling
of the news archives in order to assemble a cor-
pus of substantial size (17,277 article pairs and
growing).

One drawback of our method is that it is fea-
sible only for language pairs with a substantial
online news media representation. On the other
hand, our approach has two major advantages
over web mining systems. First, it is consid-
erably simpler to implement, requiring essen-
tially one extended line of pipelined Unix shell
commands (Listing 1). Second, our approach
produces a parallel corpus whose quantity, rate
of growth, and (most importantly) quality are
stable and predictable. The burden of qual-
ity control (including article quality, translation
quality, and identification of translation pairs)
is shifted onto the news organization that pub-
lishes the RSS feed, rather than resting on the
web crawling system or bilingual human ex-
perts.
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Abstract 

The example-based approach to MT is becoming 
increasingly popular. However, such is the variety 
of techniques and methods used that it is difficult 
to discern the overall conception of what example-
based machine translation (EBMT) is and/or what 
its practitioners conceive it to be. Although 
definitions of MT systems are notoriously 
complex, an attempt is made to define EBMT in 
contrast to other MT architectures (RBMT and 
SMT). 

1 Introduction: why a definition is needed 

The dominant framework until the late 1980s 
was what is now known as ‘rule-based’ machine 
translation (RBMT). Since then, research has been 
dominated by corpus-based approaches, among 
which the primary distinction is made between, on 
the one hand, statistical machine translation 
(SMT), based primarily on word frequency and 
word combinations, and on the other hand, 
example-based machine translation (EBMT), based 
on the extraction and combination of phrases (or 
other short parts of texts).  

The overall conception of SMT is now fairly 
familiar – in essence, all described models derive 
from the design first formulated in 1988 by the 
IBM group (Brown et al. 1988).1 Sentences of the 
bilingual corpus are first aligned, and then 
individual words of SL and TL texts are aligned, 
i.e. brought into correspondence. On the basis of 
these alignments are derived a ‘translation model’ 
of SL-TL frequencies and a ‘language model’ of 
TL word sequences. Translation involves the 
selection of most probable TL words for each input 
word and the determination of the most probable 
sequence of those selected words in the TL. The 
basic units for SMT systems are words; but 
recently longer segments are being taken into 
account (see section 8 below.) 

The EBMT model is less clearly defined than the 
SMT model. Basically (if somewhat superficially), 
a system is an EBMT system if it uses segments 
(word sequences (strings) and not individual 

                                                      
1 This SMT ‘model’ is not the only possibility, but 

others have rarely, if ever, been investigated. 

words) of source language (SL) texts extracted 
from a text corpus (its example database) to build 
texts in a target language (TL) with the same 
meaning. The basic units for EBMT are thus 
sequences of words (phrases).  

Within EBMT there is however a plethora of 
different methods, a multiplicity of techniques, 
many of which derive from other approaches: 
methods used in RBMT systems, methods found in 
SMT, some techniques used with translation 
memories (TM), etc. In particular, there seems to 
be no clear consensus on what EBMT is or what it 
is not. In the introduction to their collection of 
EBMT papers (Carl & Way 2003), the editors – 
probably wisely – refrain from attempting a 
definition, arguing that scientific fields can prosper 
without clear watertight frameworks, indeed may 
thrive precisely because they are not so defined. 

2 Original conceptions of EBMT 

As a preliminary definition, we may identify the 
basic processes of EBMT as: the alignment of 
texts, the matching of input sentences against 
phrases (examples) in the corpus, the selection and 
extraction of equivalent TL phrases, and the 
adaptation and combining of TL phrases as 
acceptable output sentences.  

In its original conception (e.g. Nagao 1984), 
EBMT seems to have been regarded primarily as a 
means of overcoming the deficiencies of RBMT 
systems, namely their weaknesses when translating 
between languages of greatly differing structures, 
such as English and Japanese, and therefore in 
generating good quality output – particularly in the 
treatment of collocations, e.g. translations of 
yabureru in: The bag was broken and The 
president was defeated in the election, and the 
different translations of Japanese kakeru according 
to ‘context’: hang something on a tree, put 
something on/over one’s shoulder, cover someone 
or something.2 Examples were thus to be treated 
like other SL and TL data, i.e. as tree 
representations. Hence, input sentences were 
analysed as far as possible, and transfer using 
examples was initiated when rules and trees failed. 

                                                      
2  The first examples come from Nagao 1984, the 

second ones from Sato and Nagao 1190. 
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Two tendencies emerged: some researchers (e.g. 
Sumita et al. 1990) used examples to supplement 
(improve) RBMT systems and were unsure 
whether EBMT could or should deal with the 
whole process of translation, while others (e.g. 
Sato and Nagao 1990) were encouraged to 
investigate ‘pure’ EBMT systems, where the basic 
process was founded on finding examples of TL 
sentences “analogous to” input SL sentences, and 
rules were applied only when examples could not 
be found in the database.  

These two tendencies persist. On one hand, 
example-based methods are used in what are 
basically RBMT systems and are essentially seen 
as developments of the MT tradition, and on the 
other hand, there is the conviction that EBMT 
represents in itself a new ‘paradigm’ – much as 
SMT researchers argue that their MT architecture 
represents a new paradigm. (Personally, I am 
reluctant to use the term ‘paradigm’ since it 
suggests the near complete overturn and virtual 
rejection of all preceding research in the field – as 
Kuhn (1962) originally conceived the term in 
connection with theories in the pure sciences, 
specifically physics. While some SMT researchers 
may see their approach as completely new, others 
in recent years have begun to incorporate methods 
from older periods. In the case of EBMT, most 
researchers appear to see their efforts as 
continuations of traditional approaches and readily 
acknowledge their predecessors. For such reasons, 
I prefer to refer to new ‘architectures’ or 
‘frameworks’.3) 

One argument for exploring EBMT approaches 
is that since it is based on actual texts, output 
translations should be more readable and more 
sensitive to contexts than RBMT systems, i.e. of 
higher quality in appropriateness and idiomaticity. 
A second argument is that EBMT systems can be 
more easily improved, by the addition of more 
examples from bilingual corpora; whereas the 
improvement of RBMT systems involves the 
modification and addition of complex rules and 
lexical entries. A third is that EBMT does not 
involve the complexities of lexical and structural 

                                                      
3 It could be argued that corpus-based approaches as a 

whole represent a new departure in contrast to the 
preceding rule-based approaches. In so far as previous 
work is reconceptualised and reformulated in new 
frameworks the ‘sudden’ introduction of corpus-based 
MT in the late 1980s could be termed a ‘paradigm shift’ 
in the Kuhnian sense. This could be true, even though 
corpus-based approaches were quite common in the 
earliest days of MT research (e.g. the Rand project), 
before the rise of grammatical formalisms (Bar-Hillel, 
Harris, Chomsky, etc.) led to the domination of rule-
based architectures in MT research. 

transfer found in (most) recent RBMT systems, i.e. 
that the basic architecture of EBMT is simpler and 
less prone to failure than RBMT. As a fourth point, 
it is argued that EBMT can deal with cases of 
translation involving complex structural 
differences and subtle lexical choices that RBMT 
often fails at. In general, the argument in favour of 
EBMT is its potential to improve the generation of 
TL sentences. 

3 Definitions of EBMT by Somers, and by 
Turcato and Popowich  

As a starting point for approaching a definition 
of EBMT, we shall consider the article by Harold 
Somers (1999), reprinted in revised form in the 
Carl-Way collection. In this excellent overview of 
EBMT, he provides outline characterisations of the 
chief processes and methods encountered in EBMT 
research. These include the content, size and 
organisation of databases of parallel bilingual text 
corpora – how they are selected (e.g. for a domain, 
as controlled texts) and edited (e.g. to reduce 
redundancy and potentially disruptive ‘unusual’ 
examples), how they are aligned, whether texts are 
tagged, analysed as tree representations, etc. 
Likewise, there are options in the processes of 
matching (character based, word based, structure 
based), measures of similarity (e.g. statistical 
and/or by reference to thesauri), the adaptation of 
extracted examples and their ‘recombination’ to 
produce TL sentences. He points out that 
‘recombination’, despite its crucial role for EBMT 
(whose major objective is to generate better quality 
output than RBMT), is the most neglected area of 
EBMT research – and the Carl-Way collection 
(2003) confirms this relative neglect. Finally, 
Somers outlines the actual and potential 
applications of EBMT (or EBMT-like) techniques 
and approaches in other MT architectures, 
specifically the derivation of dictionaries and 
grammar rules for RBMT systems, and the role of 
EBMT in multi-engine and ‘hybrid’ systems.  

Somers rightly points out that the use of what are 
claimed to be ‘EBMT methods’ does not mean that 
systems are EBMT systems. The variety of 
methods and techniques, of the ways in which they 
interact, are all indicators of a thriving and 
productive research framework, but they do not 
make its definition any easier. What does Somers 
see as the essence? Firstly, “the use of a bilingual 
corpus is part of the definition, but this is not 
sufficient”, since almost all current MT research 
(including RBMT systems) make use of  text 
corpora to define and limit or constrain the range 
of data they are aiming to cover – at least in the 
initial stages of development. As a closer 
definition, Somers offers: “EBMT means that the 
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main knowledge base stems from examples”. But, 
example sentences can be used in RBMT systems 
as source data from which generalized rules and 
patterns can be derived,4 and the databases of SMT 
systems are also derived from corpora of 
‘example’ texts. A more restrictive and defining 
characteristic for EBMT is that “the examples are 
used at run-time”. As Somers comments, this 
definition excludes SMT from the EBMT 
framework, since the data used in SMT is derived 
in advance of the translation process. In addition, 
the ‘run-time’ condition appears to exclude many 
of the EBMT systems described in the Carl-Way 
collection.  

In an article following Somers’ overview, 
Davide Turcato and Fred Popowich take issue with 
Somers’ definition.  Their aim is to set out a 
framework for defining the core processes of 
EBMT, i.e. to identify or isolate what makes a 
system example-based as opposed to rule-based. 
First they agree that use of a database of examples 
in a MT system is in itself no justification for 
labelling the system EBMT, since (they argue) the 
ways in which system knowledge is acquired or 
expressed is irrelevant; what matters is how 
knowledge is used in operation. On this basis, they 
compare ‘linguistically-principled’ EBMT systems 
and one type of transfer-based RBMT system 
(lexicalist ‘shake-and-bake’) – since this type 
(unlike other RBMT systems) also avoids 
structural transfer. The aim is to clarify the status 
of example databases. If EBMT can be shown to 
be equivalent in operation with a system (such as 
lexicalist RBMT) which makes no use of an 
example database, then either EBMT has to be 
defined in terms which make no reference to an 
example database or the characterization of EBMT 
rests upon knowledge acquisition rather than 
knowledge use – which, with Somers, they have 
already rejected as a valid defining characteristic. 
A crucial question is how sentences are 
decomposed during the EBMT matching process in 
comparison with decomposition (i.e. analysis) in 
lexicalist RBMT. Any MT system has to deal with 
constructions which cannot be translated 
compositionally; it needs to have access to a 
repository of ‘non-monotonic contexts’ 
(examples). In RBMT, the repository is extracted 
(created) from dictionary or text sources; in EBMT 
the repository used in operation may also be 
extracted from the resource (the example database) 
as ‘explicit knowledge’. In this case, the “linguistic 
information used by EBMT is indistinguishable 

                                                      
4  Carbonell et al. 2002 and Lavoie et al. 2001 

describe current RBMT systems which induce rules 
from corpora.  

from the information used by lexicalist MT.”  
However, in other EBMT architectures, there may 
be direct reference to the example database during 
the processing of sentences (i.e. during 
translation). In this case the repository is used as an 
‘implicit knowledge’ database. Turcato and 
Popowich argue that it is only when EBMT has 
access to and makes use of the original full 
database of examples during the translation 
process that EBMT is clearly distinguished from 
RBMT systems. In other words, the original 
conception of ‘translation by analogy’ (as initially 
proposed by Nagao) represents “the most 
characteristic technique of EBMT” and it is “the 
one where the use of entire examples is most 
motivated.” Such complete access can only be 
available if the EBMT system has not already 
processed examples (as ‘explicit knowledge’). In 
other words, they suggest that the only true EBMT 
systems are those where the information is not pre-
processed, is available intact and unanalysed 
throughout the matching and extraction processes, 
i.e. as the systems in the Carl-Way collection using 
example databases as ‘implicit’  knowledge during 
‘run time’. Even such use does not finally define 
EBMT since ‘translation by analogy’ could also 
“in principle… be an extension to a traditional 
transfer MT system, to solve cases of lexical 
ambiguity for which no direct evidence is found in 
a translation database”. 5   In effect, Turcato and 
Popowich imply that a close definition of EBMT is 
unimportant; the main thing is to make good MT 
systems. 

However, there are two major problems with 
such conclusions. Firstly, it does not help 
observers and indeed other MT researchers if it is 
said by EBMT practitioners themselves that there 
is no definition of EBMT; they need to know how 
EBMT differs from other MT architectures. 
Secondly, restriction of EBMT to the use of 
‘implicit knowledge’ at run time only would seem 
to be too narrow, since it would exclude much of 
the research reported in the Carl-Way collection 
and at recent conferences. On the other hand, to 
say simply that, in effect, a system is an EBMT 
system if its authors say it is, is not the answer. 

4 EBMT in the context of MT in general 

The attempt here to define EBMT starts from a 
broader perspective, starting from identifying the 
core processes and components of any MT system 
and how these differ in RBMT, EBMT and SMT. 

In any MT system the core must be the process 
by which elements (entities, structures, words, etc.) 

                                                      
5  This was the motivation for the EBMT work of 

Sumita et al. 1990. 
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of the input (SL) text are converted into equivalent 
elements for the output (TL) text, where the output 
text means the same (or is functionally equivalent 
to) the input text.6 In all cases there are processes 
of ‘analysis’ preceding this core conversion (or 
‘transfer’) and processes of ‘synthesis’ (or 
‘generation’) succeeding conversion.  

1. In RBMT, the core process is mediated by 
bilingual dictionaries and rules for converting SL 
structures into TL structures, and/or  by 
dictionaries and rules for deriving ‘intermediary 
representations’ from which output can be 
generated. The preceding stage of analysis 
interprets (surface) input SL strings into 
appropriate ‘translation units’ (e.g. canonical noun 
and verb forms) and relations (e.g. dependencies 
and syntactic units). The succeeding stage of 
synthesis (or generation) derives TL texts from the 
TL structures or representations produced by the 
core ‘transfer’ (or ‘interlingual’) process.  

2. In SMT, the core process involves a 
‘translation model’ which takes as input SL words 
or word sequences (‘phrases’) and produces as 
output TL words or word sequences. The following 
stage involves a ‘language model’ which 
synthesises the sets of TL words in ‘meaningful’ 
strings which are intended to be equivalent to the 
input sentences. In SMT the preceding ‘analysis’ 
stage is represented by the (trivial) process of 
matching individual words or word sequences of 
input SL text against entries in the translation 
model. More important is the essential preparatory 
stage of aligning SL and TL texts from a corpus 
and deriving the statistical frequency data for the 
‘translation model’ (or adding statistical data from 
a corpus to a pre-existing ‘translation model’.) The 
monolingual ‘language model’ may or may not be 
derived from the same corpus as the ‘translation 
model’. 

3. In EBMT, the core process is the selection 
and extraction of TL fragments corresponding to 
SL fragments. It is preceded by an ‘analysis’ stage 
for the decomposition of input sentences into 
appropriate fragments (or templates with variables) 
and their matching against SL fragments (in a 
database). Whether the ‘matching’ involves pre-
compiled fragments (templates derived from the 
corpus), whether the fragments are derived at ‘run-
time’, and whether the fragments (chunks) contain 
variables or not, are all secondary factors. The 
succeeding stage of synthesis (or ‘recombination’ 

                                                      
6 Meaning equivalence is the aim, but in practice MT 

output can be useful when falling short of this ideal, e.g. 
in contexts where readers need only to understand and 
grasp the ‘essence’ of messages and/or where output can 
be edited (post-edited) to produce appropriate and 
acceptable texts.  

as most EBMT authors refer to it) adapts the 
extracted TL fragments and combines them into 
TL (output) sentences. As in SMT, there are 
essential preparatory stages which align SL and TL 
sentences in the bilingual database and which 
derive any templates or patterns used in the 
processes of matching and extracting. 

We may note that in practice clear distinctions 
between stages may not be present, or some stages 
may even appear to be absent. In many RBMT 
systems there is a conflation of transfer and 
generation; some indeed conflate analysis and 
generation in a single ‘transfer’ process (in the 
transformer or ‘direct translation’ model). In 
various EBMT systems (or proposals) we see a 
conflation of matching and extraction – indeed, it 
could be argued that ‘matching’ is not a part of 
‘analysis’ since it does not involve decomposition 
(or rather it follows decomposition) but is an 
integral part of the core (conversion or ‘transfer’) 
stage. In many EBMT systems, analysis may be as 
trivial as in SMT, consisting simply of the dividing 
of sentences into phrases or word strings on the 
basis of ‘markers’ (e.g. prepositions, conjunctions, 
punctuation; see e.g. Gough and Way 2004). In 
most cases, however, parts of the derived segments 
are further converted into templates or tree 
structures (i.e. ‘normalised’) before the matching 
process. 

5 The database 

However, the definition is not yet complete. 
Essential for any translation – a consequence of the 
aim to maintain ‘meaning equivalence’ – is access 
to information about correspondences of 
vocabulary in the SL and the TL. The information 
contained in a database may be derived from a 
variety of resources (bilingual and monolingual 
texts, bilingual and monolingual dictionaries, 
grammars, thesauri, etc.) 

Before the arrival of corpus-based approaches 
(SMT and EBMT) it would be assumed that an MT 
system has to have a bilingual dictionary of some 
kind and a set of rules to deal (at very least) with 
differences of word order between SL and TL. In 
SMT, the dictionary is largely replaced by a 
bilingual text corpus (aligned in order to correlate 
SL sentences and words and TL sentences and 
words) and the rules are replaced by information 
about frequencies of correlations between SL 
words and TL words (‘translation model’) and 
collocations of TL words in texts (‘language 
model’). In EBMT the dictionary is largely 
replaced by an aligned bilingual text corpus (the 
set of ‘examples’) and the rules are replaced by 
examples of TL strings in the text corpus. In both 
SMT and EBMT there may also be supplementary 
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use of traditional bilingual dictionaries, and 
perhaps also of monolingual thesauri. If it is 
acknowledged that dictionaries represent 
generalisations of analyses by linguists and 
language users, culled from previous readings of 
texts, then bilingual RBMT dictionaries are also 
derived from text corpora. 7   In this light, the 
distinctions between RBMT on the one hand and 
SMT and EBMT on the other regarding the use of 
dictionaries and bilingual corpora also become 
secondary. 

Can we go further and argue that it is essential 
also to have access to information necessary for 
decomposing (analysing) and combining 
(generating) sentences? Before EBMT and SMT it 
was assumed that systems require knowledge about 
the morphology and syntax (and probably also 
semantics) of both SL and TL. The rules used in 
RBMT were derived (explicitly or implicitly and 
indirectly) from observations of pattern 
frequencies between and within languages. In 
EBMT and SMT, information about well-
formedness of sentences and strings is implicitly 
incorporated in the bilingual databases. The 
information is implicitly ‘extracted’ for matching 
and conversion in so far as input strings have to 
conform to the practices of the SL, otherwise 
matches will not be found. Likewise information is 
implicitly utilised in the synthesis stages by 
reference to a monolingual ‘language model’ (in 
SMT) and by the extraction of well-formed TL 
fragments (in EBMT). In sum, knowledge about 
sentence formation, explicit in RBMT, is still 
present implicitly in EBMT and SMT. 

6 The essence of EBMT: a definition 

If it is agreed that the essence of any MT system 
is to be located in the method(s) used to convert a 
SL string into a TL string, then this would locate 
the defining essences of MT architectures where 
they are most distinctive.  RBMT systems are 
commonly distinguished by whether SL-TL 
transformation operates via an intermediary 
language-neutral representation (interlingua-based 
MT), via structure transduction from SL 
representation to TL representation (transfer-based 
MT), or via piece-by-piece conversion of SL 
fragments into TL fragments using dictionaries and 
rules (‘direct translation’ or transformer-based 
MT). Likewise, the comparable operation in SMT 
is the ‘translation model’ based on statistics 
derived from bilingual corpora which substitutes 

                                                      
7 It follows that, as Somers and Turcato-Popowich 

point out, RBMT systems could also use bilingual 
corpora instead of (manually or automatically derived) 
bilingual dictionaries. 

TL words or phrases for SL words or phrases. In 
TM systems, the comparable operation is 
performed by human translators who select 
equivalent TL phrases from the possibilities 
presented to them in a database (the translation 
memory).  

In EBMT, therefore, the essence is the matching 
of SL fragments (from an input text) against SL 
fragments (in a database) and the extraction of the 
equivalent TL fragments (as potential partial 
translations). In this light, whether the ‘matching’ 
involves pre-compiled fragments (templates 
derived from the corpus), whether the fragments 
are derived at ‘run-time’, and whether the 
fragments (chunks) contain variables or not, are all 
secondary factors – however useful in 
distinguishing EBMT subtypes (as Carl and Way 
(2003) in their collection).  Input sentences may be 
treated as wholes, divided into fragments or even 
analysed as tree structures; what matters is that in 
transfer (matching/extraction) there is reference to 
the example database and not, as in RBMT, the 
application of rules and features for the 
transduction of SL structures into TL structures. 
Consequently, the ‘analysis’ of SL input is 
secondary, its form dependent on the way 
examples are treated in the core ‘transfer’ process 
(and therefore stored in the database). Likewise, it 
can be argued that the operations of synthesis 
(‘recombination’), perhaps the most difficult and 
complex in EBMT systems, are a consequence of 
the nature of the output from the 
matching/extraction process, i.e. because the input 
has been decomposed, because what are extracted 
from the database are not full sentences. Likewise, 
the alignment of bilingual corpora is a secondary 
process since it is a consequence of the 
requirement that the matching process has 
available sets of corresponding SL-TL fragments. 
Finally, in this framework, the use of variables, the 
use of ‘fuzzy matching’, of templates and patterns, 
etc., are all ancillary techniques in relation to the 
core EBMT process. 

In the light of the definition being put forward 
here, the distinctions made by Turcato and 
Popowich (2003) between ‘run time’ EBMT and 
other systems are also secondary. In ‘run time’ 
systems, the full database of examples is made 
accessible and subject to any manipulation as 
required during matching and extracting processes 
(e.g. Sumita 2003). Such use of the database is 
ancillary (however essential) to the basic operation 
of converting SL input into TL output. In other 
EBMT systems, the analysis of the database is 
made in preparatory operations, before actual SL 
texts (input sentences) are processed for translation 
– i.e. as explicitly ancillary operations (e.g. McTait 
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2003). The argument that systems which do not 
access the whole corpus during translation are not 
‘true’ EBMT systems is no longer valid. What 
matters is the way SL fragments are converted into 
TL fragments in the core (transfer) process. The 
‘knowledge base’, how it is derived and how it is 
structured, is secondary, albeit crucially important. 
Therefore, EBMT knowledge used during the core 
process can be either fully prepared in advance as 
‘explicit knowledge’ or it can be adapted 
(adjusted) to the specific input as ‘implicit 
knowledge’ during translation operations. This 
may have important consequences computationally 
and for recall and precision in the retrieval and 
selection of examples, but choice between 
‘explicit’ and ‘implicit’ knowledge remains 
secondary (as far as a definition of EBMT is 
concerned). What we have, therefore, are two sub-
types of EBMT, both subsumed in the general 
framework outlined above. Indeed, if we consider 
the types of systems described in the Carl-Way 
collection we have probably more than two sub-
types since it seems that clear differences are 
discernible between systems which use templates 
or patterns and systems which use derived (tree) 
structures. 

To summarise the definition: MT systems are 
EBMT systems if the core ‘transfer’ (or SL-TL 
conversion) process involves the matching of SL 
fragments (sentences, phrases, strings) from an 
input text, the matching of such fragments against 
a database of bilingual example texts (in the form 
of strings, templates, tree representations), and the 
extraction of equivalent TL fragments (as partial 
potential translations). The databases of EBMT 
systems are derived primarily from bilingual 
corpora of (mainly) human translations, and are 
pre-processed in forms appropriate for the 
matching and extraction processes performed 
during translation (i.e. ‘run-time’ processes). The 
processes of analysis (decomposition) and 
synthesis (recombination) are designed, 
respectively, to prepare input text for matching 
against the database and to produce text from 
database output. 

7 EBMT and RBMT 

The proposed definition does not specify the 
structure of the ‘knowledge base’ (the database of 
examples) or the kinds of representations involved 
in the core ‘transfer’ process. However, whatever 
form they do have – simple ‘surface’ strings, 
strings with variables, templates, or structured 
(tree) representations – the crucial point is that they 
are derived from actual examples of SL and TL 
sentences.  

However, when these representations are in 
forms similar to (or even identical with) those 
found in RBMT systems, the question arises 
whether their inclusion is stretching the framework 
of EBMT too far. The more input is analysed and 
the more structured the examples in the database, 
the less EBMT appears to differ from traditional 
RBMT. 

There are clearly gradations in what can be 
accepted as EBMT representations, from 
unstructured strings with no variables at one end of 
the spectrum to dependency trees of input and 
example sentences at the other end of the 
spectrum. The ‘simple’ matching of input strings 
(after segmentation) against unstructured example 
SL sentences (strings of ‘surface’ forms) would be 
obviously accepted as true EBMT (e.g. Somers et 
al. 1994). Generalizations of strings in the form of 
sequences of words with variables (e.g. templates 
such as “I do not care for the X”, “X gave the Y his 
particulars”, “Do you want a room costing X 
dollars?”) are seen as reasonable and natural 
developments designed to improve the recall of 
suitable examples from the database.  

What is ‘problematic’ in EBMT (as far as 
defining the framework is concerned) is the 
analysis of sentences (clauses) as dependency and 
phrase structure tree representations, whether 
applied just to input sentences or also to example 
sentences in the database, or to both (e.g. 
Watanabe et al. 2003, Menezes and Richardson 
2001).  It would seem to be acceptable that systems 
are included within the EBMT framework if 
parsing is restricted to only one side of SL-TL 
correspondences, e.g. only to SL sentences in the 
database or only to their corresponding TL 
sentences, and if otherwise the system deals with 
‘surface’ strings (with variables).   

However, if all the processes of a system (pre-
processing, input decomposition, matching, 
extraction, recombination) are based on parses as 
dependency trees and on comparisons of sub-trees, 
then what is the difference from tree transduction 
processes in RBMT systems (e.g. in the Eurotra 
architecture)? Although these systems stand at the 
edge of the EBMT spectrum – i.e. by taking 
generalisation of examples to the extreme – they 
are still not categorizable as being in effect RBMT 
systems. The reason is that the processes of tree 
transduction in these types of EBMT systems are 
based on comparisons and selections of tree (and 
subtree) representations which are comprised of 
lexical items and which are derived from bilingual 
corpora of SL and TL example sentences. That is 
to say that the ‘transfer’ processes are example 
based because they are performed with reference to 
databases of paired SL-TL sentences and phrases.  
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By contrast RBMT trees comprise both lexical 
items and grammatical categories (N, NP, PP, etc.) 
and trees are converted by rules operating on both 
lexical and grammatical nodes of trees (and 
subtrees). In RBMT systems tree transduction is 
based on rules applied to abstract representations 
consisting of categories as well as lexical items. 
RBMT systems may derive (all or some of) their 
rules from bilingual databases – whether manually 
or (semi)automatically – but the use of such 
resources does not make them EBMT systems.  

Consequently, even though the processes of 
decomposition and recombination in such types of 
EBMT systems are identical to the processes of 
analysis and synthesis in RBMT systems, there 
remains a clear dividing line in principle with 
respect to the core process of ‘transfer’ – rule-
based versus example-based. However, it can be 
argued that “there is no essential difference 
between translation examples and translation 
rules... they can be handled in a uniform way; that 
is, a translation example is a special case of 
translation rules, whose nodes are lexical entries 
rather than categories” (Maruyama and Watanabe 
1992: 183). In this view, those EBMT systems 
with RBMT-like representations and RBMT-like 
tree processing appear to be variants of traditional 
RBMT. The uncertainty remains, and perhaps it 
would be better to refer to such systems as 
‘hybrids’ of EBMT and RBMT. 

8 EBMT and SMT 

Initially, differences between SMT and EBMT 
were distinct: SMT input was decomposed into 
individual SL words and TL words were extracted 
by frequency data (in the ‘translation model’), 
while in EBMT input was decomposed into SL 
fragments and TL examples (in the form of 
corresponding fragments) were extracted from the 
database. More recent developments of ‘phrase-
based’ and ‘syntax-based’ SMT models have 
blurred these distinctions.  

In phrase-based and syntax-based SMT systems 
parsing (i.e. statistical parsing) is performed for a 
variety of reasons: to improve alignments (e.g. 
Watanabe et al. 2002), or to facilitate the matching 
of input strings (rather than just individual words, 
e.g. Koen and Knight 2003), or to allow for the 
analysis of input sentences as phrase structures 
(e.g. Charniak et al. 2003) and matching against 
parsed sentences in the database.8 There is thus a 
similar divergence as in EBMT between systems 
where parsing is part of the pre-processing stage 

                                                      
8 For a general model for parsing aligned bilingual 

texts see the work of Dekai Wu (e.g. Wu 2000, and 
references therein). 

and where it is (also) part of the analysis 
(decomposition) and matching stages. However, 
the SMT systems retain the distinctive use of 
‘translation models’ and ‘language models’, and 
most processes remain word- and string-based. 

This use in SMT of models based (partially or 
wholly) on dependency trees rather than surface 
strings represents a ‘convergence’ towards those 
EBMT systems which also operate with parsed 
representations. As far as phrase-based SMT and 
EBMT are concerned, it seems that both may be 
regarded as variants of a single framework. The 
only residual differences are that while SMT works 
mainly on the basis of statistical methods, EBMT 
works mainly on the basis of linguistic (symbolic) 
fragments and text examples.  

9 Conclusion 

The need for a definition of EBMT is motivated 
by the confusing variety of techniques which have 
been discussed as ‘example-based’ and the 
difficulty of locating the essential ‘architecture’ of 
EBMT from the great variety of descriptions of 
EBMT systems. As the last two sections 
demonstrate also there are some cases where 
EBMT approaches appear to differ little from those 
of RBMT and SMT approaches. The attempt to 
define EBMT is to provide researchers and 
observers with an ‘archetype’ (comparable to 
definitions of RBMT systems which distinguished 
transfer-based and interlingua-based systems, 
while in practice few operational systems 
conformed to the archetype in all details.) 

Underlying the definition of EBMT attempted 
here is that the characteristic feature of EBMT 
remains the assumption (or hypothesis) that 
translation involves the finding of ‘analogues’ 
(similar in meaning and form) of SL sentences in 
existing TL texts. By contrast, neither SMT nor 
RBMT work with analogues: SMT uses 
statistically established word and phrase 
correspondences, and RBMT works with 
representations (of sentences, clauses, words, etc.) 
of ‘equivalent’ meanings. Since EBMT occupies 
an intermediary position between RBMT and SMT 
and it makes use of both statistical (SMT-like) and 
symbolic or linguistic (RBMT-like) methods, it is 
open to a wider variety of methodologies, and it is 
consequently less easy to characterise and define. 
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Abstract

We present a study we conducted to build a
repository storing associations between simple
dependency treelets in a source language and
their corresponding phrases in a target lan-
guage. To assess the impact of this resource
in EBMT, we used the repository to compute
coverage statistics on a test bitext and on a n-
best list of translation candidates produced by
a standard phrase-based decoder.

1 Introduction

Phrase-based machine translation is nowadays a
popular paradigm. It has the advantage of nat-
urally capturing local reordering and is shown
to outperform word-based machine translation
(Koehn et al., 2003). The underlying unit (a
pair of phrases), however, does not handle well
languages with very different word orders and
fails to generalise well upon the training corpus.

Several alternatives have been proposed to
tackle some of these weaknesses. Matusov et
al. (2005) propose to reorder the source text in
order to mimic the target word order, and then
let a phrase-based model do what it is good at.
Hildebrand et al. (2005) show that it is possi-
ble to adapt the transfer table of a phrase-based
model to the specificity of the text being trans-
lated. Simard et al. (2005) detail an approach
where the standard phrases are extended to ac-
count for “gaps” either on the target or source
side. They show that this representation has
the potential to better generalise the training
corpus and to nicely handle differences such as
negations in French and English that are poorly
handled by standard phrase-based models.

In this work, we consider a new kind of unit:
a Tree-Phrase (TP), a combination of a treelet
(TL) and a elastic phrase (EP), the tokens of
which may be in non-contiguous positions. Sev-
eral authors have used treelets as a prime unit to
do translation (Gildea, 2003; Ding and Palmer,
2004; Quirk et al., 2005), but mostly with the

idea of projecting a source treelet into its target
counterpart.

In this study, we do not address the issue of
projecting a treelet into a target one, but take
the bet that collecting (without structure) the
target words associated with the words encoded
in the nodes of a treelet will suffice to handle
translation. This set of target words is what we
call an elastic phrase (EP). An elastic phrase is
not only possibly a non-contiguous sequence of
words, but also has the characteristic of having
“gaps” of arbitrary size, which is not the case for
the phrases considered by Simard et al. (2005).

The objective of this study is to show whether
a memory populated with TPs can be of help
in a translation task. We are in the early stages
of this study and, at this time, do not have
a full-fledged decoder using these units. For
this reason, in this pilot study, we resorted first
to compute coverage statistics of a Tree-Phrase
memory on a test bitext and then made post-
processing experiments on a n-best list pro-
duced by a classic phrase-based decoder. Ar-
guably, if we can show (1) that our Tree-Phrases
can cover much of the material to be translated
as well as a reference translation, and (2) that
these coverage statistics can be correlated with
indicators of translation quality, then a mem-
ory populated with these units may have some
interesting potential.

In order to answer these questions, we con-
ducted the following experiment on the French-
English Canadian Hansards. We first parsed
the French material with a dependency parser
called Syntex (Bourigault and Fabre, 2000)
which will be briefly presented in Section 2.
We collected from this parsed material a set
of depth-one treelets that we associated with
their target EPs, using a word alignment we
computed offline. The main characteristics of
this memory are reported in Section 3. Then,
we computed several coverage statistics of this
memory on a test bitext, employing different
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pattern-matching methods. This is reported in
Section 4. Finally, we use these coverage statis-
tics in a translation context in Section 5.

2 Syntex

Syntex (Bourigault and Fabre, 2000) is a ro-
bust and efficient syntactic parser allowing the
identification of syntactic dependency relations
between words, as well as the extraction of nom-
inal, adjectival and verbal phrases from a cor-
pus. Syntex further builds a directed acyclic
graph from these phrases, linked to each other
by head or expansion relations. Two versions of
this software have been created: one for English
and one for French.

Syntex takes as input a text processed by
TreeTagger1, a part-of-speech tagger devel-
oped at the University of Stuttgart. Some pre-
and post-processing of the results from Tree-
Tagger are made, and through a pipeline of
modules of syntactic relation recognition, Syn-
tex outputs a number of dependency relations
for each sentence.

Currently, the main relation types identified
by this tool are subject, direct object, prepo-
sitional complement, adjectival modifier, and
subordination. Each dependency relation iden-
tifies two words: one that acts as a gover-
nor, and another one that is its dependent.
Each recognition module is “handcrafted” by
linguists using the Perl language, and relies on
grammatical knowledge and many heuristics to
scan a sentence from a candidate governor to
find its dependent (or vice-versa), using infor-
mation from the previous modules.

For example, given the French source sen-
tence “on a demandé des crédits fédéraux” (re-
quest for federal funding), Syntex outputs sev-
eral dependency links that we can represent by
the structure in Figure 1, where a root node
contains the word governing the words of all
its child nodes, which are called its dependents.
The syntactic dependency relation is presented
to the right of the dependent word. Note, how-
ever, that we do not consider this information in
this work. In this study, Syntex was also used
to segment sentences into individual tokens, as
can be seen in the example in Figure 1.

An example of the output of Syntex for
the English counterpart of our running exam-
ple (“request for federal funding”) is shown in
Figure 2.

1http://www.ims.uni-stuttgart.de/projekte/
corplex/.

a demandé
XXXXX

�����
on - SUBJ crédits - OBJ

PPPP
����

des - DET fédéraux - ADJ

Figure 1: Parse of the sentence “on a demandé
des crédits fédéraux” (request for federal fund-
ing). Note that the 2 words “a” and “demandé”
(literally “have” and “asked”) from the original
sentence have been merged together by Syn-
tex to form a single token. These tokens are
the ones we use in this study.

src Request for federal funding
Syntex noun?s|request|Request|1|0|prep;2

prep|for|for|2|prep;1|nounprep;4
adj|federal|federal|3|adj;4|0

noun?s|funding|funding|4|nounprep;2|adj;3

Figure 2: An example of output from Syntex.
Each line corresponds to a single Syntex token.
Some tags have been translated in English to
facilitate reading.

3 The Memory

We parsed with Syntex the source (French)
part of our training bitext, that is, about 1.7
million sentences. From this material, we ex-
tracted all dependency subtrees of depth 1 from
the complete dependency trees found by Syn-
tex. For instance, the two treelets in Figure 3
will be collected out of the parse tree in Fig-
ure 1.

Prior to that, the full training corpus was
aligned at the word level by the method de-
scribed in (Simard and Langlais, 2003) which re-
cursively splits in two parts both the source and
target sentences and allows either a left-to-right
alignment (the first part of the source sentence
is aligned to the first part of the target sentence,
the second parts are aligned together), or an in-
verted one (the first source part is aligned to
the second target one and vice-versa). The best
split found at each step is kept and we further
split the two parts until we cannot split any-
more (that is, when there is at most one token
in one side). The computation of the quality
of a split is done using a linear combination of
two word models (one for each direction) that
have been trained on the same training mate-
rial. We used an IBM model 2 (Brown et al.,
1993) for that purpose, whose parameters were
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trained with the Giza package (Och and Ney,
2000).

An illustration of the output of this alignment
procedure is provided for the running example
in Figure 3. Once both the word alignment and
the treelets are computed, populating the mem-
ory with tree-phrases is just a matter of collect-
ing them, and keeping their count over the total
training corpus. The format we use to represent
the treelets (see Figure 3) is similar to the one
proposed in (Quirk et al., 2005): the left and
right dependents of a given governor word are
listed in order in two separate lists along with
their respective offset (the governor/root token
always has the offset 0). An elastic phrase is
simply the list of tokens aligned to the words of
the corresponding treelet as well as the respec-
tive offsets at which they were found in the tar-
get sentence, relative to the first token position.
Note that TLs as well as the EPs might not be
contiguous as is for instance the case with the
first pair of structures listed in Figure 3.

alignment: a demandé ≡ request for, fédéraux
≡ federal, crédits ≡ funding

treelets:

a demandé
Z

Z
�

�
on crédits

crédits
b

b
"

"
des fédéraux

tree-phrases:
TL? {{on@-1} a_demandé {crédits@2}}
EP? |request@0||for@1||funding@3|

TL {{des@-1} crédits {fédéraux@1}}
EP |federal@0||funding@1|

Figure 3: The Tree-Phrases collected out of the
Syntex parse for the sentence pair of Figure 1.
Non-contiguous structures are marked by a star.

The tree-phrases (TPs) are stored in a
database, whose main characteristics are re-
ported in Table 1. Out of 1.7 million pairs of
sentences, we collected more than 3 million dif-
ferent kinds of TLs from which we projected
6.5 million different kinds of EPs. Slightly less
than half of the treelets are contiguous ones
(that is involving a sequence of adjacent words);
40% of the EPs are contiguous. When the re-
spective frequency of each TL or EP is factored
in, we have roughly 11 million TLs and 10 mil-
lion EPs.

We also observe that, as the treelet and the

s |treelet| %-c |EP | %-c
2 639 922 56.8 1 993 896 46.0
3 1 534 468 42.2 3 140 364 38.5
4 737 637 50.5 1 278 254 34.6
5 127 410 53.1 166 465 30.4
6 9 396 36.2 10 108 22.1
7 394 25.9 403 15.4
8 13 0.00 13 7.7
all 3 049 240 47.7 6 589 503 39.8

Table 1: Main statistics measured on the mem-
ory as a function of the structure size s. %-c
stands for the percentage of structures (TL or
EP) that are contiguous. The size of a struc-
ture corresponds to the number of tokens it con-
tains. The figures presented here correspond to
the number of the different kinds of structures
populating the memory and does not account
for their respective frequency.

phrase sizes increase, the number of those that
are contiguous drops, something that is to be
expected.

The 5 most frequent tree-phrases as well as
examples of very large ones are reported in Ta-
ble 2. We note that the most frequent tree-
phrases are contiguous ones that would have
been captured as well by a “standard” phrase-
based model.

4 Coverage Analysis

Rationale One way to get an idea of the ex-
haustiveness of the memory is to compute cov-
erage statistics on a parallel test corpus disjoint
from the training one. This will at least give us
an idea of how many translation units a hypo-
thetical TP-based decoder would be able to find
for a sentence to be translated. A weak source
coverage would be disappointing in our case.
Moreover, by computing the coverage of the tar-
get (reference) sentence with the target material
associated with the source treelets found in the
previous step, we get a sense of how meaningful
the associations stored in the memory are.

We can also evaluate the respective contribu-
tions of contiguous and non-contiguous units to
that coverage. To do so, we randomly selected
1 000 pairs of parallel sentences from a subset
of the Canadian Hansards not included in our
training corpus and tried to match them against
the units in our database using various match-
ing methods.
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Frequent Tree-phrases

freq treelet corresponding EP
75 051 {{{monsieur@-2} {Le@-1} président}} |Mr@0| |.@1| |Speaker@2|
32 601 {{{Le@-1} gouvernement}} |the@0| |Government@1|
26 347 {{{de@-2} {les@-1} voix}} |Some@0| |Honourable@1||Members@2|
14 515 {{{Le@-1} ministre}} |the@0| |Minister@1|
13 043 {{{Madame@-2}{la@-1}Présidente}} |Madam@0| |Speaker@1|

Long Tree-phrases

|TL| treelet corresponding EP
8 {{par@-3} {un@-2} {excellent@-1}

Chili {con@1} {carne@2} {servi@3}
{Léger@6}}

|culmination@0| |a@2| |Chili@3|
|con@4| |carne@5| |feast@6|
|provided@7| |Leger@11|

8 {{sur@-2} {la@-1} question
{fondamentale@1} {de@2} {à@8}
{nationale@14} {de@15}}

|and@0| |on@2| |fundamental@4|
|point@5| |to@11| |national @ 15|

Table 2: The 5 most frequent tree-phrases acquired and 2 examples of especially long ones.

Notation We describe here the notation we
will use for the coverage analysis. Let S
be a source (French) sentence, with n tokens
s1 . . . sn. Let E be a target (English) sentence,
with m tokens e1 . . . em.

We also define t1 . . . tk to be the tokens of the
treelet T . o1, . . . , ok are their associated offsets
(recall that the root of the treelet has an offset
of 0). We call r the token index in S at which
T is rooted. It follows that sr = root token of
T .

4.1 Match Policies

We experimented with various matching meth-
ods between treelets and source sentences and
between elastic phrases and target sentences.
All of these methods share a criterion: to have a
match, the words in the treelet or elastic phrase
must be in the same order as those found in the
source/target sentence. No token reordering is
allowed.

Source match policies (s-match) For
source treelets, we devised an exact (E) and
a relaxed (R) match policy. We say that the
treelet T exactly matches S if:

∀i ∈ [1, k], ei ≡ sr+oi

For the relaxed policy, all the tokens of T
must be found in S, but the offsets constraint
is relaxed. That is, to match a treelet T to a
sentence S, we must find a strictly monotonous
function f : [1, k] −→ [1, n], such that:

h→ r where oh ≡ r
∀i ∈ [1, k], ei ≡ sf(i)

Target match policies (t-match) When a
treelet matches, its corresponding phrases are
retrieved from the memory and matched against
the target sentence E. We experimented with
three different match policies for phrases. For
all these match methods, the search starts at
the beginning of E, i.e. at e1.

With the exact (E) match method, we con-
sider that we have a match when we find the
phrase verbatim in the target sentence, with the
same gaps between each token.

With the relaxed (R) method, we have a
match if the tokens of the phrase are encoun-
tered in the same order in the target sentence,
regardless of their offsets. This latter method
allows the tokens of a phrase that are only
separated by, say, 2 tokens to match a sen-
tence where they become separated by 18 to-
kens. This goes against our intuition that the
word gaps in non-contiguous phrases must not
be stretched beyond a certain limit.

We therefore added a third method relaxed
with stretch limit (R+S), similar to the second
one, where we limit the “elasticity” of those
gaps to a maximum of 3 times their original
size.

4.2 Upper-Bound Coverage
We used the algorithm shown in Figure 4 to
compute various source and target coverage fig-
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ures. The idea is simple. We proceed in two
steps. First, we find the set tl of all treelets
s-matching the source sentence S. Then, for
each treelet T in tl, we find all correspond-
ing elastic phrases which t-match the tar-
get sentence E. The positions in S and E
at which these pairs of corresponding treelet-
phrases match are finally marked as “covered”
by the algorithm. Any position si or ej may
therefore be covered by many units. This is why
this algorithm gives us an upper-bound cover-
age. We will refine the idea of coverage in Sub-
section 4.3.

for all source tokens si of the sentence S do
let tl be the set of TLs with root token si

for all T ∈ tl do
if T s-matches S then

let ep be the set of EPs associated with
T in the repository
for all p ∈ ep do

if p t-matches the target sentence
E then

mark the match positions of T
and p in S and E as covered

Figure 4: Algorithm to compute the source and
target coverage. The two matching functions
s-match and t-match are discussed in the text.

Results Table 3 shows the results we gath-
ered using the six possible combinations of
these policies on 1 000 parallel pairs of sen-
tences, corresponding to 17 798 source tokens
and 16 219 target tokens. Expectedly, bet-
ter coverage statistics are achieved when us-
ing less constraining methods. We also present
there another figure of interest we gathered: the
respective contribution of non-contiguous and
contiguous units to this coverage. As can be
seen, contiguous units account for most of the
coverage, which means that a standard phrase-
based model would probably have captured the
same information. The extra coverage brought
by non-contiguous units varies between roughly
10% and 20% (absolute), although it is difficult
at this stage to assess how this could have trans-
lated into a better MT system.

In all cases, the coverage is very good, with,
on average, roughly 75% coverage, both for the
source and the target sentences.

4.3 Corrected Coverage
Raw coverage figures as we computed them only
give a rough idea of the potential of TPs. The

method source target
src tgt %-cov %-c %-cov %-c
E E 68.70 62.55 71.90 68.63
E R 69.58 63.21 75.31 70.33
E R+S 69.10 62.76 73.80 67.66
R E 79.29 72.35 77.86 74.78
R R 80.39 73.23 80.85 76.36
R R+S 79.80 72.72 79.57 73.69

Table 3: Source and target coverage statistics.
%-cov stands the percentage of tokens that are
covered, and %-c indicates the percentage of to-
kens covered by contiguous units.

main drawback of our methodology is that many
different overlapping units (TLs or EPs) are al-
lowed to cover a given source or target sentence
token, which might not reflect their true use-
fulness in a translation task, where, typically, a
single translation unit is chosen to help in the
translation of a given source token or groups of
source tokens.

Source coverage In order to better estimate
the situation, we computed a corrected coverage
by applying the algorithm in Figure 5.

The idea behind this algorithm is to select
the minimum number of TLs covering as much
as possible of the source sentence. All 6 combi-
nations of our match policies have been tried for
this experiment. We implemented a search al-
gorithm in a way similar to the one embedded in
a translation decoder, the main difference being
that we do not build a translation, but just find
the decomposition of the source sentence into
TLs. Therefore the score we optimise is based
on the source material only.

Conceptually, the algorithm builds the set of
all the valid hypotheses that match the source
sentence S. A valid hypothesis is a set of treelets
that (at least) partially covers S and satisfies
a certain number of properties, the main one
being that none of the dependencies captured
in the set of TLs is allowed to cross another
one. Once all such hypotheses are built, the
algorithm picks the one with the best score. In
our case it is the one which covers S the most
with the minimum number of treelets.

In practice, because of the combinatorial na-
ture of the algorithm, these hypotheses are
maintained into priority queues Stack(i) that
sometimes have to be pruned to achieve an ac-
ceptable computation time. The ith stack con-
tains, at most, the b best ranked valid hypothe-
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// init
for all i ∈ [1, n] do

Stack(i)← φ
let tl[i]← {T ∈M∧s-match(T, si) = true}

// the search
for all i ∈ [1, n] do

for all T ∈ tl[i] do
add(ε, T, 1)
for all j ∈ [1, n] do

for all h ∈ Stack(j) do
if s-extend(T, h) then
add(h, T, j + 1)

// the best hypothesis
let best← the first hypothesis
for all i ∈ [1, n] do

for all h ∈ Stack(i) do
if score(h) > score(best) then

let best← h

Figure 5: Algorithm to compute the corrected
source coverage. M is the set of all treelets
matching the source sentence S. add(h,T,n) is
a function which adds in Stack(n) the hypothe-
sis h extended by the treelet T . s-extend(T,h)
is a predicate which is true if the treelet T can
extend the hypothesis h, and score(h) returns
the score of a hypothesis h. Please read the text
for more details.

ses built of i TLs. We used b = 500 for our
experiments. The first stack (the one with only
one TL per hypothesis) is seeded with all the dif-
ferent treelets s-matching the source sentence,
with one treelet per hypothesis. The algorithm
then goes along the source positions and sys-
tematically tries to extend previously built hy-
potheses with all of the treelets rooted at this
very source position. A treelet may extend a
hypothesis only if it does not introduce depen-
dencies that cross other ones, and if at least one
dependency is added to the hypothesis.

An example of the output of this algo-
rithm is given in Figure 6. Notice that, in
this example, there were 8 candidate treelets
found by s-matching, but only 4 were se-
lected by the algorithm. Out of the 15
tokens, 8 tokens are covered (53%). Fur-
thermore, we observe that 2 tokens are cov-
ered by the non-contiguous treelet {{cette@-2}
législature}, which “conveniently” skips the
token 33e (thirty-third in English). In this ex-
ample, it also happens that “droit à la pro-

priété” (property rights) is captured here by
2 TLs, whereas it would have been captured as
a single parameter in a standard phrase-based
model.

This illustrates two strengths of the TP ap-
proach, at least regarding the source material
and the treelets. First, a completely unknown
token (33e) can be skipped by a treelet, while
the tokens of the latter are still available to pro-
duce a translation for the surrounding known
tokens. Second, a source token can be captured
by many treelets, suggesting a way to combine
them into a more elaborate tree during the de-
coding phase, possibly with more meaningful re-
sults.

Source sentence
Au cours de cette 33e législature nous
avons examiné le droit à la propriété à
trois égards
Treelets in corrected coverage
{{à@-2} {la@-1} propriété}
{{à@-1} trois}
{{cette@-2} législature}
{droit {propriété@3}}

Figure 6: Illustration of the corrected source
coverage computed by the algorithm in Fig-
ure 5. Words merged together with an under-
score form a Syntex token.

Target coverage Once a corrected source
coverage is computed, we apply another algo-
rithm to select among all the EPs that are asso-
ciated with the TLs selected, the ones that max-
imally cover the target sentence T , once again,
with the minimum number of phrases. This al-
gorithm is presented in Figure 7.

The candidate EPs are those associated with
the TLs obtained from the corrected source
coverage computation, although the algorithm
would work equally well with the treelets of the
raw source coverage, albeit more slowly. These
candidate EPs must also t-match the target
sentence. The criteria used to find the score
of a coverage hypothesis are, in order of impor-
tance, the target coverage (maximisation) and
the number of covering EPs (minimisation). No
target token ei is allowed to be covered by more
than one EP (no overlapping EPs). However,
we did allow EPs to cover the target tokens con-
tained in the “gaps” left by another EP. For
example, given the target sentence the white
rabbit, if an EP covers the words the and
rabbit, then we allow another EP to cover the
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word white contained in the gap, if there is such
an EP, naturally.

One additional constraint that this algorithm
enforces is that no two EPs in the corrected tar-
get coverage can share the same source treelet
in M, the set of treelets matching the source
sentence.

Again, to avoid a combinatorial explosion of
hypotheses (stored in HypoSet in Figure 7),
we only kept the best 10 000 hypotheses at all
times.

// init
HypoSet← 0-coverage hypothesis

// the search
for all T ∈M do

AddSet← φ
let ep be the set of EPs associated with T
which t-match E
for all p ∈ ep do

for all h ∈ HypoSet do
if t-extend(p, h) then
add(p, h,AddSet)

HypoSet← HypoSet ∪AddSet

// the best hypothesis
find in HypoSet the hypothesis h for which
score(h) is the highest and return it.

Figure 7: Algorithm to compute the cor-
rected target coverage. M is the set of
all treelets matching the source sentence S.
t-extend(p,h) is a predicate which is true if
the elastic phrase p can extend the hypothesis
h, add(p,h,set) adds to set the hypothesis
h extended with p, and score(h) returns the
score of a hypothesis h. Please read the text for
more details.

We complete the example introduced in Fig-
ure 6 with the corresponding target coverage,
presented in Figure 8. Out of the 11 target
tokens, 5 are covered by 3 EPs, a 45% cover-
age. An interesting match has occurred: while
the EP |property@0||rights@5| was acquired
with a gap of 5 between the words property and
rights, a match was possible with contiguous
target words.

The corrected coverage figures are presented
in Table 4. Without surprise, these figures are
inferior to those reported in section 4.2, al-
though the target coverage is the one which
suffers the most from this optimisation. This
may be due to the fact that the source coverage

Target sentence
This thirty-third Parliament is dealing
with property rights on three different
fronts
Elastic phrases in corrected coverage
|this@0||Parliament@1|
|property@0||rights@5|
|three@0|

Figure 8: Illustration of the corrected target
coverage. Words merged together with an un-
derscore form a Syntex token.

optimisation does not take into account the re-
strictions in the number of candidate EPs that
it will eventually impose on the target cover-
age optimisation. Indeed, when we reach the
target coverage optimisation, our options have
been limited by the previous step.

Nonetheless, it is apparent from these results
that non-contiguous units can contribute signif-
icantly to source and target coverage statistics.

method source target
src tgt %-cov %-c %-cov %-c
E E 59.74 53.20 56.72 45.86
E R 58.15 51.54 57.55 38.66
E R+S 58.55 51.99 57.14 37.88
R E 65.34 48.70 56.56 47.60
R R 61.21 44.44 56.41 39.35
R R+S 62.67 45.95 56.43 38.63

Table 4: Source and target corrected coverage
statistics. %-cov stands for the percentage of to-
kens that are covered, and %-c indicates the per-
centage of tokens covered by contiguous units.

5 Towards EBMT

Without writing a specific decoder, it is diffi-
cult to determine whether TPs can be of help in
MT. The RALI, the research group in applied
computational linguistics at the Université de
Montréal, is currently developing a decoder that
will, hopefully, be able to handle tree-phrases.
However, we could not wait for the final imple-
mentation of this decoder to measure the po-
tential of tree-phrases in a translation context.

We therefore used pharaoh2, a beam search
decoder for phrase-based statistical machine
translation models developed by (Koehn, 2004).
However, since we do not have access to the code
of this program, we cannot modify it to favour

2www.isi.edu/licensed-sw/pharaoh/
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the treelets or phrases contained in our collec-
tion, or to propose and implement a new decod-
ing strategy addressing our specific needs. We
therefore resorted to a post-processing experi-
ment, using a n-best list produced by pharaoh.

5.1 Experimental Set-Up

Using once again the training and test corpora
described in Section 4, we had pharaoh produce
a translation for the same 1000 randomly se-
lected source sentences, as well as a n-best list
of roughly 1000 different best candidates per
translated sentence. We will call each source
sentence Si (i = 1 . . . 1000), its corresponding
reference sentence Ri and its candidates Ci[j]
(j > 0). The first candidate for a sentence Si

is Ci[1] and is the best one, the candidate even-
tually output by pharaoh as the translation of
Si.

For each of these candidates, we calculated
their word error rate (wer) when compared
to their respective reference translation. For
each set of candidates translated from the same
source sentence Si, we called oracle (Oi) the
candidate with the lowest wer. When multiple
candidates had the same wer, we randomly se-
lected one among the candidates tied for lowest
wer.

We then proceeded to compute a variety of
coverage-related features for each candidate,
like we did in the previous section. We did the
same for the reference target sentence Ri and
for the oracle Oi. To do so, we used the exact
(E) matching policies both for the source and
target sentences.

Our goal was to discover, if possible, a cov-
erage feature f for which, on average, f(Ri) >
f(Ci[1]) or f(Oi) > f(Ci[1]). This would mean
that our tree-phrase approach could lend itself
to a translation task. Indeed, if such a feature
f exists, then it means that our memory bet-
ter “recognizes”, on average, Ri or Oi, than the
best candidates Ci[1], and the two former have
the lowest word error rates: Ri has a wer of
0 by definition, and Oi is the candidate with
the smallest wer. It could then be argued that
our system is more likely to produce translation
with lower wer’s than a typical system.

Admittedly, this is a unorthodox way of as-
sessing the usefulness of TPs in machine trans-
lation, but this is a pilot study and the resources
at hand are still limited.

We computed the features in Table 5 for all
the candidates and the reference. We attempted

as well to integrate entropy-related features, but
did not observe any interesting results. The re-
sults are presented in the following section.

f1 src cov. (%)
f2 trg cov. (%)
f3 src cov. w/ contiguous TLs (%)
f4 trg cov. w/ contiguous EPs (%)

Table 5: Various features computed for each
candidate and reference in the n-best list for
1000 translations produced by pharaoh.

5.2 Results and Discussion
Table 6 presents the averages and standard
deviations for the values of the different fea-
tures introduced in Table 5, computed for the
1000 translations and their corresponding can-
didates. The “random” column is the aver-
age/standard deviation for each feature com-
puted on a set composed of a randomly selected
candidate for each Si. It acts as a control group,
making sure the differences we observe between
the sets ref, best and oracle are not purely for-
tuitous.

feature stat ref best oracle rnd
src cov avg. 67.1 68.1 70.1 67.7

stdev. 20.9 20.9 19.9 21.5
trg cov avg. 70.6 71.6 75.4 70.4

stdev. 22.0 22.1 20.4 22.2
src cov c avg 61.0 62.4 63.7 61.8

stdev. 21.8 21.7 21.3 22.3
trg cov c avg. 67.9 69.4 73.4 68.4

stdev. 22.0 22.1 20.5 22.2

Table 6: Averages and standard deviations for
the values of features computed on a n-best list
for 1000 translations produced by pharaoh. src
cov is the source coverage, src cov c is the source
coverage from contiguous units. ref is the refer-
ence Ri for each Si, best is the first candidate
Ci[1], oracle is Oi, the candidate with the lowest
wer, and rnd (random) is the set composed of
a randomly selected candidate for each Si. All
values are expressed in percentage.

No set among ref, best, oracle clearly stands
out, on average, for any of the features we chose.
Nonetheless, the oracle set, the one composed
of the candidates Oi with the lowest wer’s, sys-
tematically exhibits the highest scores for each
feature. For the target coverage, a difference of
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3.9% (absolute) is observed between the oracle
and the next best contender.

This assessment strategy is farfetched, we are
the first to admit it, but it may argue in favour
of the treelet/elastic phrase approach at this
early stage of research. If, indeed, f(Oi) >
f(Ci[1]) like the figures in Table 6 seem to sug-
gest, then our memory could have—at least—
the potential to generate translations with lower
wer’s than a classic phrase-based one, a promis-
ing perspective.

6 Discussion

We presented a pilot study aimed at appreciat-
ing the potential of Tree-Phrases as a base unit
for example-based machine translation. Since
we are in the early stages of this study and do
not yet benefit from a decoder adapted to these
units, we resorted to indirect measures of the
potential of a repository populated with TPs.

Coverage statistics clearly show that, whether
we allow restrictive match policies or more re-
laxed ones, our treelets and their corresponding
elastic phrases cover most of the source and tar-
get material. We observe a slight coverage loss
when we apply more rigorous match policies,
but that was expected. This generally bodes
well for a translation system based on TPs. We
can at least rest assured that a given source sen-
tence for which we need a translation will be rec-
ognized by the repository. Moreover, since the
target coverage of the associated target sentence
(reference) is also good, there is a distinct pos-
sibility that our system could generate a trans-
lation in many ways similar to the reference.

Coverage examples have also highlighted one
of the most interesting features of treelets and
elastic phrases: their capacity to conveniently
skip unknown tokens in a given sequence of
words in order to recognize the surrounding
tokens. This is of major interest, since un-
known or rare tokens usually confuse a standard
phrase-based decoder, which does not benefit
from the freedom of elastic gaps.

Our post-processing experiments using a n-
best list generated by pharaoh, a phrase-based
decoder, to attempt to highlight the interest
of Tree-Phrases in the context of a translation
met a limited success. Our somewhat uncon-
ventional approach suggests nonetheless that a
TP repository could possibly generate transla-
tions with lower word error rates (compared to
the reference) than those generated by a more
traditional approach.

All this evidence leads us to believe that a
TP-based MT system could be a viable alterna-
tive to a standard phrase-based one, that such
a new repository might better generalise upon
a training corpus.

Naturally, this is a preliminary study, and the
metrics and features computed here as well as
the conclusions drawn from them need to be
validated in a more conventional approach, one
that would benefit from a decoder capable of
handling treelets and elastic phrases. We would
then be able to directly measure the contribu-
tions of such translation units to a MT system.
More efforts could also be invested in consider-
ing other translation unit pairs, namely elastic
phrase-elastic phrase, or treelet-treelet.

7 Acknowledgements

This work has been financially supported by a
grant from precarn.

References

Didier Bourigault and Cécile Fabre. 2000. Ap-
proche linguistique pour l’analyse syntaxique
de corpus. Cahiers de Grammaire, (25):131–
151. Toulouse le Mirail.

P. F. Brown, S. A. Della Pietra, V. J. Della
Pietra, and R. L. Mercer. 1993. The Math-
ematics of Statistical Machine Translation:
Parameter Estimation. Computational Lin-
guistics, 19(2):263–311.

Yuang Ding and Martha Palmer. 2004. Auto-
matic learning of parallel dependency treelet
pairs. In First International Joint Conference
on Natural Language Processing.

Daniel Gildea. 2003. Loosely tree-based align-
ment for machine translation. In ACL.

Almut Silja Hildebrand, Matthias Eck, Stephan
Vogel, and Alex Waibel. 2005. Adaptation of
the translation model for statistical machine
translation based on information retrieval. In
10th EAMT, pages 133–142, Budapest, Hon-
gary, May 30-31.

P. Koehn, F.J. Och, and D. Marcu. 2003. Sta-
tistical Phrase-Based Translation. In Pro-
ceedings of HLT, pages 127–133.

Philipp Koehn. 2004. Pharaoh: a Beam Search
Decoder for Phrase-Based SMT. In Proceed-
ings of AMTA, pages 115–124.

Evgeny Matusov, Stephan Kanthak, and Her-
mann Ney. 2005. Efficient statistical ma-
chine translation with constraint reordering.
In 10th EAMT, pages 181–188, Budapest,
Hongary, May 30-31.

79



F.J. Och and H. Ney. 2000. Improved Statis-
tical Alignment Models. In Proceedings of
ACL, pages 440–447, Hongkong, China.

Chris Quirk, Arul Menezes, and Colin Cherry.
2005. Dependency treelet translation: Syn-
tactically informed phrasal SMT. In Pro-
ceedings of the 43rd Annual Meeting of the
Association for Computational Linguistics
(ACL’05), pages 271–279, Ann Arbor, Michi-
gan, June. Association for Computational
Linguistics.

Michel Simard and Philippe Langlais. 2003.
Statistical translation alignment with com-
positionnality constraints. In HLT-NAACL
workshop: Building and Using Parallel Texts:
Data Driven Machine Translation and Be-
yond, pages 19–22, Edmonton, Canada, May.

Michel Simard, Nicola Cancedda, Bruno Cave-
stro, Marc Dymetmann, Éric Gaussier, Cyril
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Abstract

We designed, implemented and assessed an
EBMT system that can be dubbed the “purest
ever built”: it strictly does not make any use of
variables, templates or training, does not have
any explicit transfer component, and does not
require any preprocessing of the aligned exam-
ples. It uses a specific operation, namely pro-
portional analogy, that implicitly neutralises di-
vergences between languages and captures lexi-
cal and syntactical variations along the paradig-
matic and syntagmatic axes without explicitly
decomposing sentences into fragments. In an
experiment with a test set of 510 input sentences
and an unprocessed corpus of almost 160, 000
aligned sentences in Japanese and English, we
obtained BLEU, NIST and mWER scores of
0.53, 8.53 and 0.39 respectively, well above a
baseline simulating a translation memory.

1 Introduction

In contrast to some “least effort” approaches
to machine translation, which do not view lin-
guistic data as specific data, we claim that nat-
ural language tasks are specific because their
data are specific. The goal of this paper is to
show that the use of a specific operation, namely
proportional analogy in our present proposal,
is profitable in terms of trading off preprocess-
ing time of the data and quality of the results.
Our proposed technique does not require any
preprocessing of the data whatsoever, a definite
advantage over techniques that require intensive
preprocessing.

1.1 Dealing with the specificity of

linguistic data

Trivially, any linguistic datum belongs to one
specific natural language that constitutes a
“system” in the Saussurian sense of the term.
A consistent consequence is to process linguistic
data using operations that specifically capture
this systematicity. This systematicity appears
at best in commutations exhibited by propor-
tional analogies like in the following example.

I’d like

to open
these

win-

dows.

:

Could

you open

a
window?

::

I’d like
to cash

these

trav-
eler’s

checks.

:

Could

you cash
a trav-

eler’s

check?

Such commutations make paradigmatic and
syntagmatic variations explicit and allow for
lexical and syntactical variations that ought to
be exploited by machine translation system to
express different meanings. Indeed, each sen-
tence in any language can be cast into a wide
number of such proportional analogies that form
a kind of meshwork around it. In (Lepage and
Peralta, 2004) we have shown how to auto-
matically extract tables (or matrices) from a
linguistic resource so as to visualize these mesh-
works: each cell in a table contains a sentence,
and rectangles formed with four cells in the ta-
bles are proportional analogies.

1.2 Dealing with divergences across

languages

Machine translation has specific problems to ad-
dress: one of them, at the core of translation, is
to tackle divergences across languages.
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A classical and simple example of divergence
is the exchange of the arguments of a predicate
in Vauquois’s famous example between English
and French:

Elle 1 lui 2 plâıt. ↔ He 2 likes her 1.

To confirm the importance of the phe-
nomenon, (Habash, 2002) quotes a study on
a sample of 19, 000 sentences between English
and Spanish that shows that one sentence in
three presents divergences that can be classified
into five different types. An example of type 4
is the classical translation of a Spanish verb into
an English preposition.

1: Atravesó V

2: el ŕıo N

3: flotando particip.

↔

0: It

3: floated V

1: across prep.

2: the river N

Approaches that rely on the word as the unit
of processing forget the fact that correspond-
ing pieces of information in different languages
are indeed distributed over the entire strings
and do not necessarily correspond to complete
words. For this reason, the correspondence be-
tween words given in the example above is in
fact not detailed enough. Actually, the end-
ing -ó of the first Spanish word accounts for
3rd person singular past tense. So, not only
does atravesó correspond to the English prepo-
sition across for its meaning, but, in addition,
it also corresponds to another complete word
in English (the pronoun it), plus a portion of
yet a third English word (the final ending -ed of
floated).

1.3 Dealing with structures

(meshworks of proportional

analogies)

Following the previous idea that a sentence be-
longs to a meshwork of proportional analogies,
any particular translation correspondence be-
tween two sentences belonging to two differ-
ent languages should be viewed as a part of
the global correspondence between the two lan-
guages at hand. The technique that we thus
propose for automatic translation exploits the
translation links that incidentally exist between
sentences as part of the meshwork of propor-
tional analogies found around them.

I’d like

to open

these
win-

dows.

:

Could
you open

a

window?

::

I’d like

to cash
these

trav-

eler’s
checks.

:

Could

you cash

a trav-
eler’s

check?

l l l l

Est-ce

que ces
fenêtres,

là, je

peux les
ouvrir?

:

Est-ce

que vous

pouvez
m’ouvrir

une
fenêtre?

::

Ces

chèques
de

voyage,

là, je
peux les

échanger?

:

Vous

pouvez
m’échanger

un

chèque
de

voyage?

Figure 1: Two proportional analogies in two dif-
ferent languages that correspond.

Figure 1 gives the example of the two follow-
ing sentences taken as part of particular propor-
tional analogies that correspond.

Could you cash a

traveler’s check?
↔

Vous pouvez m’é-

changer un chèque
de voyage?

The correspondence can only be established be-
cause each sentence in the lower part of the
figure is a possible translation of the sentence
above it in the upper part of the figure.

A consequence of this view is that the dif-
ficulty which is usually seen in translating be-
tween some particular pairs of languages simply
vanishes. The claim that it is costly to translate
between some specific language pairs like, e.g.,
Japanese and English, relies indeed on the idea
that translating would basically consist of rear-
ranging, transforming, or decoding. However,
to make a comparison with clothes, to localise
what corresponds to the left shoulder of a shirt
on, say, a jacket, one does not take material
from the left shoulder of the shirt, unweave it,
weave it back again in a different way, and then
patch it somewhere on the jacket. Although
this sounds strange, this is precisely what sec-
ond generation MT systems do when they use
lexical and structural transfer rules; and SMT
systems (Brown et al., 1993) when they use
lexicon models with distortion models.

Rather, it is reasonable to point at the left
shoulder of the jacket by looking at the gen-
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eral constitution of the jacket, and by following
the different wooves and threads on the jacket
to localise some point more precisely if needed,
as the jacket is made of a different material
from the shirt. Transposing to machine transla-
tion, the translation of a source sentence should
be looked for by relying on the paradigmatic
and syntagmatic meshworks, i.e., by using the
proportional analogies in the target language
which correspond to the proportional analogies
of the source language that involve the source
sentence, until a corresponding sentence is ob-
tained.

2 Example-based machine
translation (EBMT) by
proportional analogy

2.1 The algorithm

Suppose we have a corpus of aligned sentences in
two languages (a bicorpus) at our disposal. The
following gives the basic outline of our method
to perform the translation of an input sentence:

� Form all analogical equations with the in-
put sentence D and with all relevant pairs
of sentences (Ai, Bi) from the source part
of the bicorpus1;

Ai : Bi :: x : D

� For those sentences that are solutions of the
previous analogical equations which do not
belong to the bicorpus, translate them us-
ing the present method recursively. Add
them with their newly generated transla-
tions to the bicorpus;

� For those sentences x = Ci,j that are solu-
tions of the previous analogical equations2

which belong to the bicorpus, do the fol-
lowing;

1Relevant pairs of sentences are selected on-the-fly ac-
cording to a similarity criterion. Ai,Bi and D are sen-

tences; they are not fragments of sentences. Sentences
are not cut into pieces. Also, pairs of sentences are
retrieved to form an analogical equation with D; con-
sequently, there is no such thing as analogous exam-

ples, as such an expression does not make any sense in
this framework; indeed, Ai’s and Bi’s may be quite “far
away” from D.

2One analogical equation may yield several solutions.

� Form all analogical equations with all pos-
sible target language sentences correspond-
ing to the source language sentences3;

Âi

k
: B̂i

k
:: Ĉi,j

k
: y

� Output the solutions y = D̂i,j

k
of the

analogical equations as a translation of D,
sorted by frequencies4.

2.2 An example

Suppose that we wanted to translate the follow-
ing Japanese input sentence:

�����������
	�����
��� 5

Among all possible pairs of sentences from
the bicorpus, we may find the following two
Japanese sentences:

����������� �
�
↔

May I have some

tea, please?

������� ������� ���
↔

May I have a cup

of coffee?

that will allow us to form the following analog-
ical equation:
�
��� �!�
� ��� :

������� ���
�"� ��� :: x :

��� �
������	
��#�
���

This equation yields x =
��� ��� 	$�#%����� 6 as a

solution. If this sentence already belongs to the
bicorpus, i.e., if the following translation pair is
found in the data

��� ��� 	���#�
���
↔

I’d like some
strong tea, please.

the following analogical equation is formed with
the corresponding English translations:

May I have

some tea,
please?

:
May I

have a cup

of coffee?
::

I’d like some

strong tea,
please.

: x

By construction, the solution: x = I’d like a
cup of strong coffee. is a candidate translation
of the input sentence:

������������	�����
���

3Several target sentences may correspond to the same
source sentence.

4Different analogical equations may yield identical so-
lutions.

5Gloss: strong coffee NOMINATIVE-PARTICLE
drink-VOLITIVE. Literally: I want to drink strong cof-
fee.

6Lit.: I want to drink strong tea.
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I’d like a cup of strong coffee.

May I have a cup of coffee?

I’d like some strong tea, please.

May I have some tea, please?

������������	�����%���

������� ������� ���

��� ��� 	�� &�
�
�

�&�������"� ���

↔

↔

↔

↔

Figure 2: The parallelopiped: in each language, four sentences form a proportional analogy. There
exist four translation relations between the sentences.

2.3 A geometric view of the principle

The processing of the previous example, which
is reminiscent of distributionalism (Harris,
1954), can be viewed in the shape of a paral-
lelopiped as shown in Figure 2. The left plane
of this parallelopiped is the plane of the English
analogy. The right plane is the Japanese one.
Because each of these planes resides in one and
only one language, the terms of the proportional
analogy involve monolingual data only so that
they can be processed by algorithms like the one
proposed in (Lepage, 1998).

3 Features of the method

3.1 No transfer

To stress that the choice of a correct translation
is really left to an implicit use of the structure of
the target language, and does not imply any ex-
plicit transfer processing, consider the Spanish
example of Section 1.2 again. The correspon-
dences between the source and the target lan-
guage in a proportional analogy will be entirely
responsible not only for the selection of the cor-
rect lemmas wit their lexical POS, but also for
the correct word order7.

This could be compared to some extent to
the translation of the adnominal particle N1

no N2 from Japanese into English in (Sumita

7As for reordering of words, with its translation
knowledge reduced to the sole two translation pairs:
abc ↔ abc, abcabc ↔ aabbcc, the system needs
only to solve 2 × (n − 2) proportional analogies re-
cursively to translate members of the regular language
{ (abc)n | n ∈ IN∗ } into the corresponding members of
the context-sensitive language { a

n
b
n
c
n | n ∈ IN∗ }, and

reciprocally: (abc)n ↔ a
n
b
n
c
n.

and Iida, 1991) where the choice of the correct
preposition (or word order) is left to the list of
examples.

They

swam in
the sea.

:

They
swam

across
the river.

::
It floated

in the
sea.

:
It floated

across
the river.

l l l l

Nadaron

en el

mar.

:
Atravesa-
ron el rio

nadando

:: Flotó en
el mar.

: x

However, it should be stressed that in propor-
tional analogies like the two above, nowhere is it
said which word corresponds to which word, or
which syntactic structure corresponds to which
syntactic structure. The sole action of pro-
portional analogy with (necessarily) the char-

acter as the only unit of processing, is
sufficient to produce the exact translation of
It floated across the river, that is, the correct
Spanish sentence: x = Atravesó el rio flotando,
provided that the three sentence pairs on the
left are valid translation pairs.

3.1.1 No extraction of symbolic

knowledge

In a second generation MT system, one makes
the knowledge relevant to such divergences ex-
plicit in the form of lexical and structural trans-
fer rules. In the EBMT approach too, one
makes this knowledge explicit by automatically
acquiring templates that capture these diver-
gences. In both cases, the knowledge about
these divergences has to be made explicit. In
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our view the choice of the correct expres-
sion ought to be left implicit as it pertains
to the structure of the target language. In-
deed, paradigmatic and syntagmatic commuta-
tions neutralise these divergences as they are the
implicit constitutive material of proportional
analogies.

Our system definitely positions itself in the
EBMT stream, however it departs from it in one
important aspect: it does not make any use of
explicit symbolic knowledge such as templates
with variables. Direct use of bicorpus data in
their raw form is made, without any preprocess-
ing.

The reason for doing so is that we consider
that templates may well be insufficient in rep-
resenting all of the implicit knowledge contained
in examples. Indeed, variables in templates al-
low for paradigmatic variations at some prede-
fined positions only8. For instance, extracting
the template X salts Y from the example sen-
tence the butcher salts the slice where X may be
replaced by the butcher, etc. and Y by the slice,
etc. 9 does not make the most of the potential
of the example. Firstly, it prevents the butcher
from being changed into a plural: the butch-

ers. Moreover, it misses the fact that salts may
also commute with its past and future forms,
etc.: salted, will salt, etc., or with cuts, smokes,
etc.; and so forth. To summarise, there is a risk
of loss of information when replacing examples
with templates.

The situation is in no way better with trans-
lation patterns. They make explicit which vari-
ables in the source have to be replaced by which
variables in the target10. But it is well known
that a single variable at one single position in
a source template often needs to be linked to
several positions distributed over a target tem-
plate, and may even imply different levels of de-
scription (morphological, syntactical, etc.) For
instance, negation is expressed at one single po-
sition in Japanese, whereas it may also imply a
change in the form of the main verb in English:
he eats → he does not eat.

Our view is that every position in a lan-

8In (Sato, 1991), so as to acquire a grammar, sen-
tences are fed into a system, which differ by one word
only.

9Examples from (Carl, 1998).
10(Sasayama et al., 2003) for the use of arrays de-

scribing these kinds of associations.

guage datum is subject to paradigmatic vari-
ation11. The consequence being that a lot more
exploitable information is to be found in unpro-
cessed examples than in templates. And it may
well be the case that the number of templates
necessary to encode the same amount of infor-
mation contained in a set of examples is much
larger in size than the actual size of these unpro-
cessed examples themselves. Thus, extracting
templates from examples may well entail a loss
in generative power as well as in space. It must
however be stressed that the generative power
of the unprocessed examples does not actually
reside in their bare listing but in their capacity
for getting involved in proportional analogies.

3.2 No training, no preprocessing

As a consequence of the abovementioned fea-
tures, there is no such thing as a training phase
or a preprocessing phase in our system: the bi-
corpus is just loaded into memory at program
startup. No language model is computed; no
other alignment than the one given by the bi-
corpus is extracted; no segmentation or tagging
whatsoever is performed. Needless to say, the
possibility of adding new information to the bi-
corpus is left open. For instance, adding dictio-
naries or paraphrases to the corpus is a possi-
bility that may improve results but leaves the
structure of the system absolutely unchanged
(see Sections 4.4.2 and 4.4.3).

4 Evaluation and comparison with
other systems

4.1 Resources used in the evaluation

To assess the performance of the proposed
method, we used the C-STAR Basic Trav-
eler’s Expressions Corpus12. It is a multilin-
gual resource of expressions from the travel and
tourism domain that contains almost 160,000
aligned translations in English and Japanese.
In this resource, the sentences are quite short as
the figures in the following table show. As the
same sentence may appear several times with
different translations, the number of different

11Putting it to the extreme, even phonetic variations
have to be considered: wolf : wolves :: leaf : leaves.
So that one definitely has to go below words. For this
reason, our system processes strings of characters, not
strings of words.

12http://www.c-star.org/.
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��������'
(%)
*,+ � ��� ��-&.0/ )
�

2318 I’d like another cup of coffee.
2296 May I have another cup of coffee?

1993 Another coffee, please.

1982 May I trouble you for another cup
of coffee?

1982 Can I get some more coffee?
530 Another cup of coffee, please.

516 Another cup of coffee.

466 Can I have another cup of coffee?
337 May I get some more coffee?

205 May I trouble you for another cup

of coffee, please?

1
2 ��.03#45����� �
�

924 Can you include some small change?

922 Can you include some small change,
please?

899 Would you include some small change?

896 Include some small change, please.
895 I’d like to have smaller bills mixed in.

895 Please change this into small money.
895 Will you include some small change?

885 Could you include some small change,

please?
880 May I have some small change, too?

Figure 3: Two examples of translations. The figures on the left are the frequencies with which each
translation candidate has been output.

sentences in each language is indicated in the
following table.

Number of Size in characters
6= sentences avg. ± std. dev.

English 97,395 35.17 ± 18.83
Japanese 103,051 16.22 ± 7.84

The method relies on the assumption that
analogies of form are almost always analogies
of meaning. Thus, prior to its application, we
(Lepage, 2004) estimated the relative number
of analogies of form which are not analogies of
meaning in the resource used: less than 4% (p-
value = 0.1% on a sample of 666 analogies).
This proportion is too small to seriously endan-
ger the quality of the results obtained during
translation.

4.2 Gold Stantard and baseline

In order to evaluate the performance of our sys-
tem, we use a test set of 510 input sentences.
These sentences are from the same domain as
the bicorpus. For each of them, we also have
a set of 16 translation references in the target
language at our disposal.

This allows us to perform an evaluation using
several standard objective measures, like BLEU,
NIST or mWER.

Firstly, we determined a Gold Standard in the
following way. For each sentence of the test set,
we evaluated the first reference translation as if
it were given by an MT system. In this way,
we obtained the “best” values for each of the
measures considered (see Table 1).

Then, we determined a baseline by simulat-
ing a translation memory. For each sentence of
the test set, we took the closest sentence in the
corpus according to edit distance and output its
translation that we evaluated with each of the
objective measures. This gives baseline scores
for each of the measures considered.

4.3 Results with the resource only

Our system was then evaluated on the trans-
lations it output for the sentences of the test
set, with the sole source of examples being the
resource data (see Table 1, line: resource only).
Some examples of translations are shown in Fig-
ure 3, with the frequencies for each candidate13.
As we assumed that the most frequent candi-
date should be the most reliable one, the evalua-
tion was performed on the first candidates only.

4.4 Choice and influence of linguistic

resources

4.4.1 Influence of the amount of

examples

In an EBMT system, one would trivially expect
the amount and nature of examples to strongly
influence translation quality. The figures in Ta-
ble 1 on the lines marked 1/2 resource and 1/4
resource, which were obtained by sampling the
original resource confirm this fact. In this case,
the more data, the better the results.

13Different analogical equations may yield the same
solutions (see Section 2.1).
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Table 1: Scores for the Gold Standard, the baseline, and the system with various data. We also
compare with two other EBMT systems that require heavy preprocessing of the bicorpus to extract
patterns either automatically (system A) or by hand (system B).

Number of
System: translation BLEU NIST mWER PER GTM

pairs

Gold Standard n.r. 1.00 14.95 0.00 0.00 0.91
System A unknown 0.66 10.36

+ Src + tgt paraphrases 438,817 0.50 8.98 0.46 0.42 0.67
+ Tgt paraphrases 158,409 0.49 8.91 0.47 0.43 0.67
+ Src paraphrases 158,409 0.53 8.53 0.38 0.35 0.68

+ Dictionary 206,382 0.54 8.54 0.39 0.36 0.68

Resource only 158,409 0.53 8.53 0.39 0.36 0.68

1/2 resource 81,058 0.45 7.78 0.50 0.45 0.63
1/4 resource 40,580 0.42 7.18 0.53 0.49 0.60

System B unknown 0.41 9.00
Baseline: transl. memory n.r. 0.38 7.54 0.58 0.53 0.61

4.4.2 Dictionaries as lists of particular

examples

Whole sentences contained in the resource (as
opposed to isolated words or idioms) may not
allow the translation of particular expressions if
commutations cannot be found between them.
This case is particularly plausible when trans-
lating sentences that contain multi-word expres-
sions or numbers, for instance.

A possible remedy is to add dictionary entries
to the original resource to be used as additional
examples. As a matter of fact, this system does
not make any difference between a bicorpus or a
dictionary as long as both are aligned strings of
data, be they sentences or words. The following
examples illustrate that the data format for a
bicorpus or a dictionary does not differ in any
way.

60798�: �<; �
�0�%'0=
/ 	%� ↔

I’d like a film,
please.

>�?�@0A�B + �DCFEG�9�
� �
� ↔

Two rolls of thirty-
six exposure film,

please.

H '�I
J�K�'DL�M%	%N"O
��'
= / � ↔

I’d like a battery
for this camera,

please.

6&7P8#:
↔ filmQ
R
↔ filmL
M
↔ batteryS"T
↔ battery

The scores obtained by adding a dictionary
to our resource are not different from those with
the resource only, except for a slight improve-
ment in BLEU.

4.4.3 Paraphrases generated from the

resource as additional examples

Previous research has shown that the introduc-
tion of paraphrases may improve the quality of
machine translation output. Paraphrases may
be added in the source language (Yamamoto,
2004) or in the target language (Habash, 2002).

In order to increase the chances of a sen-
tence entering into proportional analogies, we
grouped sentences in the source language data
by paraphrases. To do so, we grouped sentences
that share at least one common translation be-
cause, in this case, they share the same mean-
ing, (i.e., they are paraphrases). In our bicor-
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pus, an average of 3.03 paraphrases per source
sentence was obtained14. This new information
allows the translation process to test a larger
number of proportional analogies. When a pair
of sentences (A,B) is proposed for an input sen-
tence D, not only the equation A : B :: x : D

will be tried, but also all possible equations of
the form A

′ : B
′ :: x : D, where A

′ and B
′ are

paraphrases of A and B.

The evaluation of translation quality when
adding paraphrases in the source language are
shown in Table 1 on the line marked: + Src
paraph. They show a slight improvement in
word error rate.

The same thing can be done on the target
language side with a similar effect of increasing
the number of proportional analogies tried, this
time in the target language. As for scores, they
decrease in BLEU but show a real improvement
in NIST.

The scores obtained when adding paraphrases
in the source and in the target language are
shown on the line marked: + Src + tgt paraph.
They are not better than those with the re-
source only, except for NIST, as paraphrases are
expected to have introduced lexical and syntac-
tical variation in expressing identical meanings.
An explanation for the loss in quality according
to all other measures may be that the increase
in computation to perform may have overloaded
the system (all experiments are done with the
same time-out).

5 Discussion and future work

5.1 Translation time

It could have been feared that the complexity
of the algorithm, which is basically square in
the amount of data, would have enormously im-
paired the method. However, using a simple
heuristics to select only relevant pairs entering
in analogical equations allowed us to keep trans-
lation times reasonable. Within a time-out of 1
CPU second, the average translation time per
sentence was 0.73 second on a 2.8 GHz proces-
sor machine with 4 Gb memory.

14However, the distribution is not uniform: 71,192 sen-
tences (out of 103,274) don’t get any new paraphrase,
while 54 sentences get more than 100 paraphrases, with
a maximum of 410 paraphrases for one sentence.

5.2 Proportion of successful analogies

As the fundamental operation in the system is
analogy, we measured the proportion of ana-
logical equations sucessfully solved over the to-
tal number of analogies formed in the source
language. Between half a million and one mil-
lion analogical equations (687, 641) are formed
on average to translate one sentence from the
test set. The proportion of analogical equations
sucessfully solved is 28%. In other words, the
heuristics used to select sentence pairs from the
corpus in order to form analogical equations is
successful only a quarter of the time. Future
work should include finding a heuristics that
would increase this proportion so as to reduce
the number of unnecessary trials.

5.3 Recursion level needed

As was explained in Section 2.1, recursive ap-
plications are expected to be made in order to
reach translations of a single input sentence.
Over all input sentences of the test set, one re-
cursive call is needed on average, and a max-
imum of two is necessary on some sentences.
This shows that the sentences in the test set
were in fact quite “close” to the resource used:
the number of recursive calls is a measure of
how “far” a sentence is to a corpus.

5.4 Relevance / suitability of the

examples

The translation of an input sentence depends
crucially on the two following points. Firstly,
whether the input sentence belongs to the do-
main (and the style) of the corpus of examples.
Secondly, whether the corpus covers the linguis-
tic phenomena present in the input sentence. A
positive point of our system is that the absence
of any training phase reduces the development
cycle to the problem of choosing / coining suit-
able examples that cover a given domain and
the linguistic phenomena of the language. To
address these two issues, we see two possible di-
rections of research.

Firstly, as was mentioned in Sections 4.4.3
and 4.4.2, we are studying various ways to add
paraphrases or dictionaries and how to improve
their efficiency in terms of lexical and syntacti-
cal variation, so as to further densify the bicor-
pus in terms of coverage

Secondly, we are investigating the possibility
of designing a core grammar by examples, i.e.,
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a collection of examples that would cover the
basic linguistic phenomena in a given language.
In the same way as school grammars illustrate
rules by examples, our methodology will be to
choose a formal grammar known to have a large
coverage, and to illustrate its rules with ex-
amples. Distributionalist grammars (Harris,
1982) seem to be better candidates for this pur-
pose as they rely on the notion of the expan-
sion and embedding of strings, a notion that is
precisely captured by proportional analogy. In
particular, string grammars (Sager, 1981) or
(Salkoff, 1973) are well known for having a
large coverage.

6 Conclusion

In this paper, we have shown that the use
of a specific operation, namely proportional
analogy, leads to reasonable results in machine
translation without any preprocessing of the
data whatsoever, an advantage over techniques
requiring intensive preprocessing. In an ex-
periment with a test set of 510 input sen-
tences and an unprocessed corpus of almost
160, 000 aligned sentences in Japanese and En-
glish, we obtained BLEU, NIST and mWER
scores of 0.53, 8.53 and 0.39, respectively, well
above a baseline simulating a translation mem-
ory. Slight improvements could be obtained by
adding paraphrases.

The use of an operation that suits by essence
the specific nature of linguistic data, i.e., their
capacity of commutation on the paradigmatic
and syntagmatic axes, allowed us to dispense
with any preprocessing of the data whatsoever.
In addition, this operation has the advantage of
tackling the issue of divergences between lan-
guages in an elegant way: it neutralises them
implicitly. As a consequence, the system imple-
mented does not include any transfer compo-
nent (either lexical or structural).

To summarise, we designed, implemented and
assessed an EBMT system that, we think, can
be dubbed the “purest ever built” as it strictly
does not make any use of variables, templates
or training, does not have any explicit transfer
component, and does not require any prepro-
cessing of the aligned examples, a knowledge
that is, of course, indispensable.

As an extra feature, the system is learning as
it keeps translating. Recursive calls add trans-

lation knowledge to the bicorpus, so that, in
standard use, the history of translations will in-
fluence the results of coming translations. In
the reported experiment we had to disallow this
feature to be placed in conditions comparable
with, say, SMT systems. However, such a use
denatures our system.
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Abstract 

In the present article, a hybrid approach is pro-
posed for implementing a machine translation 
system using a large monolingual corpus cou-
pled with a bilingual lexicon and basic NLP 
tools. In the first phase of the METIS system, a 
source language (SL) sentence, after being 
tagged, lemmatised and translated by a flat 
lemma-to-lemma lexicon, was matched against 
a tagged and lemmatised target language (TL) 
corpus using a pattern matching algorithm. In 
the second phase, translations are generated by 
combining sub-sentential structures. In this pa-
per, the main features of the second phase are 
discussed while the system architecture and the 
corresponding translation approach are pre-
sented. The proposed methodology is illustrated 
with examples of the translation process. 
Keywords: MT, monolingual corpus, chunks, 
METIS-II 

1 Introduction 

In this article we present on-going work on a hy-
brid approach for implementing a machine transla-
tion system which uses a large monolingual corpus 
coupled with a bilingual lexicon, a tagger, a lemma-
tiser and a chunker. Translating without bilingual 
parallel corpora has been the focus of the METIS1 
projects. In the first phase of the METIS system 
(Dologlou et al., 2003 and Ioannou, 2003), a source 
language (SL) clause was tagged, lemmatised and 
translated by a flat lemma-to-lemma lexicon. The 
string resulting from these procedures was matched 
against a tagged and lemmatised target language 

 
1 METIS was funded by EU under the FET Open Scheme 
(METIS-I, IST-2001-32775), while METIS-II, the con-
tinuation of METIS, is being funded under the FET-
STREP scheme of FP6 (METIS-II, IST-FP6-003768). 
The assessment project METIS ended in February 2003, 
while the second phase started in October 2004 and has a 
36 month duration. 

(TL) corpus using a pattern matching algorithm. 
Results of adequate quality were received, only 
when a similar clause did exist in the TL corpus. 
However, even for very large corpora this proved to 
be unlikely. The next step was to attempt to gener-
ate a translation by combining translations of the 
chunks of the SL clause. 

In the present paper, we first present the main fea-
tures of our approach and then the architecture of 
the system. Finally, we use concrete examples to 
illustrate the translation process. 

2 The main features of METIS 

Resources have been one of the major problems 
in MT regardless of the approach, whether RBMT, 
EBMT, SMT or other: lexica, grammars/parsers, 
parallel corpora are some of the required resources. 
EBMT (Nagao, 1984) and statistics-based ap-
proaches (Brown et al., 1990) originally aimed at 
avoiding the problem of great expenditure resources 
in human expertise. The argument, however, was 
proven to be weak in two respects. First, from the 
days of early SMT (Brown et al., 1990), it was ad-
mitted that some amount of linguistic knowledge 
was necessary. This wisdom does not seem to have 
been altered much by today, at least as regards the 
need for bilingual lexica (Brown et al., 1990 and 
Popovic et al., 2005). Second, all corpus-based ap-
proaches rely on large bitexts (McTait, 2003) in 
order to produce reasonable results, and such bitexts 
are rare, may be of questionable linguistic quality 
(Al-Onaizan, 2000), and are usually confined to a 
sublanguage, while their register identity is a pa-
rameter rather difficult to control. The approach 
selected for METIS is innovative, exactly because it 
relies on a monolingual corpus, still a relatively 
low-cost and easy-to-construct resource, whose 
quality and register type are more controllable is-
sues than in the case of bitexts. 

Working at sub-sentential level has been pro-
posed as a promising way of achieving better ex-
ploitation of the linguistic knowledge in a corpus 
(Cranias, 1997). A variety of ways of fragmenting 
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sentences for MT purposes have been proposed 
ranging from the exploitation of highly structured 
representations of linguistic knowledge (Way, 
2003) to the establishment of string correspon-
dences with little/trivial linguistic knowledge repre-
sentation adhered to them (Brown et al., 1990 and 
McTait, 2003). However, any method relying on the 
combination of sub-sentential strings faces the prob-
lem of boundary friction, while ‘more linguistic’ 
methods are reported to be less affected by it than 
‘less linguistic’ ones (Way, 2003).  

The hybrid approach described here presupposes 
work at sub-sentential level and freely draws on the 
EBMT, RBMT and SMT paradigms. It aims to be 
modular, language-independent and with a small 
number of language-pair specific tools and re-
sources being added to the core engine. In order to 
illustrate its principles, the Greek (SL) to English 
(TL) language pair was selected by ILSP within the 
METIS projects. 

3 A Methodology for Implementing the Ma-
chine Translation Task 

In order to translate with a monolingual corpus, 
we have defined a sequence of steps shown in Fig-
ure 1 where different colours signal the two main 
parts of the system architecture. The first part 
(white-coloured entities) consists of processes that 
are performed initially so as to obtain a translation. 
The second part (grey-coloured entities) consists of 
processes performed only when the first part results 
are of a non-satisfactory quality. The source sen-
tence and the target corpus are annotated before the 
sentence matching algorithm applies. The overall 
translation process comprises the following steps: 

1. Annotation of the TL corpus (off-line) 
2. Annotation of the SL sentence (on-the-fly) 
3. Exploitation of the TL corpus to create the 

best translation (on-the-fly) 
4. Synthesising the translation output (on-the-

fly) 

3.1 Annotation of the TL Corpus 

In order to be searched efficiently for candidate 
translations of SL sentences, the TL corpus is anno-
tated. For the purposes of METIS-II, the British Na-
tional Corpus (BNC)2 has been selected as the TL 
corpus, because it has been established as the larg-
est, general-purpose balanced corpus for this lan-
guage. Annotation is performed off-line and only 

 
2 http://www.natcorp.ox.ac.uk/index.html 

once: BNC is tagged with the CLAWS53 tagset (it 
actually comes with a large part of it golden-tagged 
as standard) and is lemmatised with a purpose-built 
lemmatiser4. It is then exhaustively annotated with a 
purpose-built tool for clauses containing a finite 
verb (non-finite clauses such as gerunds or infiniti-
val clauses are not considered: [Walking the dog I 
met Iris] [who wanted to pick flowers]). Clauses are 
then annotated for VGs, NPs, PPs (at the moment) 
with the ShaRPa 2.0 chunker (Vandeghinste, 2005).  

To ensure a fast and efficient search for a best 
match, clauses are indexed according to their finite 
verb and chunks are classified into sets according to 
their label (sets of NPs, PPs etc.) and their head.  

3.2 Annotation of the SL Sentence 

The SL sentence is annotated with the linguistic 
information necessary to guide the matching algo-
rithm before being fed to the matching algorithm. 
First, it is tagged and lemmatised with a PAROLE 
compatible ILSP tool (Labropoulou et al., 1996). It 
is then annotated for finite clauses and their con-
stituent chunks with the ILSP chunker (Boutsis et 
al., 2000). The output of the chunker consists of a 
sequence of labelled chunks and the words con-
tained in each chunk. A purpose-made script marks 
the respective heads. Next, two flat bilingual lexica 
are sequentially applied on the tagged-lemmatised 
string; first the Expression Lexicon, which contains 
the translations for multi-word units and second, the 
Word Lexicon with single-word units. The output of 
the lookup is a list of sets of TL lemmata (each list 
containing all possible translations for a given term 
in the source language) with PoS information for 
the Word lexicon, while word forms are maintained 
in the Expression one, (ILSP: Internal Document, 
Specifications for METIS lexicon, 2004). 

Up to this point only basic resources have been 
used for both the SL and the TL. Apart from the 
bilingual lexica, they are all monolingual general 
purpose NLP tools not dedicated solely to MT. In 
our case, bilingual lexica have been constructed by 
drawing on existing resources, which after being 
checked for consistency and accuracy, were ho-
mogenised to fit to the system’s requirements. 

3.3 Employing Mapping Rules 

The system, as presented in Figure 1, allows for 
the possibility of employing a limited set of map-
ping rules aimed to map the string obtained by the 

                                                 
3 http://www.comp.lancs.ac.uk/ucrel/claws5tags.html 
4 http://iai.iai.uni-sb.de/~carl/metis/lemmatiser 
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lemma-to lemma-translation onto a string which is 
closer to what we expect to find in the target lan-
guage. Analogies respected, this process has been 
shown to greatly enhance the translation quality in 
rule-based systems (Dyvik, 1995). Mapping rules 
will not be used to deal with local problems but 
rather to accommodate significant linguistic differ-
ences across a given language pair. Subsets of these 
rules may be (re)used for any pair of languages pre-
senting the same typological differences. As an in-
dicative example we use NP order, which the pat-
tern matching algorithm treats in a way that makes 
sure that Modern Greek NP nominatives correspond 
to preverbal English NPs (typical features of subject 
NP in Modern Greek and English respectively). 
This case obviously reflects the typological differ-
ence between languages which use case and lan-
guages which employ strict word order to mark 
functional relations. 

3.4 The Sentence Matching and the Synthesis-
ing Algorithm 

All steps up to this point belong to the annotation 
stage. The material collected during the SL sentence 
annotation phase is input to the Sentence Matching 
Algorithm, which compares this information with 
the corresponding information retrieved from BNC.  

As a first step, the algorithm, which examines 
both the sentence structure (in terms of number and 
types of chunks) and sentence contents (in terms of 
lemmata and tags within each chunk), searches the 
BNC for a very similar sentence. If one exists, it is 
retrieved and sent to the synthesising algorithm. If, 
however, no candidate sentence has a very high 
similarity to the input, the phrase matching algo-
rithm searches within the BNC to retrieve chunks 
originating in different sentences in order to replace 
the mismatching chunks of the best-matching sen-
tence. 

In the unlikely case that no overall structure is 
found, the system attempts to modify the structure 
and provide translations for as many phrasal parts of 
the SL sentence as possible by searching again 
within the BNC for appropriate chunks, extracted 
from different sentences. 

The synthesising algorithm combines the essen-
tial parts of the best-matching sentence (the ‘frame-
work’, see Section 4) with the material from other 
BNC sentences to generate a sentence of satisfac-
tory quality.  

In the most general case the pattern matching 
based search algorithm yields a set of fragments 
(chunks and sets of chunks), which are fed to the 

synthesising algorithm. The latter roughly com-
prises two tasks: (a) the modification and re-
arrangement of the retrieved chunks, so that they 
can be meaningfully combined into a sentence and 
(b) the handling of morphological phenomena. Task 
(a) draws mainly on a number of synthesis rules, 
while for task (b) a morphological generator is em-
ployed [see footnote 4].  

Below, we present in more detail the rationale 
and the practical steps taken at the matching phase. 

4 The Matching Procedure: rationale 

The mechanism employed for making the SL and 
the TL languages “meet” relies on the already men-
tioned notion of a clause ‘framework’ (Section 3.4), 
which represents the main clause structure with the 
verb head-lexicalised. We thus seek to retrieve from 
the monolingual corpus clauses that contain the TL 
verb5, which is the exact translation of the SL verb 
(the lexicon may provide more than one such solu-
tions), in a context consisting of the same amount of 
referential expressions.  

The idea behind this requirement is that sentences 
express events with a certain number of partici-
pants. The event is basically denoted by the verb 
while the participants mainly by referential expres-
sions, embedded within some grammatical informa-
tion functor, call it Case (from a purely morphologi-
cal point of view) or Preposition or both. For in-
stance, the Modern Greek sentence  
 
O Petros mpike sto dhomatio 
The-
Nom 
 

Peter-
Nom 
 

enter-
3rd-SG-
Past 

in-the- -
Pr 
 

room-Acc 
 
 

‘Peter entered the room’ 
 

denotes an event with two participants, one embed-
ded under the Nominative Case and the other one 
under a preposition and the Accusative Case. Its 
English correspondent differs from it as regards the 
grammatical functor of the second referential ex-
pression.  

For our approach, it is important that, although 
we avail ourselves to no information about the sub-
categorisation preferences of the verbs involved, we 
end up with the proper verb and the proper referen-
tial expressions embedded under the proper functor. 

 
5 One could look for families of verbs occurring in the 
same syntactic environment. We would first like to ex-
haust the present approach and then move to a more ab-
stract description of phrase structure. 
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To this end, our pattern-matching algorithm gener-
alises over these two types of grammatical functor, 
Case and Prepositions. Thus, while the matching 
algorithm takes care of the essential cross-language 
information (the verb predicate and the amount of 
referential expressions), the grammatical particulari-
ties of either language are supplied by their well-
formed strings (this viewed as mapping from the 
SL->TL implies that the corpus plays the role of the 
supplier of grammatical information about the TL). 
In the example above, our algorithm will select a 
TL sentence with the verb ‘enter’ in the appropriate 
grammatical context, which is not a one-to-one 
copy of the SL grammatical context.  

Of course, the assumption underlying this ap-
proach is that verbal expressions are translated to 
verbal expressions and referential expressions to 
referential ones. This might be a strong hypothesis; 
however, it is considerably less strong than requir-
ing grammatical equivalence across language pairs.  

On a similar par, that of generalising linguistic 
patterns at the matching phase, we have chosen to 
work with lemma-to-lemma bilingual lexica rather 
than looking for tokens in the TL corpus. Morpho-
logical information is, in general, relatively simple 
to incorporate at the end of the overall translation 
procedure.  

Having said the above, it must be noted that all 
SL information is kept as default information, 
overwritten only by corpus information. For in-
stance, when no framework is found containing all 
the appropriate chunks, an appropriate one is intro-
duced by directly mapping information from the SL 
onto the TL.  

We now proceed to present the matching proce-
dure step by step. 

4.1 Matching Step by Step 

Step 1: As explained before, clauses from the 
BNC are retrieved, based on the main verb and the 
number of chunks. For each different translation of 
the SL verb a different set of clauses is created. 

The multiple translations provided by the lexicon 
are reduced by calculating the relative frequencies 
of co-occurrence of chunk heads (i.e. verbs with 
nouns, verbs with prepositions, prepositions with 
their noun complements) within the BNC. Conse-
quently the number of combinations the system has 
to check against the BNC material is reduced. The 
alternative candidate combinations are checked and 
ranked in the following way:  

Initially, the relative frequency , where 
(i,j) denotes the j-th translation of the i-th chunk-

head in relation to a a-th translation of a b-th chunk-
head ((a,b)), is calculated: 

b))((i,j),(a,R
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=

= ν
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 (eq. 1) 

where C{j,b} is the number of co-occurrences of the 
(i,j) lemma with the (a,b) lemma and ν is the num-
ber of translations provided by the lexicon for the a-
th chunk-head. 

Then, every possible combination is determined 
by (eq.2):  
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where µ is the number of the chunks in the sentence, 
and trj, trb are the numbers of translations for the i-
th and (i+1)-th chunk-head, respectively. The com-
bination with the higher score is chosen.  

Step 2: For each translation of the SL clause, 
which has scored high, a comparison is run between 
the SL clauses and the BNC clauses. The search 
originates within the class of clauses containing the 
given verb. If no matches (‘good frameworks’) are 
found, searching has failed (at this level of devel-
opment of the system). The result of each compari-
son is a score for the SL clause and TL clause pair, 
based on general chunk information, such as the 
number of chunks in the clause, chunk labels and 
chunk heads, using a pattern recognition-based 
method. The formula for calculating the score is 
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where m is the number of chunks in the SL clause 
and ocf is the overall cost factor of each chunk 
(based on the chunk type).  

Chunk scores are calculated by combining the 
partial scores obtained after comparing the chunk 
label as well as the tag and the lemma of the chunk 
head. Given that not all chunk types are of the same 
significance, we need to introduce a series of 
weights. The formula for calculating the score for 
each chunk is the following:  
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where tcf is the tag cost factor, lcf the lemma cost 
factor and (1-tcf-lcf) the chunk label cost factor. 

Step 3: In the third step of the algorithm, the 
comparison is more detailed and involves compar-
ing the tokens contained in each chunk. The SL 
chunks are checked against the respective chunks in 
the BNC clause, again using a pattern recognition-
based method. At the end of this step a second score 
is given to each clause pair (and to each chunk of 
the clause) in a similar way to the second step. 

The final score for each pair is the product of the 
clause scores obtained at steps 2 and 3. Final scores 
are calculated for each chunk as well. The BNC 
clause of the comparison pair with the highest 
clause score will serve as the best-matching and 
form the archetype of the translation. The chunk 
comparison pairs of the clause are then classified on 
the basis of their final score. Chunks scoring higher 
than A% will be used in the final translation without 
any changes. Chunks scoring between A% and B% 
(A > B) will be used in the final translation after 
modifications are made. Finally, chunks with a 
score lower than B% are not considered eligible 
candidate translations. To translate these SL chunks, 
we need to search the BNC again for chunks based 
on chunk label and head token information. Values 
A and B are entered as parameters to the system, so 
that the translator can tune the precision of the final 
translation. 

4.2 Example of the Translation Process 

The process proposed for translating a sentence 
with the approach presented so far is summarised in 
Table 1 where rows are numbered.  
In (1), the SL string is a Modern Greek declarative 
sentence with a VSO word order.  
In (2), (3) & (4), the results of tagging, lemmatising 
and chunking the SL sentence are shown.  
In (5), the result of the dictionary look-up is shown. 
All possible translations are managed through the 
relative frequency of co-occurrence algorithm. 
In (6) the chunks from the SL string are copied on 
the lemma-to lemma string. 
In (7), the core engine searches and finds a similar 
string in terms of chunks and lexical heads. Fur-
thermore, by applying the NP order mapping rule 
(Section 3.3), the algorithm has established an im-
plicit link between the NPs in the SL and the TL so 
that TL ‘cuban officers’ is linked to the SL ‘ameri-
can officer’ and TL ‘continuous animosity’ is linked 
to SL ‘{constant, continuous, unabated}, {tension, 
intensity}’. 

In (8) the found BNC chunks are shown. As, in this 
example, the sentences are isomorphic, they coin-
cide in terms of the number and type of chunks.  
In (9) the retrieved string after synthesising appears. 

4.3 Experimental Results 

In Table 2, the translation results obtained from 
the prototype for a sample experiment are briefly 
presented. For this experiment, a simple sentence 
was used (Row 1). The results of the analysis of the 
sentence are shown in Rows 2 to 5, while the refer-
ence translation is shown in lemmatised form in 
Row 6. The experiment was carried out using a pro-
totype of the system running under Java. The mono-
lingual corpus consisted of 1,703,551 sentences, and 
the translation process was completed in 31.44 sec-
onds on a Dell 670 Precision workstation. The top 
12 sentences retrieved from the corpus as candidate 
translations are shown in the bottom part of Table 2, 
ranked according to their overall score, together 
with their associated scores. As can be seen, the 
score for step 2 is generally higher than that for step 
3. In certain cases, the score of step 3 is higher for a 
lower-ranked sentence, though the overall score 
agrees to a large extent with that of step2. The sys-
tem is successful in retrieving the sentences with the 
highest similarity to the SL sentence (sentences 1 to 
6). Lower-ranked sentences seem to indicate a de-
creasing similarity to the reference translation. The 
exact ranking depends on the exact values of the 
weights, which are currently being fine-tuned. 

5 Future Work 

In the present article we have described a meth-
odology for a machine translation system employ-
ing a limited set of resources. The approach exploits 
sub-sentential structure information and is based on 
searching and retrieving the most appropriate trans-
lation from a large monolingual corpus. It is self-
evident that the accuracy and quality of the re-
trieved translations is heavily dependent upon the 
size and coverage of the given corpus. 

Currently, we are experimenting on the optimisa-
tion of the proposed algorithm along the following 
lines: 
∗ Extending the corpus indexing scheme, in or-

der to accelerate the search process and improve its 
effectiveness 
∗ Narrowing down the search space 
∗ Exploring further the issue of synthesising the 

final translation from multiple segments 
(chunks/clauses) 
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∗ Studying the issue of automatic evaluation 

(METEOR, NIST, Papineni et al., 2002) of the out-
put of the algorithm. 
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6 VG NP NP PP 

1 περιγράφουν Αµερικανοί αξιωµατούχοι τη διαρκή ένταση µεταξύ Ελλάδας και Τουρκίας 

2 Vb Aj No At Aj No AsPp No Cj No 

3 περιγράφω Αµερικανός αξιωµατούχος ο διαρκής ένταση µεταξύ Ελλάδα και Τουρκία 

4 VG NP NP PP 

5 describe American 
officer 
official 

the 
constant 

continuous 
unabated 

tension 
intensity 

between 
mean-
while 

Greece and Turkey 

Searching for match in pre-processed BNC 

7 cuban officers describe the continuous animosity between Greece and Turkey 

8 NP VG NP PP 

9 american officers describe the continuous 
tension 

intensity 
between Greece and Turkey 

Table 1: An example of the translation approach 

level Sentence Score 

(step 2) 

Score 

(step3) 

Overall 
Score 

SL string (1) H  γυναίκα έχασε  έναν αδελφό  στον πόλεµο    

Tags Αt No Vb Card No  AsPp    

Lemmata (3) O γυναίκα χάνω ένας αδελφός στου πόλεµο    

SL string chunked (4) NP VG NP PP    

Lemma-to-lemma (5) The woman 

wife 

lady 

lose 

miss 

misplace 

a 

one 

brother in  

during 

war  

battle 

   

Reference translation (6) The woman lose a brother in  war     

Retrieved sentences from pre-processed corpus 

Retrieved sentence 1 The poor woman lost her older brother in war 100 95.9 95.9 

Retrieved sentence 2 The woman lost her brother during the great war 94.9 88.2 83.8 

Retrieved sentence 3 The woman  lost a dog in war 93.3 88.6 79.9 

Retrieved sentence 4 Both women lost their husbands in the war 93.3 82.4 76.9 

Retrieved sentence 5 The man lost a brother in war 88.2 78.5 69.3 

Retrieved sentence 6 The brother lost his wife in war 86.6 74.9 64.9 

Retrieved sentence 7 The woman lost an apple in the kitchen 86.6 73.2 63.4 

Retrieved sentence 8 Britain  lost a lot in that war too 86.6 71.8 62.2 

Retrieved sentence 9 The brother lost her in the war 83.8 72.2 60.5 

Retrieved sentence 10 He lost two sons in the Great war 83.8 66.1 55.3 

Retrieved sentence 11 They both lost  their husbands in the war 81.0 68.0 55.1 

Retrieved sentence 12 Pitch Barratt 
Developments 

lost 9p to 173p 80.0 61.2 48.9 

Table 2: Translation results generated by the prototype for a sample sentence 
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Abstract 

We describe a novel approach to machine 
translation that combines the strengths of the 
two leading corpus-based approaches: 
Phrasal SMT and EBMT. We use a 
syntactically informed decoder and 
reordering model based on the source 
dependency tree, in combination with 
conventional SMT models to incorporate the 
power of phrasal SMT with the linguistic 
generality available in a parser. We show 
that this approach significantly outperforms 
a leading string-based Phrasal SMT decoder 
and an EBMT system. We present results 
from two radically different language pairs, 
and investigate the sensitivity of this 
approach to parse quality by using two 
distinct parsers and oracle experiments. We 
also validate our automated BLEU scores 
with a small human evaluation. 

1. Introduction 

Current example-based (EBMT) and statistical 
(SMT) machine translation systems both use 
phrases learned from parallel corpora, yet while 
the two approaches are closer than ever, some 
critical differences remain. (Way & Gough, 2005) 
On the one hand, while statistical systems excel at 
producing correct, even idiomatic translations at 
the local level, they are still challenged by many 
linguistic phenomena, such as global constituent 
ordering. While SMT excels at translating 
domain-specific terminology and fixed phrases, 
grammatical generalizations are poorly captured 
and often mangled in translation (Thurmair, 04).  

On the other hand, many EBMT systems do not 
fully exploit the power that results from a 
combination of multiple powerful statistical 
models. In particular, we believe that the recent 
dominance of SMT systems in competitive 

evaluations indicates that an end-to-end search 
over a weighted linear combination of statistical 
models is essential for high-quality translation. 
However, there is no indication that these models 
must necessarily be linguistically uninformed. 

1.1. Limitations of string-based phrasal SMT 

State-of-the-art phrasal SMT systems such as 
(Koehn et al., 03) and (Vogel et al., 03) model 
translations of phrases (here, strings of adjacent 
words, not syntactic constituents) rather than 
individual words. Arbitrary reordering of words is 
allowed within memorized phrases, but typically 
only a small amount of phrase reordering is 
allowed, modeled in terms of offset positions at 
the string level. This reordering model is very 
limited in terms of linguistic generalizations. For 
instance, when translating English to Japanese, an 
ideal system would automatically learn large-
scale typological differences: English SVO 
clauses generally become Japanese SOV clauses, 
English post-modifying prepositional phrases 
become Japanese pre-modifying postpositional 
phrases, etc. A phrasal SMT system may learn the 
internal reordering of specific common phrases, 
but it cannot generalize to unseen phrases that 
share the same linguistic structure. 

In addition, these systems are limited to 
phrases contiguous in both source and target, and 
thus cannot learn the generalization that English 
not may translate as French ne…pas except in the 
context of specific intervening words.  

1.2. Previous work on syntactic SMT and 
statistical EBMT 

The hope in the SMT community has been that 
the incorporation of syntax would address these 
issues, but that promise has yet to be realized1. 

                                                           
1 Note that as the focus of this paper is decoding, we do not discuss the large 
body of work incorporating syntax into the word alignment process. 
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One simple means of incorporating syntax into 
SMT decoding is by re-ranking the n-best list of a 
baseline SMT system using various syntactic 
models, but Och et al. (04) found very little 
positive impact with this approach. However, an 
n-best list of even 16,000 translations captures 
only a tiny fraction of the ordering possibilities of 
a 20 word sentence; re-ranking provides the 
syntactic model no opportunity to boost or prune 
large sections of that search space.  

Inversion Transduction Grammars (Wu, 97), or 
ITGs, treat translation as a process of parallel 
parsing of the source and target language via a 
synchronized grammar. To make this process 
computationally efficient, however, some severe 
simplifying assumptions are made, such as using 
a single non-terminal label. This results in the 
model simply learning a very high level 
preference regarding how often nodes should 
switch order without any contextual information. 
Also these translation models are intrinsically 
word-based; phrasal combinations are not 
modeled directly, and results have not been 
competitive with the top phrasal SMT systems.  

Along similar lines, Alshawi et al. (2000) treat 
translation as a process of simultaneous induction 
of source and target dependency trees using head-
transduction; again, no separate parser is used. 

Yamada and Knight (01) employ a parser in the 
target language to train probabilities on a set of 
operations that convert a target language tree to a 
source language string. This improves fluency 
slightly (Charniak et al., 03), but fails to 
significantly impact overall translation quality. 
This may be because the parser is applied to MT 
output, which is notoriously unlike native 
language, and no additional insight is gained via 
source language analysis.  

Lin (04) translates dependency trees using 
paths. This is the first attempt to incorporate large 
phrasal SMT-style memorized patterns together 
with a separate source dependency parser and 
SMT models. However the phrases are limited to 
linear paths in the tree, the only SMT model used 
is a maximum likelihood channel model and there 
is no ordering model. Reported BLEU scores are 
far below the leading phrasal SMT systems. 

Aue et al. (04) recently reported incorporating 
a logical form (LF) or dependency tree-based 
statistical language model into an existing EBMT 
system. MSR-MT (Menezes & Richardson, 03) 

parses both source and target languages to obtain 
a logical form (LF), and translates source LFs 
using memorized aligned LF examples to produce 
a target LF. It utilizes a separate sentence 
realization component (Ringger et al., 04) to turn 
this into a target sentence. As a result, Aue could 
not use an end-to-end search over a linear 
combination of models, and the simple addition of 
a single target language model did not provide 
much improvement.  

2. Dependency Treelet Translation 

In this paper we propose a novel dependency tree-
based approach to phrasal SMT which uses tree-
based ‘phrases’ and a tree-based ordering model 
in combination with conventional SMT models to 
produce translations significantly better than a 
leading string-based system.  

Our system employs a source-language 
dependency parser, a target language word 
segmentation component, and an unsupervised 
word alignment component to learn treelet 
translations from a parallel sentence-aligned 
corpus. We begin by parsing the source text to 
obtain dependency trees and word-segmenting the 
target side, then applying an off-the-shelf word 
alignment component to the bitext.  

The word alignments are used to project the 
source dependency parses onto the target 
sentences. From this aligned parallel dependency 
corpus we extract a treelet translation model 
incorporating source and target treelet pairs, 
where a treelet is defined to be an arbitrary 
connected subgraph of the dependency tree. A 
unique feature is that we allow treelets with a 
wildcard root, effectively allowing mappings for 
siblings in the dependency tree. This allows us to 
model important phenomena, such as not …  
ne…pas. We also train a variety of statistical 
models on this aligned dependency tree corpus, 
including a channel model and an order model.  

To translate an input sentence, we parse the 
sentence, producing a dependency tree for that 
sentence. We then employ a decoder to find a 
combination and ordering of treelet translation 
pairs that cover the source tree and are optimal 
according to a set of models that are combined in 
a log-linear framework as in (Och, 03).  

This approach offers the following advantages 
over string-based SMT systems: Instead of 
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limiting learned phrases to contiguous word 
sequences, we allow translation by all possible 
phrases that form connected subgraphs (treelets) 
in the source and target dependency trees. This is 
a powerful extension: the vast majority of 
surface-contiguous phrases are also treelets of the 
tree; in addition, we gain discontiguous phrases, 
including combinations such as verb-object, 
article-noun, adjective-noun etc. regardless of the 
number of intervening words. 

Another major advantage is the ability to 
employ more powerful models for reordering 
source language constituents. These models can 
incorporate information from the source analysis. 
For example, we may model directly the 
probability that the translation of an object of a 
preposition in English should precede the 
corresponding postposition in Japanese, or the 
probability that a pre-modifying adjective in 
English translates into a post-modifier in French. 

2.1. Parsing and alignment 

We require a source language dependency parser 
that produces unlabeled, ordered dependency 
trees and annotates each source word with a part-
of-speech (POS). An example dependency tree is 
shown in Figure 1. The arrows indicate the head 
annotation, and the POS for each candidate is 
listed underneath. For the target language we only 
require word segmentation.  

To obtain word alignments we currently use 
GIZA++ (Och & Ney, 03). We follow the 
common practice of deriving many-to-many 
alignments by running the IBM models in both 
directions and combining the results heuristically. 
Our heuristics differ in that they constrain many-
to-one alignments to be contiguous in the source 
dependency tree. A detailed description of these 
heuristics can be found in (Quirk et al, 2004). 

2.2. Projecting dependency trees 

Given a word aligned sentence pair and a source 
dependency tree, we use the alignment to project 
the source structure onto the target sentence. One-
to-one alignments project directly to create a 

target tree isomorphic to the source. Many-to-one 
alignments project similarly; since the ‘many’ 
source nodes are connected in the tree, they act as 
if condensed into a single node. In the case of 
one-to-many alignments we project the source 
node to the rightmost2 of the ‘many’ target words, 
and make the rest of the target words dependent 
on it. 

Unaligned target words3 are attached into the 
dependency structure as follows: assume there is 
an unaligned word tj in position j. Let i < j and k 
> j be the target positions closest to j such that ti 
depends on tk or vice versa: attach tj to the lower 
of ti or tk. If all the nodes to the left (or right) of 
position j are unaligned, attach tj to the left-most 
(or right-most) word that is aligned. 

The target dependency tree created in this 
process may not read off in the same order as the 
target string, since our alignments do not enforce 
phrasal cohesion. For instance, consider the 
projection of the parse in Figure 1 using the word 
alignment in Figure 2a. Our algorithm produces 
the dependency tree in Figure 2b. If we read off 
the leaves in a left-to-right in-order traversal, we 

                                                           
2 If the target language is Japanese, leftmost may be more appropriate. 
3 Source unaligned nodes do not present a problem, with the exception that if 
the root is unaligned, the projection process produces a forest of target trees 
anchored by a dummy root.  

startup properties and options
Noun Noun Conj Noun  

Figure 1. An example dependency tree. 

startup properties and options

propriétés et options de démarrage  
(a) Word alignment. 
 

 

startup properties and options

propriétés de démarrage et options

 
 

 (b) Dependencies after initial projection. 
 

 

startup properties and options

propriétés et options de démarrage

 
(c) Dependencies after reattachment step. 

 

Figure 2. Projection of dependencies. 
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do not get the original input string: de démarrage 
appears in the wrong place. 

A second reattachment pass corrects this 
situation. For each node in the wrong order, we 
reattach it to the lowest of its ancestors such that 
it is in the correct place relative to its siblings and 
parent. In Figure 2c, reattaching démarrage to et 
suffices to produce the correct order.  

2.3. Extracting treelet translation pairs 

From the aligned pairs of dependency trees we 
extract all pairs of aligned source and target 
treelets along with word-level alignment linkages, 
up to a configurable maximum size. We also keep 
treelet counts for maximum likelihood estimation.  

2.4. Order model 

Phrasal SMT systems often use a model to score 
the ordering of a set of phrases. One approach is 
to penalize any deviation from monotone 
decoding; another is to estimate the probability 
that a source phrase in position i translates to a 
target phrase in position j (Koehn et al., 03). 

We attempt to improve on these approaches by 
incorporating syntactic information. Our model 
assigns a probability to the order of a target tree 
given a source tree. Under the assumption that 
constituents generally move as a whole, we 
predict the probability of each given ordering of 
modifiers independently. That is, we make the 
following simplifying assumption (where c is a 
function returning the set of nodes modifying t): 

∏
∈

=
Tt

TStcorderTSTorder ),|))((P(),|)(P(  

Furthermore, we assume that the position of each 
child can be modeled independently in terms of a 
head-relative position: 

),|),(P(),|))((P(
)(

TStmposTStcorder
tcm

∏
∈

=  

Figure 3a demonstrates an aligned dependency 
tree pair annotated with head-relative positions; 
Figure 3b presents the same information in an 
alternate tree-like representation. 

We currently use a small set of features 
reflecting very local information in the 
dependency tree to model P(pos(m,t) | S, T): 
• The lexical items of the head and modifier. 
• The lexical items of the source nodes aligned 

to the head and modifier. 

• The part-of-speech ("cat") of the source nodes 
aligned to the head and modifier. 

• The head-relative position of the source node 
aligned to the source modifier. (One can also 
include features of siblings to produce a 
Markov ordering model. However, we found 
that this had little impact in practice). 

As an example, consider the children of 
propriété in Figure 3. The head-relative positions 
of its modifiers la and Cancel are -1 and +1, 
respectively. Thus we try to predict as follows: 

P(pos(m1) = -1 | 
lex(m1)="la", lex(h)="propriété", 
lex(src(m1))="the", lex(src(h)="property", 
cat(src(m1))=Determiner, cat(src(h))=Noun, 
position(src(m1))=-2) · 

P(pos(m2) = +1 | 
lex(m2)="Cancel", lex(h)="propriété", 
lex(src(m2))="Cancel", lex(src(h))="property", 
cat(src(m2))=Noun, cat(src(h))=Noun, 
position(src(m2))=-1) 

The training corpus acts as a supervised training 
set: we extract a training feature vector from each 
of the target language nodes in the aligned 
dependency tree pairs. Together these feature 
vectors are used to train a decision tree 
(Chickering, 02). The distribution at each leaf of 
the DT can be used to assign a probability to each 
possible target language position. A more detailed 
description is available in (Quirk at al, 2004). 

the-2 Cancel-1 property-1 uses these-1 settings+1

la-1 propriété-1 Cancel+1 utilise ces-1 paramètres+1

 
(a) Head annotation representation 
 

uses

property-1              settings+1

the-2 Cancel-1                 these-1

la-1             Cancel+1         ces-1

propriété-1                        paramètres+1

utilise  
(b) Branching structure representation. 
 

Figure 3.  Aligned dependency tree pair, annotated with 
head-relative positions 
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2.5. Other models 

Channel Models: We incorporate two distinct 
channel models, a maximum likelihood estimate 
(MLE) model and a model computed using 
Model-1 word-to-word alignment probabilities as 
in (Vogel et al., 03). The MLE model effectively 
captures non-literal phrasal translations such as 
idioms, but suffers from data sparsity. The word-
to-word model does not typically suffer from data 
sparsity, but prefers more literal translations.  

Given a set of treelet translation pairs that 
cover a given input dependency tree and produce 
a target dependency tree, we model the 
probability of source given target as the product 
of the individual treelet translation probabilities: 
we assume a uniform probability distribution over 
the decompositions of a tree into treelets.  
Target Model: Given an ordered target language 
dependency tree, it is trivial to read off the surface 
string. We evaluate this string using a trigram 
model with modified Kneser-Ney smoothing.  
Miscellaneous Feature Functions: The log-linear 
framework allows us to incorporate other feature 
functions as ‘models’ in the translation process. 
For instance, using fewer, larger treelet translation 
pairs often provides better translations, since they 
capture more context and allow fewer possibilities 
for search and model error. Therefore we add a 
feature function that counts the number of phrases 
used. We also add a feature that counts the 
number of target words; this acts as an 
insertion/deletion bonus/penalty.  

3. Decoding 

The challenge of tree-based decoding is that the 
traditional left-to-right decoding approach of 
string-based systems is inapplicable. Additional 
challenges are posed by the need to handle 
treelets—perhaps discontiguous or overlapping—
and a combinatorially explosive ordering space.  

Our decoding approach is influenced by ITG 
(Wu, 97) with several important extensions. First, 
we employ treelet translation pairs instead of 
single word translations. Second, instead of 
modeling rearrangements as either preserving 
source order or swapping source order, we allow 
the dependents of a node to be ordered in any 
arbitrary manner and use the order model 
described in section 2.4 to estimate probabilities. 

Finally, we use a log-linear framework for model 
combination that allows any amount of other 
information to be modeled.  

We will initially approach the decoding 
problem as a bottom up, exhaustive search. We 
define the set of all possible treelet translation 
pairs of the subtree rooted at each input node in 
the following manner: A treelet translation pair x 
is said to match the input dependency tree S iff 
there is some connected subgraph S’ that is 
identical to the source side of x. We say that x 
covers all the nodes in S’ and is rooted at source 
node s, where s is the root of matched subgraph 
S’.  

We first find all treelet translation pairs that 
match the input dependency tree. Each matched 
pair is placed on a list associated with the input 
node where the match is rooted. Moving bottom-
up through the input dependency tree, we 
compute a list of candidate translations for the 
input subtree rooted at each node s, as follows:  

Consider in turn each treelet translation pair x 
rooted at s. The treelet pair x may cover only a 
portion of the input subtree rooted at s. Find all 
descendents s' of s that are not covered by x, but 
whose parent s'' is covered by x. At each such 
node s'' look at all interleavings of the children of 
s'' specified by x, if any, with each translation t' 
from the candidate translation list4 of each child 
                                                           
4 Computed by the previous application of this procedure to s' during the 
bottom-up traversal. 

installed

software is on

the computer

your  
 (a) Example input dependency tree. 

installed

on

computer

your

votre

ordinateur

sur

installés  
(b) Example treelet translation pair. 
 

Figure 4.  Example decoder structures. 
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s'. Each such interleaving is scored using the 
models previously described and added to the 
candidate translation list for that input node. The 
resultant translation is the best scoring candidate 
for the root input node. 

As an example, see the example dependency 
tree in Figure 4a and treelet translation pair in 4b. 
This treelet translation pair covers all the nodes in 
4a except the subtrees rooted at software and is. 
We first compute (and cache) the candidate 
translation lists for the subtrees rooted at software 
and is, then construct full translation candidates 
by attaching those subtree translations to installés 
in all possible ways. The order of sur relative to 
installés is fixed; it remains to place the translated 
subtrees for the software and is. Note that if c is 
the count of children specified in the mapping and 
r is the count of subtrees translated via recursive 
calls, then there are (c+r+1)!/(c+1)! orderings. 
Thus (1+2+1)!/(1+1)! = 12 candidate translations 
are produced for each combination of translations 
of the software and is. 

3.1. Optimality-preserving optimizations 

Dynamic Programming 
Converting this exhaustive search to dynamic 
programming relies on the observation that 
scoring a translation candidate at a node depends 
on the following information from its 
descendents: the order model requires features 
from the root of a translated subtree, and the 
target language model is affected by the first and 
last two words in each subtree. Therefore, we 
need to keep the best scoring translation candidate 
for a given subtree for each combination of (head, 
leading bigram, trailing bigram), which is, in the 
worst case, O(V5), where V is the vocabulary size. 
The dynamic programming approach therefore 
does not allow for great savings in practice 
because a trigram target language model forces 
consideration of context external to each subtree.  

3.2. Lossy optimizations 

The following optimizations do not preserve 
optimality, but work well in practice. 

N-best lists 
Instead of keeping the full list of translation 
candidates for a given input node, we keep a top-
scoring subset of the candidates. While the 

decoder is no longer guaranteed to find the 
optimal translation, in practice the quality impact 
is minimal with a list size ≥ 10 (see Table 5.6).  

Variable-sized n-best lists: A further speedup 
can be obtained by noting that the number of 
translations using a given treelet pair is 
exponential in the number of subtrees of the input 
not covered by that pair. To limit this explosion 
we vary the size of the n-best list on any recursive 
call in inverse proportion to the number of 
subtrees uncovered by the current treelet. This has 
the intuitive appeal of allowing a more thorough 
exploration of large treelet translation pairs (that 
are likely to result in better translations) than of 
smaller, less promising pairs.  

Pruning treelet translation pairs 
Channel model scores and treelet size are 
powerful predictors of translation quality. 
Heuristically pruning low scoring treelet 
translation pairs before the search starts allows 
the decoder to focus on combinations and 
orderings of high quality treelet pairs.  
• Only keep those treelet translation pairs with 

an MLE probability above a threshold t. 
• Given a set of treelet translation pairs with 

identical sources, keep those with an MLE 
probability within a ratio r of the best pair.  

• At each input node, keep only the top k treelet 
translation pairs rooted at that node, as ranked 
first by size, then by MLE channel model 
score, then by Model 1 score. The impact of 
this optimization is explored in Table 5.6.  

Greedy ordering 
The complexity of the ordering step at each node 
grows with the factorial of the number of children 
to be ordered. This can be tamed by noting that 
given a fixed pre- and post-modifier count, our 
order model is capable of evaluating a single 
ordering decision independently from other 
ordering decisions. 

One version of the decoder takes advantage of 
this to severely limit the number of ordering 
possibilities considered. Instead of considering all 
interleavings, it considers each potential modifier 
position in turn, greedily picking the most 
probable child for that slot, moving on to the next 
slot, picking the most probable among the 
remaining children for that slot and so on. 
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The complexity of greedy ordering is linear, 
but at the cost of a noticeable drop in BLEU score 
(see Table 5.4). Under default settings our system 
tries to decode a sentence with exhaustive 
ordering until a specified timeout, at which point 
it falls back to greedy ordering. 

4. Experiments 

We evaluated the translation quality of the system 
using the BLEU metric (Papineni et al., 02) under 
a variety of configurations. We compared against 
two radically different types of systems to 
demonstrate the competitiveness of this approach:  
• Pharaoh: A leading phrasal SMT decoder 

(Koehn et al., 03). 
• The MSR-MT system described in Section 1, 

an EBMT/hybrid MT system.  

4.1. Language pairs 

We ran experiments in English French and 
English Japanese. The latter was chosen 
deliberately to highlight the challenges facing 
string-based MT approaches in language pairs 
with significant word-order differences. 

Word order in Japanese is fundamentally very 
different from English. English is generally SVO 
(subject first, then verb, then object), where 
Japanese is SOV with a strong bias for head-final 

structures. Several other differences include: 
• Word order is more flexible, since verbal 

arguments are generally indicated by 
postpositions, e.g. a direct object is indicated 
by the postposition を (o), a subject by が 
(ga).  

• Most post-modifying English phrases (such as 
relative clauses and prepositional phrases) are 
translated as Japanese pre-modifiers; 
demonstratives and adjectives remain pre-
modifiers. 

• Verbal and adjectival morphology in Japanese 
is relatively complex: information contained 
in English pre-modifying modals and 
auxiliaries is often represented as verbal 
morphology. 

• Japanese nouns and noun phrases are not 
marked for definiteness or number. 

The word-aligned sentence pair in Figure 1 
demonstrates many of these phenomena. 

4.2. Data 

We used a corpus of Microsoft technical data 
(e.g., support articles, product documentation) 
containing over 1 million sentence pairs for each 
language-pair. We excluded sentences containing 
XML or HTML tags and for each language pair 
randomly selected training data sets ranging from 
1,000 to 500,000 sentence pairs as well as 10,000 
sentences for development testing and parameter 
tuning, 250 sentences for lambda training and 
10,000 sentences for testing. Table 4.1 presents 
some characteristics of this corpus. 

4.3. Training 

We parsed the source (English) side of the corpus 
using two different parsers: NLPWIN, a broad-
coverage rule-based parser developed at 
Microsoft Research able to produce syntactic 
analyses at varying levels of depth (Heidorn, 02)  

Figure 1. English-Japanese word alignment 

  English French English Japanese 
Training Sentences 500,000 500,000 
 Words 6,598,914 7,234,153 7,909,198 9,379,240 
 Vocabulary 72,440 80,758 66,731 68,048 
 Singletons 38,037 39,496 50,381 52,911 
Test Sentences 10,000 10,000 
 Words 133,402 153,701 175,655 211,139 

Table 4.1 Data characteristics 
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and a Treebank parser (Bikel, 04). For the 
purposes of these experiments we used a 
dependency tree output with part-of-speech tags 
and unstemmed, case-normalized surface words.  

For word alignment, we used GIZA++, 
following a standard training regimen of five 
iterations of Model 1, five iterations of the HMM 
Model, and five iterations of Model 4, in both 
directions.  

The target language models were trained using 
only the French and Japanese sides, respectively, 
of the parallel corpus; additional monolingual 
data may improve its performance. Finally we 
trained lambdas via Maximum BLEU (Och, 03) 
on 250 held-out sentences with a single reference 
translation, and tuned the decoder optimization 
parameters (n-best list size, timeouts etc) on the 
development test set. 

Pharaoh 
The same GIZA++ alignments as above were 
used in the Pharaoh decoder. We used the 
heuristic combination described in (Och & Ney, 
03) and extracted phrasal translation pairs from 
this combined alignment as described in (Koehn 
et al., 03). Except for the order model (Pharaoh 
uses a penalty on the deviance from monotone), 
the same models were used: MLE channel model, 
Model 1 channel model, target language model, 
phrase count, and word count. Lambdas were 
trained in the same manner (Och, 03). 

MSR-MT 
MSR-MT used its own word alignment approach 
as described in (Menezes & Richardson, 03) on 
the same training data. MSR-MT does not use 
lambdas or a target language model. 

5. Results 

We present BLEU scores on an unseen 10,000 
sentence test set using a single reference 
translation for each sentence. Speed numbers are 
the end-to-end translation speed in sentences per 
minute. Unless otherwise specified all results are 
based on a phrase size of 4 and a training set size 
of 100,000 sentences for English French and 
500,000 sentences for English  Japanese. Unless 
otherwise noted all the differences between 
systems are statistically significant at P < 0.01 

Comparative results are presented in Table 5.1. 
Pharaoh monotone refers to Pharaoh with phrase 
reordering disabled. 

Table 5.2 compares the systems at different 
training corpus sizes. All the differences are 
statistically significant at P < 0.01 except for 
English Japanese at training set sizes less than 
30K.  Note that in English French, where word 
order differences are mainly local, the gap 
between the systems narrows slightly with larger 
corpus sizes, however in English Japanese, with 
global ordering differences, the treelet system’s 
margin over Pharaoh (initially negative) actually 
increases with increasing corpus size. 

Table 5.3 compares Pharaoh and the Treelet 
system at different phrase sizes. The wide gap at 
smaller phrase sizes is particularly striking. It 
appears that while Pharaoh depends heavily on 
long phrases to encapsulate reordering, our 
dependency tree-based ordering model enables 
credible performance even with short 
phrases/treelets. Our treelet system with two-word 
treelets outperforms Pharaoh with six-word 
phrases. 

 English French, 100K English Japanese, 500K 
 BLEU Sents/min BLEU Sents/min 
Pharaoh monotone 37.06 4286 25.06 1600 
Pharaoh 38.83 162 30.58 82 
MSR-MT 35.26 453 - - 
Treelet 40.66 10.1 33.18 21 

Table 5.1 System comparisons 

  1k 3k 10k 30k 100k 300k 500K 
English  French Pharaoh 17.20  22.51  27.70  33.73  38.83  42.75  - 
 Treelet 18.70 25.39 30.96 35.81 40.66 44.32 - 
English  Japanese Pharaoh 14.85 15.99 18.18 21.89 23.01 26.67 30.58 
 Treelet 13.90 15.39 18.94 23.99 25.68 29.97 33.18 

Table 5.2 BLEU scores at different training set sizes, phrase/treelet size 4  
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Table 5.4 compares different ordering 
strategies. In contrast to results reported for 
English-Chinese (Vogel et al., 03), monotone 
decoding severely degrades the performance of 
both systems in English Japanese, presumably 
due to the large ordering variation between the 
two languages. In English-French the degradation 
is less marked. 

 BLEU  
Pharaoh 23.01 
NLPWIN parser: top parse only 25.68 
Bikel parser: top parse only 24.15 

Table 5.5 Using different parsers  
(English Japanese, data size 100k, phrase size 4)  

Table 5.5 shows the translation results are not 
dependent on one particular parser, though a a 
parser trained on a different domain (here, the 
Treebank) is at a disadvantage. 

 BLEU 
Pharaoh 30.58 
Single NLPWIN parse 33.18 
Top 100 NLPWIN parses 34.13 
Oracle selection (top 100 NLPWIN parses) 36.91 

Table 5.6 Using multiple parses, parse oracle 
(English Japanese, data size 500k, phrase size 4)  

Table 5.6 shows the impact of using the top 100 
NLPWIN parses even without any parse scoring. 
The last line in the table is a parse oracle 
experiment to explore the potential quality impact 
of better parse selection – the oracle picks and 

translates the one best parse from the top 100 
parses. 

Table 5.7 is a translation oracle experiment that 
demonstrates the impact of model error. The 
oracle picks the translation with the highest 
BLEU score from among the top N translations 
produced by the treelet system. Better models 
may improve performance, though Och et al. (04) 
suggests achieving this gain this may be difficult. 

Number of translations 
available to oracle BLEU  
1 33.18 
4 35.30 
16 37.38 
64 38.56 
256 38.70 

Table 5.7 Translation oracle  
(English Japanese, data size 500k, phrase size 4) 

5.1. Human Evaluation 

Two human raters were presented (in random 
order) both Pharaoh and Treelet translations of 
100 sentences between 10 and 25 words and 
corresponding source and reference translations. 
They were asked to pick the more accurate 
translation. Table 5.8 shows that for most of the 
sentences, humans prefer the Treelet translations, 
which is consistent with the BLEU scores above.  

 English French, 100K English Japanese, 100K English Japanese, 500K 
Max size Treelet 

BLEU 
Pharaoh 
BLEU 

Treelet 
BLEU 

Pharaoh 
BLEU 

Treelet 
BLEU 

Pharaoh 
BLEU 

1 37.50 23.18  22.36 12.75 26.95 17.72 
2 39.84 32.07  24.53 18.63 31.33 24.30 
3 40.36 37.09  25.44 21.37 32.58 28.15 
4 (default) 40.66 38.83  25.68 23.01 33.18 30.58 
5 40.71 39.41  25.87 23.82 - - 
6 40.74 39.72  25.92 24.43 - - 

Table 5.3 Effect of maximum treelet/phrase size 

 English French, 100K English Japanese, 
500K 

  BLEU  Sents/min  BLEU Sents/min 
Monotone Pharaoh 37.06 4286 25.06 1600 
 Treelet with no order model  35.35 39.7 26.43 67 
Non-monotone Pharaoh (default) 38.83 162 30.58 82 
 Treelet: greedy ordering 38.85 13.1 31.99 43 
 Treelet: exhaustive (default) 40.66 10.1 33.18 21 

Table 5.4 Effect of ordering strategy 
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  Rater 1  
  Treelet Neither Pharaoh  

Treelet 26 21 3 50 
Neither 4 27 3 34 

Rater 
2 

Pharaoh 0 11 5 16 
  30 59 11  

Table 5. 8 Human evaluation of 100 sentences 
 (English Japanese, data size 500k, phrase size 4) 

6. Conclusions and Future Work 

We presented a novel approach to syntactically-
informed statistical machine translation that 
leverages a parsed dependency tree representation 
of the source language via a tree-based ordering 
model and a syntactically informed decoder. We 
showed that it outperforms a leading phrasal SMT 
decoder in BLEU and human quality judgments. 
We also showed that it out-performed our own 
logical form-based EBMT/hybrid MT system. 

Even in the absence of a parse quality metric, 
we found that employing multiple parses could 
improve translation quality. Adding a parse 
probability may help further the gains from these 
additional possible analyses.  

The syntactic information used in these models 
is still rather shallow. Order modeling may 
benefit from additional information such as 
semantic roles or morphological features. 
Furthermore, different model structures, machine 
learning techniques, and target feature 
representations all have the potential for 
significant improvements. 
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Abstract

Users of sign languages are often forced to use a
language in which they have reduced competence
simply because documentation in their preferred for-
mat is not available. While some research exists
on translating between natural and sign languages,
we present here what we believe to be the first at-
tempt to tackle this problem using an example-based
(EBMT) approach.

Having obtained a set of English–Dutch Sign Lan-
guage examples, we employ an approach to EBMT
using the ‘Marker Hypothesis’ (Green, 1979), anal-
ogous to the successful system of (Way & Gough,
2003), (Gough & Way, 2004a) and (Gough & Way,
2004b). In a set of experiments, we show that
encouragingly good translation quality may be ob-
tained using such an approach.

Key-words: Example-based machine translation,
sign languages, Marker Hypothesis, ECHO corpus.

1 Introduction

Just like speakers of a less widely spoken language
are often not catered for properly with respect to the
provision of documentation in their preferred lan-
guage, users of sign languages (SLs) observe similar
restrictions. Having to read documents in the lingua
franca often causes them some hindrance. This is be-
cause a system of ‘oralism’ (the practice of teaching
Deaf students through spoken language using am-
plification devices and lip-reading, to the exclusion
of all sign language communication) is used in most
Deaf schools. As the students lack the ability to hear
the language, on average their literacy competencies
remain at approximately that of a ten year old (Holt,
1991).

A small body of work has attempted to allevi-
ate the situation for SL users by developing ma-
chine translation (MT) systems capable of trans-
lating texts written in natural languages into vari-
ous SLs. This field of SLMT is still in its infancy
with research into the area dating back approxi-
mately ten years. Many of the systems proposed to
date are rule-based systems, based on transfer ap-
proaches (Grieve-Smith, 1999), interlingual systems
(e.g. the Zardoz system, (Veale et al., 1998)), or hy-
brid models where these approaches are combined
(Huenerfauth, 2004, 2005). On a rather smaller

scale, corpus-based approaches have also been pro-
posed (Bauer et al., 1999).

Example-Based MT (EBMT) has been around for
over 20 years now, from the seminal paper of (Nagao,
1984) to the more recent collection of (Carl & Way,
2003) and beyond. However, as far as we are aware,
no previous approaches to SL translation have used
such a method. In the medium to long term, our
main goal is to develop an EBMT system for the
language pair English–Irish Sign Language (ISL), in
both directions. However, at this early stage of the
project no ISL corpus is available, though one is in
the process of being constructed by the Centre for
Deaf Studies1 in Dublin.

In order to demonstrate proof-of-concept of our
approach, therefore, we present a system which
instead translates between English and Neder-
landse Gebarentaal/Sign Language of the Nether-
lands (NGT). We obtained a corpus of NGT ex-
amples from the ECHO project website.2 As con-
sultants on the ISL corpus-building process, we are
aware that the ISL corpus is being constructed using
the same annotation process and toolkit as that of
the ECHO corpus, so developing an English–NGT
EBMT system is a reasonable approximation of the
task with which we will eventually be confronted.
In initial experiments, we devised a set of sentences
for testing the system and used manual analysis to
evaluate the results. At this preliminary stage, the
results obtained are encouraging.

The remainder of the paper is constructed as fol-
lows. In section 2, we describe previous related re-
search in this area. In section 3, we present some of
the issues involved in projects of this type, in partic-
ular the ECHO project, by showing the internal rep-
resentation of an NGT object and describing how an
EBMT approach may avail of this data. In section 4,
we briefly summarize the main ideas behind typical
models of EBMT, as well as the particular system
used here. Section 5 presents the results obtained
by our prototype EBMT system, and discussion of
the major findings. Finally, we conclude and present
avenues for further research.

1http://www.tcd.ie/Deaf Studies/
2http://www.let.kun.nl/sign-lang/echo/
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2 Related Work

It is only in the last ten years or so that an inter-
est has been taken in using MT techniques to au-
tomate the translation of sign languages. Most of
the research that has been carried out has involved
the development of a system for the language pair
English–American Sign Language (ASL), although
there have been a few other language pair models.
The most common approaches to date have been
rule-based with more SL corpora being created we
can reasonably expect corpus-based approaches to
become more prevalent in this field mirroring the
situation in ‘regular’ MT. The majority of systems
work at translating spoken languages in text format
into sign language that is then reproduced as either
an avatar of a signing mannequin or a literal orthog-
raphy (written annotation of the sign language).

Transfer systems have been developed by:

• (Grieve-Smith, 1999), who modelled a system
for English–ASL using the limited domain of
Albuquerque weather reports;

• (Marshall & Sáfár, 2002), (Sáfár & Marshall,
2002), whose English–ASL system is semanti-
cally driven and uses HPSG semantic feature
structures and Discourse Representation Struc-
tures to represent the internal structure of lin-
guistic objects;

• (Van Zijl & Barker, 2003), who proposed a sys-
tem for English–South African Sign Language.

In terms of Interlingual approaches:

• (Zhao et al., 2000) developed an English–ASL
system that uses synchronised tree adjoining
grammars;

• (Veale et al., 1998) developed the Zardoz sys-
tem for translating English into ISL, ASL and
Japanese Sign Language.

In addition, (Huenerfauth, 2004, 2005) has pro-
posed a hybrid multi-path system where English is
translated into ASL using a combination of an inter-
lingua, transfer methods and direct methods. This
work focuses in particular on models for classifier
predicates.

Systems translating from sign language into writ-
ten oral-language text have also been developed, one
such system being that of (Bauer et al., 1999). This
is a statistical MT (SMT) system that uses Hidden
Markov Models in the recognition of signs before us-
ing a translation model and a language model for
translation in the usual SMT manner.

3 Sign Language

Despite common misconceptions, sign languages are
indigenous, fully accessible languages for Deaf peo-
ple, with their own unique syntax and grammar.
Each country has its own sign language and these
languages can vary slightly from region to region
just like the dialects of a spoken language. In recent

years, more and more national sign languages have
begun to be officially recognised in the countries
where they are used, as they are the primary means
of communication for Deaf people. Regrettably, in
many others “provision is not made for deaf people
to access public information, or receive vital services
such as education and health in their first language”
(Ó’Baoill & Matthews, 2000), namely sign language.
This is also true for the accessibility of public or pri-
vate information in the form of written documents.
This is an area in which an automated translation
of written text could prove invaluable to members
of the Deaf community, particularly in areas of low
interpreter availability.

3.1 SLMT Issues

The development of an SLMT system requires a
number of issues to be taken into consideration. An
SLMT system has to deal with some of the prob-
lems that models of translation for non-SLs have to
handle, such as varying and free syntax, morpholog-
ical issues (e.g. repetition and pluralisation), and
lexical gaps. In addition, models of SLMT should
also have the ability to deal with sign language-
specific phenomena: non-manual features (NMFs),
classifiers, the spatial nature of sign language and
its discourse mapping onto the signing space, topic–
comment structures, and co-articulation of signs. It
should also have an adequate notation system/literal
orthography to describe the sign language, as they
have no officially recognised written forms.

3.2 Sign Language Corpora

Corpora of sign languages are not widely available
and the few that are often contain little or no an-
notation. Annotation is necessary as the corpora
usually take the form of sign language videos owing
to the lack of a standardised written form for SLs.
This is one way in which SLMT differs from spoken
language text based MT. SignWriting3 may fill this
gap as there are SL corpora available in this form. In
terms of its suitability as a candidate for use in an
EBMT system, SignWriting lacks the explicit lin-
guistic detail necessary for the generation of signs
using an avatar. Annotated corpora on the other
hand have the potential to carry varying degrees of
granularity of linguistic detail, therefore bypassing
the need to translate using SingWriting and then
deriving such details from the resulting SignWriting
symbol. Another issue with SignWriting is that the
majority of signers are unfamiliar with it which low-
ers its appeal for use as final output translation.

By contrast to poorly or unannotated data, the
ECHO project is a pilot venture to make fully an-
notated digitised corpora available on the Internet.
The project is based in the Netherlands and contains
annotated corpora in NGT, British Sign Language
(BSL) and Swedish Sign Language (SSL). These cor-
pora have been annotated using ELAN annotation

3http://www.signwriting.org
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software.4 ELAN provides a graphical user inter-
face (Fig. 1) from which corpora can be viewed in
video format with their corresponding aligned anno-
tations. These can be seen in the lower half of Fig.
1 where the tiers are named on the left-hand column
and the annotations appear horizontally in line with
their corresponding tier.

The ECHO corpora have been annotated to in-
clude a time-aligned translation in the native spo-
ken language and in English. Other annotation tiers
include glosses of the signs articulated by the right
and left hand in both spoken languages and various
NMF descriptions. An example of some annotations
used in one of the NGT corpora can be found in (1).
The initial numbers indicate the time span of anno-
tation, the text in brackets shows the name of the
annotation tiers and the final text is the annotation
itself:

(1) a. 1459490 1461360

(Gloss RH English)CONSCIOUS

b. 1459490 1461360

(Gloss RH) BEWUST

c. 1459490 1461310

(Mouth) ’bewussssss’

3.3 Suitability of ECHO Corpora

Suitably annotated corpora, such as those provided
by the ECHO project, are ideal for use in an EBMT
approach to SL translation. The provision of an
English translation in the form of an annotation
tier for each signed sentence along with the other
time-aligned annotations allows for easy alignment
of corpora on a sentential level as annotations within
the time limits of the English translation annota-
tion can then be aligned with that annotation. The
presence of time spans for each annotation also aids
in the aligning of annotations from each annota-
tion tier to form chunks that can then be aligned
with chunks derived from the English tier. Time-
aligned annotations are also useful for tackling the
issue of co-articulation of signs. The phenomenon
of co-articulation in sign languages is analogous to
co-articulation in spoken languages where the artic-
ulation of a phoneme may be altered relative to its
neighbouring phonemes (Jerde et al., 2003). In sign
languages phonemes are articulated using the hands.
Examples of sign language phonemes include hand-
shape and palm orientation. Co-articulation can oc-
cur in fluent signing when the the shape of the hand
for one sign is altered relative to the handshape for
the subsequent sign. Even if signs are co-articulated
in the videos, the annotations for the signs will be
separate and either contiguous or overlapping in dif-
ferent tiers, either way they are easy to separate us-
ing the time span figures. As it is these annotations
that are used in the translation output, the issue of
separating co-articulated words is removed automat-
ically.

4http://www.mpi.nl/tools/elan.html

These annotated corpora also provide a solution to
the SL translation issue of NMFs. In sign language
meaning is conveyed using several parts of the body
in parallel (Huenerfauth, 2005), not solely the hands
which is a common misconception. NMFs are sign
language units that use parts of the body other than
the hands to express semantic information. Some
examples of NMFs are eyebrow, cheek or eye move-
ments, mouth patterns, head tilting or upper body
and shoulder movements. They are used to express
emotion or intensity, but also can be used morpho-
logically and syntactically as markers (Ó’Baoill &
Matthews, 2000). The annotations of the ECHO
corpora contain explicit NMF detail in varying tiers
such as eye aperture and mouth that combine with
other tiers to form complete signs and therefore more
linguistically complete translations. The example in
(2) shows the effect NMFs have on a sign. The Gloss
RH/LH English is the manual hand sign articulated
by the right and left hand, in this case showing that
of a hare running. The annotation n on the head tier
indicates a nod of the head. This combined with the
furrowing marked in the brows tier (signified by f),
the squinting marked in the eye aperture tier (signi-
fied by s) and the puffing of the cheeks marked in
the cheeks tier (signified by p) shows the intensity of
the running that the hare is doing. Without these
NMFs the hare would be understood to be running
at a normal running pace.

(2) (Gloss RH English) running hare

(Gloss LH English) running hare

(Head) n

(Brows) f

(Eye Aperture) s

(Cheeks) p

In many cases NMFs are essential for providing the
full sense of the sign. The more detail that is con-
tained in the annotation tiers, the better the trans-
lation and the more suitable the translations will be
for use with a signing avatar. Currently, research is
focused on the translation modules of the system and
it is for this reason that annotations are produced
as final input as opposed to a signing avatar.

4 Example-Based Machine
Translation

A prerequisite for EBMT is a set of sentences in one
language aligned with their translations in another.
Given a new input string, EBMT models use three
separate processes in order to derive translations:

1. Searching the source side of the bitext for ‘close’
matches and their translations;

2. Determining the sub-sentential translation links
in those retrieved examples;

3. Recombining relevant parts of the target trans-
lation links to derive the translation.
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Figure 1: ELAN user interface

Searching for the best matches involves determin-
ing a similarity metric based on word occurrences
and part-of-speech labels, generalised templates and
bilingual dictionaries. The recombination process
depends on the nature of the examples used in
the first place: from aligning phrase-structure (sub-
)trees (Hearne & Way, 2003) or dependency trees
(Watanabe et al., 2003), to the use of placeables
(Brown, 1999) as indicators of chunk boundaries.

Another method—and the one used in the EBMT
system in our experiments—is to use a set of closed-
class words to segment aligned source and target sen-
tences and to derive an additional set of lexical and
phrasal resources. (Way & Gough, 2003), (Gough &
Way, 2004a) and (Gough & Way, 2004b) base their
work on the ‘Marker Hypothesis’ (Green, 1979),
a universal psycholinguistic constraint which posits
that languages are ‘marked’ for syntactic structure
at surface level by a closed set of specific lexemes
and morphemes. In a pre-processing stage, (Gough
& Way, 2004b) use 7 sets of marker words for English
and French (e.g. determiners, quantifiers, conjunc-
tions etc.), which together with cognate matches and
mutual information scores are used to derive three
new data sources: sets of marker chunks, generalised
templates and a lexicon.

In order to describe this in more detail, we revisit
an example from (Gough & Way, 2004a), namely:

(3) each layer has a layer number =⇒chaque
couche a un nombre de la couche

From the sentence pair in (3), the strings in (4)
are generated, where marker words are automati-
cally tagged with their marker categories:

(4) <QUANT> each layer has <DET> a layer
number =⇒<QUANT> chaque couche a
<DET> un nombre <PREP> de la couche

Taking into account marker tag information (label,
and relative sentence position), and lexical similar-
ity, the marker chunks in (5) are automatically gen-
erated from the marker-tagged strings in (4):

(5) a. <QUANT> each layer has: <QUANT>

chaque couche a

b. <DET> a layer number: <DET> un nom-
bre de la couche

(5b) shows that n:m alignments are possible (the two
French marker chunks un nombre and de la couche
are absorbed into one following the lexical similari-
ties between layer and couche and number and nom-
bre, respectively) given the sub-sentential alignment
algorithm of (Gough & Way, 2004b).

By generalising over the marker lexicon, a set
of marker templates is produced by replacing the
marker word by its relevant tag. From the examples
in (5), the generalised templates in (6) are derived:
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(6) a. <QUANT> layer has: <QUANT> couche
a

b. <DET> layer number: <DET> nombre
de la couche

These templates increase the robustness of the sys-
tem and make the matching process more flexible.
Now any marker word can be inserted after the rel-
evant tag if it appears with its translation in the
lexicon, so that (say) the layer number can now be
handled by the generalised template in (6b) and in-
serting a (or all) translation(s) for the in the system’s
lexicon.

However, since SLs display a considerably reduced
number of marker words, an alternative method is
used for segmenting the SL texts. This is discussed
in section 5.1.

5 Experiments and Results

Our corpus consists of 561 sentences with an average
sentence length of 7.89 words, (min. 1 word, max.
53 words). The sign language side of the corpus con-
sists of annotations that describe the signs used in
the video. As the English translation annotation tier
and the other annotation tiers are time-aligned, sen-
tence alignments were easy to extract automatically.

5.1 Segmentation and Alignment

The Marker Hypothesis described in section 4 was
used to segment the English sentences according to
the same set of closed-class words used in (Way &
Gough, 2003; Gough & Way, 2004a/b). This results
in segments that start with a closed class word and
usually encapsulate a concept or an attribute of a
concept being described, for example the concept of
darkness as shown in (7) where the angle-bracketed
text refers to the marker tag representing the pro-
noun it.

(7) <PRON> it was almost dark

On the sign language side it was necessary to adopt
a different approach as a result of the sparseness of
the English closed class item markers in the SL text.
This is normal in SLs, where often closed class items
are not signed, as is the case with many determin-
ers, or are subsumed into the sign for the neighbour-
ing noun as is sometimes the case with prepositions.
Initially experiments were performed on different di-
visions of the SL annotations. The NGT gloss tier
was segmented based on the time spans of its anno-
tations. The remaining annotations on other tiers
were then grouped with the NGT gloss tier annota-
tions within the appropriate matching time frame.
It was found that these segmentations divided the
SL corpus into concept chunks. Upon examination
these concept chunks were found to be similar in
form to the chunks that were formed using the the
Marker Hypothesis on the English text and suitable
for forming alignments, thereby providing a viable
option for chunking the SL side of the corpus. The
following example shows segments from both data

sets and their usability for chunk alignment. (8)
shows the results of the different chunking process
on both sentences, (8a) being taken from the Eng-
lish chunking process and (8b) from the SL chunking
process. (9) shows specific chunks that can be suc-
cessfully aligned following the chunking process, (9a)
being taken from the English chunked text and (9b)
from the SL chunked text. Angled brackets contain
the markers, round bracketed text names the tier,
the remaining text is the annotation content of that
tier and each tier is separated by a colon.

(8) a. <DET> the hare takes off <PREP>
in a flash.

b. <CHUNK> (Gloss RH English) (p-)
running hare :

(Mouth) closed-ao :

(Mouth SE) /AIRSTREAM/ :

(Cheeks) p :

(Gloss LH English) (p-) running
hare :

(Gloss RH) (p-) rennen haas :

(Gloss LH) (p-) rennen haas :

<CHUNK> (Gloss RH English)
FLASH-BY :

(Gloss RH) VOORBIJ-SCHIETEN :

(Mouth) closed, forward :

(Mouth SE) /PURSED/ :

(Eye gaze) rh

(9) a. <DET> the hare takes off

b. <CHUNK> (Gloss RH English) (p-)
running hare :

(Mouth) closed-ao :

(Mouth SE) /AIRSTREAM/ :

(Cheeks) p :

(Gloss LH English) (p-) running
hare :

(Gloss RH) (p-) rennen haas :

(Gloss LH) (p-) rennen haas

The main concept expressed in (9a) and (9b) is
the running of the hare. The English chunk encap-
sulates this concept with the words the hare takes
off. This same concept is expressed in the SL chunk
in the combination of annotations. The ‘Gloss RH
English’ and ‘Gloss LH English’ show the running
of the hare and the additional semantic information
of the effort involved in takes off as opposed to run-
ning at ease is expressed in the NMF tiers with the
indication of puffing of the cheeks (p in the cheeks
tier) and the closed mouth with breath being ex-
haled (closed-ao and /AIRSTREAM/ in the mouth
and mouth SE tiers respectively). Despite the dif-
ferent methods used, they are successful in forming
potentially alignable chunks.
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5.2 Evaluation

As there is not formally recognised writing system
for SLs and as annotation maybe be considered sub-
jective to the author to a degree, it is uncertain that
consistent gold standard sentences for evaluation
purposes could be produced, (Huenerfauth, 2005).To
better evaluate the performance of the system we
decided to formulate our own test set. Test sets
were manually constructed in four groups of ten sen-
tences. The groups are as follows: (i) full sentences
taken directly from the corpus, (ii) grammatical sen-
tences formed by combining chunks taken from dif-
ferent parts of the corpus, (iii) sentences made of
combined chunks from the corpus and chunks not in
the corpus, (iv) sentences of words present in the cor-
pus but not forming alignable chunks and of words
not in the corpus. These test sets were constructed
with a view to making the most of the limited data
we had.

Each sentence was run through the translator and
the resulting output manually evaluated based on
the alignments of the corpus. The results are evalu-
ated and divided into four categories depending on
their quality: good, fair, poor and bad. Below is an
explanation of the metric employed with examples
using the sentence it was almost dark.

Good: contains the correct grammatical informa-
tion (i.e. adverbs, prepositions that provide detail
about the concept) and content (i.e. head noun or
verb) information.

(10) Gloss RH English: DARK

Gloss LH English: DARK

Mouth: ’donker’

Brows: f

Eye Aperture: s.

Fair: contains the correct content information but
is missing some of the grammatical detail.

(11) Gloss RH English: DARK

Gloss LH English: DARK

Mouth: ’donker’

(no brow or eye movement shown, alters
meaning of phrase)

Poor: contains only some correct content informa-
tion and either lacks grammatical detail or contains
the incorrect grammatical detail.

(12) Gloss RH English: DARK

Eye Aperture: c.

Bad: contains an entirely incorrect translation.

(13) Gloss RH English: WHAT

5.3 Discussion

The manual evaluations performed on the test re-
sults show that the system is competent in translat-
ing sentences that occur fully intact in the corpus as
would be expected from any EBMT system. These

results also show that more than half the transla-
tions of sentences made up of chunks from the corpus
provide reasonable-to-good translations. The sys-
tem is able to segment the input and find adequate
matches in the corpus to produce coherent transla-
tions for 60% of the sentences tested from (ii). This
is also the case for almost a third of test sentences
where data consists of combined corpus and exter-
nal chunks (sentence type (iii)). The more data that
is not present in the training set that is introduced
in the test set the lower the rating, as can be seen
from the results of type (iii) and (iv) where an in-
creased amount of material not present in the cor-
pus is tested. In these cases, translations are still
produced but are of poor to bad quality. For sen-
tence type (iii), only a third of the sentences were
of fair quality. For sentence type (iv), more than
two thirds of the translations were considered bad
and the remainder poor. As with EBMT systems in
general, were the corpus to be larger and to contain
a richer word-level dictionary, the system would be
able to produce closer, if not exact, matches for an
increased number of chunks and words, thus improv-
ing the ratings. Currently the approach to aligning
segments for the bilingual corpus is in its infancy.
Further research and development in this area will
also improve the quality of alignments and thus the
translations.

6 Conclusions and Future Work

In light of the absence of documentation available
to the Deaf in their first language, in this paper we
aimed to test the applicability of EBMT techniques
to SLMT with a view to developing a prototype MT
system for SLs. Corpora of English-NGT data were
obtained from the ECHO project website and their
annotations were extracted. These annotations were
then used as a written representation of NGT from
which example alignments could be deduced follow-
ing the segmentation phase. We found the Marker
Hypothesis a sufficient approach for segmenting the
English data but found it necessary to employ a time
frame based technique to segment the SL annota-
tions. We found that employing these segmentation
approaches provided us with chunks of a similar for-
mat from which adequate alignments could be con-
structed for use in the translation process. Despite
the small corpus and dictionary size, initial results
are promising and indicate further development is
plausible and worthwhile. Further research into the
chunking and aligning processes, combined with an
enhanced corpus and dictionary, will improve the
quality of results and provide a clearer picture of the
success of an EBMT system for sign languages. This
prototype system has allowed us to identify some ar-
eas which require particular focus.

Subsequent to the work carried out to date, we
intend to continue developing the system using the
current language pair English–NGT. Initial plans in-
clude enhancing the annotation alignments by incor-
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porating non-time-aligned annotations into the data
set and using the information in the complete an-
notation set to determine closer matches with the
English data and thus improve alignment at all lev-
els. This should also allow for the automatic creation
of generalised templates which would further aid the
translation process. A large part of the work on this
system will involve the improvement of the word-
level dictionary. If possible, this task will be auto-
mated and the word alignments extracted from the
corpora as opposed to an external source. We also
intend to undertake increased manual evaluations of
the translation results to determine specific problem
areas that need work. Once a successful system has
been produced for this language pair we intend to
expand the system to translate from Dutch to NGT
and to apply the system to other language pairs for
which we have similar data, i.e. English-British Sign
Language.

The ISL corpus under construction at the Centre
for Deaf Studies (Dublin) will be much larger than
the NGT corpus we are currently using and will
contain richer annotations. The ISL corpus consists
of roughly 20 hours of video data in comparison
to the 40 minutes of the current NGT corpus we
are using. This will allow for the creation of larger
test–training sets, which should improve the results
of the system on the basis that the more data
a system has, the more possible matches can be
found for input sentences. The richer annotations
incorporated into the ISL corpus, including phono-
logical information such as hand shape and palm
orientation, will provide a more detailed translated
output from which real sign language may be
synthesised using an avatar. This is the ultimate
goal for our work, to develop a fully automated
text to sign language translation system where the
signers can enter English written data and have it
translated for viewing in their first language.
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Abstract

This paper proposes a method for integrat-
ing example-based and rule-based machine
translation systems with statistical meth-
ods. It extends a greedy decoder for sta-
tistical machine translation (SMT), which
searches for an optimal translation by using
SMT models starting from a decoder seed,
i.e., the source language input paired with
an initial translation hypothesis. In order
to reduce local optima problems inherent in
the search, the outputs generated by mul-
tiple translation engines, such as rule-based
(RBMT) and example-based (EBMT) sys-
tems, are utilized as the initial translation
hypotheses. This method outperforms con-
ventional greedy decoding approaches us-
ing initial translation hypotheses based on
translation examples retrieved from a par-
allel text corpus. However, the decoding
of multiple initial translation hypotheses is
computationally expensive. This paper pro-
poses a method to select a single initial
translation hypothesis before decoding based
on a machine learning approach that judges
the appropriateness of multiple initial trans-
lation hypotheses and selects the most con-
fident one for decoding. Our approach is
evaluated for the translation of dialogues in
the travel domain, and the results show that
it drastically reduces computational costs
without a loss in translation quality.

1 Introduction

This paper proposes a method for integrating
example-based and rule-based machine transla-
tion systems with statistical methods. It ex-
tends a greedy decoder for statistical machine
translation (cf. Section 2), which searches for
an optimal translation by using SMT models
starting from a decoder seed, i.e., the source
language input paired with an initial transla-
tion hypothesis. Despite a high performance on
average, the greedy decoding approach can of-
ten produce translations with severe errors.

A major problem of the greedy decoding ap-
proach is that the translation output depends

on the initial translation hypothesis to start
the search, which may lead to a local optimum
translation but not to the global optimum trans-
lation. Therefore, the selection of the starting
point is crucial to avoid local optima in the
search.

Previous methods addressed this problem by
creating an initial translation hypothesis based
on translation examples obtained from a par-
allel text corpus (Marcu, 2001), (Watanabe
and Sumita, 2003) or by using diverse start-
ing points generated by multiple translation en-
gines (Paul et al., 2004). Combining multi-
ple MT systems has the advantage of exploit-
ing the strengths of each MT engine. Quite
different initial translation hypotheses are pro-
duced due to particular output characteristics
of each MT engine. Therefore, larger parts of
the search space can be explored while avoid-
ing local optima problems of the search algo-
rithm. This method outperforms conventional
greedy decoding approaches using initial trans-
lation hypotheses based on translation exam-
ples retrieved from a parallel text corpus. How-
ever, the sequential decoding of multiple de-
coder seeds is computationally expensive.

In this paper, we propose a method to select
a single initial translation hypothesis before de-
coding in order to reduce computational costs.
A machine learning approach (decision tree),
that judges the appropriateness of a given initial
translation hypothesis, is combined with a rank-
ing method based on statistical model scores in
order to select the most confident initial transla-
tion hypothesis for decoding. Section 3 extends
the greedy decoding approach as follows: (1)
the initial translation hypotheses are produced
by multiple MT engines, (2) a machine learning
approach using a decision tree classifier is pro-
posed to identify and eliminate hypotheses that
might be wrongly modified by the greedy de-
coder thus leading to translations of lower qual-
ity, and (3) information about the classification
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result and statistical model scores of the remain-
ing initial translation hypotheses are combined
in order to select the best suited hypothesis.

The effects of the proposed method are
demonstrated in Section 4 for the Japanese-to-
English translation of dialogues in the travel do-
main.

2 Greedy Decoding for SMT

In this section, we explain the outline of SMT
and greedy decoding in short.

2.1 Statistical Machine Translation

Statistical machine translation formulates the
problem of translating a sentence from a source
language S into a target language T as the max-
imization problem:

argmaxT p(S|T ) ∗ p(T ), (1)

where p(S|T ) is called a translation model
(TM), representing the generation probability
from T into S, and p(T ) is called a language
model (LM), which represents the likelihood of
the target language (Brown et al., 1993). Dur-
ing the translation process (decoding), a statis-
tical score based on TM and LM is assigned
to each translation. In this paper, we call this
score TM·LM. The translation with the highest
TM·LM score is selected as the output.

We used the IBM-4 translation model (Brown
et al., 1993) in the experiments in Section 4,
which consists of probabilities for word trans-
lations (lexicon model), the number of source
words produced by a target word (fertility
model), word insertions (generation model), and
word order changes (distortion model). LM is
based on the frequency of consecutive word se-
quences (n-gram). The TM and LM probabil-
ities are trained automatically from a parallel
text corpus.

Figure 1 gives an example for the process of
transferring a Japanese source sentence into an
English target sentence and illustrates which
translation knowledge is captured by the respec-
tive statistical models mentioned above.

2.2 Greedy Decoding

Various decoding algorithms have been pro-
posed, including stack-based (Wang and Waibel,
1997), beam search (Tillmann and Ney, 2000),
and greedy decoding (Germann et al., 2001).
This paper concentrates on the greedy decoding
approach described in details in Section 2.2.1.
The local optima problem of this approach is
illustrated in Section 2.2.2.

could you recommend another hotel

could could recommend another another hotel

could could recommend NULL another another hotel NULL

�����
 ���  �
	��      �   �   �
���   �

   �   �   �
���    �
	��  
�����

 ���  �

[target]

[source]

x

Translation Model (TM):

Language Model (LM):

p(could you recommend another hotel) =
        p(could) p(you | could) p(recommend | could you)
        p(another | you recommend) p(hotel | recommend another)

Distortion Model
p(src_pos=3|trg_pos=5)

Lexicon Model
p( �����  | hotel)

Fertility Model
p(x | you)

Generation Model
p(NULL)

Figure 1: Statistical Models

2.2.1 Algorithm

Figure 2 illustrates the decoding algorithm,
which is described in detail in (Germann et al.,
2001), and summarizes the terminology used
throughout this paper.

The input of the decoder (decoder seed) con-
sists of the input, i.e., the source language sen-
tence, paired with an initial translation hypoth-
esis, whereby the initial translation hypothesis
is formed by a word-by-word translation of the
source language sentence. The following steps
attempt to improve the quality of the transla-
tion hypothesis by greedily exploring alterna-
tive translations starting from the initial trans-
lation hypothesis. The algorithm modifies the
hypothesis iteratively using a set of word oper-
ations such as inserting, deleting, joining, and
swapping. After each modification, the statisti-
cal scores of the previous and modified input-
hypothesis pairs are calculated. If the modified
pair has a higher TM·LM score, it is used in the
next iteration. Otherwise, the modified hypoth-
esis is ignored and the search is continued using
the previous input-hypothesis pair. The decod-
ing algorithm stops if no further improvement
can be achieved by any operation and outputs
the hypothesis with the highest statistical score.

If multiple initial translation hypotheses are
used for a given source language input, the de-
coder is applied to each of the initial trans-
lation hypotheses, resulting in multiple trans-
lation candidates, and the candidate with the
highest statistical score is selected as the trans-
lation.

2.2.2 Local Optima Problem of Greedy

Decoding

A major problem of the greedy decoding ap-
proach is that the translation output depends
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Figure 2: Greedy Decoding

on the initial translation hypothesis to start
the search, which may lead to a local optimum
translation but not to the global optimum trans-
lation.

This problem is illustrated in Figure 3. Given
the decoder seed seed1, the greedy decoder
modifies the initial translation hypothesis based
on its statistical models (along the dotted line)
as long as the TM·LM score increases and finally
outputs the translation candidate with maxi-
mal score (cand1). Similarly, the local optimum
translation candidate cand2 is obtained when
seed2 is used as the decoder seed. However,
using seed3 as the starting point, the decoder
finds the global optimum translation candidate
cand3 that cannot be found by using the other
seeds.

translation
quality

3
seed1

cand 1

cand 3

search
space

seed2

cand 2

seed

Figure 3: Local Optima Problem of the Greedy
Search

2.3 Greedy Decoding Using Transla-

tion-Engine-Based Hypotheses

To solve the local optima problem, (Paul et
al., 2004) proposed to use diverse starting
points generated by multiple translation en-
gines. Combining multiple MT systems has the
advantage of exploiting the strengths of each
MT engine. Quite different initial translation
hypotheses are obtained, because they are pro-
duced by independently developed translation

engines that use different dictionaries, gram-
mars, and translation rules. Therefore, larger
parts of the search space can be explored, in-
creasing the chance to catch the global opti-
mum.

The greedy decoder is applied sequentially to
each of the initial translation hypotheses, where
the best translation is selected according to an
edit-distance-based rescoring method that com-
pensates the statistical scores of each generated
translation candidate by information on how
much the initial translation hypothesis is mod-
ified during decoding.

This method outperforms conventional
greedy decoding approaches solely based on
statistical models. However, a shortcoming
of this approach is that the decoder has to
be applied to all initial translation hypothe-
ses. Therefore, high computational costs are
involved to identify the best translation.

3 Machine Learning Approach for
Hypotheses Selection

The method proposed in this paper is based
on the greedy decoding approach described in
Section 2.3. In order to reduce computational
costs, our approach selects a single hypothesis
out of the set of initial translation hypotheses
obtained from multiple MT engines before the
greedy decoder is applied to generate the trans-
lation output.

The initial translation hypotheses are pro-
duced by multiple MT engines as described in
Section 3.1.

In order to select the most appropriate ini-
tial translation hypothesis for decoding, we pro-
pose a machine learning approach using a deci-
sion tree classifier to identify and eliminate hy-
potheses that might be wrongly modified by the
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greedy decoder thus leading to translations of
lower quality (cf. Section 3.2).

Finally, information about the classification
result and statistical model scores of the remain-
ing initial translation hypotheses are combined
in order to select the best suited hypothesis as
described in Section 3.3.

3.1 Translation-Engine-based

Hypotheses

For our experiments, we used the five MT en-
gines listed in Table 11.

Table 1: Utilized MT Engines
EBMT D3 (Sumita, 2001)

HPAT (Imamura, 2002)
RBMT ATLAS (Fujitsu, 2003)

LOGOVISTA (LogoVista, 2001)
THEHONYAKU (Toshiba, 2003)

Two of them (MT1−2) are example-based MT
(EBMT) systems that are trained on the same
training set as the greedy decoder. The remain-
ing three (MT3−5) are off-the-shelf rule-based
MT (RBMT) systems that are based on lexicons,
grammars, and translation rules. Examples of
MT-based hypotheses are given in Table 2.

Table 2: Translation-Engine-Based Hypotheses

(source language input)���������
	����������������������� �"!�#%$
� ��&%��� ��'�(*)+#",.-��0/�1�$�2

(→ i would prefer the hyatt regency please
and if possible i want a single room)

(initial translation hypothesis)
MT1: i ’m asked do i want to stay to room

single room
MT2: i ’ll send a hyatt i ’d like to stay in a

single room
MT3: i want to stay at the single room which

asks you for the hyatt regency hotel
MT4: i want to stay at a single room in which

it asks for the hyatt regency hotel
MT5: i want to stay at the single room which

you may ask for hyatt regency hotel with

The outputs of each MT engine show large
variations, because they are produced by in-
dependently developed translation engines that
use different translation knowledge resources.

3.2 Decision Tree Classifier

We use a machine learning approach in or-
der to learn an automatic decision tree clas-
sifier (Rulequest, 2004) that distinguishes be-
tween initial translation hypotheses being de-
coded into translations of low vs. high quality.

1The MT engines are listed alphabetically, where the
order is unrelated to the indexing scheme (MTi) used for
the examples and the discussion of the evaluation results
given in this paper.

The decision tree classifier is trained on
monolingual as well as bilingual features ob-
tained for pairs of source language input sen-
tences and MT engine outputs. The features
were selected in order to cover inter-hypotheses
characteristics as well as general features for the
identification of appropriate initial translation
hypotheses. The inter-hypotheses features con-
sist of the following:

• Similarity features between initial trans-
lation hypotheses produced by different
MT engines.

– the number of identical initial transla-
tion hypotheses

– the average edit-distance between the
given hypotheses and those of other
MT engines, whereby the edit-distance
is defined as the sum of the costs of in-
sertion, deletion, and substitution op-
erations required to map one word se-
quence into the other (Wagner, 1974).

– differences in the length of a given ini-
tial translation hypothesis toward the
shortest/longest initial translation hy-
pothesis.

Moreover, we added also statistical features
and syntactic/semantic features for the exper-
iments described in this paper, some of which
were used in previous research on the auto-
matic evaluation of machine translation output
(Corston-Oliver et al., 2001).

• Perplexity of the source language input
and the initial translation hypothesis cal-
culated on the basis of trigram language
models.

• Translation model and language

model scores of the input-hypothesis
pairs.

• Dictionary features including the num-
ber of OOV (out-of-vocabulary) words and
the number of target words in the ini-
tial translation hypothesis that are possible
translations of source words.

• Syntactic features that are extracted
from the syntactic structure of the source
language input and the initial translation
hypotheses, respectively. These can be sub-
categorized as follows.
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– sentence length

– sentence type

– sentence parse (success of parsing,
number of nodes in the parse-tree,
number/length of pre/post-modifiers
of noun phrases, number of coordi-
nated constituents, coordination bal-
ance, i.e., the maximal length differ-
ence in coordinated constituents)

– size of constituents

– density features, i.e., ratio of function
words to content words

• Semantic features of content words that
are extracted from a thesaurus (Ohno and
Hamanishi, 1984).

During the learning phase, all MT engines
listed in Table 1 are used to translate parts of
the training corpus and to extract the above
mentioned features automatically. Next, the
greedy decoder is applied to each initial trans-
lation hypothesis, and the obtained results are
evaluate automatically using the WER metrics
introduced in Section 4.1.2. Based on this eval-
uation, each input-hypothesis pair is assigned to
one of the following two classes:

class =






OK , if WER(decoder output)
< WER(initial translation

hypothesis)
NG , otherwise

During the application phase, the obtained
decision tree classifier is applied to each input-
hypothesis pair. All initial translation hypothe-
ses classified as NG are removed from the hy-
pothesis set. In addition to the classification
result, a confidence score, i.e., the percentage of
training samples classified correctly using the
same decision tree path, is assigned to each
input-hypothesis pair.

3.3 Selection Algorithm

Statistical model scores are in general good in-
dicators of translation quality and can be used
to compare translation hypotheses directly. The
higher the statistical model score, the higher the
translation quality is supposed to be. However,
the greedy decoding approach can often pro-
duce translations with severe errors. This oc-
curs partly because the decoder might modify
hypotheses wrongly resulting in translations of
lower quality with higher statistical scores.

On the other hand, the decision tree classifier
provides us with information about how reliable
the decision is, i.e., the higher the confidence
score derived from the classification result, the
more likely it is that a good starting point is
found. However, it is not possible to compare
directly two hypotheses on the basis which one
is more reliable than the other one, because the
decision tree classifier is applied independently.

In order to select the most appropriate initial
translation hypothesis classified as OK, we pro-
pose to use both types of information by com-
bining the confidence score derived from the de-
cision tree with the statistical model scores of
the input-hypothesis pair (I, H) as follows:

CONF·TM·LM(I,H) = 2∗conf(I,H)∗logP(TM ·LM)

conf(I,H)+logP(TM ·LM)
,

where conf(I, H) is the confidence score derived
from the classification result and logP(TM·LM)
denotes the positive log-probabilities of the
statistical model score for the given input-
hypothesis pair (I, H).

The input-hypothesis pair with the highest
CONF·TM·LM score is selected for decoding.

4 Evaluation

Section 4.1 describes the experimental setting.
In order to train the translation2 and language3

models used for decoding, we utilize two corpora
from the travel domain. The proposed method
is evaluated by using an automatic evaluation
metrics and a human assessment of transla-
tion accuracy. The baseline performance of
the greedy decoder using multiple translation-
engine-based hypotheses is given in Section 4.2.
The effects of the hypotheses selection method
proposed in this paper are summarized in Sec-
tion 4.3 and the obtained results are discussed
in Section 4.4.

4.1 Experimental Setting

In this section, we describe the corpora and
evaluation metrics.

4.1.1 Corpora

The evaluation of our approach is carried out
using two Japanese(J)-English(E) parallel cor-
pora of the travel domain.

2The translation models are trained using the
GIZA++ toolkit, http://www.fjoch.com

3The language models are trained using the CMU-
Cambridge Statistical Language Modeling Toolkit v2,
http://mi.eng.cam.ac.uk/∼prc14/toolkit.html
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• Basic Travel Expression Corpus (BTEC)
The BTEC corpus is a large collection
of sentences4 that bilingual travel experts
consider useful for people going to or com-
ing from countries with different languages.
The BTEC sentences are not transcriptions
of actual interactions, but were written by
experts (Takezawa et al., 2002).

• Machine Aided Dialogue Corpus (MAD)
The MAD corpus is a collection of dialogues
between a native speaker of Japanese and
a native speaker of English that is medi-
ated by a speech-to-speech translation sys-
tem (Kikui et al., 2003).

The statistics of the corpora are given in Ta-
ble 3, where word token refers to the number of
words in the corpus and word type refers to the
vocabulary size. Since the MAD corpus consists
of dialogues, it contains more complex and com-
pound sentences as well as filled pauses, result-
ing in longer sentences that are more difficult to
translate.

Table 3: Corpus Statistics

corpus sentence lang word word words per
count uage tokens types sentence

BTEC 162,318 J 1,114,186 18,781 6.9
E 952,300 12,404 5.9

MAD 4,894 J 62,529 2,607 10.0
E 57,500 2,158 10.3

The BTEC corpus was used for the acquisition
of translation knowledge (training set) and the
MAD corpus was used for the training of the
decision tree classifier. In addition, we used
502 sentences from the MAD corpus reserved for
evaluation purposes as the test set.

4.1.2 Evaluation Metrics

For the evaluation, we used the following auto-
matic scoring measure and human assessment.

• Word Error Rate (Su et al., 1992) (WER),
which penalizes edit operations against ref-
erence translations..

• Translation Accuracy (Sumita et al., 1999)
(ABC): subjective evaluation ranks ranging
from A to D (A: perfect, B: fair, C: accept-
able and D: nonsense), judged by a native
speaker. Hereafter, we use the total count
of translations ranked A, B, or C as the
ABC score.

4Parts of the BTEC corpus were used in the In-
ternational Workshop of Spoken Language Translation
(http://www.slt.atr.jp/IWSLT2004/) and will be made
publicly available through GSK (http://www.gsk.or.jp).

In contrast to WER, higher ABC scores in-
dicate better translations. For the automatic
scoring measure we utilized up to 16 human ref-
erence translations.

4.2 Translation-Engine-based

Hypotheses

Table 4 summarizes the translation quality of
the MT engines used to create the initial trans-
lation hypotheses.

Table 4: Utilized MT Engines

initial translation evaluation
hypotheses WER (%) ABC (%)

EBMT MT1 49.6 60.3
MT2 52.0 66.3

RBMT MT3 69.6 54.5
MT4 69.4 59.3
MT5 71.4 54.1

Table 5 summarizes the translation quality
of the greedy decoder using the combination of
all MT engine outputs as the initial translation
hypotheses.

Table 5: Greedy Decoder Output

initial translation evaluation
hypotheses WER (%) ABC (%)

EBMT+RBMT (MT1−5) 45.8 67.7

The results demonstrate experimentally the
effectiveness of using multiple translation-
engine-based hypotheses for decoding. The
greedy decoding approach (EBMT+RBMT) out-
performs all MT engines used to create the ini-
tial hypotheses, gaining 3.8% in WER and 1.4%
in ABC toward the best MT engine.

4.3 Hypotheses Selection Method

The translation of the MAD corpus by all MT
engines listed in Table 1, resulted in 24,470
input-hypothesis pairs from which the feature
sets described in Section 3.2 were extracted au-
tomatically. Based on this data set, a decision
tree classifier was learned and its performance
was evaluated as described in Section 4.3.1.

Next, the decision tree classifier was used to
filter-out inappropriate initial translation hy-
potheses and the performance of the proposed
selection method was evaluated as described in
Section 4.3.2.

4.3.1 Performance of Decision Tree

Classifier

Table 6 gives the percentage of sentences classi-
fied correctly ( actual = predicted ) and the to-
tal amount of classification errors for the train-
ing and test sentences, respectively.
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Table 6: Decision Tree Classifier
(training corpus)

actual

predicted OK NG total
OK 53.5 21.5 75.0
NG 6.9 18.1 25.0
total 60.4 39.6

(test corpus)

actual

predicted OK NG total
OK 66.5 14.5 81.0
NG 14.6 4.4 19.0
total 81.1 18.9

In total, 72.6%/70.9% of the training/test set
were classified correctly, where 21.5%/14.5% of
the sentences were accepted falsely. However,
6.9%/14.6% of good initial translation hypothe-
ses were ignored resulting in a total error of
18.4% for the training set and 29.1% for the
test set.

4.3.2 Selection of Initial Translation

Hypothesis

In order to investigate the effects of applying the
decision tree classifier to the test sentences, we
evaluated two different selection methods: the
hypothesis with (1) the highest statistical score
(TM·LM), and (2) the highest CONF·TM·LM
score is selected as the initial translation hy-
pothesis to be used for decoding.

Table 7: Hypothesis Selection

selection evaluation
method WER (%) ABC (%)

TM·LM 53.2 61.1

CONF·TM·LM 48.1 67.9

The results summarized in Table 7 show, that:

• a large gain in performance is achieved for
the combination of confidence scores with
statistical model scores.

• the proposed method outperforms all single
MT engines (cf. Table 4)

• it achieves the same level of performance as
the sequential decoding of all initial trans-
lation hypotheses (cf. Table 5)

4.4 Discussion

In order to investigate the effects of the
proposed method on the computational
costs, we compared the processing time of
the EBMT+RBMT system that decodes all
five initial hypothesis toward the proposed
CONF·TM·LM method that selects a single

hypothesis. The results show that the proposed
method is 7 times faster than the EBMT+RBMT

system, thus reducing the computational costs
by 85.7%.

Moreover, an investigation into the feature
dependency revealed, that inter-hypotheses fea-
tures are most important. For example, if two
or more MT engines produce the same initial
translation hypothesis, it is an indicator of good
quality. Therefore, similarity features like “the
number of identical initial translation hypothe-
ses“ appear at the top of the decision tree clas-
sifier.

On the other hand, general features like lan-
guage perplexity or information about the sen-
tence structure seems to be less important.
They are used in the decision tree classifier, but
appear mainly on lower levels of the decision
tree.

However, the set of features used in our exper-
iments is not exclusive. Further investigations
have to verify the usefulness of additional fea-
tures not used in the above experiments like the
minimal tiling of substrings (Quirk, 2004).

Moreover, the lower total error rate obtained
for the classification of the training compared to
the test data set indicates the problem of over-
fitting. Therefore, the application of pruning
techniques and the careful selection of features
might help to improve the classifier performance
and thus the overall system performance of the
proposed method.

5 Conclusion

This paper described a machine learning ap-
proach to seeding a greedy decoder effectively.
The proposed method used a decision tree clas-
sifier to judge the appropriateness of multi-
ple translation-engine-based hypotheses and se-
lects a single initial translation hypothesis be-
fore decoding based on statistical model scores
of the input-hypothesis pairs as well as confi-
dence scores derived from the decision tree clas-
sification results.

The proposed method was integrated into the
greedy decoding approach and the effectiveness
of this approach was verified for Japanese-to-
English translation of dialogues in the travel do-
main.

An analysis of the evaluation results showed
that the proposed hypotheses selection method
avoids high computational costs by limiting the
decoding process to a single initial hypothesis
without a loss in translation quality.
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Abstract 

The paper reports an Example based Machine 
Translation System for translating News 
Headlines from English to Bengali. The input 
headline is initially searched in the Direct 
Example Base. If it cannot be found, the input 
headline is tagged and the tagged headline is 
searched in the Generalized Tagged Example 
Base. If a match is obtained, the tagged 
headline in Bengali is retrieved from the 
example base, the output Bengali headline is 
generated after retrieving the Bengali 
equivalents of the English words from 
appropriate dictionaries and then applying 
relevant synthesis rules for generating the 
Bengali surface level words. If some named 
entities and acronyms are not present in the 
dictionary, transliteration scheme is applied 
for obtaining the Bengali equivalent. If a 
match is not found, the tagged input headline 
is analysed to identify the constituent 
phrase(s). The target translation is generated 
using English-Bengali phrasal example base, 
appropriate dictionaries and a set of heuristics 
for Bengali phrase reordering. If the headline 
still cannot be translated using example base 
strategy, a heuristic translation strategy will be 
applied. Any new input tagged headline along 
with its translation by the user will be inserted 
in the tagged Example base after 
generalization. 

1 Introduction 

The present work aims to develop a 
methodology for a semantics-based Example 
Based Machine Translation (EBMT) system for 
translating news headlines from English to Indian 
languages. The methodology is being deployed to 
implement a machine translation system for 
translating news headlines from English to 
Bengali, a major Indian language and the fifth 
language in the world in terms of the number of 

native speakers. It is the official language of 
Bangladesh. The reason for choosing English as 
the source language is that most news are 
generated in English, even in India, and the 
vernacular dailies carry out a translation before 
publishing them. The semantic and syntactic 
classification schemes developed for English news 
headlines may be useful for building news headline 
machine translation systems from English to other 
languages. 

Most of the International and National news wire 
service agencies send news items in English. 
Manual translation of these news items into any 
other language is slow and tedious. The inflow of 
news items is not evenly distributed, therefore 
there is burst of translation required just before the 
newspaper is to go out. The domain of news items 
has attracted the attention of Machine Translation 
(MT) researchers all over the world. The internet 
editions of newspapers in English and regional 
languages are now a reality. 

Translation of news headlines plays a crucial role 
in the translation of a news item. The headline is 
an important component in a news item. The 
headline must be informative, i.e., it should 
indicate sufficiently about the content of the news 
item. At the same time it must attract the attention 
of the reader, i.e., it must have its own style. The 
informative property of the news headlines must be 
retained as far as possible while translating into the 
target language. Each language has its own style of 
writing headlines. The style of the source language 
news headline can be preserved by assigning 
semantic tags to the words in the news headline in 
addition to the syntactic tags. The style of the news 
headline in the target language can be maintained 
by developing a parallel example base of news 
headlines in source and target languages, assigning 
semantic as well as the syntactic tags to both sides 
for generalizing the paralle example base, aligning 
the entries and then following an example based 
machine translation strategy. A direct parallel 
example base of news headlines may be necessary 
for those headline pairs which are unique in nature 
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and thus cannot be generalized. The system 
described in the present work follows this strategy.   

News headlines are generally not grammatical 
sentences in nature. They can be or can consist of 
root word(s), surface level word(s), named 
entity(ies) (person names, location names, 
organization names, and miscellaneous e.g., 
temporal expressions, monetary expressions, 
cinema names, book names, hotel names, train 
names), acronym(s), noun phrase(s), sentence 
without an auxiliary verb, quotation or a 
grammatical sentence. The syntactic structure of 
the news headlines suggests that while they cannot 
always be defined by the sentence level grammar 
formalisms, news headlines follow a sublanguage 
of its own. Thus, the Rule based machine 
translation strategy that uses sentence level 
grammar formalisms is not suitable for the 
translation of news headlines. If the input news 
headline cannot be translated using either the direct 
or the generalized example base, the tagged input 
headline may be analysed to identify the 
constituent phrase(s). The target translation is then 
generated using the parallel phrasal example base, 
appropriate dictionaries and a set of heuristics for 
target language phrase reordering. This rule based 
machine translation strategy has been followed in 
the present work. 

In India, most English newspapers have their 
vernacular publication but the layout of news and 
their headlines are not parallel, i.e., not exact 
translation of each other. Thus corresponding news 
headlines in English and vernacular editions cannot 
be directly used to create a large parallel example 
base of English-Vernacular news headlines. The 
two machine translation systems for translating 
English news headlines to Hindi (Sinha, 2002; Rao 
et. al., 2000) do not have a large parallel example 
base of English-Hindi news headlines. Thus 
Statistical machine translation (SMT) system is 
also not suitable for machine translation of English 
news headlines to Indian languages. In this work, 
we are creating the tagged parallel example base of 
news headlines with the help of English and 
Bengali newspapers of the same date. The present 
system generalizes the tagged English news 
headlines. The corresponding set of tagged Bengali 
news headlines may not be identical. The system 
displays the possible generalized tagged Bengali 
news headlines and the developer chooses one of 
them. The chosen target language news headline 
may be edited to maintain the informative nature 
and the style. This collection of parallel example 
base is not large enough to attempt SMT. In view 
of these, it has been considered that EBMT 
strategy is most suitable for translation of news 
headlines. The EBMT strategy also allows the 

system to integrate different resources, namely, 
Direct example base, Generalized tagged example 
base and the Phrasal example base which are 
discussed later. 

Related works on machine translation of news 
headlines in India as well as elsewhere in the world 
are discussed in section 2. Semantic and syntactic 
classification of news headlines have been outlined 
in section 3 and 4 respectively. Tag set definition 
and tagging of English and Bengali news headlines 
are discussed in section 5. Creation of generalized 
tagged example base of English and Bengali news 
headlines are described in sections 6 and 7 
respectively. Section 8 describes the different 
example bases in the system, specifically the 
Phrasal example base. The dictionary design is 
outlined in section 9. MT system development 
methodology is described in section 10 and the 
conclusion is drawn in section 11. 

2 Related Works 

In India, a heuristic approach for translating 
news headings from English to Hindi is found in 
(Sinha, 2002). A human-aided MT system for 
translating English news texts to Hindi is being 
developed at the Centre for Development of 
Advanced Computing, Mumbai (Rao et al, 2000). 
The system is now being enhanced and adopted for 
web translation service to the news agencies. A 
hybrid system for translating news items from 
English to Bengali (Naskar & Bandyopadhyay, 
2005; Bandyopadhyay & Saha, 2002; 
Bandyopadhyay, 2000a, 2000b) is being developed 
at the Jadavpur University, India.  

The NHK System of Japan which translates 
English newspaper articles to Japanese is described 
in  (Hutchins, 1999). The improvement of 
translation quality of English newspaper headlines 
by automatic pre-editing in the English to Japanese 
machine translation system being developed at the 
Sharp Corporation of Japan is discussed in 
(Yoshimi, 2001). The work focuses on the absence 
of the verb be and formulates a set of rewriting 
rules for putting the verb properly into headlines, 
based on information obtained by morpholexical 
and rough syntactic analysis. The improvement of 
translation style and the target words of English 
news headlines by identifying and resolving the 
coreference of acronyms, abbreviations and proper 
names in the English to Japanese machine 
translation system being developed at the Toshiba 
Corporation of Japan is discussed in (Ono, 2003). 

3 Semantic Classification of News Headlines  

News items in a news paper generally follow a 
classification on the basis of geographical 
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hierarchy (Metro -> State -> Country -> World) as 
well as a separate topic based one (Sports, 
Business etc.). Though there does not exist any 
standard classification of news items in the 
journalistic world, we conducted a study on six 
English news papers that are published from 
Kolkata. It has been observed that all of them 
follow the same geographic classification as well 
as a topic based one, though the names of the 
classes are not always identical. Named entities 
and acronyms occur in very large number in news 
items as well as in the associated news headlines 
and these named entities and acronyms tend to 
cluster around each class in the classification 
scheme. The classification of the news items as 
well as the associated headline, on the basis of the 
content of the news has been termed as the 
Semantic Classification. Having separate 
bilingual named entity and acronym dictionaries 
under each semantic class help in the 
disambiguation of these words also. In the present 
work, English news headlines have been 
semantically classified as follows: Front Page, 
World, India, Bengal, Kolkata, Business and 
Sports. The news in the Front Page include the 
important news events for the day that may belong 
to any category. There are further classification 
like Editorial, Perspective, Cinema, Entertainment 
or Campus whose contents are mainly feature 
based. Headlines for these items have not been 
considered in the present work. The Bengali news 
papers published from Kolkata carry more news 
from the state and hence they follow a more 
detailed classification on Bengal. In the present 
work, we have followed identical classification 
schemes for both English and Bengali news 
headlines. 

News items can be further classified into the 
following two categories on the basis of the 
number of paragraphs in the news item: (i) Short 
Single Paragraph News Items and (ii) Long Multi-
paragraph News Items as they follow distinct 
styles. Long multi-paragraph news items are more 
informative in nature. Headlines for both these 
types of news items also differ in their style and 
informative nature. Headlines for short single 
paragraph news items are generally one-, two- or 
three words long; may be a named entity, 
compound noun or noun phrase and occassionally 
may be sentences. Long multi-paragraph news 
items may include two separate headlines. 
Sometimes, within the bodies of these news items 
short news along with a separate headline are 
found, either originating from the same place as 
the main news or dealing with a related topic. 
Apart from these syntactic differences which are 
discussed in the next section, headlines from these 

two categories  of news are also different on their 
information content. For example, the headlines 
Tea Strike and Garden workers go on an indefinite 
strike for pay hike / Trouble brews in tea estates 
correspond to the short and long versions of the 
same news event. It may be noted that there are 
two headlines for the long news. On the basis of 
these observations, the  following semantic classes 
Front Page, World, India, Bengal, Kolkata, 
Business and Sports have been further divided into 
short and long classifications. The example news 
headlines for the various semantic classes are 
shown in Table 1: 

 
Semantic 
Class 

Example News Headline 

Front Page Snaps say error camps exist: 
Natwar 

Front Page 
– short 

FB threat 

World Rice no-show invites criticism 
World-
short 

Van Gogh trial 

India PM assures left on eve of US 
trip 

India-short Ex-servicemen 
Bengal Bandh to protest against blasts 
Bengal-
short 

SFI clash 

Kolkata- More courses at Presidency 
Kolkata-
short 

Train services hit 

Business Assam Tea workers want basic 
pay revised 
Productivity-linked wages 
rejected by ACMS 

Business-
short 

Microsoft 

Sports ICC says 2004-05 was 
corruption-free 

Sports-
short 

Selections 

Table 1: Semantic Classification of News 
Headlines 

4 Syntactic Classification of News Headlines 

News headlines for short single paragraph news 
and those for the long multi-paragraph news show 
different syntactic structures. Headlines for short 
single paragraph news items can be classified at 
the top level on the basis of the number of words 
they contain, viz., one-, two-, three- or more than 
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three words. Similarly, headlines for long multi-
paragraph news items can be classified at the top 
level on the basis of the number of words they 
contain, viz., three- or more than three words. Such 
headlines are generally grammatical sentences in 
nature. A headline may consist of two sentences, 
also. Sometimes, within the body of these news 
items short news are found, either originating from 
the same place as the main news or dealing with a 
related topic. It has been observed that the 
structure of these news headlines follow the same 
for the short single paragraph news headlines.  

The single word headlines can be a root word, 
named entity, acronyms or a surface level word. 
Two word headlines can be a compound noun, 
sentence without an auxiliary verb, grammatical 
sentence or a collocation. Three word headlines 
can be a noun phrase, compound noun, sentence 
without an auxiliary verb or a grammatical 
sentence. Headlines with more than three words 
can be a noun phrase, sentence without an 
auxiliary verb, grammatical sentence or quotation.  

On the basis of above observations, the news 
headlines have been syntactically classified at the 
top level on the basis of the number of words, viz., 
one-, two-, three- and more than three words. 
Since, three words or more than three words 
headlines appear for both short and long news 
items, each of the 7 semantic classes have been 
synactically classified at the top level further into 4 
classes as above. In the present work, a total of 28 
parallel example bases have been designed. Further 
syntactic classification (i.e., root word, named 
entity, acronym, surface word, compound noun, 
collocation, noun phrase, sentence without an 
auxiliary verb, grammatical sentence, quotation) is 
included as an attribute of the example news 
headline. This organization of the example bases 
makes it easier to identify the appropriate example 
base for an input news headline, where it is most 
likely to be present, given its semantic class and 
the number of words present in it. The syntactic 
classification provides appropriate information for 
alignment of the tagged source and target language 
news headlines. The syntactic class of the input 
news headline helps in the application of the 
appropriate rule based translation strategy when it 
cannot be translated using the example based 
translation methods. The example news headlines 
for the various syntactic classes are shown in Table 
2. 

Some headlines are elliptical in nature. An 
example of ellipsis is in the headline Train kills 1 
where the number 1 is not explicitly qualified but 
the implicit qualification is person. The elliptical 
resolution in this case is not necessary for 
translating it to Bengali as the ellipsis is retained in 

Bengali. Another example of an elliptical news 
headline is Bhajji claims a couple. In this case, 
ellipsis resolution is necessary for translation. 
Since, the news headline is for a sports news in 
which claiming a couple means claiming a couple 
of wickets, the headline will be extended as Bhajji 
claims a couple of wickets and then translated.  

 
Syntactic  
Class 

Example News Headline  

One word • Accident (root word) 
• Kirloskar (named entity) 
• HDFC (acronym) 
• Selections (surface word) 

Two 
words 

• Flight problem (compound 
noun) 

• Buddha’s gesture 
(compound noun) 

•  RBI report (compound 
noun) 

• Kanika critical (sentence 
without an auxiliary verb) 

• India wins (grammatical 
sentence) 

• Pulse Polio (collocation)  
Three 
words 

• Woods on top (noun phrase) 
• Shastri Bhavan fire 

(compound noun) 
• Tour de France (compound 

noun) 
• Sania No. 70 (sentence 

without  
• an auxiliary verb) 
• Train services hit (sentence 

without an auxiliary verb) 
• Australia wins again 

(grammatical sentence) 
More than 
three 
words 

• Breakthrough in diagnosing 
HIV (noun phrase) 

• Rail contracts under cloud 
(sentence without an 
auxiliary verb) 

• Family health drive enters 
fifth round (grammatical 
sentence) 

• Intelligence couldn’t have 
prevented attack: Blair 
(quotation) 

Table 2: Syntactic Classification of News 
Headlines 
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5 Tag set definition and Tagging of News 
Headlines 

The present system is being developed for 
translating English news headlines to Bengali. 
Since, parallel example base of English and 
Bengali headlines is not available, we started with 
the collection of English news headlines under 
different semantic and syntactic classes. The  
headlines in English and Bengali are tagged with a 
set of syntactic and semantic tags. 

5.1 Tag Sets 

Noun and verb words are tagged with the 
corresponding Wordnet Lexicographer file names.  

The following are some example tags used for 
noun words:  

 
noun.act: noun denoting acts or actions,  
 
noun.animal: nouns denoting animals,  
 
noun.artifact: noun denoting man-made 
objects,  
 
noun.body: noun denoting body parts,  
 
noun.event: noun denoting natural events,  
 
noun.food: noun denoting foods and drinks, 
 
noun.group: noun denoting grouping of people 
or objects, 
 
noun.location: noun denoting spatial position, 
 
noun.person: noun denoting people, 
 
noun.time: noun denoting time and temporal 
relations. 
 

It may be noted that when the noun words in the 
last four types identify a specific object they 
denote a named entity and are appropriately 
tagged. 

 
The following are some example tags used for 

verb words: 
 
verb.change: verbs of change of size,  
temperature, intensity, etc.,  
 
verb.cognition: verbs of thinking, judging, 
analyzing, doubting, etc., 
 
verb.communication: verbs of telling, asking, 
ordering, singing, etc., 
 

verb.competition: verbs of fighting, athletic 
activities, etc.,  
 
verb.consumption: verbs of eating and 
drinking,  
 
verb.contact: verbs of touching, hitting, tying, 
digging, etc.,  
 
verb.creation: verbs of sewing, baking,  
painting, performing, etc.,  
 
verb.motion: verbs of walking, flying, 
swimming, etc.,  
 
verb.possession: verbs of buying, selling, 
owning and transfer, 
 
verb.social: verbs of politicial and social 
activities and events, 
 
verb.weather: verbs of raining, snowing, 
thawing, thundering, etc.. 

 
The tagging of the verb words in the headlines 

helps to identify the source and the target language 
verb patterns (Kim et. al., 2002). Each verb can 
have several meanings and each meaning of a verb 
is represented by a verb pattern. A verb pattern 
consists of a source language pattern part for the 
analysis and the corresponding target language 
pattern part for the generation. The meaning of a 
verb can be identified using the associated noun 
and the adjective words. For example, the verb kill 
is tagged as verb.contact. The associated noun 
words for one meaning of the verb are accident, 
attack etc. and the adjective word dead is 
associated with the same meaning of the verb.  

Named entities are further tagged as Person 
Name, Location Name, Organization Name and 
Miscellaneous e.g. temporal expressions, monetary 
expressions, cinema names, book names, hotel 
names, train names etc.. Strictly speaking, further 
tagging of named entities are not necessary for 
headline translation except in tagging of person 
names and organization names and that too, when 
the headline includes a verb word. The verb form 
in Bengali depends on the associated named entity. 
Words of other parts of speech (adjective, adverb, 
preposition, article, conjunction) are tagged by 
their part of speech category only. Further tag sets 
are Anaphora Classes (personal pronoun, 
demonstrative pronoun, abbreviation, special 
symbol) and Numbers. Personal and demonstrative 
pronouns generally occur when the headline is a 
quotation. Special symbols like $ have been 
considered as a separate anaphora class as in many 
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target language headlines the transliteration of the 
the full form of the symbol, i.e., dollar, is used. 
The abbreviation class includes both abbreviated 
words and acronyms. Abbreviations have been 
considered as a special class of anaphora as they 
are incomplete in nature and have to be resolved 
by either looking into the dictionary or in the first 
paragraph of the associated news item. The first 
paragraph in a news items is likely to include the 
content words of the associated headline. The 
abbreviated words can be resolved while the news 
headlines are collected from the corpus of English 
news items. Numbers can appear either in the form 
of digits or words in the source and the target 
language headlines and hence these are tagged 
separately. 

5.2 Tagger / Recognizer / Classifier 

The words / terms in the input English 
headlines in English are identified with the help of 
a tokenizer, a morphological analyzer and a Named 
entity recognizer(NER) and classifier. The system 
uses a lexicon of English words developed from 
the Wordnet 2.0 which includes the lexicographer 
file level tags associated with each word and term. 
The lexicon is being developed at the bilingual 
level and the Bengali meaning of the words are 
being entered in phases. A separate bilingual list is 
maintained for words that are pronouns, 
prepositions, articles and conjunctions. The words / 
terms are initially tagged at the part of speech 
(POS) level and then further tagged by a semantic 
tagger. The semantic tagger uses separate bilingual 
tables for abbreviations, acronyms, special 
symbols and various types of named entities. 
Identification of acronyms in long multi-paragraph 
news items causes problem as all words in the 
headline are sometimes written in all capital. 
Acronyms in short news headlines can be 
identified by looking for words which are all 
capital or may include a vowel in small case (e.g., 
HoD) or a special symbol (e.g., J & K). The system 
uses a Named Entity Recognizer and Classifier 
System for English developed in-house as part of a 
separate research activity. The NER system uses a 
frequent starter’s list containing words that appear 
at the beginning of headlines but are not named 
entities themselves. This list has been prepared by 
looking into the English headlines collected in the 
example base. The NE classifier system is 
basically table driven and uses a limited set of 
features. A shallow parser for English (Naskar & 
Bandyopadhyay, 2005) is being used for 
identifying the compound nouns, noun phrases and 
the verb phrases in the input headline. The shallow 
parser can also detect whether the input headline is 
a quotation or a grammatical sentence. Thus, the 

shallow parser is identifying the syntactic category 
of the English news headline. The system also 
maintains a bilingual collection of collocations 
from English to Bengali. The Bengali portion of 
the parallel news headline is tagged by searching 
each word of the English headline in the 
appropriate dictionary or list and finding the 
Bengali equivalent. A match for the Bengali word 
is searched in the headline using a Bengali 
morphological analyzer. If a named entity or an 
acronym cannot be found in the bilingual 
dictionary, it is transliterated into Bengali and then 
searched in the Bengali headline. The Bengali 
headline may include additional words (nouns or 
adjectives) which are associated with the verb in 
the English headline. The system maintains a list 
of noun and adjective words associated with each 
meaning of a verb. These additional words are 
tagged separately using the Bengali lexicon which 
associates each Bengali noun and verb word with 
tags similar to those for English.  

Let us consider the following examples of 
parallel English-Bengali headlines. The English 
gloss of the Bengali words are shown in brackets. 

 
(i) Train kills two  æ®ÏôãX Eõç»Oôç YäQÍö ]ÊT VÇ+ 
                         [traine kaataa parhe mrita dui] 
 
(ii) Bus kills 1   [ýça VÇHï»OôXçÌ^ ]ÊT AEõ 
                    [bus durghatanaaya mrita ek] 
 
(iii)    Train kills 3  æ®ÏôX VÇHï»OôXçÌ^ ]ÊT ×TX 
                    [train durghatanaaya mrita tin]   
 
(iv) Elephant kills three  c÷ç×TÌ[ý %çyÔ]åS ]ÊT 

×TX 
                       [haatir aakramane mrita tin]  
 

(v) Two killed in train accident  æ®ÏôX 
VÇHï»OôXçÌ^ ]ÊT VÇ+ 

                              [train durghatanaaya mrita dui] 
 

The parallel example base of headlines after 
tagging will look like  

 
(i) <train, noun.artifact> <kill, verb.contact> 

<two,number>   < æ®ÏôX [train], 
noun.artifact> <-å# [-e]>  < Eõç»Oôç YQÍö 
[kaataa parh], noun.event> <-å# [-e]>  
<]ÊT, [mrita], adjective>< VÇ+ [dui], 
number> 

 
(ii) <bus, noun.artifact> <kill, verb.contact> 

<1,number>  <[ýça [bus], 
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noun.artifact> <VÇHï»OôXçÌ [durghatanaa], 
noun.event> <-Ì^ [-ya]>  <]ÊT [mrita], 
adjective> <AEõ [ek], number> 

 
(iii) <train, noun.artifact> <kill, verb.contact> 

<3,number>  
         <æ®ÏôX [train], noun.artifact> <VÇHï»OôXçÌ 

[durghatanaa], noun.event>   <-Ì^ [-ya]> 
<]ÊT [mrita], adjective> <×TX [tin], 
number> 

 
(iv)   <elephant, noun.animal> <kill,   

verb.contact> <three,number>  <c÷ç×T 
[haati], noun.animal> <-Ì[ý [-r]>  <%çyÔ]S 
[aakraman], noun.event> <-å# [-e]> <]ÊT 
[mrita], adjective> <×TX [tin], number> 

 
(v)     <two,number> <kill, verb.contact> <in, 

preposition> <train, noun.artifact> 
<accident, noun.event>   

          <æ®ÏôX [train], noun.artifact> <VÇHï»OôXçÌ 
[durghatanaa], noun.event>   <-Ì^ [-ya]> 
<]ÊT [mrita], adjective> < VÇ+ [dui], 
number> 

 
The two tags <noun.artifact> and <number> 

can be directly aligned. The tags <-Ì^>, <- Ì[ý> and     
<-å#> are Bengali inflections to be attached to 
the preceeding word. The two tags <noun.event> 
and <adjective> are associated with the tag 
<verb.contact>. The system maintains a list of 
verb.contact  words and the associated 
noun.event word. The adjective word is basically  
used to qualify the object of the verb.contact and 
the system maintains a list of such Bengali 
adjectives for the verbs. 

6 Creation of Generalized Tagged Example 
Base of English News Headlines 

We are creating the tagged parallel example base 
of news headlines with the help of English and 
Bengali newspapers of the same date. The tagged 
English headlines are automatically generalized. 
The generalization process of tagged news 
headlines is basically identifying the identical 
tagged news headlines and then generalizing them. 
Two tagged headlines can be considered identical 
if they have identical tags at all the corresponding 
positions. In the above example, tagged headlines 
(i) <train, noun.artifact> <kill, verb.contact> 
<two,number> and (ii) <bus, noun.artifact> <kill, 
verb.contact> <1,number> and (iii) <train, 
noun.artifact> <kill, verb.contact> <3,number> are 

identical and they can be generalized to 
<noun.artifact> <verb.contact> <number>. Two 
tagged headlines can be considered similar if all 
the tags present in one headline are present in the 
other and the later headline includes noun and 
adjective tags which can be derived from the verb 
tag. In the above example, tagged headlines 
(i)<train, noun.artifact> <kill, verb.contact> 
<two,number>, (ii)<bus, noun.artifact> <kill, 
verb.contact> <1,number>, (iii) <train, 
noun.artifact> <kill, verb.contact> <3,number> and 
(v) <two,number> <kill, verb.contact> <in, 
preposition> <train, noun.artifact> <accident, 
noun.event> are considered similar since all the 
tags present in (i), (ii) and (iii) are present in (v) 
and (v) includes the noun.event tag with the word 
accident that can be derived from the verb tag 
<kill, verb.contact>. The system will maintain the 
list of such noun and adjective words that can be 
derived from the verb word. Headlines which are 
similar can be generalized at the next level. 

The headlines that do not take part in any 
generalization are kept in the Direct Example base 
alongwith the tagging. During the development of 
the parallel example base further match with 
headlines in the Direct example base can occur and 
the generalized headline can then be included in 
the Generalized Tagged Example Base. It appears 
from the above that the headlines (i), (ii) and (iii) 
can be generalized on the English side and the 
generalized tagged headline will be stored as 
<noun.artifact> <verb.contact> <number> in the 
Generalized Tagged Example Base. Since the 
headlines (iv) and (v) cannot be generalized, the 
original headlines will be kept in the Direct 
Example base with its tags. 

7 Creation of Generalized Tagged Example 
Base of Bengali News Headlines 

Let us consider the five example parallel 
English-Bengali news headlines as mentioned in 
the section 5.2.. It can be seen that the set of 
Bengali news headlines corresponding to the 
English news headlines (i), (ii) and (iii), which 
have been generalized, are not identical. This is a 
general phenomenon and has been observed during 
the devlopment of the example base. It also shows 
the stylistic variations in news headlines across 
languages and within the same language also. This 
module identifies the tagged Bengali news 
headlines that are identical for a tagged English 
news headline and generalizes the Bengali news 
headlines under each subset. In this example, the 
two generalized tagged Bengali headlines 
corresponding to the English news headlines (i), 
(ii) and (iii) are identified as <noun.artifact> 
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<noun.event> <-Ì^> <adjective> <number> and 
<noun.artifact> <-å#> <noun.event> <-å#> 
<adjective><number>. These two generalized 
Bengali news headlines are shown to the developer 
for choosing one of them. The chosen Bengali 
tagged news headline can also be edited by the 
developer to maintain the informative nature and 
the style and the edited tagged Bengali news 
headline is associated with the generalized tagged 
English news headline and stored in the 
generalized tagged Example base. The parallel 
headlines are automatically aligned by their tags. 

8 Creation of Example Bases (Direct 
Example Base, Generalized Tagged 
Example Base, Phrasal Example Base) 

The system consists of three types of Example 
bases: (i) Direct Example Base, (ii) Generalized 
Tagged Example Base and (iii) Phrasal Example 
Base. The Direct Example Base is like the 
Translation Memory that stores the headlines in the 
source language and their translation in the target 
language. The Generalized Tagged Example Base 
stores the tagged examples with proper alignment. 
The Phrasal Example Base, stores the various 
phrase patterns in terms of the part of speech of the 
constituent words in the source language and their 
corresponding translation in the target language. 
The system uses the phrasal example base of 
English and Bengali phrase patterns used in a 
phrasal example based machine translation system 
(Naskar and Bandyopadhyay, 2005). The phrasal 
EBMT system is being developed for translating 
English news items to Bengali. 

The Phrasal Example base consists of 
translation examples ( phrasal templates ) that store 
the part of speech of the constituent words of the 
phrases along with necessary syntactic 
information. Some examples of noun phrasal 
examples are: 

 
(i) <art $ a / an> <noun & singular, 

human, nominative> <AEõLX 
[ekjan]>  <noun> 

 
(ii) <art $ the> <noun & singular, human, 

objective>  <noun> <-×»OôãEõ       
[-tike]> 

 

During translation, the input headline is initially 
searched in the Direct example base for an exact 
match. If a match is obtained, the Bengali headline 
from the example base is produced as output. If 
there is no match, the headline is tagged and the 
tagged headline is searched in the Generalized 
Tagged Example base. If a match is obtained, the 
output Bengali headline is to be generated after 
appropriate synthesis. If a match is not found, the 
Phrasal example base will be used to generate the 
target translation. If the headline still cannot be 
translated, the following heuristic translation 
strategy will be applied: translation of the 
individual words or terms in their order of 
appearance in the input headline will generate the 
translation of the input headline. Appropriate 
dictionaries will be consulted to attempt a 
translation of the news headline.   

 
(iii) <art $ a / an> <adj> <noun & singular, 

inanimate, objective>   <AEõ×»Oô 
[ekti]> <adj> <noun> 

 
An example of a prepositional phrase is 
 

(iv) <prep $ to / at / in> <art $ the> <noun 
& singular, place>  <noun>         
<- å# / åT [-e/te]>. 

 
The headline “A hearty walk” may be translated 

by using the phrasal example base as the headline 
matches with the Noun phrasal example (iii).  

9 Dictionary Design 

The system uses a lexicon of English words 
developed from the Wordnet 2.0 which includes 
the lexicographer file level tags associated with 
each word and term. The lexicon is being 
developed at the bilingual level and the Bengali 
meaning of the words are being entered in phases. 
A separate bilingual list is maintained for words 
that are pronouns, prepositions, articles and 
conjunctions. There are separate bilingual tables 
for abbreviations and special symbols. Separate 
bilingual dictionaries for named entities and 
acronyms are maintained for each semantic and 
syntactic class in which the named entities and 
acronyms are most likely to occur. The named 
entity recognizer uses a frequent starter’s list 
containing words that appear at the beginning of 
headlines but are not named entities themselves. 
This list has been prepared by looking into the 
English headlines collected in the example base. 
The system also maintains a bilingual collection of 
collocations from English to Bengali. The Bengali 
headline may include additional words (nouns or 
adjectives) which are associated with the verb in 
the English headline. The system maintains a list 
of noun and adjective words associated with each 
meaning of a verb.     

10 MT System Development Methodology 
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Let us consider the five example parallel 
English-Bengali news headlines as mentioned in 
section 5.2.. If the headline Elephant kills three is 
given for translation, a match will be obtained in 
the Direct Example Base. The corresponding 
Bengali translation will be retrieved and then 
shown as output. If the headline Tiger kills 1 is to 
be translated there will be no exact match in the 
Direct Example Base but the tagged version of the 
input headline will match with the tagged version 
of Elephant kills three. The two headlines will now 
be generalized on the source side and the tagged 
Bengali headline corresponding to Elephant kills 
three will be considered as the generalized tagged 
Bengali headline. The generalized tagged headlines 
will be included in the appropriate example base. 
The headline Elephant kills three will be removed 
from the direct example base. If the input headline 
is Tram kills 2, it will obtain a match in the 
generalized tagged example base and will be 
translated accordingly. If the input headline is A 
sweet dream, it will not find any match with either 
the direct or the generalized tagged example base. 
The Phrasal example base will then be consulted 
and the input headline will match with the noun 
phrase structure. The Bengali translation can be 
obtained accordingly. If the input headline is 
Shastri Bhavan fire, it will not find any match even 
in the phrasal example base. The headline will be 
iedntified as a compound noun as Shastri Bhavan 
is a named entity and fire is a noun. The system 
will produce an output following the heuristic. The 
named entity will be transliterated and the Bengali 
equivalent of the word fire will be obtained from 
the dictionary. The sequence of the two Bengali 
words will be presented as the output. The output 
will not be accepted by the user in this case as an 
inflection is necessary after the transliterated 
named entity and the heuristics could not produce 
that.     

A preliminary version of the machine translation 
has been developed. The different example bases 
and the dictionaries are under development. Work 
is also going on for the development of a Bengali 
lexicon that includes the tags which are similar to 
those used in the English Wordnet at the 
Lexicographer file level. 

11 Conclusion 

Our news headline corpus is a collection of  
2000 news headlines from the Kolkata edition of 
the News paper ‘The Statesman’. A preliminary 
version of the machine translation has been 
developed. The different example bases and the 
dictionaries are under development. Work is also 
going on for the development of a Bengali lexicon 
that includes the tags which are similar to those 

used in the English Wordnet at the Lexicographer 
file level. Initial testing of the MT System has 
started and no formal evaluation of the system has 
been carried out. 
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Abstract
For the METIS-II project (IST, start: 10-2004 – end:
09-2007) we are working on an example-based ma-
chine translation system, making use of minimal
resources and tools for both source and target lan-
guage, i.e. making use of a target language corpus,
but not of any parallel corpora.

In the current paper, we present the results of the
first experiments with our approach (CCL) within
the METIS consortium : the translation of noun
phrases from Dutch to English, using the British Na-
tional Corpus as a target language corpus.

Future research is planned along similar lines
for the sentence as is presented here for the noun
phrase.

1 Introduction: Background of METIS-II
The METIS approach differs from other known sta-
tistical or example-based approaches to machine
translation in that it does not make use of parallel
corpora (or bitexts) (Dologlou et al., 2003).

It is conceived as a system to be used in those
circumstances in which other MT-systems that are
around cannot be used, for example, because there
are no sufficiently large parallel corpora available,
at least not in the given domain (be it a specific sub-
domain, such as the automotive domain, or the do-
main of free language) and/or for a given language
pair. The latter will often be the case in the Euro-
pean context when smaller languages are involved.

Constructing a rule based system would take too
much time (and therefore be too costly). An alter-
native solution would be to use a hybrid system, not
relying on parallel corpora and with relatively few
rules. METIS-II is meant to become such a system.

The rationale behind the METIS projects is that
a monolingual corpus in the target language guid-
ing the validation of translations (choice of transla-
tion alternatives, word order), together with a bilin-
gual dictionary guiding the raw lemma-to-lemma
translation, should in principle suffice to generate
good translations using a combination of statistics

and linguistic rules, i.e. a hybrid approach. This
monolingual target language corpus is likely to con-
tain (parts of) sentences with the target words in
them, serving as target-language examples. Find-
ing and recombining these is in fact what METIS-II
is about. The target language corpus helps disam-
biguating between different translation possibilities
and it is used to retrieve the target language word
order.

The development of such a machine translation
system which uses simple tools and cheap resources
for a rather complex task could give natural lan-
guage processing in circumstances in which little
resources are available a real boost: tasks for which
parallel corpora and other expensive resources were
conceived to be indispensable, can become feasible
without them.

Although languages for which parallel corpora
are not available in a large quantity tend to lack
other resources like lemmatizers or taggers, it is
much cheaper to create such resources than to create
a large enough parallel corpus that links the source
language with the target language.

METIS-I aimed at constructing free text transla-
tions by relying on pattern matching techniques and
by retrieving the basic stock for translations from
large monolingual corpora. METIS-II aims at fur-
ther enhancing the system’s performance and adapt-
ability by:

� Breaking sentence-internal barriers: the sys-
tem will retrieve pieces of sentences (chunks)
and will recombine them to produce a fi-
nal translation. This approach was also used
by (Veale and Way, 1997), (Nirenburg et al.
1994), and (Brown, 1996).

� Extending the resources and integrating new
languages using post-editing facilities.

� Adopting semi-automated techniques for
adapting the system to different translation
needs.

� Taking into account real user needs, especially
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as far as the post-editing facilities are con-
cerned.

This paper describes the approach of the Cen-
tre for Computational Linguistics within the METIS
consortium. Other approaches can be found in
(Markantonatou et al., 2005, this volume) and (Ba-
dia et al., 2005, this volume).

The experiments in this article are part of the in-
vestigations in the breaking of the sentence-internal
barriers. We use noun phrase (NP) translation as a
test case.

Our NP translation system differs from the ap-
proach explained in (Sato, 1993), in that we do not
use parallel corpora, but a bilingual dictionary, and
that our system is not domain specific. We also use
a different weighing mechanism (cf. section 2.3.2).

Dutch is used as a source language with the parts-
of-speech tagset of (Van Eynde, 2004). English
is used as a target language, the British National
Corpus (BNC) as target-language corpus with the
CLAWS5 tagset. A reason why not to use the world
wide web as a resource like (Grefenstette, 1999) is
that our corpus needs to be preprocessed (tagged,
chunked, lemmatized) and our target language is
English from native speakers.

For a more extensive description of the METIS
system see (Dirix et al., 2005, this volume).

2 System Description
In this section we describe our prototype system,
which is used in the experiments in section 3, and
which is implemented in perl 5.8.5 (Wall, 2004).

In figure 1, we present the general system flow
(at the sentence level). The prototype we use is part
of this general system as it translates noun phrase
chunks.

First we describe how the source language analy-
sis is performed (section 2.1), then we describe how
we map the source language to the target language
(section 2.2), and finally we describe the target lan-
guage generation (section 2.3).

2.1 Source Language Analysis
The source language (Dutch) text is analysed in
a number of steps: tokenization (section 2.1.1),
part-of-speech tagging (section 2.1.2), lemmatiza-
tion (section 2.1.3) and chunking (section 2.1.4).

For the experiments in section 3, we used a
test set of already analysed source language noun
phrases.

Nevertheless, the prototype system is capable of
doing its own source language analysis.

Let’s take the following Dutch NP as an example:
een jonge champignon [a young mushroom]

Figure 1: General System Flow

2.1.1 Tokenization

The first processing step in the source language
analysis is the tokenization of the input sentence.
The input sentence is converted into a series of to-
kens, representing separate words. All punctuation
is considered as separate tokens.

Example
“een jonge
champignon”

tokenized into “een”
“jonge”
“champignon”

2.1.2 Part-of-Speech Tagging

The part-of-speech (PoS) tagger we use is TnT
(Brants, 2001), which was trained on the spoken
Dutch corpus (CGN) internal release 6. It is re-
ported to have an accuracy of 96.2% (Oostdijk et
al., 2002). The tagset which was used is the CGN-
tagset (Van Eynde, 2004).
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Example
een gets the

tag
LID(onbep,stan,
agr)
(indefinite arti-
cle)

jonge ADJ(prenom,basis,
met-e,stan)
(prenominal ad-
jective)

champignon N(soort,ev,basis,
zijd,stan)
(non-neutre sin-
gular common
noun)

2.1.3 Lemmatization
Each token is lemmatized, by looking up the token
and its PoS-tag in the CGN-lexicon (Piepenbrock,
2004), and retrieving the words lemma. For some
tokens, the lemmatization process results in more
than one lemma. By using the PoS-tag as additional
input for the lemmatizer, the amount of ambiguity
can be strongly reduced. For instance, the Dutch
word was can be a noun meaning wax or laundry
or the past tense singular of a verb meaning to be.
It can thus be lemmatized as was (noun) or as zijn
(verb). By using the PoS-tag as additional input, we
can disambiguate between these two lemmas1.

Example
een lemmatized into een
jonge jong
champignon champignon

In future versions of our system we plan to im-
plement a rule-based lemmatizer for Dutch, which
would only use the lexicon for the exceptions to the
rules and would have a larger coverage as it would
also return lemmas for previously unseen words.
2.1.4 Chunking
The sentence is sent to the ShaRPa chunker, which
was adapted for the METIS-II project and already
used in (Vandeghinste and Pan, 2004) and (Vande-
ghinste and Tjong Kim Sang, 2004). The updated

1As far as was as a noun is concerned, this is a homonym
meaning either laundry or wax. The tag associated with both
meanings is not identical: they differ in gender. Was (laundry)
is non-neuter, whereas was (wax) can be used both as neuter
and non-neuter. Whenever the word is used in a neuter context
(determiner, neuter form of adjective), we know for sure that it
is to be translated as wax. In the other cases we are to derive
the proper translation via the BNC (searching for adjectival and
verbal contexts in which laundry, resp. wax are used).

Making use of this information still needs to be
implemented.

version of ShaRPa is using the same rules as before,
but is now able to detect the heads of phrases, which
was necessary for the approach described in this pa-
per.

In the experiment described in this paper, it is
used only to detect NPs and their heads. As de-
scribed in Vandeghinste and Tjong Kim Sang, the
chunking accuracy for noun phrases has an F-value
of 94.7%.

Example
een jonge champignon
chunk type NP
head champignon

2.2 Source to Target Language Mapping
Source to target language mapping contains two
stages: the translation of the source language lem-
mas into target language lemmas, using a bilingual
dictionary (section 2.2.1) with a treatment for miss-
ing entries (section 2.2.2), and the conversion of the
source language tags into the target language tags
(section 2.2.3).
2.2.1 Bilingual Dictionary
For the mapping of the analysed source language
NP to the target language, we use a bilingual dic-
tionary, taking a lemma and a PoS-tag (without
features) as input and returning a target language
lemma and a partial target language tag.

The initial bilingual dictionary was com-
piled from various sources, like the Er-
gane Internet Dictionaries (Travlang Inc.,
http://www.travlang.com/Ergane) and the Dutch
WordNet (Vossen et al., 1999) and manually edited
and improved (Dirixa, 2002).

After some more editing and correcting the re-
sulting dictionary contains about 37000 different
source language lemmas. The average source lan-
guage lemma has more or less three translations.

Note that one source language lemma can be
translated into several consecutive target language
lemmas.

Example
een is translated into a / an / one

anybody
some
somebody
someone

jonge young
champignon mushroom

Together with the target-language lemmas, we re-
trieve target-language lemma tags from the dictio-
nary. These tags contain only partial information,
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compared with the CLAWS5 target-language tagset.
Because the tag contains information about a lemma
and not about a token it cannot contain certain fea-
ture values (e.g. number), but it can contain others
(e.g. gender). In our current system it only contains
the PoS, and no feature-information.

In some cases, one word in the source language
is translated into several consecutive words in the
target language. The dictionary should contain the
PoS information for each of those words, which is
not yet the case in the current version, where we use
underspecification in those cases where that infor-
mation is missing.

There is certainly room for other improvements
to the dictionary, as it still contains mistakes and
some high-frequency words are still missing (espe-
cially Belgian Dutch items). Future versions of our
system will use updates of this dictionary.

As Dutch is a language with productive word for-
mation processes (amongst others, Booij and van
Santen, 1995), it is impossible to include all words
in the dictionary.

As a weight for the different translation alterna-
tives we use the frequency of that lemma and tag
combination in the target-language corpus, divided
by the total frequency of all the translation alterna-
tives for that entry. If the translation alternative con-
tains two words, we look up the frequency of that
bi-gram in the target-language corpus instead of the
frequencies of the separate words. When there are
more than two words in the translation of the word,
for now we use a back-off procedure of giving them
the frequency of 1.
2.2.2 Out-of-Vocabulary Treatment
When translating NPs, there are always words miss-
ing from our lexicon. In these cases we apply the
following approach:

� If tokens are tagged as proper nouns in the
source language, keep them as they are. If
there are no translation alternatives, set the
weight for the translated entry to 1.

� Check if the tokens are compounds. If this is
the case, then translate the compounds’ modi-
fier and head instead of the token as a whole.
Here we use the same hybrid decompound-
ing/compounding module as in (Vandeghinste,
2002), which is used in its decompounding
mode. It takes a word (lemma or token) as its
input and generates the word parts plus a con-
fidence value. The modifier and the head are
considered as separate tokens for the rest of the
processing, and they are treated like dictionary
entries which contain one word on the source

language side and two on the target language
side.
It is clear from our experiments that this ap-
proach works only in a number of cases but
fails in others. Nevertheless it improves trans-
lation accuracy.
For instance, the word maffiakenner is not
present in our lexicon. The word is split up into
two parts: maffia and kenner, which are both in
our lexicon. This results in the translation Maf-
fia expert, which is a correct translation.
The word fractieleider (leader of a parliamen-
tary party) is also missing from our lexicon.
We could also split it up into two parts: frac-
tie and leider, which could both be in our lex-
icon. This would result in the translation frac-
tion leader which is an inaccurate translation.

� If none of the above apply2 , keep the word as
it is, as we do not have a clue on how to trans-
late it. In the experiment, we do not produce a
translation in this case as it is definitely incor-
rect.

2.2.3 Tag Mapping Rules
Apart from what is described in the previous
sections, tag mapping rules are used (Dirix, 2002b).
For each source language PoS tag, the equivalent
target language tags were identified and put in a
database. Some of the morpho-syntactic features
are ‘translated’ from source to target language. The
source language tagset is described in (Van Eynde,
2004) and the target language tagset CLAWS5 is
described on the UCREL website (University Cen-
tre for Computer Corpus Research on Language),
http://www.comp.lancs.ac.uk/ucrel/claws5tags.html.

Example
LID() into AT0
ADJ(prenom,basis) AJ0
N(soort,ev,stan) NN0 or NN1

By combining the partial tag from the dictionary
and the tag mapping rules, we can reduce a number
of ambiguities which would otherwise arise.

2.3 Target Language Generation
Generating the target language by using the BNC as
a data-set of examples is a rather complex task.

The target language generation uses the head of
the NP, plus the bag of the other lemmas in the NP,

2Some other regularities in the translation of compounds
will be implemented at a latter stage (e.g. parlementslid into
member of parliament instead of parliament member).
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together with their target language tags. In order
to find out the exact word order, and disambiguate
the different translation possibilities coming from
the bilingual dictionary we use the BNC, which is
preprocessed as described in the following section.

First, we describe how the target language corpus
was preprocessed (section 2.3.1), and then we de-
scribe how we match the bag with the corpus (sec-
tions 2.3.2, 2.3.3 and 2.3.4).

2.3.1 Preprocessing of the Target Language
Corpus

We lemmatized the BNC, using the lemmatizer de-
scribed in (Carl et al., 2005). Then, we chunked the
BNC, using ShaRPa2.0 with a rule-set for English.
This was done only up to the lowest NP level.

This results in a huge number of NPs, for which
we have their head and the structure of the chunk
(containing the tags of the leaf nodes and possi-
ble intermediate levels between the NP and the leaf
nodes).

We put this in a database, indexed on the head,
allowing fast retrieval of NPs based on their head.

If an NP is found for which the lemmas exactly
match the lemmas in the bag of lemmas, we use this
NP as a possible translation. The frequency with
which this NP occurs in the BNC, divided by the
total frequency of all the possible translations found
this way is used as the weight for that translation.

If there is no exact match with the bag of lemmas,
we try to find an NP with the same head, but for
which the tags of the tokens in the NP match the
tags in the bag of lemmas, and replace the words
which are not occurring in the retrieved NP from
the BNC, hence producing a translated NP.

2.3.2 NP Retrieval from BNC
When having the bag of lemmas and the head as
input, we retrieve all noun phrases from BNC with
this head. From these noun phrases, we extract the
noun phrases in which each lemma of each word
corresponds with the lemmas from the words in the
bag.

When such a noun phrase is found, it is consid-
ered a translation alternative, with weight w � which
is calculated as follows:

�����
�	��
����� ���

� � �	��
����� ���

The frequency with which the alternative occurs
in the BNC, divided by the total frequency of all
matching NPs is used as the weight for that transla-
tion, ignoring the information about the frequency
of the separate tokens in the BNC. When we cannot

find such a noun phrase, we switch to NP Template
Retrieval, which is described in the next section.

Example
In the BNC we find 273 different NPs with
mushroom as the lemma of their head. Of
these, there is only one which contains all
the words from the bag, but it contains also a
number of other tokens, which are not present
in the bag, and therefore we switch from
NP Retrieval to Head-based NP Template Re-
trieval.

2.3.3 Head-based NP Template Retrieval from
BNC

When no noun phrase can be retrieved from the
BNC in which all the lemmas in the bag corre-
spond to the target language, we try to retrieve a
noun phrase template, with the same head. In order
to do so, we retrieve all the noun phrases from the
BNC with the current head, and try matching the tag
structure of these noun phrases with the tags of the
translations coming from the dictionary.

When we find a matching template, we have to re-
place the original words in the retrieved noun phrase
with the actual translations of the input words,
where the tags of the original words match the tags
of our dictionary translations. In this process, we
replace as minimal as possible, maximizing the in-
fluence of the target language corpus.

This greatly enhances the coverage of using the
noun phrases of the BNC.

Example
Of the 273 different NPs with mushroom as
its head, there are 9 NPs which only differ one
word with the bag of TL lemmas derived from
the dictionary. They all contain three tokens,
of which two are present in the lists of transla-
tion alternatives from the dictionary. Only the
adjective differs. So we replace the adjective
in these NPs by the translations of the adjec-
tive coming from our dictionary, which leads
to the desired result, being a young mush-
room.

Again, the relative frequency of occurrence of the
NP Template is used as a weight for the different
translation alternatives.

2.3.4 Other Cases
It still happens that no matching NP Template can
be found in the BNC with the same head. When
this is the case, we want to apply an even more gen-
eral template approach, in which the head word does
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not play any role anymore, but all the noun phrase
structures we find in the BNC are taken into account
(with their frequencies), so we match the words and
target tags coming from the dictionary with the dif-
ferent tag-structures we find in the BNC, giving the
most frequent tag-structure the highest translation
priority.

As this is not yet implemented, when no solu-
tion is found following the procedure described in
the previous sections, we generate a word-by-word
translation, using the word frequency based weights
to rank different translation alternatives.

3 Experiments
In these experiments we wanted to validate our ap-
proach by testing it on noun phrase translations.
Different teams in the METIS2 consortium are in-
vestigating different approaches.

First we describe the methodology of our experi-
ments (cf. section 3.1), and then an overview of the
results is given (cf. section 3.2).

3.1 Methodology
For our experiments, we used a test set of 685 NPs,
of which 467 come out of the Spoken Dutch Cor-
pus3, and 218 noun phrases out of recent newspaper
texts.

All the input NPs are correctly tagged and chun-
ked. When they were not correctly tagged or chun-
ked, they were left out of the test set. This con-
cerns a small number (about 1%) of mainly complex
NPs4.

We did only take NPs into account which contain
at least one noun. NPs containing only a personal
pronoun are not taken into account.

For the rest, the tool as it is currently imple-
mented for these experiments follows what is de-
scribed in section 2.

As the results described in this paper are only first
prototype results, we did not apply any of the au-
tomated evaluation approaches for machine transla-
tion, like BLEU (Papineni et al., 2002), but evalu-
ated our results manually by judging the translation
quality.

3.2 Results
Table 1 and figure 2 show the results of our eval-
uation. Each NP translation resulted in a number
of translation alternatives, ranked by their weight.
For each NP translation, we judged whether the first

3They were extracted from the section of the Spoken Dutch
Corpus (CGN) which contains read-aloud fiction.

4With complex NPs, we mean NPs which consist of a num-
ber of elements amongst which a lower level NP

Newspaper Fiction All
Correct 58.26% 57.39% 57.66%
N-best correct 7.34% 16.49% 13.58%
Incorrect 20.64% 14.99% 16.79%
No output 13.76% 11.13% 11.97%

Table 1: NP translation accuracy

Figure 2: NP translation accuracy

translation alternative was correct (+). When this
was not correct we looked among the other trans-
lation alternatives. When a correct translation was
present this response was classified as N-best cor-
rect (N). We did not limit N, because we wanted to
see whether our system was capable of generating a
correct translation. When only incorrect output was
generated, the respons was classified as incorrect
(-). In some cases the sytem did return no output
(0).

Our system produces several translation alterna-
tives, ranked according to their weight. In 57.66%
of the cases, the system provides a correct transla-
tion. In another 13.58% of the cases, the correct
translation is among the translation alternatives, but
did not receive rank 1. This implies that, by only
changing the weighing mechanism, we could get a
maximum of 71.24% correct NP translations.

There are slight differences between newspaper
texts and fiction texts. Fiction seems a little easier
to translate (at least when we include the N-best so-
lutions)

The fact that these results are not higher is due to
the coverage of the lexicon, as illustrated in table 2.
Although some of these uncovered cases are solved
by the decompounding module, most of them re-
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main unsolved and hence result in an incomplete
translation or no translation at all. One of the test
texts contained a high number of exclusively Bel-
gian Dutch words, which are missing from our lexi-
con and which explains the low translation accuracy
of that text (50.59% correct + 2.35% N-best).

Also, a number of cases where no output was gen-
erated can be explained due to bugs in our prototype
system, which we expect to solve in future versions.

Coverage
Newspaper 80.28%
Fiction 80.51%
Total 80.44%

Table 2: Coverage of the dictionary by token

4 Conclusions
Looking at these results and some of the reasons
why the results are not better than they are, we can
conclude that the approach adopted in our system
works reasonably well for the translation of noun
phrases.

As this is work in progress (initial version of the
code, the dictionary and the weighing system), we
expect our system to perform better in future ver-
sions.

NP translation is a substantial part of full sen-
tence translation, but it is not safe to assume that
because our approach works for noun phrase trans-
lation, it will work for full sentence translation.

In NP translation from Dutch to English, there
are not many word order issues to solve. Translat-
ing VPs is already much more difficult (Way and
Gough, 2003), and we want to translate full sen-
tences. There are also no agreement issues to solve,
which certainly would be the case when translating
full sentences (like the agreement between the sub-
ject and the verb).

But still, as the approach seems promising, we
plan to use the same strategy when implementing
our full sentence translation system, although many
issues will have to be solved during the process.

5 The Near and Not Too Distant Future
In the near future, we plan to implement a full sen-
tence translation system. In order to do so, there are
a number of tasks which need to be executed.

Amongst others, we need to ameliorate the Dutch
language analysis tools, because when mistakes are
made in the SL-analysis, this will most certainly
lead to incorrect translations.

We also need to improve the English language
analysis tools, with which we preprocess the TL-
corpus, because the better the TL-corpus is prepro-
cessed, the higher the probability is to retrieve use-
ful information from the corpus.

Work on the bilingual dictionary is also not fin-
ished. We need to extend and ameliorate it, because
when dictionary information is incorrect or missing,
it becomes almost impossible to generate a correct
translation. We also need to add some words which
are typical for Belgian Dutch, as they tend to be left
out of the dictionary.

As mentioned in section 2.1.3 we are using the
PoS-tag to assign the correct lemma to a word. We
may also make use of the further features of the
PoS-tag to distinguish between the various mean-
ings (plus associated translations) of a lemma.

For the experiments described in this paper we
used a lexicon with very underspecified PoS (only
main PoS (N,ADJ etc.), cf. section 2.2.1, without
further features), we are in the process of adding
some features in those cases where it might help
translation (like the noun was). Further experiments
will have to prove of this.

The TL-corpus needs to be preprocessed at the
sentence level, analoguous to the way it is prepro-
cessed now at the NP level.

The Head-based Template Retrieval mechanism
needs to be enhances to get more information out
of the corpus, and we need to implement the gen-
eral Template Retrieval mechanism, which does not
make us of heads.

We need to implement some extra language anal-
ysis tools (e.g. a subject detector) to enable us to
enhance translation quality.

A number of frequency tables need to be created,
derived from the TL-corpus, which will allow for a
more accurate weighing system

We need to come up with a solution concerning
prepositional phrase attachment and the translation
of light verbs.

In all, there are numerous tasks still to be per-
formed to get to a “good” translation system, but the
general system outline is emerging in the process.
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