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Distrib uted Heuristics for ConnectedDominating Setsin
Wir elessAd Hoc Networks

KhaledM. Alzoubi, Peng-JurWan,andOphir Frieder

Abstract: A connecteddominating set(CDS) for a graph G(V, E)

is a subsetV’ of V, suchthat eachnodein V — V' is adjacent
to somenodein V', and V' inducesa connectedsubgraph. CDSs
have been proposedas a virtual backbonefor routing in wireless
ad hoc networks. However, it is NP-hard to find a minimum con-
nected dominating set (MCDS). An approximation algorithm for

MCDS in general graphs hasbeenproposedin the literatur e with

performanceguaranteeof 3 + In A where A is the maximal nodal

degree[1]. This algorithm has beenimplemented in distrib uted

manner in wir elessnetworks [2]-[4]. This distrib uted implementa-
tion suffers from high time and messagecomplexity, and the per-

formanceratio remains3 + In A. Another distrib uted algorithm

has beendevelopedin [5], with performanceratio of ©(n). Both

algorithms require two-hop neighborhood knowledge and a mes-
sagelength of 2 (A). On the other hand, wir elessad hoc networks

have a unique geometric nature, which can be modeledas a unit-

disk graph (UDG), and thus admits heuristics with better perfor-

manceguarantee.In this paper we proposetwo destributed heuris-

tics with constantperformanceratios. The time and messageom-
plexity for any of thesealgorithms is O(n), and O(nlogn), re-
spectively. Both of thesealgorithms require only single-hopneigh-
borhood knowledge,and a messageength of O (1).

Index Terms: Ad hocnetworks, connecteddominating set,indepen-
dent set,leader election,spanningtr ee.

I. INTRODUCTION

Wirelessad hoc networks can be flexibly and quickly de-
ployed for mary applicationssuchasautomatedattlefieldop-
erations,searchand rescue,and disasterrelief. Unlike wired
networksor cellularnetworks, no physicalbackbonenfrastruc-
tureis installedin wirelessad hoc networks. A communication
sessions achieved eitherthrougha single-hopradio transmis-
sionif the communicatiorpartiesare closeenough or through
relayingby intermediatenodesotherwise.In this paper we as-
sumethatall nodesin awirelessadhocnetwork aredistributed
in atwo-dimensionaplaneandhave an equalmaximumtrans-
missionrangeof oneunit. Eachnodehasa uniquelD. Schedul-
ing of transmissioris the responsibilityof the MAC layer. The
topology of suchwirelessad hoc network canbe modeledas
a unit-diskgraph (UDG) [6], a geometricgraphin which there
is an edgebetweenwo nodesif andonly if their distanceis at
mostone(seeFig. 1).

Although a wirelessad hoc network hasno physicalback-
boneinfrastructureavirtual backbonecanbeformedby nodes
in aconnectedlominatingset(CDS)of thecorrespondingDG
[2]-[4]. In general,a dominatingset (DS) of a graphG =
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Fig. 1. Modeling the topology of wireless ad hoc networks by unit-disk
graphs.

(V,E) isasubsel/’’ C V suchthateachnodein V' —V"' is adja-
centto somenodein V', anda connectedlominatingset(CDS)
is a dominatingsetthat alsoinducesa connectedsubgraph.A
(connecteddominatingset of a wirelessad hoc network is a
(connecteddominatingsetof the correspondindJDG. A vir-
tualbackbonealsoreferredto asaspine playsaveryimportant
rolein routing,wherethe numberof nodesresponsibldor rout-
ing canbe reducedto the numberof nodesin the CDS. The
virtual backbonealso playsanimportantrole for broadcasting
andconnectvity managemenin wirelessad hoc networks [2].
Broadcastingesponsibilitycanbe reducedo the nodesin the
CDSinsteadof all the nodesin the graph. To reducethe com-
municationoverheadto increasdhe corvergencespeedandto
simplify the connectvity managementt is desirableto find a
minimum connecteddominatingset(MCDS) of a given setof
nodes.

The MCDS in generalgraphshasbeenstudiedin [1]. An
approximatiorpreservingeductionfrom the set-cwer problem
[7] to MCDS wasgivenin [1], which implied thatfor ary fixed
0 < € < 1, no polynomial-timealgorithmcanfind a connected
dominatingsetin generalgraphswithin (1 —€) H (A) times
the MCDS unlessNP C DTIME [nC{cg8les™)] [8], where
A isthemaximumdegreeand H is the harmonicfunction. Two
greedyheuristicawith performancguaranteef 2H (A)+2 and
InA + 3 respectiely werealsogivenin [1]. To find anMCDS
in aUDG is still NP-hard[6]. A 10-approximatiorcentralized
algorithmfor MCDS in UDG wasfirst proposedn [9].

In this paperwe concentrateon the constructionof an CDS
in UDG. Theconstructiorof the CDS shouldbedistributedand
simple.Sincethenetworking nodesn wirelessadhocnetworks
areverylimited in resourcesavirtual backboneshouldnotonly
be“thinner,” but shouldalsobe constructedvith low communi-
cationand computationcosts. In addition,the communication
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andcomputatiorcostsshouldbe scalableasthe wirelessadhoc
networksaretypically deployedwith large network size.

To achieve a performanceaatio within a small constantfac-
tor, we take advantageof the propertyof the maximalindepen-
dent set (MIS), wherethe approximationratio of ary heuris-
tic for constructingan MIS in a UDG is at most5. An MIS
S is anindependenDS, i.e., all pairwisenodesin S arenon-
adjacent.Thusthe constructionof an MIS is a constructionof
a DS with approximationratio of 5. In this paperwe propose
a distributedheuristicfor constructinghe MIS. Beforestarting
the constructionprocesseachnodeis assigneda uniguerank.
We usetwo approachesor rank assignment.In the first (ID-
Based)approachtherank of eachnodeis its own ID. Thetime
andmessageompleity for thisapproacharebothlinear. In the
secondLevel-Basedppproachanarbitraryspanningree(ST)
T is constructedbeforethe rank assignmentthen the rank of
eachnodeis theorderedpair (level, ID), wherelevel is thenum-
berof hopsto therootin T'. Thetimeandmessageompleity of
theLevel-Basedapproachis O(n) andO(n logn) respectiely.

In this paperwe proposetwo distributed heuristicsfor con-
structing the CDS. The first heuristic usesthe ID-Basedap-
proachfor rank assignmentThis approximationalgorithmhas
a constantfactor of 12. The secondheuristicusesthe Level-
Basedapproachor rank assignmentand hasa constantfactor
of 8. The secondalgorithmis a distributed implementatiorof
thecentralizedcapproximatioralgorithmin [9], which hasa per
formanceratio of 10. In our analysiswe show atighter perfor-
manceratio of 8, insteadof 10. This algorithmusesthe breadth
first spanning BFS)treeasabuilding block for theconstruction
of an CDS. The distributed constructionof ary BFS treehasa
time andmessageomplexity of O(n2). In ourimplementation,
we reducethis complexity overheadby replacingthe BFS tree
with anarbitraryspanningree. Themessageompleity of this
implementations reducedo O(n log n), andthetime complex-
ity is reducedo O(n), while still maintainingaratio of 8. This
compleity is dominatedby the leaderelectionprocedure.

Theremainderof this paperis organizedasfollows. In Sec-
tion Il, we review relatedwork . In Sectionlll, we discussthe
propertiesof the maximalindependenset (MIS), and provide
two approachesf the MIS construction.n SectionlV we pro-
posea distributedconstructiorfor the CDS with a performance
factorof 12. In SectionV we give a distributedimplementation
of the MCDS heuristicin [9], thenwe prove a tighter perfor
manceratio of 8. Finally, we concludethis paperin SectionViI.

Il. LITERA TURE REVIEW

Distributedapproximatioralgorithmsfor MCDS in wireless
ad hoc networks werefirst developedin a seriesof paperd2]—
[4]. Thesealgorithmsprovided distributedimplementation®f
the greedyheuristicsgivenin [1]. The CDS is referredto in
thesepapersasaspine,andfunctionsasavirtual backboneThe
primary task of the spineis the route computationand mainte-
nance.Nodesin the spinemaintainup to dateinformationabout
their domains(neighborsof the CDS nodes),and are usedto
exchangesuchinformation betweeneachotherto storeglobal
information of the network. The adwantageof this strat@y is
the storageof globalinformationin fewer nodesthanthe num-
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berof nodesn the network, which reduceghe accesoverhead
for this information,andreduceghe updateoverhead.Accord-

ing to this stratayy, it is highly desirableto reducethe size of

the CDSin orderto minimize the accessand updateoverhead.
Thespineis notnecessarilyisedto routepacketsin thenetwork,

eventhoughit canbeusedto provide atemporarybackuproutes
for faulttolerance.

We notice that thesealgorithmslack mechanismgo bridge
two consecutie stages.Specifically individual nodeshave no
way to tell when the next stageshouldbegin. Furthermore,
theseapproximationalgorithmssuffer from high performance
ratio, and high implementationcomplexities, O(n?) time and
messagesT he constructiorof theMCDS requires2-hopneigh-
borhoodknowledge which meandargermessagsize,frequent
updatesslower corvergencespeedandmorememory

In [5], adistributedalgorithmwasproposedor the construc-
tion of an approximationMCDS. This algorithmrunsin two
phasesin thefirst phasegachnodefirst broadcastto its neigh-
borsthe entire setof IDs of its neighboringnodes andafterre-
ceving thisadjacenyg informationfrom all neighborst declares
itself asdominatorif andonly if it hastwo nonadjacenheigh-
bors. Thesedominatorsform theinitial CDSU. In the second
phaseanodeu in U is consideredslocally redundantf it has
eitheraneighborin U with largerID which dominatesall other
neighborsof u, or two adjacenneighborswith largerIDs which
togetherdominateall otherneighborsof u. Thealgorithmthen
removesall locally redundanhodesfrom U.

As indicatedin [5], the theoreticalperformanceof this algo-
rithm in termsof thenumberof nodesn theoutputCDSremains
unspecifiedIn this paperwe provideaninstanceshaving aper
formancefactorof ©(n). Considerthe instancewhenan even
numberof nodesn areevenly distributedover the two horizon-
tal sidesof a unit-square.Eachhorizontalside hasexactly m
nodes,andeachnodehasexactly m neighbors,onein the op-
positehorizontalside andthe reston the samehorizontalside.
Any MCDS consistsof a pair of nodeslying in a vertical seg-
ment.However, the CDS outputby thealgorithmin [5] consists
of all nodes.Indeed,for eachnodewu, the uniqueneighborly-
ing in the oppositehorizontalside is not adjacentto all other
neighborof u. Thus,theinitial CDSU constructedy thefirst
phaseconsistf all nodes.In addition,no singleneighborof a
nodeu candominateall otherneighborsof w. Furthermorejf
a pair of neighborsof « areadjacentthey mustlie in the same
horizontalsideasu, andthereforeneitherof themis adjacento
the uniqueneighborof « lying in the oppositehorizontalside.
Thus,the secondphasecant reducethe sizeof theinitial CDS.
Consequentlythe outputCDSstill consistf all nodesandthe
performanceatio for this algorithmis ©(n), exactlyn/2.

It is claimedin [5] that the total messagecomplexity is
O (nA) andthe time complexity at eachnodeis O (A?). A
more accuratemessageompleity is © (m) wherem is the
numberof edgesn theUDG, aseachedgecontributestwo mes-
sagesn thefirst phase However, theO (A?) time complexity is
notcorrect.In fact,in orderto decidewhetheiit is locally redun-
dantin the secondphasea nodew in theinitial CDS may have
to examineasmary asO (A?) pairsof neighborsandfor each
pair of neighborsasmuchasO (A) time may betakento find
outwhethersuchpair of neighborgogetherdominatesall other
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neighhorsof w. Therefore,the time compleity at eachnode
maybeashighasO (A?), insteadof O (A?). Notethatm and
A canbeasmary asO (n?) andO (n) respectiely. Thus,the
messageompleity andthe time complexity of the distributed
algorithmin [5] areO (n?) andO (n?) respectiely.

In the context of clusteringandbroadcastingStojmenaic et
al. [10] presenteda distributed constructionof the CDS. The
CDS consistof two typesof nodes:The clusterheadsandthe
bordernodes. The clusterheadsform an MIS. Several algo-
rithmsfor MIS weredescribedn [10], whichcanbegeneralized
to thefollowing framework:

e Eachnodehasa uniquerank parameteisuchasthe ID
only [11], [12], anorderedpair of degreeandID [13], an
order pair of degreeandlocation[10]. The ranksof all
nodesgive riseto atotal orderingof all nodes.

¢ |Initially, eachnode which has the lowest rank among
all neighborsbroadcasta messagealeclaringitself asa
clusterhead.Notethatsuchnodedoesexist.

¢ Wheneer a node receves a messagdor the first time
from aclusterhead,t broadcasta messaggiving upthe
opportunityasa clusterhead.

¢ Wheneer a node has receved the giving-up messages
from all of its neighborswith lower ranks,if thereis ary,
it broadcasta messageleclaringitself asa clusterhead.

After a nodelearnsthe statusof all neighborsiit joins the
clustercenterecht the neighboringclusterheadwith the lowest
rankby broadcastinghe rank of suchclusterhead.The border
nodesarethosewhichareadjacento somenodefrom adifferent
cluster

Theimplementatiorcostof thesealgorithmsgivenin [10] de-
pendson the choiceof therank. If therankis ID only, which
remainsunchangedhroughouthe processhoththe time com-
plexity andthemessageompleity of this algorithmare® (n).
If the rank involvesthe degree,which would changedynami-
cally throughoutthe processa significantamountof time and
messagehave to be devotedto rank updatingandsynchroniza-
tion. Thealgorithmsin [10] didn’t providetheseémplementation
details. But we believe that O (n?) messageandtime may be
requiredfor rank updatingand synchronization.Regardlessof
thechoiceof therank,all algorithmsin [10] have © (n) approx-
imation factor Suchinefficiency stemsfrom the non-selectre
inclusionof all bordernodes.

A centralizecheuristicwith constanperformanceatio of 10
was developedfor a UDG in [9], but centralizedheuristicsare
notpracticalfor wirelessadhocnetworks. Also theperformance
ratio canbe shavn to have a tighter boundof 8 insteadof the
givenratio of 10. A key componentf this heuristicis the BFS
tree. Thedistributedimplementatiorof this components a bot-
tleneckin the messageompleity, asit may useO (n2) mes-
sages.

Ill. DISTRIBUTED CONSTRUCTION FOR MIS

The minimum dominatingset (MDS) in a UDG admitsa
polynomial-timeapproximationschemg(PTAS) [14]. In other
words, for ary fixede > 0, thereexists a polynomial-time(in
the sizeof the nodesande) algorithmwhich computesa DS of

sizeat most1 + e timestheminimum. The PTAS for MDS in a
UDG is basednasophisticatediseof the shifting stratey [15]
thatwaspreviously employed, amongotherresults,for obtain-
ing PTASs for variousoptimizationproblemsin planargraphs
[16]. However, this PTAS is not suitablefor distributedimple-
mentationin wirelessad hoc networks, dueto its implementa-
tion complexity.

An alternatve approachis to constructan MIS. In general,
anindependenset(IS) of agraphG = (V, E) is a subsetof
pairwisenon-adjacenhodesin V', anda maximalindependent
set(MIS) is anindependensetsuchthatary othernodeis adja-
centto somenodein the MIS. Obviously, ary MIS is alsoa DS,
andcorversely ary independenDS mustbe an MIS. An MIS
shouldintuitively have a smallsizeasthe nodesin anindepen-
dentsetare“sparsely”distributedwith certaindistancebetween
ary pair of nodes.Indeed,the sizeof any MIS in aUDG is at
mostfive timesof the sizeof the MDS, aseachnodeis adjacent
to at mostfive independennhoded9].

In ageneralgraph,an MIS canbe constructedn the follow-
ing simpleway: Initially all nodesareunmarled(white). While
thereis someunmarled nodes,selectan arbitrary unmarled
nodewv, markit black and mark all its neighborsgray. When
all nodesaremarked, all black nodesform an MIS. In a wire-
lessadhocnetwork eachnodehasauniquerankparameteused
in the constructionprocess.In this paperwe considertwo ap-
proachesor rankassignmentln thefirst (ID-Based)approach,
therank of eachnodeis simply its ID. A nodewith the lowest
ID amongall its neighborshasthe lowestrank. In the second
(Level-Basedppproachtherankof anodeis anorderedpair of
the nodes level andID. To definetherankin the Level-Based
approachyefirst applythedistributedleaderelectionalgorithm
in [17], O (n) time compleity and O (n logn) messageom-
plexity, to constructa rootedspanningtree T' rootedat a node
v. After suchconstructioris completedeachnodeidentifiesits
treelevel with respecto T’ (i.e.,its graphdistancen T" from the
root) asfollows: Theroot firstannounceds level 0. Eachother
node,uponreceving the level announcemennessagdérom its
parentin 7', obtainsits own level by increasingthe level of its
parentby one, andthenannounceshis level. Eachnodealso
recordsthelevelsof its neighbordn the UDG.

When a leaf node has determinedits level, it transmitsa
LEVEL-COMPLETEmessag¢o its parent.Eachinternalnode
will waittill it recevesthisLEVEL-COMPLETEmessagérom
eachof its childrenandthenforwardit up the treetoward the
root. Whentherootrecevesthe LEVEL-COMPLETE message
from all its children,eachnodeknows the levelsandIDs of its
own andits neighbors.Therank of eachnodeis thengivenby
theorderedpairof levelandID of anode.Theranksof all nodes
aresortedin the lexicographicorder Thustheroot, which is at
level 0, hasthelowestrank.

Thefollowing principlescanbeusedfor distributedconstruc-
tion of the MIS:

¢ Initially eachnodehasthe statuscandidate.

e Any nodewhich hasthelowestrankamongall neighbors
marksitself black and declaredtself asa dominatorby
broadcastingg DOMINATOR message.

e Wheneer a noderecevesa DOMINATOR messagdor
thefirst time, it marksitself gray anddeclarestself asa



Fig. 2. U; lie in a sector of at most 240 degree within the coverage range
of node v;.

dominateeby broadcastingg DOMINATEE message.

e Wheneer a node hasreceved the DOMINATEE mes-
sagedrom all of its neighborswith lowerranks,if thereis
ary, it marksitself blackanddeclarestself asadominator
by broadcastingg DOMINATOR message.

If the Level-Basedapproachs usedfor rankassignmentand
areportingof the MIS completionis necessaryareportingpro-
cesscanbeperformedasfollow: Whenaleafnodeis marked,it
transmitsan MIS-COMPLETE messagéo its parent. Eachin-
ternalnodewill waittill it recevvesthis MIS-COMPLETEmes-
sagefrom eachof its childrenandthenforwardit up the tree
towardtheroot.

Obviously, the time compleity for eitherapproachis O (n).
The messageompleity is O (n) for the ID-Basedapproach,
andO (nlogn) for the Level-Basedapproach Next, we bound
the numberof black nodesin termsof the size of an MCDS,
denotedby opt. Intuitively, thenodesin anindependensetare
“sparsely”distributedwith certaindistancebetweenrary pair of
nodes. Indeed,it is well-known thatin a UDG eachnodeis
adjacentto at mostfive independenhodes. This immediately
implies that the size of ary independensetis at most5 - opt.
Next, we shaw a strongetboundon the sizeof ary independent
set.

Lemmal: The size of any maximal independensetin a
UDG G = (V, E) isatmost4 - opt + 1, whereopt is thesizeof
MCDS.

Proof: Let U be ary maximalindependensetof V. Let
OPT be ary MCDS, andchoosean arbitrary spanningtree T'
of OPT. Pick anarbitrarynodein OPT astherootof T'. Let
V1,02, , Uopt DE@Narbitrarypreordertraversalof T'. Let Uy
be the setof nodesin U thatareadjacento v;. Forany 2 <
i < opt, let U; bethe setof nodesin U that are adjacentto
v; but noneof vy, va, -+ ,v;_1. ThenUy,Us, -+ , Uy form a
partition of U. Fromthe above discussion|U;| < 5. For ary
2 < i < opt, atleastonenodein vy,vs,- - ,v;—1 IS adjacent
to v;. ThusUj; lie in a sectorof at most240 degreewithin the
coveragerangeof nodev; (seeFig. 2). Thisimpliesthat|U;| <
4. Therefore,

opt
U= 10| <5+4(opt—1) =4-o0pt+1.

i=1

This completeghe proof.
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By definition,ary pairof nodesn anMIS areseparatedy at
leasttwo hops.However, asubsebf nodesn anMIS U maybe
threehopsaway from its complementargubsetin U. This case
mayappeawhenan|D-Basedapproachs usedfor rankassign-
ment.In thenext theoremwe shav thatthe MIS constructedby
usingtheLevel-BasedapproacHor rankassignmenguarantees
thatthe distancebetweenary pair of complementargubsetss
exactlytwo hops.

Theorem1: Let U be the setof MIS nodesconstructedy
usingthe Level-Basedapproacifor rank assignmentThe dis-
tancebetweerary pairof complementargubset®f U is exactly
two hops.

Proof: LetU = {u; : 1 <i < k} whereu; is theit" node
whichis markedblack. Forary 1 < j < k, let H; bethegraph
over {u; : 1 <4 < j} in which a pair of nodesis connectedy
anedgeif andonly if theirgraphdistancen G is two. We prove
by inductionon j that H; is connected.Since H; consistsof
asingleverte, it is connectedrivially. Assumethat H;_; is
connectedor somej > 2. Whenthenodeu; is markedblack,
its parentin 7" mustbealreadymarkedgray. Thus,thereis some
nodeu; with 1 < ¢ < j whichis adjacento u;'s parentin T'.
So (uj,u;) is anedgein H;. As H;_; is connectedso must
be H;. Therefore,H; is connectedor ary 1 < j < k. The
connectednessf H;, thenimplies that the bipartite separation
of U is exactly two. |

IV. ID-BASED APPROACH FOR CDS

A. Overviev of the Algorithm

The constructionof the CDS in this sectionusesthe MIS
generateddy the ID-Basedapproachfor rank assignment. A
variationof this algorithmwasproposedn [18], but the Level-
Basedapproactwasusedfor rankassignmentThus,theperfor
manceratio was8 insteadof 12. In this sectionthe distributed
algorithmfor CDS consistsof threeprocedures: eaderElec-
tion, MIS ConstructionandDominatingTreeConstructionThe
LeaderElectionprocedureslectsa nodee.g.,with the smallest
ID, astheleader The distributedalgorithmin [17] for leader
electioncan be adopted. This algorithm hasa messageom-
plexity of O (nlogn). Whentheleaderis found, it broadcasts
its identity to all thenodesin the network.

Whena noderecevesthe leaders identity, it startsthe MIS
constructionprocedurewhich is describedn the previoussec-
tion, and using the ID-Based approachfor rank assignment.
Eachnodewill eitherbe coloredwith black (asa dominator)
or gray (asa dominatee). The leaderwill also selecta black
nodeastheroot of the dominatingtreeasfollows: If theleader
is markedblack, it selectstself astheroot of thetree,otherwise
it selectooneof theblackneighborgo betheroot.

The Dominating Tree Constructionprocedurds initiated by
therootto constructatreecontainingall blacknodesn addition
to somegray nodes.All nodesin this dominatingtreeform an
CDS.Therootjoinsthedominatingtreefirst, thenit sendsanin-
vitation messagéo all blacknodeswithin 3-hopdistanceo join
thetree.Whenanoderecevesaninvitation messageandall its
neighborshave beenmarkedeitherblackor gray; it respondso
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themessageWheneachblacknodejoinsthedominatingtree,it
will alsosendaninvitation to all black nodeswithin 3-hopdis-
tanceto join thetree. Thisinvitationwill berelayedthroughthe
gray nodeswithin 2-hopsdistance. Eachblack nodewill join
thetreewhenit recevvestheinvitation for thefirst time together
with the gray nodeswhich relaysthe invitation to itself. This
processhouldberepeatedintil all blacknodesarein thetree.

B. ImplementatiorDetail

Two typesof messagewill beusedby all nodes:INVITE and
JOIN. An INVITE messages initiated by a black nodeupon
joining the dominatingtreeandrelayedby gray nodesto solicit
otherblack nodesto join the dominatingtree. It is a broadcast
messagavhich consistsof two fields: senderI D which repre-
sentgheID of thesenderandhop which representthenumber
of hopsby which this messagéasbeenrelayed. Sinceanin-
vitation is targetedfor black nodeswithin 3-hopdistance the
field hop canonly have threedifferentvalues:0, 1 or 2. A JOIN
messagés initiated by a black nodeuponreceving thefirst in-
vitation andsentin thereversedirectionalongthe pathin which
the first invitation camealong. It is a unicastmessageavhich
consistsof the two fields: senderI D which representshe ID
of the senderandreceiverI D which representshe ID of the
recever.

A gray nodewill not relay eachINVITE or JOIN message
it receves. Instead,for INVITE message# only transmitsat
mostonemessag®n behalfof all black neighborsandat most
one messag®n behalf of all 2-hop distanceblack nodes;for
JOIN messagei transmitsat mostonce. To achieve this, each
gray nodemaintainstwo local variables:inviter andcounter.
Thevariablecounter canhave threedifferentvalues:0, 1 or 2.
It isinitializedto 0. If it hastransmittecanINVITE messagéni-
tiatedfrom a black neighbor it will be setto 1. If the nodehas
transmittecan INVITE messagénitiatedfrom ablackneighbor
two hopsaway, it will be setto 2. The variableinviter is ini-
tialized to null, andwill hold the ID of the senderof the first
recevedINVITE messagavith hop = 0 or 1 throughthewhole
constructiorprocess.

The dominatingtreeis initially empty Theroot will be the
firstoneto join thetree. Whenablacknodejoinsthedominating
tree,it will firstsendanINVITE messag#&ith hop = 0. Whena
graynoderecevesan INVITE messageit will ignorethe mes-
sageif it is COMPLETE,or if eitherin the receved INVITE
messagéop = 2 or its local variablecounter = 1. Other
wise, if its local variablecounter = 0, it setsthelocal variables
counter = hop+ 1 andinviter = senderI D, modifiestheIN-
VITE messagédy resettingthe senderD field in themessage
with its own ID andincrementinghop by one,andthentrans-
mits the INVITE message.lf its local variablecounter = 2,
andthe variablehop = 0 in the INVITE messageit setsthe
local variablecounter = hop + 1, modifiesthe INVITE mes-
sageby resettingthe senderID field in the messagewith its
own ID andincrementinghop by one, andthen transmitsthe
INVITE messageHowever, if its local variablecounter = 2,
andthevariablehop = 1 in the INVITE messagethe message
isignored.

When a black node not in the dominatingtree receves an

INVITE messagédor thefirst time, it putsthe senderof there-
ceived INVITE messageasits parent,thensendsbacka JOIN
messagen which the field senderID is setto its own ID and
thefield receiverID is setto thevalueof senderID in there-
ceived INVITE messageandfinally sendsout a new INVITE
messageWhenanode,grayor black,recevesa JOIN message
addressedo itself, it putsthe sendeiof the JOIN messageasits
child. In addition,whena gray noderecevesa JOIN message
addressetb itself for thefirst time, it alsoputsthe nodewhose
ID is storedin its local variableinviter asits parent,andthen
sendsa JOIN messagen which the field senderID is setto
its own ID andthefield receiverID is setto the local variable
inviter.

Theconstructiorof thedominatingtreeis completedvhenall
black nodeshave joined the dominatingtree. A reportingpro-
cessif necessarycanbe performedby constructinga spanning
treerootedat the leaderto notify the leaderof the completion.
A graynodereportsa COMPLETEmessagéo its parentin the
spanningtreeif it hasreceved a COMPLETE messagdrom
eachchild in the spanningtree. A black nodereportsa COM-
PLETE messageéo its parentin the spanningtreeif it hasre-
ceiveda COMPLETEmessagérom eachchild in the spanning
treeanditself hasjoinedthe dominatingtree.

C. AnalyseoftheAlgorithm

Thenext theoremprovesthe correctnessf thealgorithm,an-
alyzesits performanceatio andthe message/timeompleity.

Theorem2: At the end of the third phase,all nodesin the
dominatingtreeform an CDS with sizeat most12opt + 3. In
addition,thealgorithmhasO (n log n) messageompleity and
O (n) time compleity.

Proof: First we claim thatall black nodeswill eventually
join the dominatingtree. Supposeto the contrarythat some
black nodesare outsidethe dominatingtree. Let v be a closest
blacknodeto thedominatingtree. Thenthe distancebetweerw
andthedominatingtreeis at mostthreehops. Thereforew will
receive an INVITE messagénitiated from someblack nodein
the dominatingtree, and would thenjoin the dominatingtree,
whichis acontradiction.Secondve noticethatwheneachblack
nodeotherthantherootjoins dominatingtree, it bringstogether
atmostgray nodegto join thedominatingtreeat the sametime.
As thenumberof blacknodess atmost4 - opt + 1 from Lemma
1, thenumberof nodesin the dominatingtreeis at most

3-(1+ (4dopt)) = 120pt + 3.

The procedureLeaderElectionhasO (n logn) messageom-
plexity and O (n) time compleity. The procedureMIS Con-
structionhasO (n) messageompleity and O (n) time com-
plexity. In the procedureDominating Tree Construction,each
black nodessendsexactly oneINVITE messagandoneJOIN
messageeachgray nodesendsat mosttwo INVITE messages,
and at most one JOIN message.If the report processis im-
plementedanadditional COMPLETE messagés sentby each
node. Thusthe third procedurehasO (n) messageomple-
ity and O (n) time compleity. Therefore,the algorithm has
O (nlogn) messagecompleity and O (n) time compleity,
whichis dominatedby the LeaderElectionprocedure. |
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Fig. 3. State transition diagram.

V. LEVEL-B ASED APPROACH FOR CDS

Theconstructiorof the CDSin this sectionusegheMIS gen-
eratedby the Level-Basedapproachfor rank assignment.This
algorithm can be divided into threephases:The LeaderElec-
tion PhasetheLevel CalculationPhaseandthe Color Marking
Phase.Thedistributedalgorithmin [17] for leaderelectioncan
be adopted.This algorithmhasO (nlogn) messageomplex-
ity, and O(n) time compleity. After the constructionof the
spanningreeis completedandwhentherootrecevesLEVEL-
COMPLETE messagefrom all its children,eachnodeknows
the level numbersof all its neighbors. The pair (level, ID) of
a nodedefinesthe rank of this node. The ranksof all nodes
are sortedin the lexicographicorder Thusthe leader which
is atlevel 0, hasthe lowestrank. In the Color Marking Phase
all nodesareinitially unmarled(white),andwill eventuallyget
markedeitherblackor gray. Two typesof messageareusedby
thenodegduringthis phasethe DOMINATOR messagandthe
DOMINATEE message The DOMINATOR messagés sentby
a nodeafterit marksitself black, andthe DOMINATEE mes-
sageis sentby a nodeafterit marksitself gray. Both messages
containthe senders ID. The algorithm can be describedas a
color markupprocessinitially, the root marksitself black,and
thenbroadcastso its neighborsa DOMINATOR messageAll
othernodesactaccordingto thefollowing principles.

¢ Whenever a white nodereceives a DOMINATOR mes-
sagefrom a white neighborfor the first time , it marks
itself grayandbroadcastshe DOMINATEE message.

¢ Whenawhite nodehasrecevedaDOMINATEE message
from ead of its neighborsof lower rank, it marksitself
blackandbroadcastthe DOMINATOR message.

e When a gray node receves a DOMINATOR message
for the first time from one of its childrenin 7', which
hasnever senta DOMINATEE messageit remarksitself
blackandbroadcastthe DOMINATOR message.

Fig. 3 shavs the statetransitiondiagramof this phase Even-
tually eachnodewill beeitherblack(adominator)or gray(dom-
inatee). A reportingprocessjf necessarycanbe performedto
notify theroot of the completion. Whena leaf nodehasdeter
minedits status,it transmitsa report COMPLETE messagéo
its parent. Eachinternalnodewill wait till it recevesthis re-
port COMPLETE messagdrom eachof its childrenandthen
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forwardit up the treeto the root. Whenthe root recevesthe
report COMPLETE messagdrom all its childrenthenthe tree
is completed.

Theorem3: The sizeof ary CDSin aUDG G = (V, E)
generatedby theabove algorithmis at most8 - opt + 1.

Proof: The black nodescan be classifiedinto two types:
Thosewhich aremarkedblackfrom white, andthosewhich are
first markedgrayfrom white andthenremarledblackfrom gray.
Let k bethenumberof levelsof theBFStree.For eachlevel 0 <
{ < k-1,letS, denotetheblacknodesof thefirst typeatlevel
£, and P, denotethe black nodesof the secondtype at level 2.
ThenS, consistonly of theleaderandS; = Py = P,_; = 0.
In addition,for eachl < ¢ < k—2, eachnodein P, istheparent
of somenodein Sy 1,andthus|P;| < |S¢+1|. Therefore,

k-1 k—1 k—2
UP|=>1PI=>|P]
£=0 £=0 =1
k—2 k—1 k—1
<Y ISenl =Y 1Sl = 1= Se
=1 £=0 £=0

On the otherhand,all nodesin Uf;é S areindependentand
thusfrom Lemmal,

-1

k—1

Us:

£=0

< 4opt + 1.

Thisimpliesthatthetotal numberof blacknodess at most

k—1 k—1
U Se| + [ Pr| < 2(4opt + 1) — 1 = 8opt + 1.
£=0 =0

Therefore the approximatiorratio of the above algorithmis at
most8. O

Fig. 4 illustratesthealgorithmfor colormarkingphaseln the
graph,the IDs of the nodesarelabelledbesidethe nodes,and
nodeO is the leaderelectedin thefirst (leaderelection)phase.
Thesolidlinesrepresentheedgesn the ST tree,andthedashed
linesrepresentll otheredgesn the UDG. The orderingof the
nodesby rankis givenby 0, 4,12,2,5, 8, 10,3,6,9,11,1, 7.
A possibleexecutionscenarias shavn in Fig. 4(a)—(f), which
is explainedbelow.

1. NodeO marksitself blackandsendsouta DOMINATOR
messagéseeFig. 4(a)).

Uponreceving the DOMINATOR messagérom nodeO,
nodes4 and 12 markthemselesgray, andthensendout
the DOMINATEE messageéseeFig. 4(b)).
Uponreceving the DOMINATEE messagdrom node4,
node?2 marksitself black and sendout a DOMINATOR
messageas all its low-ranked neighbors(node 4 only)
have beenmarked gray; andnode8 hasto wait for node
5, sincenode5 hasalowerrank. Similarly, uponreceving
the DOMINATEE messagérom nodel2,node5 marksit
black andsendsout a DOMINATOR messageandnode
10 hasto wait for node5 (seeFig. 4(c)).

Uponreceving the DOMINATOR messagérom node2,
node 3 marksitself gray and sendout a DOMINATEE
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Fig. 4. An example of the algorithm for color marking.

messageandnode4 remarksdtself blackandsendsout a
DOMINATOR message Upon receving the DOMINA-
TOR messagdrom node5, nodes8, 9, 10 and11 mark
themseles gray and sendout DOMINATEE messages;
nodel2 remarksitself black andsendsout a DOMINA-
TOR messagéseeFig. 4(d)).

Uponreceving the DOMINATEE messagefrom nodes
3 and8, node6 marksitself blackandsendsouta DOM-
INATOR messageasall its low-ranked neighborgnodes
3, 8) have beenmarledgray (seeFig. 4(e)).
Uponreceving the DOMINATOR messagérom node6,
nodesl and7 markthemselesgray andsendout DOM-
INATEE messagesjode8 remarkstself blackandsends
outa DOMINATOR messagéseeFig. 4(f)).

A. Correctnesand PerformanceAnalysis

Thenext theoremprovesthe correctnessf thealgorithm,an-
alyzesits performanceatio andits time andmessageomplex-
ity.

Theorem4: At the end of the third phase,all black nodes
form an CDSwith sizeat most8opt + 1. In addition,the mes-
sagecompleity of the algorithmis O (nlogn), andthe time

Table 1. Performance comparison.

[2]-{4] [5] [10] This paper
Approx. factor O (logn) O (n) O (n) 8 —12
Msg.compleity | O (n2?) | O(n2?) | O(n)-O (n?) | O(nlogn)
Timecompleity | O (n2) | O(A3%) | O(n)-O (n?) O(n)
Ngh. knowvledge | two-hop | two-hop single-hop single-hop

compleity is O(n).

Proof: Obviously, all blacknodesform a DS, asall nodes
areeithermarked gray or black andeachgray nodeis adjacent
to at leastone black node. To shav that all black nodesare
connectedit is sufiicientto prove thatbetweenary blacknode
andthe root, thereis a “black” path,i.e., a path consistingof
only blacknodes.We prove it by contradiction.Assumeto the
contraryandlet u; be sucha black nodethatis marked black
at the earliesttime. Thenwu; mustbe of thefirst type,i.e., uy
marksitself black from white. Let us be parentof u,. Thenby
the time u; marksitself black, u, is alreadymarked gray. Let
us betheblacknodewhoseDOMINATOR messageauses,
to markitself gray from white. Thenus is markedblack earlier
thanwu,. From the selectionof u,, thereis a black pathfrom
ug to theroot. Ontheotherhand,us will eventuallymarkitself
black, uponreceiing the DOMINATOR messageeither from
w1 or someother child which hasnever senta DOMINATEE
messag@reviously. By concatenatinghe pathu; usus andthe
black pathfrom w3 to theroot, we obtaina black pathfrom u,
to theroot, which is a contradiction.To prove the performance
ratio follow the proof of theorem3. Now we countthe total
numberof messageslhemessageomplexity of thefirst phase
is O (nlogn). Themessageompleity of the secondphaseis
O (n). Themessageompleity of thethird phasés alsoO (n),
aseachgray nodeor black nodeof thefirst type sendsexactly
onemessagandeachblack nodeof the secondype sendswo
messagesThusthe total messageompleity of the algorithm
is O (nlogn). Thetime compleity for thefirst phaseis O(n)
[17]. It is obviousalsothatthe time complexity for the second
andthethird phases O(n). O

VI. CONCLUSION

In this paperwe investigatedhreeknown distributedapprox-
imation algorithmsfor MCDS. And thenwe presenteaur own
algorithms.In the ID-Basedalgorithmwith approximatiorfac-
tor of 12, eachnodeonly maintainsknowledgeaboutits own ID
andthe IDs of all its neighbors.In the Level-Basedalgorithm
with approximatiorfactorof 8, eachnodemaintainsknowledge
aboutits own ID andlevel, andthelDs andlevelsof all its neigh-
bors. The performancecomparisorof thesealgorithmsis listed
in Tablel. Fromthistable,we canconcludethatour algorithms
outperformthe existing algorithms.

Finally, we appreciatethe valuablecommentsfrom the re-
viewers.
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