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Preface

The 16th edition of the International Conference on Business Information Sys-
tems was held in Poznań, Poland. From the very beginning, BIS was recognized
as an event that brings together scientific community, people involved in the
development of business computer applications, as well as consultants helping to
properly implement computer technology and applications in the industry.

Business information systems are subject to rapid development and innova-
tion. The BIS conference follows trends in academia and business research, and
thus the theme of the conference was “Business Applications on the Move.”Sales
of mobile computing devices increase every year, and the popularity of mobile
devices has significant implications for business applications. Therefore, classic
topics like business processes or information management have to be rethought.

This trend was reflected in the papers presented at the BIS conference. Thus,
the first session focused on modern enterprises and mobile ERP systems. More-
over, during the conference, up-to-date topics were discussed, e.g., linked data
and recommendations systems. Issues raised during the the previous editions of
BIS continued to be discussed this year. This included papers from the areas
of business models, BPM, ontologies, knowledge discovery IT frameworks, and
systems architecture.

The regular program was complemented by outstanding keynote speakers:
Martin Bichler (Department of Informatics of TU München, Munich, Germany),
Manfred Hauswirth (Digital Enterprise Research Institute (DERI), Galway, Ire-
land), and Günter Müller (Institute of Computer Science and Social Studies,
Department of Telematics, Albert Ludwig University of Freiburg, Germany).

The Program Committee consisted of almost 100 members who carefully
evaluated all the submitted papers. Based on their extensive reviews, a set of 18
papers were selected, grouped into six sessions.

June 2013 Witold Abramowicz
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Evaluating Cloud Services Using Methods  
of Supplier Selection 

Stefan Harnisch and Peter Buxmann 

Technische Universität Darmstadt, Chair of Information Systems,  
Hochschulstraße 1, 64289 Darmstadt, Germany 

{harnisch,buxmann}@is.tu-darmstadt.de 

Abstract. The recent establishment of cloud computing and its increasing 
importance for consumers have attracted new ways of service creation and 
provisioning over the internet. Research has dealt with the establishment of new 
cloud computing markets and new opportunities for collaboration in these 
emerging markets. We found that the necessary decisions are very much similar to 
decisions that have to be made in “classic” offline supply chains. Based on 
methods for supplier selection, we develop and illustrate a method for the 
evaluation and selection of cloud services. The fuzzy AHP approach we propose 
allows decision makers to account for uncertainty in a proven, well-structured way. 

Keywords: Collaborative cloud markets, service evaluation, supplier selection, 
AHP, fuzzy logic. 

1 Introduction 

Recently, a great deal of cloud services and platforms has become available to the 
public. There are services suited for many tasks and there may be several services 
which are able to fulfill a certain task. In this context, of late there has been research 
around emergent software [19], describing systems or software applications that are 
capable to evolve beyond design-time which allows for new ways of collaboration 
and combination. [42] illustrate the vision of a global cloud marketplace, also 
enabling and enforcing the collaboration of different services. In this paper, we take 
the viewpoint of a cloud service provider or developer and explore possibilities for the 
evaluation and selection of services that could be used or combined with other, 
respectively own, services. 

We found that the necessary decisions are very much similar to decisions that have 
to be made in “classic” offline supply chains. Which of the manifold available 
suppliers and products can serve the purpose, the product is needed for, best? A lot of 
research has been conducted in this area of supplier selection and we seek to analyze 
the state-of-the-art in this context and transfer methods to the context of collaborative 
cloud services. That way, we can profit from previous research and bring new ideas 
from valuable existing studies to the area of business information systems. Therefore, 
we aim at answering the following research questions in this paper: 

─ Which of the existing methods for supplier selection is suited best for an 
application in the context of cloud computing? 
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─ How can the existing, suitable methods be transferred for the usage in a cloud 
computing context? 

After the identification of the state-of-the-art of methods of supplier selection we 
describe a fuzzy analytical hierarchy process (AHP) model based on the two most 
prominent methods for supplier selection. We design a first and new approach for its 
application to collaborative cloud services. 

The remainder of the paper is structured as follows: In section 2, we summarize 
existing research and the state of the art concerning methods of supplier selection. We 
then evaluate the methods for our purpose. Section 3 deals with the conceptualization 
and illustration of our new approach. Finally, we conclude the paper in section 4, where 
we also mention the limitations of our work and present avenues for future research. 

2 Application of Methods for Supplier Selection in the Context 
of Cloud Computing 

The recent establishment of cloud computing and its increasing importance for 
consumers [4] has attracted new ways of service creation and provisioning over the 
internet (cf. e.g. [18]). Research has dealt with the establishment of new cloud 
computing markets and new opportunities for collaboration in these markets [5, 21, 
42]. Collaborative services created by employing cloud services of different vendors 
enforce the selection and evaluation of these services. We do not want to dive into 
technical details but propose to use established and proven methods which serve this 
purpose well. The situation we described resembles issues that have classically been 
discussed in business administration and operations research: supplier selection. In 
this field, the situation would be labeled a “new task” buying situation [13]. Hence, 
we examine the state-of-the-art of methods of supplier selection and evaluate their 
“fit” for the selection of cloud services in an environment of collaborative cloud 
markets. 

2.1 Literature Review: Methods of Supplier Selection 

Of course, there are literature-based comparisons dealing with methods of supplier 
selection in their respective field (e.g. [1, 14, 23, 26, 49]). However, these reviews do 
not adhere to the standards of literature reviews as proposed by [46, 50] in the field of 
(Business) Information Systems. Therefore, we conducted a structured literature 
review following [46] in order to gain an overview of the methods of supplier 
selection. We focus on proposed research methods in the context of supplier selection 
and organize our review in a conceptual way (where the studied concepts are the used 
methods). We want to highlight central issues and characteristics of these methods for 
the forthcoming evaluation and transfer to the context of cloud computing. 

2.1.1 Conducting the Literature Review 
We chose to analyze all journals dealing mainly with the topics of operations research 
or supply chain management, which are ranked “A” or “B” in the German VHB 
Jourqual ranking. This ranking is a commonly used, well-documented ranking of 
journals and conference proceedings in the field of Business Administration [39] and 
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is easily available online [22]. The list of analyzed journals is displayed in in the 
appendix1. The journals were searched via EbscoHost (database Business Source 
Premier) and Thomson Reuters’s Web of Knowledge. Figure 1 indicates the used 
search terms and keywords. These keywords were considered to describe the topic 
comprehensively and have been worked out in an initial explorative search. The 
search was conducted in September 2012. 
 

TI ("vendor evaluation" OR "vendor selection" OR "vendor choice" OR "Supplier 
choice" OR "Supplier evaluation" OR "Supplier selection") OR AB ("vendor 
evaluation" OR "vendor selection" OR "vendor choice" OR "Supplier choice"  OR 
"Supplier evaluation" OR "Supplier selection") 

Fig. 1. Search term used for querying EbscoHost 

Table 1 in the appendix also shows the number of identified relevant contributions 
for each journal. In total, we found 225 matching papers which were further analyzed. 
First, we reviewed title and abstract and second, we scanned the full texts of the 
papers. We consider all those contributions relevant which make use of, describe or 
compare specific methods for supplier/vendor selection and evaluation. Finally, we 
were left with 81 relevant contributions. 

2.1.2 Results of the Literature Review 
The identified methods in the sample are displayed in Table 2 in the appendix. They 
are mostly consistent with existing literature reviews on methods of supplier selection 
(cf. e.g. [23]. In the following, we give a short description, categorization and brief 
summary of applications of the top three methods. These are the methods used in 
more than ten per cent of the sample studies: (1) Fuzzy set theory (20.9 %); (2) 
Analytical Hierarchy Process (19.1 %); (3) Data Envelopment Analysis (10.4 %). A 
detailed overview (concept matrix) of the methods in the complete sample is given in 
the appendix. We keep the description of DEA short because later on we do not make 
use of it. 

Fuzzy set theory is based on the seminal paper by Zadeh (1965) [54], which 
proposes the existence of fuzzy sets. These are classes of “objects with a continuum 
of grades of membership. Such a set is characterized by a membership (characteristic) 
function which assigns to each object a grade of membership ranging between zero 
and one.” ([54], p. 338). Fuzzy sets resemble human reasoning and can be used for 
“dealing with the imprecision intrinsic to many decision problems”, as fuzzy set 
theory is capable of representing vague data ([7], p. 3831). [3] make use of fuzzy sets 
for supplier selection because the input data for the selection criteria is not known 
precisely in practice. [11] agree that “in the decision-making process, crisp data may 
not always be adequate to present the real situation, since human perception, 
judgment, intuition, and preference remain vague and difficult to measure” ([11],  
p. 235, similar to [12]) and thus include fuzzy logic in their methodology for supplier 

                                                           
1  The appendix can be obtained from the authors and is available at:  
 http://www.is.tu-darmstadt.de/media/bwl5_is/forschung/ 
Harnisch-Buxmann-Evaluating_Cloud_Services_Appendix.pdf   
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choice. [10] incorporate factors of uncertainty, [45] utilize linguistic assessments for 
supplier evaluation which are transformed into a mathematical decision model by 
fuzzy logic. [24] state that the fuzzy functions allow the authors to employ human 
priorities in the decision making process. In the supply chain optimization model by 
[44] fuzzy (vague) goals are posed and modeled. 

Fuzzy methods are often used in combination with AHP (e.g. [6, 7, 9, 29, 30, 53]) 
and linear or other mathematical programming methods [2, 16, 27, 31, 51]. A detailed 
list of other combinations can be extracted from the appendix. 

The Analytical Hierarchy Process was developed by Thomas L. Saaty [34, 35] and 
comprises four steps [36]: (1) Definition of the problem; (2) hierarchical structuring 
of the problem; (3) construction of pairwise comparison matrices. Elements in the 
upper level are used to compare the elements in the lower level with respect to them. 
(4) The obtained priorities are used to weigh the priorities in the level immediately 
below, until the final priorities of the alternatives on the bottom level are obtained. 

The elements on the same hierarchy level are usually compared using a 9-point-
scale as described by [35] with “1” meaning equal importance of two elements and 
“9” marking absolute dominance of the first element over the second. Reciprocal 
judgments are obtained by inversion of the value [33]. [37] shows that eigenvectors 
are the optimal way to obtain weights or priorities from the pairwise comparison 
matrices. However, in most cases a simplified method is applied (e.g. [29]) which 
calculates weights on the basis of averages of column and row sums. [6] state that one 
advantage of the AHP method is that it is based on pairwise comparisons. Those 
comparisons can be conducted in a simple way because they are based on an absolute 
scale [7]. The model structure is easily understandable, flexible [47] and “deeply 
related to human judgment” ([52], p. 496). It is a widely-used method in the context 
of many decision problems, especially supplier selection across industries (e.g. 
chemical processing [32] or telecommunication [43]) and with different goals (e.g. 
“green” supplier selection [6] or lean procurement [53]). Besides the already 
mentioned combined methods with fuzzy theory, AHP is applied together with many 
different methods (e.g. DEA [41, 48, 55]). 

Data Envelopment Analysis (DEA) is “an approach for evaluating the efficiencies 
of decision making units” ([38], p. 744). It was proposed in the seminal paper by 
Charnes et al. (1978) [8]. Efficiency is usually defined as a ratio of given input values 
and output values [17]. The resulting model is solved using linear programming [28]. 
The advantages of DEA are its robustness [23] and “straightforwardness in practical 
implementation: the DEA approach does not require the decision maker to predefine 
the criteria weights but these are endogenously determined” ([15], p. 2954.). On the 
other hand, this is a disadvantage of the method as decision makers do not have 
control over the importance of criteria [20]. The method itself is varied and 
personalized in many ways to fit the needs of the respective authors [15]. 

2.2 Evaluation of Methods for Supplier Selection 

In the following, we evaluate the methods for supplier selection which were identified 
in the literature review in the context of cloud computing. Hence, we define and 
establish evaluation criteria first, before we evaluate the methods with a simple and 
easily understandable scheme. 
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2.2.1 Establishment of Evaluation Criteria 
We make use of the following evaluation criteria which are based on the descriptions 
of the “new task”-buying situation (cf. [13]). 

These criteria constitute requirements for a method dealing with the selection of 
cloud services. 

─ Need of historical data: The selection method should be capable of supporting 
decisions without needing historical data of former decisions. 

─ Effort for evaluation: The effort for the evaluation of services should be 
manageable; the resulting method must be easily applicable and understandable. 

─ Qualitative and quantitative data: The method must take qualitative and 
quantitative data into account. 

─ Structured method: The method should be structured which relates to effort and 
understandability. Complex decision problems with many selection criteria 
should be divided into several, manageable part-decisions. 

─ Ability to account for uncertainty: Some selection criteria may not be evaluated 
on a definite basis; there may be “fuzzy” data which the method must cope with. 

─ Weighting of criteria: Different decision makers have different priorities for the 
selection criteria; individual weighting of those should be possible. 

2.2.2 Evaluation and Resulting Methods 
The evaluation was done according to the defined criteria with a simple 0-1- 
(present/not present=■ or capable/not capable=▬) method. The result is displayed in 
Table 1. 

Table 1. Evaluation of selection methods 

Evaluation of 
methods 

No need 
of 

historical 
data 

Effort 
for 

eval-
uation

Quali-
tative 
and 

quant. 
data 

Struc-
tured 

method 

Ability 
to 

account 
for un-

certainty
Weighting 
of criteria 

Fuzzy set theory ■ ■ ■ ▬ ■ ▬ 

AHP ■ ▬ ■ ■ ▬ ■ 

DEA ■ ■ ■ ■ ▬ ■/▬ 
 

We only show the top three methods from our literature review but also took a look 
at the other methods. However, we found the three presented methods to be suited 
best for the purpose.  

3 Designing a Novel Approach for the Selection of 
Collaborative Cloud Services 

Our approach is mostly based on AHP. Although there are some disadvantages, it is 
an often-used and well-proven method for the evaluation and selection of software 
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(cf. e.g. [25]). We take into account that a decent amount of effort is required to 
perform an evaluation using AHP and try to mitigate the disability to cope with 
uncertainty by including some ideas from fuzzy theory within the method. 

3.1 High-Level Conceptualization 

We make use of AHP’s ability to structure complex problems and to decompose them 
into manageable parts. The hierarchical approach we propose requires the definition 
of goals on the top-level, describing the most salient aspects of the service which is to 
be selected. Within these top-level goals (or: categories), we summarize the different 
criteria of the concrete cloud services that are to be evaluated. An exemplary AHP 
structure is displayed in Figure 2.  
 

 

Fig. 2. Exemplary AHP hierarchy 

The goals and criteria do certainly differ between different selection problems and 
can be individually filled for each application of the method. We give an exemplary 
demonstration in section 3.2. Our approach utilizes fuzzy methods in the pairwise 
comparison of top-level goals. The decision makers have to evaluate the importance 
of each category compared to all others on the 9-point-scale for each criterion. 
Reciprocal judgments (if A is superior to B than B is inferior to A) are obtained by 
inversion of scores. These scores are “fuzzified” for further calculation. The 
weighting scheme for the criteria is obtained analogously but uses discrete values. On 
the lowest level, the alternatives are rated using a simple scoring technique following 
[30], assigning a value between one and nine to each alternative with respect to each 
criterion. Using the weights which were calculated before, the ratings of the 
alternatives for each criterion are integrated so that a final score per alternative can be 
derived. Of course, it would be possible to employ fuzzy functions in the pairwise 
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comparisons for the criteria, too. However, we chose simplicity over complexity and 
believe that the incorporation of aspects of uncertainty regarding categories is 
sufficient.  

The mathematical formulation is given below: 

n=number of categories, i = 1,…,n 
ri=number of criteria in ategory i, k = 1,…, ri 
m=number of alternatives, l = 1,…,m 
Weights of categories: W0 =  
Weights of criteria in category i:WCi = wi1,wi2,…,wiri  

(1) 

For the rating of alternatives with respect to a certain criterion, we propose to employ 
a scoring instead of a pairwise comparison approach following [30]. The   
score of alternatives concerning criteria k in category i is given as:  

Ul = u1ik, u2ik,…,umik   (2) 

With ast=importance of  Cs compared to Ct,  ,  1…n , aij 1 … 9  , we are 
able to calculate a vector of weights WCi 

WCi    C1    C2    … C1              C2         … Weight WCi 

C1
C2

  … 

1/ ai1 a12/ ai2 …
a21/ ai1 1/ ai2 …

… … …

( 1 ai1 + a12 ai2+…)/n 
( a21 ai1 + 1 ai2+…)/n 

…

s=1
ri  ai1   ai2 … 1                  1           1 1

 
 

(3) 

We employ the following fuzzy member function, similar to the one used in  
[30] which characterizes the membership of z by a triple (l,m,u) with 
u m l and l, m, u {1,…,9} 

g z =

1,1,3                    if z=1     
1,2,4                    if z=2     
z-2,z,z+2             if 3 z 7 
6,8,9                    if z=8     
7,7,8                    if z=9     

(4) 

Fuzzy numbers are denoted as  and operations defined as follows: 

                         

                         a-1= l, m, u -1=( 1
u

, 1
m

, 1
l
) 

a  b=(lalb, mamb, uaub) 
                              a b=(la+lb, ma+mb, ua+ub)  

 

(5) 

We decided to keep our approach simple and to employ the fuzzy function only for 
the valuation and weighting of categories (goals). This way, uncertainty can be 
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represented. The pair-wise comparison matrix for the categories is given as a fuzzy 
matrix of fuzzy pairwise comparison judgments: 

cxy with x,y = 1,…,n  (6) 

For the deffuzification several steps are necessary (cf. also [7, 40]). First, the fuzzy 
synthetic extent  with respect to the category x is calculated 

Sx= cxy cky

ri

y=1

ri

k=1

-1ri

y=1

 (7) 

 

Second, the fuzzy ranking values have to be derived (again: [7, 40]) 
 

V(Sx Sy) =

1                             if mx my

0                             if ly ux     
ly-

mx-ux -(my-ly)
            otherwise 

(8) 

 

V(Sx Sy  y=1,…,ri;y x = miny 1,…,n ;y x V Sx Sy , x = 1,2,…,n (9) 

 
This allows us to finally obtain the vector of weights as given: 
 

W0 = 
V(Sx Sy  y = 1,…,ri;y x

V(kx Sy  y = 1,…,ri;y kri
k=1

,= qx , x = 1,…,n (10) 

 

With the weights of categories qi, the weights of criteria with respect to category i wik 

(4) and the scores with respect to alternative l, criteria k and category i ulik (2), we can 
compute the final scores: 
 

Sl = ulik*wik*qi

ri

k=1

n

i=1

 
 

 

(11) 

3.2 Illustration of the Method 

We want to demonstrate the proposed method using a simple example, given a case 
with two suitable services A and B which are to be evaluated against three goals. 

1. Network access: Criteria availability and encryption 
2. Measured service: Criteria: price and license model 
3. Self-service: usability and adaptability 

The following calculation steps are necessary: 
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1) Establish the matrix of pairwise comparisons for the top-level categories 

1
1
3

 7

4 1
1
5

1
7

5 1

 Fuzzy matrix 

(1,1,3) (
1
8

,
1
6

,
1
4

) (5,7,9)

(4,6,8) (1,1,3) (
1
7

,
1
5

,
1
3

)

1
9

,
1
7

,
1
5

(3,5,7) (1,1,3,)

 

 

) Defuzzification cxy

3

y=1

=

(1+4+
1
9

,1+6+
1
7

, +8+
1
5

)

(
1
8

+1+3,
1
6

+1+5,
1
4

+ +7)

(5+
1
7

+1, 7+
1
5

+1, 9+
1
3

+ )

T

 

 

and cky
y=1

3

k=1

-1

= (0.0 , 046 0 065) 

 

Sx=
0 1  0 33  0
0 27  0 4  0

(0 40  0 53  0 8

T

 

 
V SNetwork SMeasured = 1  
V SNetwork SSelf = 0.6  
V SMeasured SNetwork = 1 

V SMeasured SSelf = 0.8  
V SSelf SNetwork = 1 
V SSelf SMeasured = 1  

And thus, the final weights for the categories are  

3) The pairwise comparison matrices for the criteria are given as follows: 

Network Measured Self 

   

 
4) The scores for the alternative services with respect to the criteria are: 

 Service A Service B Weight of criteria wik 
(using formula (3)) 

Availability 5 3 0.83 

Encryption 7 9 0.17 

Price 3 5 0.25 

License model 8 3 0.75 

Usability 5 5 0.875 

Adaptability 8 9 0.125 

This allows for the calculation of the final scores using (11): 

Alternative A: 5.83; alternative B: 4.41. Hence, service A should be selected. 
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4 Conclusion, Limitation and Future Work 

We developed and illustrated a method for the evaluation and selection of cloud 
services. As the method is rather generic, it is applicable in the context of 
collaborative cloud services, as well as for the selection of standalone services. The 
method allows decision makers to incorporate fuzzy logic up to a certain amount and 
can thus account for uncertainty. As we did not want to complicate things further than 
necessary, we restricted the usage of fuzzy logic to the goals within the AHP process. 
An extension to the criteria-level is certainly possible. 

Our research has some limitations: The literature review we conducted is 
subjective to a certain extent: The filtering process was carried out manually. We 
propose one design of a method for the evaluation of services, but there is a manifold 
of possible fuzzy AHP designs to choose from. We strived to present an 
understandable but still comprehensive idea. Further research could cope with the 
modification and extension of the proposed method, in order to automatize some of 
the manual evaluation and decision phases. Another idea might be to design a 
decision support system which helps decision makers in the evaluation of several 
cloud services. We demonstrated the applicability of methods from the field of 
supplier selection to the business information systems field and hope to encourage 
further research in this area. We can certainly learn and profit from a vast body of 
knowledge which another discipline has accumulated over decades. 

Acknowledgement. The work presented in this paper was performed in the context of 
the Software-Cluster project InDiNet (www.software-cluster.org). It was funded by 
the German Federal Ministry of Education and Research (BMBF) under grant no. 
"01IC10S04”. The authors assume responsibility for the content. 
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Abstract. Aim of this paper is to identify recurring user interface tasks of 
Enterprise Resource Planning applications for smartphones. The identified tasks 
are used to build reusable user interface design patterns. The proposed patterns 
aim to accelerate the application design process and improve the user 
experience across different ERP applications through a consistent user 
interface. Twenty existing ERP applications for smartphones were analyzed 
using a task analysis approach. The resulting task trees are examined in terms of 
recurring, cross-application user interface tasks. The results revealed that the 
examined applications are mainly focused on selecting, presenting and 
manipulating business objects. The identified tasks were used to build 
corresponding user interface patterns. Finally, the patterns were structured 
through a pattern catalogue.  

Keywords: Mobile, Smartphone, ERP, Enterprise Resource Planning, User 
Interface Pattern. 

1 Introduction 

The technological progress in the area of mobile devices and the improvement of 
mobile data networks facilitated new application possibilities. In particular, the 
proliferation of smartphones is rapidly increasing [1]. Smartphones differ from other 
advanced mobile phones through their variety of integrated sensors, like 
accelerometer-, gyroscope-, compass-, optical proximity-, ambient-light sensor, 
camera- or global positioning system (GPS)-sensor. Most smartphones rely on 
touchscreens for the primary interaction with users. In addition, specialized operating 
systems like iOS or Android are installed on smartphones. These operating systems 
expose application programming interfaces (APIs) that allow the implementation of 
applications that offer new functionality to users [2, 3].  

While the application development for smartphones was initially focused on the 
consumer market, there is a gaining interest in the business market. According to a CIO 
survey of Gartner [4] 61% of the respondents plan to enhance their efforts regarding 
mobile technologies during the next three years. Enterprise Resource Planning (ERP) 
systems are one of the major software systems in companies [5]. Mobile access to those 
systems offers the potential to improve business processes [6, 7]. Usability and the 
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corresponding user interfaces (UIs) are recognized success factors of software systems 
[8]. However, the UI design of smartphone applications is challenging due to the 
smaller screen sizes and limited data input possibilities [9]. A multitude of smartphone 
applications that access ERP data and –functionality is possible due to the huge amount 
of functionality in ERP systems [10]. However, there is a risk that similar tasks are 
implemented differently for diverse applications. But, consistency is an important aspect 
to achieve a good usability [8, 11]. Users are accustomed to perform tasks in a certain 
way. However, the UI of traditional ERP applications on desktop computers is  
criticized [12, 13]. 

UI patterns are one way to collect reusable UI design knowledge. They focus on a 
certain design problem and provide a structured description of the solution in a pre-
defined format [14]. Using UI patterns can increase the consistency across different 
applications. Existing UI patterns for smartphone applications mainly focus on 
general UI design problems like presenting content on smaller screens, navigating 
between different screens of the application or supporting different screen sizes [9, 
15, 16]. They often use examples of consumer applications like online stores or social 
networks. Specific UI problems of enterprise applications like smartphone ERP 
applications are hardly considered. UI patterns represent proven design solutions [9]. 
Therefore, this study examines available ERP applications for smartphones of the 
leading ERP vendor SAP in order to identify reusable UI patterns.  

The paper is structured as follows: the next section characterizes smartphone ERP 
applications. Then, related research papers are presented. In the following, existing 
smartphone ERP applications are analyzed using a task analysis in order to identify 
recurring tasks.  Then, UI patterns are introduced as reusable solutions for recurring 
UI design problems. Moreover, a pattern catalogue with 16 UI patterns for the 
development of smartphone ERP applications is illustrated. Finally, the paper 
concludes with a brief summary and outlook.   

2 Characteristics of Smartphone ERP Applications  

In this paper, smartphone ERP applications are understood as applications that are 
installed on smartphones and access functionality and data from ERP systems through 
offered interfaces. Aim of this section is to demonstrate the specifics of this 
application domain. Therefore, the general characteristics of smartphone applications 
are named first, followed by characteristics of ERP systems.   

2.1 Characteristics of Smartphone Applications 

Smartphone applications are generally focused on a certain use case and are written 
with less source code than desktop applications [17]. Unlike desktop applications, 
smartphone applications generally need to be more responsive to sensor data [17]. 
Examples are device movements or data from the GPS sensor. In addition, 
smartphone screens offer less space to display content. Thus, it is not possible to 
display multiple windows at the same time, like on desktop applications. Moreover, 
special controls that can be used with fingers on touchscreens must be provided as 
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well as the reaction to smartphone typical gestures [9]. In addition, the vendors of 
operation systems for mobile devices provide guidelines for designing mobile 
applications, especially for the UI [17]. Furthermore, data entries through a 
smartphone on-screen keyboard are less efficient than with classical keyboards [18].  

2.2 Characteristics of ERP Systems 

ERP systems aim to enable a consistent, uniform data storage and support integrated 
business processes across multiple functional areas of companies  [19, 20]. Typical 
application areas are manufacturing, sales, accounting, finance and human resources. 
The most widely installed ERP systems are currently SAP Business Suite1 und Oracle 
Applications2. 

ERP systems are usually built on a client-server architecture and comprise four 
layers [19]. This includes the data management-, application-, adaption- and user 
interface layer. The data management layer contains the database server as well as 
access to external data sources like web services. The application layer embraces the 
implemented application programs that are usually referred to as transactions. The 
application functionality is generally offered through APIs to third-party applications. 
Examples are the business application programming interfaces (BAPIs) of the SAP 
Business Suite. The adaption layer allows the customization of the underlying layers 
in order to support the specifics of the business process and data structures of 
companies. The UI layer comprises the client programs for accessing the ERP system 
by users. ERP system vendors often provide native- as well as web-based user 
interfaces.  

The applications of ERP systems are largely focused on processing business 
objects [19]. Typical business objects of ERP systems are for example customer-, 
material-, or sales order objects. Usual processing activities on business objects are 
create-, read- update- and delete operations. The workflow of ERP systems often 
involves the manipulation of several business objects in a specific order. For example 
a sales process involves the creation of an inquiry, followed by a quotation and finally 
a sales order. In addition, there is a dependency between business objects. For 
example, the mentioned inquiry-, quotation and sales order objects are related to a 
customer object.  

ERP systems have an extensive functionality and are therefore often referred to as 
complex application systems [5]. In addition, the usability of their UIs is criticized 
[12, 13, 21]. Typical problem areas are the high search effort to identify the required 
functionality, inadequate support during transaction execution and in error situations 
and the inconsistent usage of UI elements across multiple transactions.  

2.3 ERP Applications on Smartphones 

Based on the described characteristics of smartphone applications, existing ERP 
applications cannot be converted to smartphone applications [10]. Desktop ERP UIs 
                                                           
1 http://www.sap.com/germany/solutions/business-suite/index.epx 
2 http://www.oracle.com/us/products/applications/overview/ 
 index.html 
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often comprise several tabs, each with a variety of data entry fields. Figure 1 
illustrates a typical UI of an ERP desktop application; in this case to create sales 
orders.  

The conversion of such UIs to smartphone applications would lead to unhandy 
smartphone applications. Therefore, design strategies should be identified to build 
smartphone applications with usable UIs that meet their focused tasks.  

 

 

Fig. 1. Example of an UI of an ERP desktop application to create sales orders 

3 Related Research  

There is little research available that deals with the UI design specifics of smartphone 
ERP applications. Kurbel et al. [22] investigate how ERP content can be displayed on 
mobile device screens. They propose three adaption mechanisms: content adaption, 
adaption of style as well as layout and structural adaption. The authors also suggest a 
couple of UI design principles for mobile ERP applications like minimizing user input.   

Kurbel and Dabkowski [6] explore how ERP content can be accessed and 
displayed on heterogeneous mobile devices. The authors propose a two layered 
approach, consisting of a component that transforms content into an XML format and 
a component that transforms the XML content into various user interface 
representations, depending on the mobile device characteristics.  

Brans and Basole [23] propose categories of reusable software components for 
developing mobile enterprise applications. They revealed that mobile enterprise 
applications have in common that they work on information objects, which mostly 
offer the operations read, create, update and alert. 
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4 Task Analysis of Existing ERP Applications for Smartphones 

In the following, twenty ERP applications for smartphones were analyzed using the 
task analysis approach according to Paternò [24]. Aim is to identify recurring UI tasks 
within these applications.  

Task analysis is an established method to examine interactive applications [24]. 
The purpose of a task analysis is to identify the tasks and their properties that an 
application should support to reach user goals. Task models illustrate the user’s 
interaction with an application. The results are captured in so called task models. 
ConcurTaskTrees (CTT) is a notation to specify task models [24]. CTT uses a 
graphical syntax, a hierarchical structure and supports temporal relationships between 
tasks [24]. Tasks Analysis and CTT are used in this paper to analyze and describe 
existing ERP applications for smartphones.  

Twenty ERP applications for smartphones were selected for the analysis. Only 
applications of the ERP vendor SAP were examined. In addition, only those 
applications were considered that were available on 4th September 2012 in Apple’s 
App Store. By selecting applications from SAP, which were accepted in Apple’s App 
Store, a certain quality regarding the usability is assumed. On 4th September 2012 
forty-three applications were available from SAP. Firstly, only those applications 
were selected that have an ERP focus. In addition, only applications that offered a 
demo mode were considered. This reduced the effort to test the application, because 
no additional software components and configuration steps were necessary. After this 
selection, the amount of applications to be analyzed comprised twenty applications.  

Figure 2 illustrates one of the created CTT models using the employee lookup 
application as example. The application offers tasks to display the application users’ 
employee profile as well as other employee profiles. For the later task the search 
requires the surname and/or the family name of the employee of interest. After 
entering this information by the user, the application displays the search results and 
the user is able to select one employee entry. In the following, the attributes of the 
selected employee are shown, including the position, office address and contact 
information. It is possible to contact the displayed employee by SMS, E-Mail or to 
establish a phone call. It is also possible to add the selected employee profile to a 
favorites list.   

 

Fig. 2. ConcurTaskTree of the Employee Lookup Application 
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The overall results of the task analysis are shown in table 1. The first column 
includes the name of the applications, as mentioned in Apple’s App Store, and the 
examined version number of the application in parentheses. The second column lists 
all business objects that could be identified across all analyzed applications. The third 
column includes the sum of all recurring tasks identified across all analyzed 
applications.  

Table 1. Identified business objects recurring tasks 

Name of the ERP application Business Object Recurring Task  

- Business One (1.6.0) 
- Business ByDesign (3.5.1)   
- Sales order notification  (2.2.0) 
- Customers and contacts (2.2.0) 
- Sales order notification (2.2.0) 
- Retail execution (2.1.1) 
- Timesheet (2.3.0) 
- Employee  lookup (2.2.0) 
- Material availability (2.2.0) 
- Transport tendering (1.2.0) 
- Travel expense approval (2.2.1) 
- Travel expense report (1.0.1) 
- Travel receipt capture (2.2.1) 
- Payment approvals (2.2.0) 
- Quality issue (1.1.0) 
- In-Store product lookup (1.0.1) 
- ERP order status (2.2.0) 
- Customer financial fact sheet (3.0.2) 
- HR approvals (2.3.0) 
- Leave request  (2.3.1) 

- Time entry 
- Travel  
   expense 
- Business trip 
- Business  
  partner  
- Customer 
- Contact 
- Activity 
- Sales   
  opportunity 
- Sales quotation 
- Sales offer 
- Sales order 
- Product 
- Price 
- Invoice 
- Material 
- Quality issue 
- Service call 
- Service contract 

-  Select business object type 
-  Get list of all business objects 
- Sort business object list by   
   attribute value 
-  Group business object list by    
    attribute value 
- Search for business objects by  
   attribute value 
- Filter business object list by   
  attribute value 
- Display business object   
  Attributes 
- Navigate to related business   
  object 
- Create business object 
- Change business object   
  attributes 
- Delete business object 
- Add business object to  
   favorites list 

 
 

 
The result reveals that even though the analyzed smartphone applications focus on 

different business objects, the offered tasks are similar. More comprehensive 
applications like Business One or Business ByDesign start with the selection of a 
business object type like sales orders or customers (select business object type). 
Subsequently, applications typically list all business objects of the focused business 
object type (get list of all objects). In some cases the listing is grouped by a certain 
attribute (group business object list by attribute value). For example travel requests 
are grouped according their status in open, approved or rejected. A couple of 
applications offer the functionality to show only business objects with a certain 
attribute value by defining a filter (filter business object list by attribute value).  
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An example is to list only sales orders of a particular customer. In many cases, there 
is also the possibility to search for certain business objects through a keyword (search 
for business objects by attribute value). In most cases a certain business object can be 
selected from the search result to display its attribute values (display business object 
attributes). Partially, the values of these attributes can be changed within the 
smartphone application (change business object attributes). In some applications it is 
also possible to create new business objects (create business object) or delete existing 
ones (delete business object).  

Overall, the possible tasks for different business object types are very similar. In 
addition to the task itself, it is revealed that the tasks follow a logical order. For 
example the task “select business object type” is mostly followed by a “get list of all 
business objects” task; update and delete object tasks are usually only possible after a 
“display business object attributes” task. Because of this similarity from a task 
perspective, it reasonable to implement these tasks with similar UI representations in 
order to achieve consistency across different ERP applications. 

4.1 Creating User Interface Patterns for Mobile ERP Applications 

The analysis of the UI representations of the selected applications revealed that the 
recurring tasks are often implemented with similar combinations of UI elements. 
Generally, list- and form-based UI representations are often used. List-based UI 
representations are generally used to display the output of search- and filter tasks. 
Form-based UI representations are a collection of textfields with corresponding 
labels. They are often used to display business object attributes or to create new 
business objects. However, there are also inconsistencies between the selected 
applications. An example is the task “filter business object list by attribute value”. It 
is partially implemented by a selection list, partially by a tab bar. Another example is 
the content and layout of the single cells of a selection list. There are applications that 
display only a single identification number; others show additional data in different 
fonts and partially with the use of special symbols. These different UI 
implementations of similar tasks can lead to user confusion. The provision of UI 
patterns for smartphone ERP applications for designers and programmers of 
smartphone ERP applications can reduce these potential inconsistencies.  

4.2 User Interface Patterns 

Collected design knowledge about user UIs is usually provided in form of guidelines, 
principles or patterns [14]. Principles such as the eight golden rules of Shneiderman 
[11] have a generic character, while guidelines are often platform specific [25]. Both 
tend to be difficult to use during the design process, because they suggest absolute 
validity [14]. On the contrary, UI patterns explicitly focus on context and are thus 
problem related [14]. They tell the designer when, how and why the provided solution 
is applicable [14].  
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The concept of design patterns was originated in urban architecture by Christopher 
Alexander [26], adapted to object-oriented software design by Beck and Cunningham 
[27] and became popular through the book of Gamma et al. [28]. Generally spoken, 
patterns are structured descriptions of an invariant solution to a recurrent problem in 
context [29]. They follow a three-part rule, which expresses the relation between a 
certain context, a problem and a solution [26].  The interest in patterns in Human-
Computer Interaction dates back to 1994  [30]. According to a CHI workshop in 2000 
an UI pattern "captures the essence of a successful solution to a recurring usability 
problem in interactive systems" [25]. Therefore patterns can be seen as descriptions of 
best practices which capture common solutions to design tensions and are thus by 
definition not novel [9].  

4.3 A User Interface Pattern Catalogue for Mobile ERP Applications 

In our research, we have developed 16 UI patterns for smartphone ERP applications 
so far. In order to improve the overview, we have structured our patterns in a 
pattern catalogue. The catalogue structure follows a typical navigation structure in 
smartphone ERP applications that is selection – presentation – interaction. Most 
applications require the user to select the business object of interest first (selection). 
Afterwards the attributes of the selected business object are shown (presentation). 
In some cases it is also possible to manipulate the selected business object 
(interaction). Figure 3 illustrates our current smartphone ERP application UI pattern 
catalogue.   

 

Fig. 3. User Interface Pattern Catalogue for Smartphone ERP applications 

The single UI patterns are constructed according to the UI pattern structure 
proposed by Tidwell [9]: pattern name, what, use when, why, how, examples. 
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- What: this section provides a short description of the pattern. 

- Use when: this section explains the context of use where the pattern can be 
applied. In our case, this is generally a description of the focused recurring 
task.  

- Why: this section describes why the pattern should be used.  

- How: describes the solution and how it solves the focused problem 

- Examples: illustrates examples how the pattern has been successfully 
applied, usually in form of screenshots. 

In the following, only one selected pattern of our catalogue is presented due to space 
limitations. On interest, the descriptions of the remaining patterns can be requested 
from the authors via email.  

4.4 Example Pattern: Nested Forms 

Name:  
Nested Form Pattern 

What: 
A nested navigation between a summarized listing of a business object and its 
attributes or a navigation between related business objects.  

Use when: 
This pattern should be primarily used to establish a navigation link between a 
selection screen (listing, search, filter) and the screen to display the attributes of a 
selected business object. It should be also used to navigate between related business 
objects.  

Why: 
Due to limited screen size of smartphones it is generally not possible to display the 
attributes of more than one business object. In order to solve this problem the Nested 
Form Pattern should be used. 

How: 
To implement this pattern a navigation link between the summarized business object 
and its detail view must be implemented. The summarized business object should be 
presented in a selectable cell. It should have an indicator in form of an arrowhead to 
indicate the cell is selectable. There should be a navigation link to the detail view 
when selecting the cell. There should be also a button on the top of the details screen 
that gives the user the possibility to navigate backwards.  

Examples: 
This example illustrates the nested forms pattern using the SAP materials availability 
application for the iPhone as example. The left screens illustrated a selection screen 
with different materials. By selecting one material its attributes are shown. It is 
possible to leave the attributes screen by selecting the back button.  
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Fig. 4. Nested Forms Patterns illustrated within the SAP Materials Availability iPhone 
Application   

5 Summary and Outlook 

In this paper, twenty selected ERP applications for smartphones have been analyzed 
using a task analysis. The analysis revealed twelve recurring tasks that are offered 
across different applications. Based on these tasks, a pattern catalog of currently 
sixteen patterns for the UI design of smartphone ERP applications was developed. 
The usage of these patterns for future smartphone ERP applications is able to increase 
the consistency and thus the usability of the corresponding applications. 

However, the current UI patterns are based on existing applications. The authors 
suspect that there will be improvements of existing applications in the near future, 
which will affect the presented patterns. One indicator for the dynamics in this area is 
the high rate of change of the applications during the analysis. One area of 
improvement could be the application functionality. The current ERP applications for 
smartphones offer significantly less functionality than the corresponding desktop 
applications. For example, search forms of desktop applications allow complex 
searches across a combination of different attributes, while the smartphone 
applications usually provide only one search box. The overall challenge is to extend 
the functionality of current smartphone applications but ensure a good usability.  
Current smartphone ERP applications hardly use sensor data. A few exceptions are 
photographing barcodes to find material or photographing vouchers of travel 
expenses. Thus, there is unused potential to reduce the effort of data input. The 
current pattern catalogue is focused on iPhone UIs. Because the Android UI is pretty 
similar, we expect that the adaption to Android is not much effort. However, other 
mobile operation systems like Windows Phone have a different interaction style and 
also different UI elements. Thus, the current UI patters may not be applicable for 
Windows Phone. These areas should be considered in future extensions and 
improvements of the presented patterns.  
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Abstract. Trust in leadership is significantly influenced by the current IT dom-
inated business environment. We introduce TrustAider, a model for supporting 
trust building in a business environment through the use of text analysis me-
thods and an interactive user interface. TrustAider integrates natural language 
processing technologies to provide feedback and suggestions on how to interact 
in a way that enhances mutual trust during the process of computer mediated 
communication between leaders, employees, and customers. This paper 
presents an overview of the TrustAider's architecture and its key components. 
The effective functionalities of TrustAider for promoting trust are also demon-
strated with a use case.  

Keywords: trust in e-leadership, natural language processing, sentiment analy-
sis, content analysis. 

1 Introduction 

Trust is defined as beliefs and expectancies by an individual or a group so that they 
can rely on the word, promise, or any verbal or written statement of another individu-
al or group [1]. Trust is an essential resource and skill for effective leadership in busi-
ness environment, and it has gained increasing attention in organizational practice and 
research [2]. Trust building helps to develop mutual respect, openness, understanding, 
and empathy; it is a demanding and bilateral process that requires mutual commitment 
and effort.  

Strong culture of trust in leadership influences the climate in an organization to-
wards vitality and innovativeness, and helps in lowering the risks inherent in the or-
ganization and transaction costs of commercial actions. For example, trust in Steve 
Jobs was seen as an important factor that influenced the success of Apple Inc. [3]. 
Trust in leadership can, moreover, provide opportunities to access knowledge, and to 
improve performance such as creativity, problem solving and proactive implementa-
tion of new ideas [4, 5]. 

The increasing global dispersion of organizations and the explosion of the use of in-
formation and communication technologies (ICT) have changed the way leaders and 
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followers interact with each other within organizations and between organizations. The 
term ‘e-leadership’ refers to these changes, and it involves a social influence process 
supported by ICT where changes are brought about in attitudes, feelings, thoughts, be-
haviors, styles, way of working and performance of individuals, groups, and organiza-
tions [2, 6]. For example, computer-mediated communications (CMCs) in the form of 
email and information management systems have changed the way in which businesses 
store and disseminate their vital knowledge. ICT can support the communication, and 
the collection and dissemination of information required to sustain, improve and trans-
form organizational work. Communication problems and misunderstanding in CMCs 
are, however, seen as the most common issue for trust building in e-leadership [2, 7, 8, 
9]. At the same time, trust building in e-leadership is different from the traditional way 
that is predominantly based on face-to-face interactions. 

In order to support trust building in e-leadership, we propose the TrustAider model, 
which is based on automatic content analysis, sentiment analysis (SA), and informa-
tion extraction (IE) tools among other natural language processing (NLP) technolo-
gies. Through TrustAider, computer mediated communications between leaders,  
employees and customers are expected to become more efficient and effective. By 
directly improving the quality of written communication, TrustAider will, in turn, 
contribute to trust building [2, 6, 7, 8, 9].  

2 Background 

2.1 Computer Mediated Communications and Trust Building 

Literature shows that CMCs are a means to support trust within online business activi-
ties. Pavlo and Dimoka [10] showed how the online feedback system of marketplaces 
(e.g., eBay) impacts the buyers’ trust in the seller’s benevolence and credibility, which 
are integral components of trust. Pavlo and Dimoka used manual content analysis of 
over 11,000 text comments to classify them into 5 categories: outstanding/abysmal be-
nevolence, outstanding/abysmal credibility, and ordinary. The results of the study 
showed that “text comments had greater impact on a seller’s credibility and benevolence 
than did crude numerical ratings” [10]. Hence, this form of computer mediated commu-
nication (i.e., online feedback) possesses a significant economic value as more buyers 
will implicitly trust online sellers that have greater outstanding feedback comments. 
These comments, as a result, contribute to the seller’s trustworthiness.  

To improve user’s trust in online systems, Pu and Chen [11] proposed the creation 
of organization-based explanation interfaces, i.e., interfaces in which the best match-
ing item of a product search is displayed at the top of the interface, with several alter-
natives alongside it. This kind of interfaces showed to be “highly effective to build 
users’ trust” in an online recommendation system [11]. The organization-based expla-
nation interface showed to foster competence-inspired trust in the buyer based on its 
easiness of use and its efficiency in comparing products. 

Both of these studies used different forms of CMCs to approach different aspects of 
trust building between customers and sellers within online commercial environments. 
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Our work differs from the above studies in that we focus on aiding trust building not 
only between customers and organizations but also among employees themselves, and 
between employees and their leaders. The analysis of computer mediated communica-
tions with automatic NLP methods and technologies is also a differentiating point of our 
work. As explained below, we draw from the factors of clearness of the contents in 
CMCs for trust building in organizations given by O’Bryan (1995) and trustworthiness 
defined by Mayer et al. (1995) [2, 12, 13, 15].  

2.2 Clearness of Communication Content 

Due to the significant increase in information, knowledge and network cooperation, 
globalization and CMC have changed the requirements for efficient trust building [7, 
8, 9]. In several studies, communication quality has been identified to influence trust 
building [2, 6, 8, 12]. Various communication quality attributes have been suggested; 
among them clearness, accuracy, currency, and credibility play an important role. The 
clearness of communication content, that was introduced by O’Brien (1995), implies 
that if the content of the communication is clear and precise to describe the issue at 
hand, then such content can foster a trusting relationship [13, 14]. We focus our atten-
tion on improving the clearness of communication as a means for building trust, as 
this characteristic can in itself contribute to the credibility of the parties involved. 

2.3 Trustworthiness 

Mayer et al. [15] considered positive expectation for other’s trustworthiness trait as a 
significant antecedent for trust and suggested three factors of trustworthiness: ability, 
benevolence and integrity. Ability is defined as “the group of skills, competencies and 
characteristics that enable a party to have influence within some specific domain”. 
Research has shown that perceived expertise is an essential and critical characteristic 
of the trustee (a party to be trusted) for trust [16, 17]. Benevolence is “a perception of 
a positive orientation of the trustee to the trustor (a trusting party), including inten-
tions, expressions of genuine concern and care, aside from an egocentric profit mo-
tive”. Characteristics of leaders, employees, and customers such as altruism, loyalty, 
and considering the subordinates’ needs and desires are all related to benevolence [18, 
19]. Integrity is the “perception that the trustee adheres consistently to a set of prin-
ciples acceptable to the trustor, such as honesty and fairness”. For example, the con-
sistency actions of leaders/employees, their credible communications and congruent 
actions with their words, along with the belief that the trustee has a strong sense of 
justice are influential features to perceive integrity [15]. TrustAider aims at improving 
these factors as detailed below. 

3 TrustAider  

The TrustAider model supports trust building in organizations by improving the clear-
ness and trustworthiness of communications with the help of NLP technologies. Figure 
1 describes the framework of TrustAider. As Figure 1 illustrates, the input data consists 
of an organization’s CMCs, for example, emails, instant messages, monthly reports, 
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decision reports, and texts published through social media sites. State-of-the-art NLP 
technologies will be integrated into TrustAider to detect several features of the input 
text and give writers feedback on three main areas: a) how to improve text fluidity and 
clarity as to become easy to understand for readers from different cultural backgrounds, 
b) how to make the text more positive, and c) how to make the key points of the mes-
sage more explicit so that it can be understood more effectively and efficiently. Using 
TrustAider, the content of the CMCs among leaders, among employees, between  
employees and leaders, and between organizations and customers will be clearer; the 
readers will understand the main ideas of a given message and the contributions of the 
sender easily. Hence, by improving the clearness of communication TrustAider can 
improve trust within organizations and help promote better e-leadership.  
 

 

Fig. 1. The framework of TrustAider 

3.1 Core Technologies of TrustAider  

Table 1 shows the relation between the factors of trustworthiness and clearness of 
communication content and the core technologies used by TrustAider. 

Content Analysis. Text fluidity can affect how easily a text is understood; the more 
fluid the connections between sentences are, the less memorizing is needed to under-
stand a given written message. Hence, text fluidity improves the clearness of CMCs 
and, in turn, helps trust building [2, 6, 8, 13, 14]. TrustAider incorporates text fluidity 
detection in its content analysis process in order to search for possible topic disconti-
nuities within and across paragraphs. Three levels of text fluidity will be used to as-
sess an input text [20]: a) High - a sentence is consistent with previous sentences; b) 
Low - a sentence is connected to a previous one, but the connection is through one or 

Internal organization environment 
Enhancing e-leadership 

NLP technologies 
• Sentiment analysis 
• Content analysis 
• Timeline analysis 
• Information extraction 

External business 
environment 

 

TrustAider - Enhancing 
trust 

• Between employees 
• Between employees 

and leaders 
• Between company and 

customers

Customers 

Employees Leaders 

Output - Clearer, friendlier, 
more efficient texts. Aiding 
trust building factors of: 

• Clearness 
• Ability 
• Benevolence 
• Integrity 

Input data – Computer Mediated Com-
munications 

• Emails, instant messages, decision reports, 
text in social media, etc.  
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more unconnected sentences, or the connection is only apparent at the very end of the 
paragraph; c) None - a sentence is not connected to any of the previous sentences, or 
there are paragraphs in between. 

TrustAider also uses automatic content analysis in the form of IE to mine key con-
cepts or features (keywords) in the input text that are related to the abilities and com-
petence of the trustees. Proficiency in technical areas of expertise and knowledge of 
scientific terms are example of such features. These key features are considered as 
important parts of the messages and are reused in the output message in a later stage.  

The style of the text is also analyzed via content analysis technology. Generally a 
piece of written text can be either formal or informal according to the type of expres-
sions it contains, e.g., passive voice is used more often in formal language style whe-
reas active voice is preferred by an informal style [21, 22]. Within a professional  
environment, the usage of a more formal language style to communicate with leaders 
could positively reflect on the competencies of a person.  

Table 1. Relation between trust building factors and TrusAider technologies 

Sentiment Analysis. Benevolence shows how trustees feel towards the organization 
they work for and towards their jobs. SA aims to process ongoing communications 
inside the organization, and determine the sentiment orientation or polarity of the 

Factor Technology Functions Desired Output Description 
Clearness of communica-
tion content 

Content 
analysis 

Text fluidity 
detection 

Fluidity level High, low, none 

 
Trustwor-
thiness 

Ability 

Extracting key 
concepts 

Summarized 

The length of text is 
shorter. Main con-
cepts are explicit. 
This saves the read-
ers’ time. 

Expression 
Formal 

Emphasis on formal 
expressions. 

Informal 
Emphasis on infor-
mal expressions. 

Benevolence 
Sentiment 
analysis 

Sentiment 
level 

Friendly 

Sentiment content is 
high. More senti-
ment words are 
suggested to users. 

Factual 

Sentiment content is 
low. None or less 
use of sentiment 
words. 

Integrity 

Timeline 
analysis 

Response time 
tracking 

Statistics and 
graphs 

Over a long period, 
average response 
time can be inter-
preted as an indica-
tion of the level of 
integrity in relation 
to work. 

Information 
extraction 

Excuse   
detection 

List and graphs 
based timelines 

How often are 
excuses detected?  
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messages. This can promote reaching mutual awareness between readers and writers 
[23], and can foster awareness of the current sentiment polarity of the text (posi-
tive/neutral/negative) and how this polarity could be changed in order to promote 
trust. In this manner leaders can be aware of the benevolence that the employees ex-
press in text as well as the benevolence express in the leaders’ communications. 
Through TrustAider the user can change the sentiment level of the communication to 
a friendly or to a factual level depending on the needs of the situation. 

Timeline Analysis. TrustAider will detect signs of the user’s integrity implicitly con-
tained in CMC messages. Integrity refers to trustees’ principles and accepted moral 
ethics, enabling organizations and leaders to believe in their employees’ honesty and 
the morality of their work [6, 15]. Here we consider the when and how a person re-
sponds to emails as signs of the level of their integrity, since this reflects the ethics of 
the workplace. By tracking the time when communications are answered, TrustAider 
can estimate work integrity, as this indicates the effort a person put in their work and 
how important their job is for them. 

Information Extraction. The fact that an employee or a leader tends to make excuses 
for late completion of assigned tasks also reflects on the person's ethics and can also 
signal a lack of work integrity [6, 15]. By extracting keywords and phrases that con-
tain excuses (e.g., “sorry, I forgot”, “it won’t happen again”, and so forth), TrustAider 
can detect excuses in text. Information extraction technology is also used during the 
process of content analysis to detect important keywords related to the competencies 
of a person, as explained previously. With a clear image of their people’s integrity 
and competencies toward the work they are assigned to do, leaders can make more 
robust decisions and trust can improve.  

3.2 TrustAider Architecture 

Figure 2 illustrates the architecture of TrustAider that we are currently implementing.  
An explanation to the TrustAider’s architectural components follows.  

 

Fig. 2. TrustAider architecture 
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Text-Based Communication Data. This component holds the TrustAider’s input. 
The system is designed to support text-based CMCs, hence, the input data can be  
any piece of written document written by the leader or the employee of a business  
organization. 

Preprocessing. This component holds a cascade of NLP algorithms used in order to 
understand the input text. The Sentence Splitter process segments documents into 
sentences to aid sentence-level analysis. The Tokenizer then separates the sentences 
into their basic constituents or tokens, such as words, numbers, symbols and punctua-
tion. A part-of-speech (POS) tagger then marks each token with its correspondent 
identification based on the token’s context. The POS tagger identifies tokens as, for 
example, nouns, verbs, adjectives, adverbs and so on. Finally, a morphological ana-
lyzer extracts the root and affixes of the identified tokens. The aim of the preprocess-
ing is to determine the role and the meaning of each token in respect to other tokens 
within a sentence. These morphologically tagged tokens will then be used during the 
content analysis process within the text analysis component. 

Text Analysis. This component holds the TrustAider technologies outlined in Table 
1.  During the text analysis process the following information is extracted: proper 
names (e.g., Human Resources, iPad, John Doe); person's title (e.g., manager, CEO, 
Mr., Dr., MBA, etc.); tasks (e.g., launching a new product or performing a market 
survey); phrases that contain excuses (e.g., “sorry, I forgot”, “it won’t happen again”); 
sentiment words (such as “good”, “bad”, used to infer the positive/neutral/negative 
polarity of the text); and sentiment intensity. The information extracted is then used 
by TrustAider core technologies as explained here.  

The timeline analysis, records explicit temporal information, such as the date when 
a computer-mediated communication (CMC) was sent or received, alongside the 
names of the sender and receiver. It also records implicit information through a time-
stamp: date of an event such as launching a new product, or time taken to complete a 
task, for instance submitting a survey report. Temporal expressions (TE), “the day 
before that”, “last quarter”, or “yesterday”, are used to describe the temporal location 
of a task. Using timestamps, tasks, events and detected excuses are placed on a time-
line, allowing temporal references to be automatically resolved. Latent semantic anal-
ysis (LSA) is used to carry out the content analysis of the input text. LSA looks for 
similarities between a set of documents (or sentences) as to analyze relationships 
among the members of the set. Since LSA gives a score for similarity, it is relevant to 
determine the fluidity and formality of the analyzed text. Based on this TrustAider is 
able to present appropriate synonyms candidates to specific words and phrases in 
order to increase the text fluidity and formality as required by the user. The sentiment 
intensity detection process implements a SA algorithm to identify the polarity (posi-
tive/neutral/negative) of words and phrases. The intensity of the sentiment is also 
ranked alongside its polarity, such as positive (+1 to +3), negative (-3 to -1), and neu-
tral (0). This ranking is based on a sentiment database composed of sentiment-bearing 
words and phrases. The process of summarization pulls out key information from the 
preprocessed text, such as tasks, events, proper names and titles. This key information 
is then reconstructed into syntactically correct sentences through the use of a lexical 
database containing word synonyms and semantic relations between different words. 
The information is then presented to the user in a more concise format. 
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The factors of trustworthiness and clearness of communication content are effec-
tively addressed by TrustAider as follows: 

(a) Clearness of communication factor: improving text fluidity and formality using 
LSA. 

(b) Ability factor: summarizing text and presenting its information in a more con-
cise and formal manner. 

(c) Benevolence factor: promoting benevolence-awareness as outlined by the sen-
timent intensity detection process. 

(d) Integrity factor:  as given by the timeline analysis of the input CMCs. 

Visualization. The TrustAider interface graphically presents the results of the input 
text analysis, showing the text fluidity and sentiment levels, along with the text ex-
pression type (i.e., formal/informal). Once a text is thus analyzed, TrustAider can 
provide guidance on how to improve it, as to convey the desired level of trust. For 
example a user may wish to change the sentiment level of the text or increase its 
fluidity. When interacting with TrustAider, users can choose a function on the inter-
face (e.g., text fluidity, sentiment level, excuse detection) and a desired output type 
according to their needs. Additionally, the text processed through a function in the 
interface can be processed again through a different function recursively. For example 
after analyzing the fluidity of a text, the user may want to analyze the text again this 
time looking at the sentiment level of the message, and so forth.  

4 Use Case for TrustAider 

Let us reflect on an organization in which thousands of email messages are being 
exchanged daily between the leaders and the employees, and among the employees 
themselves. Employees send work reports to their supervisors; supervisors inform 
managers of their progress; and major results are sent to the company's CEO. It is 
well documented that the tone of the communication at each level of the organiza-
tion’s hierarchy is different, and that every day a significant amount of working time 
is spent on how to make an email or report more easy-to-understand for the leaders or 
the co-worker [24]. TrustAider can improve this situation in several ways. For exam-
ple, when an employee wants to send a piece of CMCs to her supervisor, she writes 
the message and then processes it through TrustAider. Figure 3 shows the processes 
flow of TrustAider for a given written text. 

Let us consider a hypothetical message: “Hello Mr. Martinez. Work on the report 
file is done. This month we did more sales. We had problems in the marketing section 
because of the art department. We didn't have creative designers. We have to get 
more money for our section to hire more people. Complete report file is attached.” 

Here, to simulate the TrustAider system interface, functionality and behavior we 
used already built individual tools. These tools are not yet integrated into one single 
system, but their output analysis have been cascaded to demonstrate the TrustAider 
workings. After the text analysis, TrustAider will be able to conclude that the above 
message has an overall negative sentiment and that it contains elements of informal 
language (Figure 4). 
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Fig. 3. The process flow of TrustAider 

 

Fig. 4. Example of a TrustAider input text analysis. The fluidity levels were generated by the 
SWAN system [20]; the sentiment analysis result was given by SentiStrength (http:// 
sentistrength.wlv.ac.uk/); and the formality was evaluated based on a word  
list [25] 

TrustAider could improve this example by increasing its formality and fluidity 
whilst preserving the intended meaning. The message given in Figure 5 is a candidate 
output. As this figure illustrates, the meaning of message remains the same, however, 
through content analysis, the style of the language has been changed to a more formal 
and factual one. The words due (to), lack (of) and budget were manually chosen from 
a formal language glossary [25] and are replacing the informal phrases because (of), 
didn’t have and get (more money). The sentiment of the message, although not direct-
ly modified, has been positively improved by omitting straightforward negations (i.e., 
didn’t) and replacing the introductory greeting Hello with Dear. This creates a mes-
sage that is formal, charged with a more positive tone. Content analysis also helps 
TrustAider to establish semantic relations between different words and sentences 
which can be joined together. For instance, TrustAider may conclude that the two 
sentences containing the keywords report files are referring to the same subject, and 

 

From: John Doe 
To: Manager Smith 
Subject: report file 
Sent: Friday, March 26, 2010 9:11AM 

Hello Mr. Martinez. Work on the report file is done. This month we did more 
sales. We had problems in the marketing section because of the art department. 
We didn't have creative designers. We have to get more money for our section 
to hire more people. Complete report file is attached. 

Fluidity level: 
 

High Low None 

Expression: 
 

Formal Informal 

Sentiment: 
Positive +1 Positive +2 Positive +3 

Negative -1 Negative -2 Negative -3 

Neutral 0 Timestamp:  
March 2010 
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that connecting them through the grammatical conjunction and could lead to a con-
cisely summarized text. This leads to a message that has clear and explicit key points, 
making its content more easily understood and its meaning efficiently delivered. The 
timeline analysis, in turn, clarifies temporal expressions within the input text. With 
the reference frame set to the date of sending the email, for this use case the time-
stamp will be given by the sentence: “Work on the report file is done. This month we 
did more sales” (Timestamp: March, 2010).The fluidity level analysis, sentiment 
intensity detection, expression style and timeline analysis are automatically performed 
by the corresponding system's components. Currently we are developing the automat-
ic summarization component of TrustAider, the output here is a manually simulated 
candidate.  
 

 

Fig. 5. Example of a TrustAider improved output. The fluidity levels were generated by the 
SWAN system [20]; the sentiment analysis result was given by SentiStrength (http:// 
sentistrength.wlv.ac.uk/); and the formality was evaluated based on a word  
list [25]. 

The timeline will show the activity of the person indicated in the average response 
time. Using this information, the person's integrity can be assessed [6, 15]. It is worth 
noting that the process of improving a piece of written text as shown here is an inter-
active one: while the core processes of TrustAider are automatically performed, the 
user has ultimate control in deciding the shape of the final output. TrustAider can 
assist improving the text’s language style among other features; however the user 
should lead each stage of the process. We have demonstrated with this use case Trus-
tAider’s functionality to improve the text fluidity, to make it more positive, and to 
clarify its key points. 

We have observed that TrustAider can identify the text fluidity and sentiment  
polarity in an acceptable level comparing to the results of manual work. But for de-
tecting the excuses and expression styles, the performance need be improved. The 
expectations for TrustAider from the user’s perspective, the user interface can be 
designed more friendly. The results could be reported in other formats than the way 
demonstrated in this case. 

 

From: John Doe 
To: Manager Smith 
Subject: report file 
Sent: Friday, March 26, 2010 9:11AM 

Dear Mr. Martinez. Work on this month's report is done and you can find the 
file attached to this mail. We had some problems in our section, due to lack of 
creative designers, which could be solved should we have a larger budget for 
such purposes. 

Fluidity level: 
 

High Low None 

Sentiment: 
Positive +1 Positive +2 Positive +3 

Negative -1 Negative -2 Negative -3 

Neutral 0 

Expression: 
 

Formal Informal 

Timestamp:  
March 2010 
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Although the system integration needs further development, in the kind of situa-
tions depicted in the above case study the TrustAider architecture successfully identi-
fies the text fluidity and sentiment polarity of the input text. Hence, TrustAider useful 
feedback can lead to improvement in the clearness of communication content as indi-
cated in the text fluidity; the ability as perceived by the writing style of the user; and 
the benevolence-awareness as indicated by the sentiment intensity of the text.  

5 Conclusion and Future Plan 

We have outlined TrustAider, a system for enhancing trust in e-leadership through the 
use of various natural language processing technologies. We showed that by combin-
ing content analysis, sentiment analysis, information extraction and timeline analysis, 
TrustAider is able to efficiently analyze and suggest improvements to computer  
mediated communications. These improvements target to enhance the clearness of 
communication and the three factors of trustworthiness: ability, benevolence, and 
integrity. We have discussed the TrustAider’s general framework and system archi-
tecture, and also have explained how NLP technologies can be implemented to  
improve trust building in e-Leadership. We also demonstrated via a use case how 
TrustAider could benefit trust building within a business scenario. 

Our ongoing work on TrustAider involves finalizing the integration of a fully func-
tional system and evaluating it in more varied business environment situations. Ethi-
cal use of TrustAider will require transparency within the organization, that is, all 
users should be aware of TrustAider’s functions and capabilities.   
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Abstract. This study addresses stakeholder perceptions in Platform as a Service 
(PaaS) ecosystems. Inherent in the platform strategy is dependence between 
those stakeholders that own the platform and those supplying the added 
functionality. This is investigated through an in-depth case study of a one ERP 
Vendor’s implementation of a platform strategy. Through employing the 
technology of app stores, the vendor intends to shift from delivering software as 
a service (SaaS) to PaaS. The study identifies and discusses relational issues 
impacted by the new business model emerging from the platform strategy. The 
results show that the introduction of a platform strategy brings with it the threat 
of restructuring the business model and power relationships nested in the 
ecosystem.  This is discussed from a platform governance perspective.  

Keywords: ERP, Platform strategy, App store, PaaS, Business model, 
Governance. 

1 Introduction 

As noted by Martens and Hamerman (2011), the market for packaged software has 
been under transition since the introduction of cloud-based delivery models. Vendors 
of monolith solutions, such as SAP and Oracle are experiencing pressure from smaller 
vendors, offering products with a more narrow functional scope (Magnusson et al, 
2012). The mantra of these challenging vendors is criticizing the one-vendor policy, 
advocating a best-of-breed strategy, fuelled by technological developments within 
cloud computing for off-site hosting and dynamic sizing (Böhm et al, 2011).   

With this technological development comes a decrease in integration cost, and, 
new business models such as cloud service brokerage (CSB), software as a service 
(SaaS), integration as a Service (IaaS), and, platform as a Service (PaaS) (Ghormley, 
2012). The latter of these models (PaaS) is reported having a particular allure to 
vendors of ERP and CRM systems (Ku and Cho, 2011). With the commercial success 
of mobile platforms such as Apple’s AppStore, Google’s Android Market and 
Blackberry’s AppWorld, vendors from the packaged software industry have vamped 
their efforts to explore the “app store” potential. Examples such as AppExchange 
from Salesforce.com and Marketplace from Lawson show an emerging trend where 
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vendors of packaged software are moving towards becoming PaaS actors, often 
through the creation and control of a marketplace for platform related apps (Nambisan 
and Sawhney, 2011; Ghormley, 2012; Kim, Kim and Lee, 2010; Martens and 
Hamerman, 2011).  

Despite the strong stream of research within packaged software (Grabski et al, 
2011; Sarker et al, 2012), there has so far been only a limited amount of literature 
addressing issues related to app stores and platform ecosystems (see Gawer and 
Cusumano (2002) and Burkardt et al (2012) for notable exceptions). The objective of 
this study is to add new insight to the phenomena of app stores for packaged software. 
This objective will be guided by the following research question: 
 
Which differences among stakeholder’s perceptions of optimal governance can be 
found in a PaaS ecosystem? 
 
The central contribution of this study is an empirical identification of differences in 
perception between two categories of stakeholders in the platform ecosystem 
(Vendors and Partners) in terms of the optimal settings of governance. The remainder 
of the paper starts with a review of previous studies related to the areas covered in this 
paper. After that, we present the method and theoretical framework (§3), followed by 
the results (§4) and a discussion of the findings (§5). 

2 Previous Research 

2.1 From ERP systems to Platform as a Service 

Packaged software have since the mid 1990’s become commonplace components in 
business infrastructures (Grabski et al, 2012). Despite the many drawbacks reported from 
implementations gone wrong (Davenport, 1998; Carr, 2003; McAfee and Brynjolfsson, 
2008), the market continues to grow with 7% per year (Montgomery, 2012).  

During the past couple of years, there have been numerous indications that the 
market for packaged software is fundamentally changing. With the rise of alternative 
delivery models such as SaaS and other notions related to cloud computing 
(Ghormley, 2012; Schenk and Guittard, 2009), industry analysts such as Gartner and 
Forrester expected the market to experience a radical shift during the end of the first 
decade in the 21st century (Magnusson et al, 2012). Traditional ERP and CRM 
models have included on-site installations and substantial configuration initiatives, 
often making implementations of these systems cumbersome and lengthy. With the 
rise of a model for packaged software delivered via the Internet, according to a pay-
per-view logic of services, the traditional business model of the mega-vendors (SAP, 
Oracle and Microsoft) was under pressure from smaller, more adaptable players 
building directly on the emerging technological platform (Magnusson et al, 2012).  

According to Weinhardt et al (2009), one of the major trends currently impacting 
the ERP market is the shift to services and the re-building of traditional ERP vendors 
into PaaS actors. Instead of controlling the development of functionality in-house, the 
vendor creates and distributes a development platform and incentive programs for 
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enticing independent software vendors (ISVs) to create functionality through a 
process of open innovation (Ku and Cho, 2011; Kim, Kim and Lee, 2010; Nambisan 
and Sawhney, 2011). Functionality from ISVs is then made available to the PaaS 
customer, most commonly through some sort of a marketplace. Within packaged 
software, Salesforce.com’s AppExchange was the first of these marketplaces to be 
acknowledged as successful (Nambisan and Sawhney, 2011; Zittrain, 2009).  

2.2 App Stores for Packaged Software Ecosystems 

Through an initial review of the available research, we have identified three main 
dimensions of app stores. The first dimension identified in the literature is related to 
differences in functional core. Here, the app stores are either intended for the 
distribution of additional functionality for mobile devices or packaged software. For 
mobile devices, the level of integration between the app (added functionality) and the 
devise (functional core) is minimal, primarily focusing on accessing GPS positioning 
and other hardware related functions. Here, we see examples such as the Apple 
iTunes Store, Google’s Android Market, RIM’s BlackBerry App World and 
Microsoft’s Windows marketplace for Mobile (Martens and Hamerman, 2011).    

For packaged software, the level of integration between the app (added 
functionality) and the packaged software (functional core) varies, from configuration 
packages changing both the business logics layer and the data model, to third-party 
integration of f.i. Google Maps for viewing data through geo-tagged visualizations 
(Dilla et al, 2011). With the majority of packaged software solutions being delivered 
through cloud-based technology, the addition of an app to the software is handled 
directly on the server side by automated installation. Here, we see examples such as 
Salesforce.com’s AppExchange, Netsuite’s SuiteApp and Lawson’s Marketplace 
(Martens and Hamerman, 2011).   

In addition to this categorization of the intended “backbone” of the apps (Mobile 
Device or Packaged software), the scope of control for app stores constitutes the 
second dimension of categorization. According to Willis et al (2011), app stores may 
be either private or public. Private app stores are secluded from the general populous, 
and f.i. gives organizations the possibility of controlling which apps are made 
available in the corporate environment. The public app stores are not controlled in the 
same manner, but allow the users full access to all types of apps accepted for 
publication in the marketplace.  

The third dimension refers to the intended customer of the app store. Public app 
stores for mobile devices such as Apple’s App Store and Google’s Android Market 
focus on the consumer (end-user) as a customer. This strategy of consumer-oriented 
deployment is highlighted as problematic for app stores with packaged software as the 
functional core. With the functionality often being critical for business and prices 
being relatively high (when compared to the mobile consumer oriented app stores), 
user rights related to who may buy apps from a packaged software app store are often 
restricted (Martens and Hamerman, 2011). Hence, we see a differentiation between 
app stores directed towards consumers versus corporate decision makers. Table 1 
summarizes the dimensions found in the literature. 
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Table 1.   Dimensions and categories of app stores 

Dimension Category 1 Category 2 

Functional core Mobile device Packaged software 
Scope of control Public Private 
Customer Consumer Corporate 

2.3 Mechanisms of App Store Governance 

There have throughout the years been numerous additions to the development of 
theory directed towards understanding governance of interorganizational 
collaborations such as app stores. These collaborations have been investigated 
through forms such as joint ventures, strategic alliances and business-to-business 
alliances to name but a few. The rationale behind these studies lies in the reported 
increase in the importance that these constellations have for business (Ghosal, 1987; 
Harrigan, 1987; Prahalad and Ramaswamy, 2004). The diverging point between 
traditional, intra-firm governance and the governance of inter-firm character have 
been an accentuation through a lower degree of control and an increase of uncertainty 
(Osborn and Baughn, 1990). This in turns leads to the necessity for alternative takes 
on governance, with an increased focus on new means for securing control under 
uncertainty (Harrigan, 1988).  

The literature surrounding interorganizational governance encompasses a multitude 
of different theoretical perspectives such as the Resource Based View, Transaction 
cost economics and Agency theory (Williamson, 1974). Through a systematic review 
of the literature (included in the EBSCO database from 1999 to 2012) on 
interorganizational governance, we have created a composite conceptual framework 
to aid the future research process. The framework is presented in Figure and Table 1, 
and is organized into three areas of governance (resource, organization and 
technology), each with three mechanisms identified in the literature as relevant and 
important. We will refrain from going into detail about each of the identified 
mechanisms. 

 

 

Fig. 1. Proposed tentative framework for App Store governance 
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Table 2. Description and operationalization of framework 

Mechanism Definition 1 3 5 
Price Price per app Low mean 

price (10€) 
Medium 
mean price 
(500€) 

High mean 
price (1000€) 

Revenue  Distribution of revenue 
among stakeholders 

All to 
developer 

Mix All to seller 

Market  Size of the market Low number of 
Apps (50) 

Medium 
number of 
Apps (600) 

High number 
of Apps 
(1200) 

Responsibility Distribution of 
responsibility between the 
stakeholders 

Vendor Developer Seller 

Ownership Distribution of ownership 
between the stakeholders 

Vendor Developer Seller 

Control Bureaucratic control of 
the marketplace 

Trust Mix Contracts 

Accreditation Accreditation control over 
ISVs and other partners 
who wish to make their 
functionality available 

Trust Mix Contracts 

Platform Control over the 
development platform 

No required 
platform 

Mix Proprietary  
by vendor 

Scope Size of apps delivered 
through the marketplace 

Small chunks 
of  
functionality 
(internal 
calculation) 

Medium 
chunks of 
functionalit 
y (Third 
party 
integration) 

Large chunks 
of 
functionality 
(verticals) 

 
This operationalization will be used as a basis for investigating and describing the 
different stakeholders perceptions of optimal governance as found in the empirical 
material. 

3 Method 

3.1 Empirical Selection 

In mid 2011, we were contacted by an ERP vendor concerning a joint research 
project. The research project would be directed towards understanding the effects of a 
current innovation initiative that the ERP vendor was working on. This initiative 
involved the creation of a vendor-owned on-line marketplace for apps, i.e. in this 
context standardized packages of ERP functionality intended for end-user 
procurement. In the beginning of 2012 the project was approved funding from a 
government agency, and the project was initiated in February 2012.   
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The ERP vendor (SMErp) is the largest ERP vendor in Sweden within the SME 
segment. The firm has existed since 1992 and has an installed base of 5.000 
customers. SMErp follows the traditional ERP business model with a selection of 
partner organizations controlling the customer interaction and sales.  They have a 
partner structure where partners become certified by the vendor in order to achieve 
partner status. There are 10 larger partners, constituting 85% of the complete SMErp 
market. In addition to this, there are 10 smaller partners, constituting the remaining 
15% of the market.  

For the empirical selection, the research project initiated discussions with informal 
representatives from the various stakeholders to identify potential interview 
respondents. This resulted in a list of 20 individuals (7 SMErp, 10 Partner, 3 
Customers).     

3.2 Data Collection 

Throughout the spring of 2012, a series of 20 interviews were conducted with 
representatives from the vendor’s ecosystem. With the change identified as impacting 
both partners, potential IPOs and customers, these were also included as respondents. 
The interviews were of a semi-unstructured character, resting solely on three 
questions (previous, current and future states) and a short introduction by the 
researcher. Following inspiration from Silverman (2010) and McCracken (1988), the 
researchers refrained from promoting terminology that may have been construed as 
value laden throughout the interview. Instead, the respondent was left relatively 
uninterrupted but for interruptions from the researchers asking the respondent to 
clarify or exemplify.  

All interviews were sound-recorded and transcribed, and handled with the 
appropriate confidentiality. Provided the delicate nature of the new initiative, we were 
adamant in establishing the independence of the research group from all involved 
stakeholders. Provided that one of the intended outputs from the research project was 
specified as design input for the configuration of the new business model, this 
required substantial planning.  

In parallel with the interviews, the research group gathered documentation related 
to the current business model and initiative. This included minutes from internal 
meetings, presentation material from partner gatherings and project documentation.    

3.3 Methods of Analysis 

Using inspiration from Sarker et al (2012), the analysis involved focusing on the 
dimension of governance mechanisms in relation to value cocreation. Governance 
mechanisms were operationalized in line with Sarker et al (ibid), and expanded to 
encompass aspects commonly related to the field of management accounting. The 
rationale behind this was to infer additional aspects that could aid in answering of the 
research question.  
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Having established the theoretical framework (see section 2), all interviews were 
read and re-read by the research team in order to categorize the responses into the 
analytical categories. In addition to the inductively created categories, particularly 
interesting aspects found in the interviews were discussed within the research team, 
leading to a further development of the theoretical framework.  

4 Results 

Given the limitations in size for this publication, we have chosen to present our results 
in a summarized form in three parts. First, the view of the vendor is presented, 
followed by the view of the partners. This is in turn followed by a brief gap analysis 
of the differences in perception between the two stakeholders. 

4.1 SMErp’s View of Optimal Configuration and Governance 

Table 3. Vendor view of optimal configuration and governance 

Mechanism Value Description 
Price 1 The price per app should be low in order to decrease price-

related barriers for new functionality. In addition, the cost for 
building the app is taken by partners, making it difficult to 
argue for a large revenue-share from the app to the vendor. 
Since low or no revenue goes to the vendor, a low price is not 
difficult to accept since it provides value to the customers. 

Revenue 3 Revenue should be shared fairly between the developer- and 
selling partners of the app. Depending on the uniqueness of 
the knowledge embodied in the app, a larger portion may 
naturally belong the developing partner. 

Market 5 The market should be as big as possible with a large number 
of apps available. This will build a critical mass and attract 
new customers. 

Responsibility 3 Responsibility over the apps should reside with the 
developing partner.  

Ownership 5 Ownership of the app should reside with the developing 
partner. 

Control 5 Bureaucratic control should be mixed, with a combination of 
contracts and cultural control through trust.   

Accreditation 3 Mixed feelings from the vendor, good with many app-
developing partners, also good with high quality-assured 
work. 

Platform 5 The platform for building and publishing apps is the heart of 
the system and must be kept under strict control by the 
vendor.  

Scope 4 The apps should contain large amounts of packaged industrial 
knowledge and provide a significant shortcut to non-trivial 
functionality for the customer 
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4.2 The Partners’ View of Optimal Configuration and Governance 

Table 4. Partners’ view of optimal configuration and governance 

Mechanism Value Description 
Price 3 The price per app should be in correlation with the 

effort of producing it and the scarcity if industrial 
knowledge packaged in the app. 

Revenue 3 Revenue should be shared fairly between seller and 
developer. 

Market 2 The market should be limited since only a certain type 
of functionality is suited to be distributed in this form 
(see Scope) 

Responsibility 4 The responsibility of an app should always reside with 
the seller. Regardless of who built the app, it must be 
“washed” and adapted by seller before it can be 
implemented and used by the customer 

Ownership 1 Ownership of the app should follow the responsibility 
and reside with the seller. 

Control 1 The marketplace benefits from a low degree of 
bureaucratic control, free for the partners to use 
according to business-opportunities and commercial 
arrangements and partnerships. 

Accreditation 5 In order to contribute to the marketplace, there should 
be high requirements for accreditation. This will 
ensure high quality and absence of “ugly hacks” done 
by less serious actors. 

Platform 4 It is important to have a strong commitment and 
ownership of the platform in order to ensure a 
continuous development and expansion of 
functionality. This responsibility is a part of the overall 
ERP platform strategy and naturally belongs to the 
vendor. 

Scope 2 Partners will use the platform as a basis to systematize 
and structure all types of customizations. However, 
they will only package and distribute smaller 
customizations in the public marketplace. This may 
change if revenue, ownership and responsibility 
aspects are more inline with their preference. 

4.3 Diverging and Converging Interests in the Paas APP Store 

As seen in Figure 2, there are several aspects of governance that may be seen as 
problematic due to little or no convergence between vendor- and partner preferences. 
Market, Ownership and Control diverge between optimal configurations for the 
investigated stakeholders in the software ecosystem. In addition to this, revenue 
distribution was not regarded as problematic, with both the vendor and partner 
organizations sharing the same ideas about optimal configuration. We will address 
these findings in more detail in the section below. 
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Fig. 2. Differences between vendor and partner perceptions 

5 Discussion and Implication 

In this study, we highlight three implications related to research and two implications 

related to practice.  

5.1 Implications for Research 

The first research implication relates to the methodology applied when developing the 
model for app store governance. Despite the work still being in an early stage, we 
believe that the methodology may be used as inspiration when furthering the 
knowledge of visualization and operationalization that was started by Sarker et al 
(2012). We believe a continuation in this direction will further the understanding of 
app store governance for packaged software ecosystems. 

Our second implication relates to the value cocreation and distribution within the 
ecosystems as such. Our study illustrates a gap between vendor, partner and end user 
that showing a sub-optimization of the platform. Further research towards open 
source, and open innovation processes (Chesbrough, 2003) may lead to insightful 
insights and a further understanding of this gap and how it affects IT-governance of 
the platform.   

The third implication for research relates to the overall standardization maturity 
of the ecosystem, the willingness to join up and collaborate under a predefined set 
of rules and regulations in order to reach mutual success. As software is 
increasingly commoditized, also the service offerings surrounding the IT artifact 
follow the same path of evolvement and development (Davenport, 2005; and 
Osterwalder, 2011). We believe that the commoditization of services surrounding 
IT-driven platforms is a future context for study in order to further the 
understanding of platform governance.   
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5.2 Implications for Practice 

The first implication directed towards practitioners is the identified areas of conflict 
between the vendor and the partners. The identified main areas are Market, 
Responsibility and Control. These areas should be given substantial attention in the 
governance of platform ecosystems. They are all examples of areas where potential 
conflicts may arise if the governance structures are not adequately place. Looking at 
these three areas, we consider Responsibility to be the most pressing area. Packed 
software comes from a tradition of long lifecycles where it is easy to identify 
responsible stakeholder. This tradition is being challenged in the core by IT driven 
platforms enabling looser relationship between developers, market makers, integrators 
and end users. As the complexity of the apps increase, so do their potential value, but 
also the necessity as such from the software, towards system critical functions and 
features. The ERP app store owner must make it exceptionally clear who bears what 
responsibility for app-code in use. 

The second implication for practice is acceptance and awareness of the dual 
market; one the one hand, the market is the Apps offered by the ERP partners towards 
users of the ERP system. In this case, it is packaged code following an accepted 
standard that has been developed and offered under market the positive influence of 
open market competition. This warrants a high quality, adoption and relevance of the 
attractive apps and a natural exclusion of the not so popular. The secondary market 
that we have found in our study is the inter- and intra partner market that comes from 
packaging added functionality and configurations into apps, ready for distribution 
within and between the partners themselves. In a first wave, this involves the 
increased level of knowledge sharing among and between partners. In the second 
wave, one that is not yet reached, it creates the necessary prerequisites of a potential 
ecosystem of open innovation for the partner network. New ideas could be quickly 
diffused and the network of certified consultants, through bidding and bartering, could 
handle calls for new innovations.  

6 Conclusions 

According to the findings of this study, PaaS ecosystem stakeholders display both 
diverging and converging ideas about optimal governance of app stores. While they 
see the distribution of revenue as rather un-problematic and do not differ in their 
views of what the optimal governance is, issues related to ownership, market size and 
control are more problematic. Here, the interests are seen to diverge, making them 
potential areas of conflicts that need to be addressed in the configuration of the app 
store governance. This study contributes to the emerging field of research on app 
stores for packaged software through both the development of an operationalization of 
platform governance and an empirical identification of which aspects of said 
governance could be seen as sources of potential conflict.  
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6.1 Directions for Future Research 

We see two future projects as viable given this first brief excursion into our case and 
material. First, a further focus on cocreation of value in platform ecosystems. This 
project would involve additional analysis of our conducted interviews, using 
inspiration from Sarker et al (2012) and their study on cocreation of value within 
packaged software ecosystems. Second, a further focus on the diffusion of ideas, 
tracing the app store initiative throughout the ecosystem inspiered by (Czarniawska 
and Sevon, 2005) and (Lounsbury, 2008).  
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Abstract. A university is an entity in the global educational and re-
search community that collaborates with other entities executing joint
programs and participating in common projects. In order to succeed in
theses activities the university should have a clear understanding of its
research results and ways to find the research partners. This is especially
important for the Ukrainian scientific community. This paper presents
a business model that is based on the scientific collaboration networks.
We apply the business model to the educational scientific complex “Insti-
tute for Applied System Analysis”. The case study reveals the scientific
schools of the institute and presents possible collaborators for the future
projects.

Keywords: Business model, research analysis, scientific collaboration,
social networks.

1 Introduction

A university is an institution working in the research and education areas, in-
cluding obtaining new knowledge on various subjects, spreading and applying
this knowledge, and granting academic degrees. In this paper, we study only the
research aspects of the university, including scientific collaboration, and omit its
educational activities.

The research activities of the university are sponsored by the government or
funded through participation in various grants and commercial projects. It is
often the case that obtaining the funds is easier if the university applies for
them together with some other institutions, or sometimes a specific setup of
the scientific collaborations is required (e.g., a grant-holder from the European
Union for an EU-grant). Therefore, the university has to find a research partner
with a common research interest that would like to jointly participate in a re-
search/commercial project. Moreover, the search question is currently important
for the Ukrainian scientific society that has still quasi closed nature. Though,
the Ukrainian institutions have original and interesting research results, but due

W. Abramowicz (Ed.): BIS 2013, LNBIP 157, pp. 50–61, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Business Model for Analysis 51

to the historical reasons, they are not very well known in the international scien-
tific community. For achieving the satisfactory results of the partner search, the
university should have a clear understanding of its research interests, scientific
results, and the scientists that stand behind these results. This identifies two
research questions investigated in this paper.

Q1. How to analyze the research results of the university?
Q2. How to find research partners for the scientific collaboration?

We base our investigation on the papers published by the scientists from the
university under research. The answer to the both research questions is given
in a form of the university business model. This business model utilizes the
systems theory [20]. The constituents of the business model are the scientific
collaboration networks defined by the publications [23]. The case study of the
educational scientific complex “Institute for Applied System Analysis” (IASA)1

shows the validity of the proposed business model.
The scientific collaboration network using co-authorship or co-citation in the

published papers has been discussed in the literature for quite some time [21].
Modern studies look into different aspects of these networks such as their struc-
ture [18], and the behavioral patterns of the authors [12]. The researchers also
study the effects of the collaboration resulting in increase of citations [10], or
the productiveness of the scientists [1,22]. The finding of the possible collab-
oration partners could be achieved through a directed search in the scientific
collaboration network [7,26]. However, existing search mechanisms put some re-
quirements either on the structure of the networks (such as connectedness [7])
or require some additional information from the authors (such as a well-defined
profile [9]). We get round these requirements by mining the keywords, and using
the keyword-based similarity search for the specific research interest.

This paper is structured as follows. Section 2 defines the core definitions used
to analyze the research and scientific collaboration. Section 3 describes the uni-
versity business model, while Section 4 presents a case study of the IASA business
model. Section 5 concludes the paper.

2 University Research and Scientific Collaboration

Typically the scientists report the results of their research by means of published
papers. Each scientist has an established research interests (area of expertise
or neighboring areas). In this paper we consider the research interest to be
expressed as a word or a word combination. The existing research interests of
some domain are structured in the appropriate scientific classifications [3,2,25].
The research interest can be defined more precisely as a set of keywords. Such
keywords are often found in the scientific publications, and form a part of the
publication’s metadata [11]. Apart from that, the keywords can be also provided
by the scientist as a description of his/her research.

1 http://iasa.kpi.ua/

http://iasa.kpi.ua/
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The scientific collaboration is established based on the shared research inter-
ests. A scientific collaboration is a human behavior among two or more scientists
that facilitates the sharing of meaning and completion of tasks with respect to a
mutually-shared superordinate goal and which takes place in social contexts [23].
In this paper, the scientific collaboration is also regarded on the institutional
level (i.e., between institutions), though in reality such collaboration is carried
out by the individual scientists. We consider a scientific collaboration between
the group of scientists to exist, if there is a publication co-authored by them all.

Existing scientific collaborations in the university determine its scientific
schools. The scientific school is a group of scientists from the same university
running a scientific collaboration for the sufficiently long time, and have achieved
distinguishable results from this collaboration [16].

The properties of the scientific collaborations can be studied by means of the
complex network, namely the scientific collaboration network (SCN) [18]. The
SCN is a group of scientists participating in scientific collaborations.

3 University Business Model

3.1 Definition of the Business Model

There are multiple definitions of the business model [29,6]. In this paper we con-
sider a business model to describe the rationale of how an organization creates,
delivers, and captures value [19], and use the concept of the business model based
on the notion of a system [20]. The system S = (E,R) is defined as a structure
containing a set of entities E and a set of relations R ⊆ En between these en-
tities. There is a synergy effect between the entities that causes new features of
the system. Such features are not provided by the set of disjoint entities.

The system, its entities and relations have some features. The feature is a pair
f = (k, v), where k is a definition of the feature, and v is its value for a given
system, entity or relation. The values of k and v are not limited to a particular
notion or domain, and depend purely on the system under consideration and the
problem being solved.

Based on the features of the system, a view on the system S is defined as
a transition function P : (S, F ) → (E,R), where F is a set of features. The
system is split into entities based on the selected features, and all the entities
have pairwise different values of these features.

Finally, the business model can be defined as a system derived from the enter-
prise. The entities of this system are the views on the enterprise that are defined
by the selected features. So, the business model BM(S) for the enterprise S is
a system, whose entities pi are the views on the enterprise based on the subset

F
(i)
BM of the enterprise’s features FS :

BM(S) =
({

pi = P
(
S, F

(i)
BM

)
|F (i)

BM ⊆ FS

}
, RBM

)
(1)

The views of the business model are conceptualizations. They only define enter-
prise’s entities and relations between them in a formal way, but don’t show their
essence. In this paper we use complex networks to implement the views.
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3.2 Application of the Business Model to the University

The goal of the university business modeling is to answer the research ques-
tions stated in Section 1. They form the requirements for the university business
model.

Q1. The business model should present the scientists of the university, results of
their research, and their scientific collaborations during the specified period
of time. The business model should also identify existing scientific schools of
the university and show their main research interests.

Q2. Based on the selected research interests of the university, the business model
should present a set of educational and research institutions working in the
same area, i.e., having the same or similar research interests. These insti-
tutions form a scientific community of the university. There might be in-
stitutions among them that already run a scientific collaboration with the
university. All the others are possible new contacts for the future collabora-
tion. They define a targeted scientific community of the university.
The business model should show both the institutions and the scientists from
the (targeted) scientific community.

These requirements determine the views in the university business model on the
following: the university, the scientific community, and the targeted scientific
community. In terms of (1), the university business model is (S is the university)

BM(S) = ({p1, p2, p3, p4, p5} , RBM )
RBM = {(pi, pj)}, (i, j) ∈ {(1, 4), (1, 5), (2, 4), (2, 3), (3, 5), (4, 5)} (2)

Figure 1 shows this business model, its views, and the relations between them.
The views are depicted as squashed rectangles, relations are solid lines con-
necting them. The dashed lines represent an existence of the common research
interests between the scientists from the university under study and the scien-
tists/institutions in the scientific community.

The university business model uses the following features to separate its views:

p1 : {fs, fc}

p2 : {fi, fc}p4 : {fi, fc, fri}Scientists of
the university

Institutions of the scientific community:      and

p5 : {fs, fc, fri} p3 : {fs, fc}

Scientists of the scientific community:      and

p2 p4

p3 p5

Fig. 1. University business model defined by equation (2)
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– fs with the definition “scientist” to determine the individual scientists par-
ticipating in the scientific collaborations

– fi with the definition “institutions” to determine the individual educational
and research institutions participating in the scientific collaborations

– fc with the definition “collaboration” to identify the scientific collaboration
between the scientists, and represent them as the relations of the view

– fri with the definition “research interest” to represent the research interest
of an entity in the view

– fl with the definition “location” to separate the entities of the university
under study from the entities in the (targeted) scientific community

Views. The view p1 ≡ P (S, {fs, fc}) = (E1, R1) defines the university itself,
namely, the scientific collaborations in the university. The entities of this view
are the scientists working in the university, and the relations between them
represent the collaborations. For all entities in this view, the following relation
must hold ∀e ∈ E1 : fl(e) = “university”. This view is built to tackle the research
question Q1.

All the other views in the university business model provide different repre-
sentations of the scientific community. The view p2 ≡ P (S, {fi, fc}) = (E2, R2)
formalizes the institutions, and the view p3 ≡ P (S, {fs, fc}) = (E3, R3) shows
the scientists in this community. Finally, the views p4 ≡ P (S, {fi, fc, fri}) =
(E4, R4) and p5 ≡ P (S, {fs, fc, fri}) = (E5, R5) narrow down the views p2 and
p3 correspondingly using the research interests of the university. They define
the targeted scientific community. Structurally, these views are derived from the
views p2 and p3, so that E4 ⊆ E2 (R4 ⊆ R2), and E5 ⊆ E3 (R5 ⊆ R3). All
entities in these four views don’t belong to the university, so ∀e ∈ Ei : fl(e) �=
“university”, where i = 2, 5. The views p2 through p5 are determined to answer
the research question Q2.

Each entity in the views p4 and p5 must have a similar research interest with
at least one entity in the view p1, so that ∀e′ ∈ Ei∃e′′ ∈ E1 : fri(e

′) ≈ fri(e
′′),

where i = 4, 5. The similarity of the research interest is defined as the semantic
similarity of the research interests (keywords) [15].

All views of the business model are implemented by SCNs as schematically
shown in Figure 1. The greyed out elements in the view p4 (p5) show the nodes
that are included in the view p2 (p3), but not in p4 (p5).

Relations. The relations between the view p1 and the other views are (p1, pi) =
{(e′, e′′) |e′ ∈ E1 ∧ e′′ ∈ Ei ∧ fri (e

′) ≈ fri (e
′′)}, where i = 4, 5.

The relations between the different views on the scientific community (pi, pj) =
{(e′, e′′)|e′ = e′′ ∧ e′′ ∈ Ej}, where (i, j) ∈ {(2, 4), (3, 5)}.

The relations (pl, pm) = {(e′, e′′)|e′ ∈ El ∧ e′′ ∈ Em}, where (l,m) ∈
{(2, 3), (4, 5)}, shows that a scientist e′′ from one view is affiliated with the
institute e′ from the corresponding view. Each scientist must be affiliated with
at least one institute, and each institute must be represented by at least one
scientist.
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4 Case Study

The case study has been carried out for the educational scientific complex “In-
stitute for Applied System Analysis” (IASA). The business model (2) provides a
guidance for analysis of the IASA research and scientific collaboration. First, we
investigate the research at IASA and create the view p1 of the business model
defined by equation (2). Based on this view, we identify scientific schools of
IASA, and their research interests. In Section 4.2, we determine the scientific
community for IASA and build views p2 and p3. In Section 4.3, we allocate the
targeted scientific community and create views p4 and p5.

4.1 Research at IASA

IASA is the educational scientific complex established in 1997 on the base of
Chair of Mathematical Methods of System Analysis (National Technical Univer-
sity of Ukraine “Kiev Polytechnic Institute”) and Institute for Applied System
Analysis (National Academy of Sciences of Ukraine). The institute works mostly
in the field of the applied system analysis based on the mathematical methods
(numerical methods, optimization problems, differential equations), and systems
design (CAD).

Zgurovsky
Petrenko

Zaichenko

Pankratova

V. Grebnev

Biduk

Kasianov

Number of nodes = 206

Avg. weighted degree = 7.495

Fig. 2. SCN for the scientists of IASA
(view p1)

There are 4 faculties (Faculty of Sys-
tems Research; Faculty of Pre-Institute
Training; Faculty of Second Higher and
Post-Diploma Education; and Faculty
of Course Training) and 5 scientific
departments (Numerical Methods of
Optimization; Information Resources;
Laboratory of Nonlinear Analysis for
Differential-Operator Systems; Math-
ematical Methods of System Analy-
sis; and Applied Nonlinear Analysis) in
IASA. In the following, we have consid-
ered only the Faculty of Systems Re-
search and the IASA administration.
The list of the employees has been taken
from the IASA website. There are 20
employees in the list, and it includes key
IASA scientists involved in the educa-
tional process.

For the selected scientists, we produced a list of their publications in the last
10 years, i.e., from 2002 to 2012. This time period was selected to skip the first
five years of the IASA existence. The correctness of the choice is confirmed by
the fact that the fundamental works on the applied system analysis have been
published by the scientists from IASA in 2005–2007 [27,28].
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Table 1. The scientific schools of IASA (extracted from p1)

Colour
Node Publication

Key scientists Research interests
coverage count

Red 29% 216
Zgurovsky, Pankra-
tova, and Kasianov

“systems analysis”, “sustainable
development”, and “foreseeing”

Yellow 28% 73 Biduk “risk analysis”, “forecasting”

Blue 14% 70 Zaichenko
“financial engineering”, “model-
ing”, “optimization”, “operations
research”

Green 10% 35 Petrenko
“grid”, “scientific workflow”,
“’distributed computing”, “’mi-
croprocessor systems”

The publication search was conducted for each scientist using the “Publish or
Perish” application [4].

Figure 2 presents the implementation of the view p1. It is based on 424 pub-
lications including 206 authors in total (20 of them are the initially selected
IASA employees). Figure 2 shows the names only of the key scientists in IASA.
The size of the node is proportional to the number of scientific publications of
the scientists. The thickness of the edge is determined by its weight, and it is
proportional to the number of common publications of the authors connected by
the edge.

The search has added another 16 authors affiliated with IASA who are either
students, past employees, or work in a different division of IASA. Including them,
the average number of publications of an author affiliated with IASA equals to
16.778 (whereas the average number of publications for the complete SCN is
4.218). The average number of the scientific collaborations for the whole SCN
corresponds to the average weighted degree, and it is equal to 7.495.

Running the modularity analysis over this SCN [5], we identified four major
classes of modularity that represent the scientific schools of IASA (modularity is
0.717). These communities are shown in different colors in the figure, and they
cover about 80% of the SCN nodes. Table 1 shows these scientific schools and
their research interests.

4.2 Scientific Community for IASA

One of the main research interests of IASA is “applied system analysis”. There
are multiple educational and research institutions worldwide that have the same
research interest, e.g., International Institute of the Applied Systems Analysis
(IIASA)2, Institute of Systems Analysis of Russian Academy of Science, Inter-
national Federation for Systems Research, Institut für Systemwissenschaften,
Innovations- & Nachhaltigkeitsforschung (University of Graz), etc. After discus-
sions of the IASA business model with the IASA administration, we decided

2 http://www.iiasa.ac.at/

http://www.iiasa.ac.at/
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to use a part of the community around IIASA as a scientific community. The
scientific community is formed by the scientists participating in the following
IIASA research programs: “Advanced Systems Analysis” (including “Dynamic
Systems” and “Integrated Modelling Environment”), “Risk, Policy, and Vulnera-
bility”, and “Transitions to New Technologies”. These research programs highly
correlate with the scientific interests of IASA.

Using these research programs of IIASA and time period from 2002 to 2012
(same as in Section 4.1), we performed a publication search through the IIASA
website. The search resulted in 875 publications, where 120 publications are the
IIASA interim reports. These publications are written by 905 authors working
for 362 institutions (excluding IIASA).

This data was used to create the SCNs for the views p2 and p3 that are shown
in Figure 3 (labels are shown only for the biggest nodes). The size of the node
is proportional to the number of publications. It can be bigger than the number
of scientific collaborations of this institution (author) that corresponds to the
weighted degree of the node. In Figure 3(a) IIASA is not shown, because it is
connected with all the nodes in the network and would clatter the visualization.
However, it is possible to study the scientists of IIASA using the view p3.
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(a) View p2: institutions
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(b) View p3: authors

Fig. 3. SCNs for the targeted scientific community of IASA

The nodes in Figure 3(a) are colored by the geographical location of the in-
stitution. The top five countries (by institution count) are USA, Germany, UK,
Netherlands, and Austria. Moreover, 23 countries have more than 1% of the
nodes, and these countries cover almost 92% of the institutions. Interestingly
enough, Ukraine is one of these countries. The top ten institutions in the graph by
the publication count (excluding IIASA) are three local universities from Austria,
as well as three institutions from the USA, two from Russia, one from Germany,
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and one from Japan. The average number of publications for an institute in this
SCN equals to 5.4.

In Figure 3(b) the nodes are colored by the modularity class (modularity is
0.699). The number of communities is 60, and only 11 (19) of them have more
than 20 (10) members. The average number of publications for a scientist in
this SCN is 3. The view p3 allows finding the most important scientists in the
targeted scientific community, and their collaborators. Obviously, these scientists
mostly work for IIASA, due to the selection of the scientific community.

4.3 Scientific Collaboration: IASA and IIASA

To create the views p4 and p5, we had to find the likeness of the nodes in views p2
and p3 (Section 4.2) and the research interest for each scientific school (Table 1).
First, for each institution and author identified in Sections 4.2, we identified
their research interests. The research interest is expressed as the keywords of the
publications. Therefore, we identified the keywords for the selected publications
manually and using the keyword extraction tool Maui [17]. Maui analyses the
input pdf file and produces a set of the keywords. During the processing, we
didn’t specify the domain for Maui. The analysis of the selected publications
has shown that the keywords are specified only in about 19% of cases (166
publications). Some of the remaining publications could be accessed through
the web. We used Maui to extract their keywords [17]. The tool provided the
keywords for another 29% of the selected publications (257 publications). So, in
total, we could identify the keywords for about 50% of the selected publications.
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Fig. 4. View p4 (institutions) for the
targeted scientific community of IASA
filtered for the research interest “sus-
tainable development”

As a measure of the likeness be-
tween the scientific school of IASA and
a node in the selected scientific commu-
nity, we chose a semantic similarity [15]
of the research interest and the keywords
of the publication. There are different
approaches for computation of this mea-
sure [8,13,24]. We had to take into con-
sideration that a keyword can be a word
combination. Therefore, we had to com-
pute the semantic similarity of the
phrases, whereas most of the tools are lim-
ited to the individual words.

We have chosen the Google Similarity
Distance (GSD) for the computations [8].
The GSD requires a number of the docu-
ments that are searched by Google. This
number has been estimated using [14], and
it is equal to around 40 billion pages as of
October, 2012. The similarity between the
research interest and the publication is the
maximal GSD of the research interest and
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the keywords. If the keywords were not determined, we have taken the GSD of
the research interest and the title of the publication. The results of the GSD
computations have been normalized. Finally, the publications have been filtered
with a threshold to leave only the publications that share the research interests
with IASA to some selected extent. The threshold selection was a compromise
between the number of authors/institutions in the views and the similarity of
the publications with the research interests. After some experiments, the filter-
ing has been performed with a threshold of 0.5, and has resulted in 274 authors
(29% of the authors in p3) working for 149 institutions (40% of the institutions
in p2).

Figure 4 and Figure 5(a) show the SCNs for the views p4 and p5 for the
research interest “sustainable development”. This research interest corresponds
to the red scientific school of IASA (Table 1). We built similar views for all
scientific interests of the IASA scientific schools, but we omit them in this paper.
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Fig. 5. View p5 (authors) for the targeted scientific community of IASA filtered for
the research interest “sustainable development”

In Figure 4, the nodes are colored by the modularity classes (modularity is
0.643). There are 28 communities, and 7 (12) of them contain more than 5 (2)
nodes. For the view p4, we have selected the top 20 institutions by the publica-
tion count. They include 4 universities from Austria and IIASA, 4 universities
from the USA, and 4 from Russia. The names of the biggest institutions by the
publication count are shown in Figure 4. In such a case, the tendency for the
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collaboration with local researchers that was studied in [12] becomes apparent.
It can be tracked for some institutions from Russia, China, and Austria.

The nodes in Figure 5(a) are colored by the modularity classes (modular-
ity is 0.756). There are 37 communities, and 12 of them contain more than 5
nodes. As compared to the view p3, p5 has 5 communities with more than 20
nodes. For the view p5, we have identified the key researchers for the biggest
modularity classes and presented them to the IASA administration as possible
research collaborators in the sustainable development. Their names are shown
in Figure 5(a). As noticed for the view p3, the key researchers are the IIASA em-
ployees. This fact is explained by selection of the targeted scientific community.
Therefore, we created another visualization of p5 by removing IIASA employees
as shown in Figure 5(b). Some of the scientists are in both figures emphasizing
their contribution to the targeted scientific community.

5 Conclusion

This paper proposes the university business model reflecting the research as-
pects of the university. This business model demonstrates the application of the
scientific collaboration networks to the business modeling domain. Such busi-
ness model allows university to find new collaborators in the specified scientific
community. The business model consists of the several complex networks rep-
resenting scientific collaboration both inside the university and between other
institutions in the selected research area of the university. These parts are com-
bined together to discover new properties of the scientific collaboration networks.
A case study has been completed for the educational scientific complex “Institute
for Applied System Analysis” using this business model. We have started with
the analysis of the IASA scientific schools and as a result obtained a list of the
possible collaborators in the selected research areas. The outlooks for this work
include development of the more precise paper search/selection mechanism, and
an automation of the publications’ metadata processing.
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Abstract. Representing business process models to stakeholders depends on the
required level of details. While technical team is interested in HOW processes
are performed and their detailed representation, strategic management team is
more concerned by WHAT processes perform by featuring business properties.
In order to allow for a seamless navigation between the WHAT and the HOW
levels of process representations, we propose in this paper an algorithm that takes
as input a detailed process model and provides a quick overview of its capability.
Our solution imposes that the elements of the input model are annotated with
their capabilities. In this paper we reuse a previous work on capability modeling.

Keywords: Capability, Composition, Control Flow, Aggregation, Abstraction.

1 Introduction

Process Aware Information Systems [1] allow to manage and execute business pro-
cesses involving several components on the basis of process models. These models
constitute a central element that is being shared among various stakeholders.

A business process model can detail various elements: activities, data objects, control
flow, etc. Therefore, not all the stakeholders are interested in all these details; e.g.,
the strategic management team is more interested in the WHAT is being performed,
however, the technical team is interested in HOW tasks are performed. Consequently,
there is a lot of effort put towards finding the right details that need to be presented to the
involved stakeholders. For example, when it comes to privacy concerns when presenting
processes to business partners, [2] suggests hiding unwanted process elements while
preserving the entire process consistency, whereas [3] presents an approach that allows
for a customized representation of process models with respect to the user preferences,
while [4] proposes to simply reduce the complexity of process models.

Whether the aim is hiding details for privacy reasons, providing different process
views or reducing the complexity of models, the object remains the same: transforming
process models from most to least detailed ones.

Business Process Models Abstraction (BPMA for short) is a promising technique
that allows for a seamless navigation from a detailed process model to an abstract one.
Two strategies can be used in BPMA. The first one consists of leaving out unwanted
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components of the model [2]. Users can for example visualize only the elements they
are interested in. With such solution, only essential elements are kept, however, the
entire overview of the process model is partially presented. The second one consists
of aggregating several components into a single abstract one [3–8]. For example, the
activities “book flight” and “book hotel” can be aggregated into an abstract activity
“arrange trip”. Consequently, an entire process model can be represented at several
levels of abstraction. It can even be abstracted into a single activity. In such settings,
current solutions limit the result of aggregation to a single label which gives a shallow
representation of the capability of the entire process.

We argue that a single label does not carry enough information to adequately describe
the semantics of the functionality of an entire process model. Fig. 1 depicts an example
containing a process model for the examination procedure of an importation process1

This example would be abstracted into one activity that will be presented by a single
label (e.g., Examination of cargo) using the approach proposed in [8].

Select ivity
Processing

Checking
Content

Detailed
Examinat ion

Scan X- Ray
#5 #9 #10 #11#2#1

#7

#3 Priority Channel OR Physicla Inspect ion Not REquired

#8 Green Check

#6
Red Check

#4
Physical

Inspect ion
Required

Fig. 1. Examination of cargo procedure at Davao City seaport in Philippines

We propose in this paper another technique that allows moving from an entire pro-
cess model to its functional description by aggregating all the capabilities of the process
elements into a single composed capability. A capability should feature functional do-
main properties and not limited to a single label. The capability of the process model
depicted in Fig. 1 should report that after checking the content of the cargo a decision
about physical inspection is made. If the cargo goes through a priority channel or if a
physical inspection is not required, then it is directly released without inspection, oth-
erwise a physical inspection is required. In this case, a red or green check is performed.
A red check goes through a detailed examination of goods and an X-ray scan, however,
a green check needs only an X-ray scan.

The contribution of this paper is an algorithm that computes the capability of an
entire process model having as input an annotated model. We use the model in Fig. 1 as
a running example. The algorithm will be presented in Section 3. By annotated model
we mean a control flow where each activity is annotated by its capability considering the
conceptual model defined in a previous work [9]. In Section 2 we recall this conceptual
model and introduce the notation that we use for an annotated process model. Before
concluding the paper in Section 5, we review important contributions related to our
work in Section 4.

1 This model is available at
http://kjri-davao.com/?page=news&siteLanguage=English&
add ress%20link=127&cat=Economics as accessed on 03-09-2012.

http://kjri-davao.com/?page=news&siteLanguage=English&add ress%20link=127&cat=Economics
http://kjri-davao.com/?page=news&siteLanguage=English&add ress%20link=127&cat=Economics
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2 Background

2.1 A Meta-model for Describing Capabilities

A capability denotes what an action does either in terms of world effects or returned
information 2 . In the literature, we can distinguish three families of approaches that
tackled the problem of capability modelling either directly or indirectly. The first family
includes semantic Web services models (WSMO [10] and OWL-S [11]) which model
capabilities as Input, Output, Preconditions and Effects (IOPE). IOPEs do not represent
explicitly domain features and their interpretation is heavily dependent on reasoning.

The second family of related efforts concerns semantic annotations of invocation
interfaces (SA-WSDL and SA-REST) [12, 13]. Such approaches attempt to provide
alternative solutions to top-down semantic approaches (WSMO and OWL-S) by starting
from existing descriptions such as WSDL and annotate them with semantic information.
These approaches are describing invocation interfaces rather than concrete capabilities.

The third family includes frame-based approaches for modelling capabilities. Oaks et
al., [14] give a nice overview of related approaches and propose a model for describing
service capabilities as such. The proposed model distinguishes in particular the corre-
sponding action verb and informational attributes in addition to the classical IOPE. In
such work, the semantics of capabilities remain defined via the IOPE paradigm and
therefore has the same problems as the first family of approaches described above.

All of the previously discussed approaches describe capabilities without featuring
functional domain properties. A capability is highly tight to its implementation (i.e,
invocation interface) or related to the description of another concept (i.e., services).
We strongly support the idea of considering the capability as independent concept that
describes what a program, a business process, a service, etc. does from a functional
perspective. A capability should not be limited only to single label or action verb but
also should consider a proper description of functional domain related properties.

In this context, we propose in Definition 1, a capability meta model featuring func-
tional domain properties via an “ActionVerb” and a set of “Attribute”and “Value” pairs.

Definition 1 (Capability) A tuple Cap = (ActionVerb,Attributes) is a capability, where:

– ActionVerb: We consider the action verb as a concept from an actions ontology.
– Attributes: Represents a set of pairs (AttributeName, AttributeValue) that corre-

spond to a set of functional characteristics. An AttributeName corresponds to the
identifier of the attribute and AttributeValue corresponds to its value.

We define action verbs with respect to an action verb schema (http://vocab.deri.
ie/av) where we define the concept ActionVerb as an rdfs:subClassOf skos:Concept.
The proposed schema defines for this concept three properties: av:hasPart and
av:hasOptionalPart which are used to build a hierarchy of action verbs expressing
meronymy relations between them. A meronymy relation holds between two concepts
if one of them is part of the other. We call this hierarchy as Actions Ontology. Examples

2 OASIS Reference Model for Service Oriented Architecture 1.0, http://www.oasis-
open.org/committees/download.php/19679/soa-rm-cs.pdf

http://www.oasis-open.org/committees/download.php/19679/soa-rm-cs.pdf
http://www.oasis-open.org/committees/download.php/19679/soa-rm-cs.pdf
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of Action Ontologies include the MIT process handbook [15] is a good example of an
actions ontology that contains over 5,000 activities organized using various relations
including meronymy. In this work, we created an actions ontology (http://vocab.deri.
ie/imp) for the import procedure in custom clearance domain. We will discuss in detail
this actions ontology (see Fig. 2) later in this paper.

Attributes also are defined in a domain ontology that allows to describe capabilities
properly. The value of each attribute is described according to our Capability Meta
Model (http://vocab.deri.ie/cap#) presented in detail in a previous work [9] where we
define the different types a value can have including EnumerationValue, DynamicValue,
ConditionalValue, etc.

Listing 1.1. Selectivity Processing Description
� �

1 : P h i l S e l e c t i v i t y P r o c e s s i n g a bp : AtomicTask ;
2 bp : h a s C a p a b i l i t y : P h i l C a p S e l e c t i v i t y P r o c e s s i n g .
3
4 : P h i l C a p S e l e c t i v i t y P r o c e s s i n g a cap : C a p a b i l i t y ;
5 cap : hasAc t ionVerb imp : S e l e c t i v i t y P r o c e s s i n g ;
6 impc : has Cargo : P h i l C a r g o ;
7 impc : hasTypeOfCheck : Ph i l T ypeOfCheck .
8
9 : Ph i l T ypeOfCheck a impc : TypeOfCheck , cap : E numera t ionVa lue ;

10 cap : hasE lemen t impc : RedCheck ;
11 cap : hasE lemen t impc : GreenCheck .

� �

Listing 1.1 an example describing the task “Selectivity Processing” from the process
model depicted in Fig. 1. This task has as identifier : Phil SelectivityProcessing, is
declared as an atomic task and has a capability : Phil Cap SelectivityProcessing.
This capability has as action verb imp : SelectivityProcessing and two attributes
: Phil Cargo and : Phil T ypeOfCheck. The second attribute is defined as cap :
EnumerationV alue which means it has more than one option which are impc :
RedCheck and impc : GreenCheck. We use in this Listing several namespaces such
as impc for referring to the Import Process Capabilities Ontology, imp for the Actions
Ontology of the import domain(http://vocab.deri.ie/imp), cap for our Capability Meta
Model 5 and bp for our Business Process Vocabulary (http://vocab.deri.ie/bp#).

An advantage of our model is that it exposes the capability as machine processable
and end-user centric. Indeed, making functional properties explicit and distinct makes
their manipulation and interpretation very easy either by a machine or human. Whereas,
within the IOPE paradigm, Preconditions and Effects are expressed via logical formulas
that require reasoning and further processing for making them human understandable.

In this paper, we are interested in composing capabilities and we aim to provide
an algorithm that given a capability annotated control flow (i.e., a business process or
subprocess) it determines the corresponding capability. In the following, we introduce
the concept of capability annotated control flow.

2.2 Annotated Control Flow Model

In this paper, the input of our algorithm is a control flow that has capability annotations.
In other words, each activity node in the control flow model is annotated by its capability
with respect to Definition 1. In this section, we introduce our notation for describing the
concept of Annotated Control Flow Model that is illustrated in Definition 2.
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Definition 2 (Annotated Control Flow Model) An Annotated Control Flow Model is
a directed graph G =< N,C,Cap >, where N is a set of nodes: InitialNode, Fi-
nalNode, ActivityNode, ANDsplit, ANDjoin, ORsplit, ORjoin, XORsplit, XORjoin and
C is a set of graph connectors. Cap is an annotation function that associates with each
activity node n a tuple Cap(n) = (ActionVerb (n), Attributes(n)). In addition:

– ∀n ∈ N , •n/n• denotes the set of incoming /outgoing connectors of n.
– ∀c ∈ C, if c ∈ •n then c /∈ n• and if c ∈ n• then c /∈ •n
– for each split node, n: | • n| = 1 and |n • | > 1;
– for each join node, n: | • n| > 1 and |n • | = 1;
– for each activity node n: | • n| = 1 and |n • | = 1;
– | • InitialNode| = 0 and |InitialNode • | = 1;
– | • FinalNode| = 1 and |FinalNode • | = 0;
– if n is an ORsplit or a XORsplit: ∀c ∈ n•, c is guarded by a condition, condc.
– a path p(n,m) = {c0, ..., ci} is the set of consecutive connectors from a node n to

m such that c0 ∈ n• and ci ∈ •m.
– for each ORjoin and XORjoin node n: every connector c ∈ •n is guarded by a

condition, condc.
– each node n ∈ N is on a path from the InitialNode to the FinalNode.
– for each activity node n: ActionV erb(n) refers to the action verb of n.
– for each activity node n: Attributes(n) refers to the set of attributes of n.
– for each connector c: Condition(c) refers the the condition condc that guards it.

Additionally, an Annotated Control Flow Model does not contain cycles and is a well
structured model. It imposes that each split node (i.e., ANDsplit, ORsplit and XORsplit)
has a corresponding join node (i.e., ANDjoin, ORjoin and XORjoin) [16].

3 Capability Composition

As it has been previously mentioned, the input of our algorithm is a capability annotated
control flow. We have manually created capabilities for each activity node of the process
model depicted in Fig. 1. Table 1 shows these annotations: action verbs and attributes.
For presentation purposes, action verbs are same as labels in Fig. 1. Each attribute is
described via a name followed by = followed by its value and its category between
[ ] (categories will be introduced later in this section). For example the capability of
the “Selectivity Processing” task in the model of Fig. 1 has as action verb Selectivity
Processing and as attributes (i) cargo having the value imp:cargo and (ii) TypeOfCheck
as an Enumeration of imp:RedCheck and imp:GreenCheck of category Dominant. The
third column contains a textual description of the capability. Please note that this tex-
tual description is not mandatory, it is used here only for explanation purposes. This
capability is formally presented using RDF in Listing 1.1.

3.1 Determining the ActionVerb of the Composed Capability

The action verb is a madatory attribute in the capability description. Its value is taken
from an Actions Ontology that is also used for determining the action verb of composed
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Table 1. This table shows the capability annotations of the activities of Fig. 1

Activity Action verb and Attributes Textual description

ActionVerb = Checking Content This activity consists of
Checking Content Cargo = imp:cargo [Passive] checking the content of

ExamDecision = {imp:PhysicalInspectionRequired, the cargo in order to
imp:PhysicalInspectionNotRequired, take a decision about the
imp:PriorityChannel}[Dominant] necessity of a physical check.
ActionVerb = Selectivity Processing This activity consists of

Selectivity Processing Cargo = imp:cargo [Passive] selecting the type of check
TypeOfCheck = {imp:RedCheck, imp:GreenCheck} that needs to be done.
[Dominant]
ActionVerb = Detailed Examination This activity consists of

Detailed Examination Cargo = imp:cargo [Passive] performing a detailed
ExamType = imp:detailed [Passive] examination of the cargo.
ActionVerb = Scan X-Ray This activity consists of

Scan X-Ray Cargo = imp:cargo [Passive] performing an X-Ray
ExamType = imp:X-Ray [Passive] scan of the cargo.

capabilities. Actually, a composed capability has as action verb the corresponding low-
est common ancestor (LCA) of the action verbs of its components.

In our work, we created an Actions Ontology for Import procedures 4 that is illus-
trated in Fig. 2. Using this ontology for determining the action verb of the composed
capability of the entire process model depicted in Fig. 1 consists of looking for the
LCA of all the action verbs of tasks of that process model : LCA(Checking Content,
Selectivity Processing, Detailed Examination, Scan X-Ray) = Examination of Cargo.

Fig. 2. Actions Ontology of the import domain

Ideally, all the action verbs used in the model are taken from the same actions ontol-
ogy like in our running example. Modelers can use actions taken from different action
ontologies. Instead of considering a single actions ontology, we need to take into ac-
count all the possible ontologies used in assigning action verbs to the capabilities of a
process model. In such case a more elaborated method as presented in [8] is needed.
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Moreover, the use of the LCA for determining the action verb of a composed capabil-
ity is not always sufficient especially if we do not have the complete set of verbs in the
meronymy. This problem can be addressed as follows: if all the actions that are linked
with the av:hasPart property are present, then we defined the corresponding LCA oth-
erwise the result would the set of all the composing action verbs.

3.2 Determining the Set of Attributes of the Composed Capability

We propose in this paper a propagation algorithm for determining the set of attributes
of a composed capability. The idea of our algorithm is to start from the InitialNode then
firing all the nodes one by one and propagating the subsequent attributes until reaching
the FinalNode. Each node introduces some changes on the set of attributes. The set of
attributes propagated at a particular node is marked on the outgoing connector(s). The
Attributes Propagation Algorithm operates as follows:

Attributes Propagation: Let G =< N,C,Cap > be a capability annotated control
flow and A =

⋃
∀n∈N Attributes(n). We define the function attributes initialization

Att0 : C → A
⋃
{⊥} such that ∀c ∈ C:

– Att0(c) = {} if c = InitialNode•
– Att0(c) = {⊥} otherwise (the symbol {⊥} means that the value is unknown)

Let the two functions Attk, Attk+1 : C → A
⋃
{⊥}. ∀n ∈ N : Attk+1 is the propaga-

tion of Attk at the node n iff: ∀ cin ∈ •n : Attk(cin) �= {⊥}. ∀ cout ∈ n• :

1. if n is an activity node: Attk+1(cout) = Attk(cin) �Attributes(n)
2. if n is an ANDjoin, ORjoin or XORjoin: Attk+1(cout) = �∀cin∈•nAttk(cin)
3. n is an ANDsplit, ORsplit or XORsplit: Attk+1(cout) = Attk(cin)

The operator � represents the aggregation function applied when propagating the set of
attributes. This operator will be discussed later in this paper.

The attributes propagation operates by propagating the set of attributes on the con-
nectors. It starts by an initialization step that assigns the value {} to the outgoing con-
nector of the InitialNode and the value ⊥ to the other connectors. If a connector
c ∈ C is annotated by {}, then this means that the set of propagated attributes from the
InitialNode until this connector is empty. If a connector c ∈ C is annotated by ⊥, then
this means that the set of propagated attributes are not yet defined for that connector.

Going back to our running example depicted in Fig. 1, the initialization step makes
Att0(#1) = {} and all the other connectors will be initialized to ⊥.

After the initialization step, the propagation is done by firing one node at a time.
Each node n might introduce some changes on the set of propagated attributes from
its incoming connector(s) •n and propagates them on its outgoing connector(s) n•. If
the fired node n is an ActivityNode then we compute the � of the propagated attributes
from •n with the attributes of the fired node n. If the fired node n is a join node then
we compute the � of all the attributes from all the incoming connectors •n of the fired
node. If the current node n is a split then there are no changes on the set of attributes
from •n and they are propagated as they are on the the outgoing connectors n•.
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The operator � represents the aggregation function applied when propagating the set
of attributes. This function depends on the control flow pattern being considered, the
attribute type and its value. In the next we will discuss such operator for each case.

There exist in the literature several attempts to determine the aggregation function
for computing QoS parameters of composed web services using control flow patterns
[17, 18]. Major aggregation functions used in such contributions are summation, aver-
age, maximum, etc. where all the values an attribute has are considered in the computed
value. But in our work, if a propagated attribute has more than one value, the propaga-
tion function should consider either all the values or only one of the alternatives.

To select the right values for the aggregation we defined a control mechanism based
on categorization of the attributes (i.e., each attribute is tagged by a category). Each
category helps determine the required aggregation function. If we need to determine the
aggregation function applied on an attribute, we simply need to indicate its category. In
the following, we present the set of categories that we take into:

– Dominant: the value of an attribute of this category cannot change. During the
aggregation operation if only one of the alternative values is dominant, then its
value is the only one to consider. If multiple alternatives are dominant, then the
attribute value becomes an enumeration of all the dominant values.

– Composed: the value of an attribute of this category depends on a function. Its
aggregation consists of updating this function.

– Passive: the value of an attribute of this category can be overridden by any other
value if it has a superior category (i.e., Dominant or Composed).

It is important to note that there is a superiority order between these categories: Domi-
nant > Composed > Passive. These categories help to determine the right aggregation
function from this list:

– Copy: simply copies the attribute without applying any changes.
– Override: overrides the value of the attribute and considers only the superior cate-

gory (Dominant > Composed > Passive ).
– Enumerate: makes the attribute an EnumerationValue and lists the possible values.
– Conditional: transforms the attribute value into a ConditionalValue.
– Composition: applies on attributes where a formula is needed to compute its value.

This function consists of determining the new function of the aggregated attribute.

If the Fired Node Is an ActivityNode Where the Input Connector Is Not Guarded by
a Condition. In order to determine the right aggregation function applied to compute
the propagation of attributes when firing an ActivityNode n, we refer to Table 2. Each
column corresponds to the category of the attribute at ∈ Attributes(n) (i.e., dominant,
passive and composed). Each line corresponds to the category of the same attribute
at ∈ Attk(•n). Each cell defines the right aggregation function that is needed.

Recall, we proceed now to the second iteration where the node to be fired is the
ActivityNode Checking Content. As the connector #1 is annotated by {}, that means
∀at ∈ Attributes(CheckingContent) : at /∈ Att1(#1). According to Table 2, the
required aggregation function is copy (at). The result of this iteration is reflected on the
connector #2 that is annotated by the attributes of the ActivityNode Checking Content.
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Table 2. The Required Aggregation Function when Firing an ActivityNode

at ∈ Attributes(n) at ∈ Attributes(n) at ∈ Attributes(n) at /∈
of category Dominant of category Passive of category Composed Attributes(n)

at ∈ Attk(•n) Enumeration(at) Override(at) Override(at) Copy(at)
of category Dominant of category Dominant of category Dominant of category Dominant of category Dominant
at ∈ Attk(•n) Override(at) Enumeration(at) Override(at) Copy(at)
of category Passive of category Dominant of category Passive of category Composed of category Passive
at ∈ Attk(•n) Override(at) Override(at) Composition (at) Copy(at)
of category Composed of category Dominant of category Composed of category Composed of category Composed
at /∈ Attk(•n) Copy (at) Copy(at) Copy (at)

of category Dominant of category Passive of category Composed

If the Fired Node Is Split Node (i.e., ANDsplit, ORsplit or XORsplit). If the fired
node n is an ANDsplit, an ORsplit or a XORsplit, the aggregation function is always
a Copy(at). In other words, each attribute at ∈ Attk(•n) is copied to all its outgoing
connectors. More formally: ∀c ∈ n• : Attk(c) = Attk(•n).

The third iteration of our algorithm consists of firing the first XORsplit. The opera-
tion here is a simple copy operation. Both connectors #3 and #4 are now annotated with
a copy of the attributes from the connector #2.

If the Fired Node Is an ActivityNode Where the Input Connector Is Guarded by
a Condition. Table 2 defines the aggregation functions when firing an ActivityNode
where Cond•n = Condition(•n) =⊥. In other words, the input connector of the node
n is not guarded by a condition Cond•n. If this is not the case (i.e., the connector is
guarded by a conditionCond•n), we composed the pre-mentioned aggregation function
from Table 2 with a Conditional function, where the condition is Cond•n. If an attribute
at ∈ Attributes(n) and at /∈ Attk(•n) then the propagated attribute will have a
ConditionalValue on its copied value (i.e., line 4 of Table 2).

During the fourth iteration, the fired node is the ActivityNode Selectivity Process-
ing. This ActivityNode introduces the attribute TypeOfCheck. According to Table 2,
the aggregation function should be Copy(TypeOfCheck) as it is the case in the sec-
ond iteration. However, the connector #4 is guarded by the condition ExamDecision =
imp:PhysicalInspectionRequired which imposes also the aggregation function Condi-
tional that makes the attribute TypeOfCheck a ConditionalValue where the condition is
ExamDecision = imp:PhysicalInspectionRequired and its value would be an enumera-
tion of RedCheck and GreenCheck.

If the Fired Node Is a Join Node (i.e., ANDjoin, ORjoin or XORjoin). The aggre-
gation function depends on the category of the attributes Attk(•n).

– If exactly 1 attribute at ∈
⋃

c∈•nAttk(c) is of category Dominant (or Composed)
• This attribute value overrides all the other alternative values and the resulting

attribute is of category Dominant (or Composed)
– If there are several attributes at ∈

⋃
c∈•nAttk(c) of category Dominant (or Com-

posed)
• The propagated attribute value will be an enumeration of all the alternative

values and the resulting attribute is of category Dominant (or Composed)
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– If there is no attribute at ∈
⋃

c∈•nAttk(c) is of category Dominant or Composed
(Only passive attributes)
• The propagated attribute value will be an enumeration of all the alternative

values and the resulting attribute is of category Passive

After nine iterations of our algorithm on the running example, the node to be fired is the
last XORjoin node. We apply an Override aggregation function of the attributes from
#3 and #10 which is actually in this case a simple union operation (because they shared
attributes have the same values).

Listing 1.2 represents the set of attributes of the composed capability of the entire
process models of Fig. 1. Together with the ActionVerb Examination of Cargo, we can
interpret this capability as follows: This capability allows to examin a cargo, where
an examination decision determines if the cargo has to be checked; if a physical in-
spection is required then an X-Ray scan is permformed; if a physical inspection is
required, and the type of check is a Red Check then a detailed examination is done.

Listing 1.2. Composed Capability of the model depicted in Fig. 1

� �

1 : Ph i l Cap Runn ingE xample a cap : C a p a b i l i t y ;
2 cap : has Ac t ionVerb imp : E xamina t ionOfCargo ;
3 impc : has Cargo : P h i l C a r g o ;
4 impc : hasExamDecis ion : P h i l E x a m D e c i s i o n ;
5 impc : hasExamType : Phi l ExamType ;
6 impc : hasTypeOfCheck : Ph i l T ypeOfCheck .
7
8 : P h i l E x a m D e c i s i o n a impc : ExamDecision , cap : E numera t ionVa lue ;
9 cap : has E lemen t : P h y s i c a l I n s p e c t i o n R e q u i r e d ;

10 cap : has E lemen t impc : P h y s i c a l I n s p e c t i o n N o t R e q u i r e d ;
11 cap : hasE lemen t impc : P r i o r i t y C h a n n e l .
12
13 : Phi l ExamType a impc : ExamDecision , cap : E numera t ionVa lue ;
14 cap : has E lemen t [ a cap : C o n d i t i o n a l V a l u e ;
15 cap : h a s C o n d i t i o n impc : P h y s i c a l I n s p e c t i o n R e q u i r e d ;
16 cap : h a s C o n d i t i o n impc : RedCheck ;
17 cap : has Va lue impc : D e t a i l e d . ] ;
18 cap : has E lemen t [ a cap : C o n d i t i o n a l V a l u e ;
19 cap : h a s C o n d i t i o n impc : P h y s i c a l I n s p e c t i o n R e q u i r e d ;
20 cap : has Va lue impc :X−Ray . ] ;
21
22 : Ph i l T ypeOfCheck a impc : TypeOfCheck , cap : C o n d i t i o n a l V a l u e ;
23 cap : h a s C o n d i t i o n impc : P h y s i c a l I n s p e c t i o n R e q u i r e d ;
24 cap : has Va lue [ cap : E numera t ionVa lue ;
25 cap : hasE lemen t impc : RedCheck ;
26 cap : hasE lemen t impc : GreenCheck . ] .

� �

Apart from this running example, we evaluated our approach on a set of process
models from the customs clearance processes, namely import procedures. The test col-
lection that we have considered in this work includes ten business processes. They de-
scribe guidance on the basic regulatory requirements that all importers must consider
when they plan to import goods. The import customs clearance involves various steps
from submission of import documents until the release of the imported goods. This
evaluation was a simple validation of the results of our implementation over a small set
of process models. As part of our future work, we plan to go for an empirical study over
various application domains while exploring a large process model repository.
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4 Related Work

Business process models are central artifacts in Process Aware Information Systems.
These models are being managed and maintained by several stakeholders with various
needs. Business Process Model Abstraction (BPMA for short) is one of the possible
techniques that allows to have a quick view of essential elements of process models
depending on the required level of detail. We find it then useful to compare our work
towards interesting contributions in this field.

Business Process Abstraction can be technically implemented via two operations:
elimination and aggregation [19]. Elimination omits unwanted model elements [2],
however, aggregation makes a process model more coarse-grained [3–8]. In the best
case, the aggregation operation allows to transform an entire process model into a sin-
gle high-level activity which is the aim our our work in this paper.

Aggregation relies mainly on structural transformation [3–7]. By structural
model transformation we mean detecting possible aggregation candidates based on
structural patterns. In this context, [3–5] elaborate advanced structural patterns, there-
fore, [6] limits aggregation candidates to blocks having single input/output.

Meronymy (part-of) relations between activity labels is investigated in [8] in order to
capture granularity relation between activities at several levels of abstraction. We cur-
rently, use a similar approach for detecting the action verb of the composed capability
of the entire process model.

While [8] limits the aggregated activity into a simple label, [6] consider more elabo-
rated model properties. By model properties, authors refer to Quality of Service proper-
ties which does not feature capability aspects or Input Output Precondition and
Effect which results into a complex logical expression that needs extensive analysis
for a proper interpretation of the Precondition and Effect.

5 Conclusion

We have presented in this paper one possible technique that allows to derive a high
level process description from a detailed model. We assumed for our work that the
input model is an annotated process model. At some point our assumption might be
questionable. Actually, it is very hard to find process models semantically annotated
with the required level of details. This is actually a common problem for any work that
requires semantically annotated process models.

In addition, our approach demands that there exists an ontology used while describ-
ing the process. The research performed in the FP6 SUPER project (WP8) (http://www.
ip-super.org/) shows that users prefer using standards instead of a home-developed on-
tology. Moreover, when there is a thousand or more concepts within an ontology, the
users get lost within the ontology and therefore descriptions they deliver are of poor
quality. To address this problem, we plan to use Natural Language Processing (NLP)
for providing an automation support when annotating process models using our con-
ceptual model. We envision to make the process annotation phase more user-friendly
hiding any complexity to the user by analyzing textual descriptions of process models.

Another prospective improvement of our approach consists of the revision of how
do we find the action verb of the entire process model. It is not always possible that an
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entire process model could be abstracted into a single function. This assumes that all
process models are created with respect to a given ontology of actions. It is common
that each company creates its own ontology of actions when conceptualizing its own
capabilities models. When these models are shared within other partners, they should
consider the original ontology of actions and not only the one they have. In other words,
several ontologies of actions can be proposed for the same domain which imposes defin-
ing a more advanced method for finding the right action verb of the entire model.
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Abstract. During data warehouse schema design, designers often encounter how
to model big dimensions that typically contain a large number of attributes and
records. To investigate effective approaches for modeling big dimensions is nec-
essary in order to achieve better query performance, with respect to response
time. In most cases, the big dimension modeling process is complicated since
it usually requires accurate description of business semantics, multiple design
revisions and comprehensive testings. In this paper, we present the design meth-
ods for modeling big dimensions, which include horizontal partitioning, vertical
partitioning and their hybrid. We formalize the design methods, and propose an
algorithm that describes the modeling process from an OWL ontology to a data
warehouse schema. In addition, this paper also presents an effective ontology-
based tool to automate the modeling process. The tool can automatically generate
the data warehouse schema from the ontology of describing the terms and busi-
ness semantics for the big dimension. In case of any change in the requirements,
we only need to modify the ontology, and re-generate the schema using the tool.
This paper also evaluates the proposed methods based on sample sales data mart.

Keywords: OWL ontology, Big dimension design, DW schema, Partitioning
based design methods.

1 Introduction

Nowadays data warehouses (DW) are widely used for analysis and decision making.
The data in DW is organized into dimension and fact tables. A fact table is typically
linked to several dimension tables by foreign keys so that users can view their business
data from different perspectives. With the increasing complexity of today’s businesses,
a growing number of dimensions and dimensional attributes are added into the multi-
dimensional data model in order to answer complicate business questions. It becomes
common to see a dimension table populated with hundreds of attributes. Furthermore,
the size of data in the dimension table can also be very large (note that the size of a
dimension table is typically much smaller than of a fact table). A typical example is the
customer dimension in the sales data mart (Fig. 1), which possibly contains millions of
customer records. The sales data mart is a well-known sample database schema, pub-
lished by Inmon [15] in 1997. The customer dimension is commonly known as a big
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dimension. The relational implementation of the multi-dimensional data model with big
dimensions can lead to a high query response time since it possibly has to fetch a lot of
unnecessary data when reading records. For this reason, a good schema design for big
dimensions is critical important for query performance. In database technologies, data
partitioning is widely used, and plays an important role to optimize database manage-
ment systems. We believe that this technology is also applicable to the schema design
of big dimensions. Thus, we can create the partitioned-based data model for big dimen-
sions based on different partitioning techniques (Section 2). As a result, the data of big
dimensions can be split and stored into multiple (partitioned) dimension tables. In this
way, the queries retrieve data from the relative small dimension tables, which results in
better query performance with minimum response time. In order to better illustrate the
modeling process, we introduce the following running example in this paper.

Fig. 1. The sales star schema with a big customer dimension table

Running Example. This example considers the star schema of the classical Inmon’s
sales data mart, which consists of a fact table (Sales Fact, see Fig. 1), and four di-
mension tables (Date Dimension, Product Dimension, Store Dimension and Customer
Dimension, see Fig. 1). A fact table is the primary table in a dimensional data model
where the numerical measurements of business are stored. A dimension table contains
the textual descriptions of the business. The reason that we use this example, instead
of the TPC-H [16], is that this famous Inmon’s sales schema contains a big dimension,
(Customer). It is a pure textbook star-schema (unlike TPC-H) and has been studied
enormously. The Customer dimension consists of 53 attributes, and possibly holds mil-
lions of dimension records, which is unmanageable for querying purposes. To address
this issue, the big dimension may be partitioned into multiple small dimensions based
on columns and/or rows in order to improve the performance of most common queries.
For instance, high-change-frequency attributes (Section 2.1) can be fragmented into a
separate dimension. Similarly, the rows with a particular range (Section 2.1) can also be
fragmented as a separate dimension. However, this manual modeling process is usually
time consuming and tiresome. It raises the following challenges: (i) how to achieve a
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good design for big dimensions. Since, we always notice that lot of modeling effort is
spent on designing a fact table, whereas, too little attention is paid on designing dimen-
sion tables, due to the fact that their size (data volume) is much smaller than fact table.
However, the design for big dimensions is also important, for the reason that it is a non-
trivial task, which requires a good understanding of business, context and requirements.
It also involves comprehensive testing to achieve a good design. As a result, the whole
modeling process has to be repeated even with a slight change in the business require-
ments; (ii) how to automate the DW modeling process – in order to make it flexible,
easy-to-use and efficient; and (iii) how to formalize the design methods – in order to
standardize and to ensure the correctness of the DW modeling process.

Contributions. In this paper, we focus on all the above three mentioned challenges. We
first use an OWL ontology to describe the semantics of a big dimension. The reason
we employ OWL as the utility, instead of XML, UML or others, is that OWL sup-
ports the semantic reasoning, and is better for future extensions of this work, such as,
reasoning-based DW schema design. In this paper, we formalize the big dimension de-
sign methods that include horizontal partitioning, vertical partitioning and the hybrid of
both and propose the algorithm that describes the modeling process from an OWL on-
tology to a DW schema. We use the proposed design methods to achieve a good design
for the big dimension (big dimension design examples in Section 2). We present a tool
to automate the modeling process based on an ontology that describes the semantics of
the big dimension. In this regard, our approach streamlines the modeling process from
conceptual to physical DW design. Thus, we simply need to create/modify the ontology
that describes the semantics of the big dimension and the tool creates/re-creates the data
warehouse schema. The creation/modification of the ontology is not the focus of this
paper for that reason it is not discussed.

The structure of this paper is as follows. Section 2 explains the design methods in
detail. Section 3 describes the big dimension schema generation process using the pro-
posed tool. Section 4 evaluates the proposed design methods. Section 5 discusses the
related work. Finally, Section 6 concludes the paper and discusses the future works.

2 The Design Methods

In this section, we provide the details of the design methods and the modeling process
for big dimensions. The modeling process includes choosing the design methods for big
dimensions, describing the conceptual model of design methods using the OWL Lite
ontologies and finally generating the relational database schema based on the model.
We consider the following partitioning technologies as the baseline for big dimensions
design: vertical partitioning; horizontal partitioning [8,3,2]; and their hybrid [12]. The
vertical partitioning splits a big dimension table into multiple dimension tables verti-
cally, each of which holds the same number of rows, but less columns. It is used to
prevent a big dimension table from over-expanding, horizontally. The horizontal par-
titioning involves splitting the rows horizontally based on the values of one or more
attributes. Each of the partitioned tables only holds a part of the rows. This method
is used to prevent a big dimension table over-expanding, vertically. The hybrid par-
titioning combines the above two partitioning methods. This method results in more
dimension tables, but each of them has less rows and columns.
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2.1 Formalization

In this section, we formalize the design methods in order to standardize and to ensure
the correctness of the DW modeling process. To be general, we presume that there is
a big dimension in the business world, which is described by an ontology O. O is a
collection of classes, data type properties and object properties described as below:

O = RO{C,DTP,OTP} (1)

where:

– C is a set of OWL classes;
– DTP is a set of data type properties;
– OTP is a set of object type properties;
– RO represents the transformed relational model over C, DTP and OTP ;

For any dtpi ∈ DTP , there exists a domain ci = D(dtpi) where ci ∈ C, and a range
Rng(dtpi) ∈ DTxml where DTxml is the collection of XML Schema data types. For
any otpi ∈ OTP , there exists domain ci = D(otpi) and range cj = Rng(otpi) where
ci, cj ∈ C, and i �= j. For any two classes with inheritance relationship, e.g., cj inherits
ci, they are represented as cj = SC(ci). To transform an input ontology to a relational
DW schema, the condition of C �= ∅ is required, otherwise, nothing will be done. The
classes ci ∈ C are disjoint, meaning that each table in the DW schema is generated
from an OWL class in C. The properties, DTP and OTP , can be either an empty or
non-empty set. The properties in both sets are generated as attributes in DW tables. We
formalize the generated relational schema S as a collection of tables and attributes:

S = RR{T,A} (2)

where:

– T is a set of generated dimension tables;
– A is a set of attributes;
– RR is a relation over T and A;
– ti is a table in T ;
– The attribute set of table ti is denoted as Ai � ti;
– ai is an attribute in Ai, denoted as ai ∈ Ai;
– Vi is the set of values of an attribute ai;
– vi is a value of ai if and only if vi ∈ Vi;

Here, we assume T and A both are non-empty sets. That is, there exists at least one
table, and each of the tables contains at least one attribute. We now use Algorithm 1 to
describe schema generation process from an OWL ontology to a DW schema, involving
a big dimension. Algorithm 1 works as follows. First, for every class in the ontology,
a table is created with the same name as an OWL class, and an attribute representing
the primary key is added into this table (lines 1–4). Second, for all data type properties
the algorithm finds the domain class and the range class, respectively. An attribute is
created with the same name as the data type property. The attribute is added to the
table which is mapped to the domain class, and the attribute data type is obtained from
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the range of the data type property (lines 5–10). Third, for an object type property, the
algorithm creates a foreign key relationship between the table that maps the domain
class and the table that maps the range class. An attribute is, thus added to the table
that maps the domain class and the foreign key constraint is added to this attribute as
well (lines 11–18). Last, attributes are added to the tables that map OWL subClasses,
through an inheritance statement referring to their parent table (lines 19–24).

Algorithm 1. Schema generation process from an OWL ontology to a DW schema of a
big dimension
Require: Ontology of the form O = RO{C,DTP,OTP}
Ensure: Relational Schema: S = RR{T, A}
1: for all classes ci ∈ C do
2: Generate the table ti from ci, where ti ∈ T
3: Create the primary key aPK of ti
4: end for
5: for all datatype properties dtpi ∈ DTP do
6: cj := D(dtpi), cj ∈ C
7: � Find the corresponding table tj ∈ T
8: rng := Rng(dtpi), rng ∈ DTxml

9: Create ai ∈ Aj , where Aj � tj
10: end for
11: for all object properties otpi ∈ OTP do
12: cj := D(otpi), cj ∈ C
13: � Find the corresponding table tj ∈ T
14: ci := Rng(otpi), ci ∈ C
15: � Find the corresponding table ti ∈ T
16: Add an attribute aFK to tj
17: Add the foreign key constraint FK to aFK (referencing to aPK of ti)
18: end for
19: for all classes ci ∈ C, ci = SC(ci) do
20: Find the corresponding tables ti, tj ∈ T
21: for all aj ∈ Aj , Aj � tj do
22: create ai ∈ Ai, ai = aj s.t. Ai � ti
23: end for
24: end for

Vertical Partitioning. Vertical partitioning is performed by splitting a big dimension
table into multiple tables, each of which contains different number of columns. We
conduct vertical partitioning by considering the following conditions: (i) performance,
for the reason that when DW DBMS query a vertical partitioned table, less data is
paged into main memory at a given time; and (ii) change history, since some values
might change more frequently than others, the big dimension is split into multiple tables
according to the changing frequency of attribute values. For example, we can classify
the attributes of the Customer dimension in the running example into high-frequent-
changing and low-frequent-changing attributes, respectively. Thus, updates and queries
can proceed on a partitioned table with less columns.
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We now formalize the vertical partitioning with a given OWL ontologyO as follows:

O = RO1{c1, dtp1} ∪RO2{c2, dtp2} ∪ ... ∪ROn{cn, dtpn} (3)

where D(dtpi) = ci. This definition is derived from (1) given that C is the set of ci,
i = 1, n, and DTP is a non-empty set of dtpi, i = 1, n. Given n disjoint OWL classes,
O is transformed into the relational schema, S, described as below:

S = RR1{t1, A1} ∪RR2{t2, A2} ∪ ... ∪RRn{tn, An} (4)

Equation (4) conforms to (2), where T is the set of ti and A is the set of Ai, i = 1, n.
Each of the OWL classes is thus mapped into a single partitioning table, whereas, each
of the data type properties is mapped to an attribute of this table. To exemplify the parti-
tioning, we split the Customer dimension table based on the changing frequency of the
attribute values. The input ontology consists of the following two classes: Customer-
CouldChange and CustomerNeverChange, which are eventually transformed into the
two partitioned tables in DW DBMS (see Fig. 2).

Fig. 2. Vertical partitioning

Horizontal Partitioning. In horizontal partitioning, a big dimension is split at least
into two tables, each of which contains fewer rows but the same number of columns.
The splitting is based on the values of one or more attributes. We partition the big
dimension horizontally using the following approaches: (i) range partitioning, it par-
titions the rows according to the value intervals of an attribute or a set of attributes.
For example, the record of a customer whose age satisfies date >= ‘2010-04-01’ AND
date < ‘2010-05-01’ will be inserted into its corresponding partitioned table. The parti-
tioned tables are disjointed; (ii) list partitioning, it is a partitioning technique where one
can specify a list of discrete values for the partitioning key in the description for each
partition. For example, a separate partitioned table is created for holding the informa-
tion of the customers from a specific continent, for example, continent = ‘Europe’; (iii)
hash partitioning, a hash function is applied to the partitioning key values, and based
on the hash values the ownership of a specific row is determined; and (iv) round-robin
partitioning, in this approach the rows (to be inserted) are assigned to the partitioned
tables in a round-robin fashion. This approach ensures that each partitioned table is to
contain more or less equal number of rows. Based on the formula in (1), we formalize
the horizontal partitioning as follows:

O = RO0{c,DTP} ∪RO1{c1} ∪ ... ∪ROn{cn} (5)

where ci = SC(c), i = 1, n. The OWL ontology defined by (5) contains an OWL class
corresponding to the input dimension, and n subClasses derived from this OWL class.
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The data type properties that are relevant to this OWL class are specified as well. The
resulting relational schema is formalized as follows:

S = RR0{t, A} ∪RR1{t1, A} ∪ ... ∪RRn{tn, A} (6)

where a is an attribute from A, with the value vj , j = 1, n. For each RRi{ti, A}, a has
the value vi, i = 1, n. The n OWL subClasses are transformed into n partitioned tables
in the relational database schema, each of which contains only one of the n possible
values of attribute a. RR0{t, A} represents the table with all the attributes, while the
other n partitioned tables will inherit all the attributes of this table. We call this table
as parent or master table, while the other partitioned tables as children. This is done
through the object relational feature of a DW DBMS, i.e., inheritance. Thus, each of
the partitioned table only holds part of the rows, which are obtained from partitioning
based on the attribute values of a, e.g, hash partitioning. The horizontal partitioning
consists of the following steps: (i) it creates a master table, RR0{t, A}, which all the
partitioned tables will inherit; (ii) it creates all children, RRi{ti, A}, i = 1, n; (iii) it
adds table constraints to all the children, i.e., define the allowed key values for each
child, vi; (iv) it creates indexes in each table; and (v) it defines the trigger in the master
table which is used to redirect the inserted rows to the corresponding child (note that all
the insertions are done on the master table, instead on the children. Thus, the resulting
partitioned schema is transparent to user). The aforementioned steps can be carried out
automatically through the tool presented in this paper (we will discuss it in Section 3).
The tool interprets the input OWL ontology. It extracts the necessary information for
creating the tables, attributes and adds the inheritance relationship between the master
table and its children. It also creates indexes and applies the CHECK constraints for row
insertions. The tool-based transformation ensures the correctness of the big dimension
modeling process. We now provide the details of the horizontal partitioning using the
running example (Fig. 3). The Customer dimension table is partitioned based on the
values of continent attribute. Thus, we can make the conceptual model of the horizontal
partitioning for the Customer dimension using OWL constructs. The conceptual model
contains six OWL classes, each of which corresponds to the customers from a specific
continent. All the six OWL classes inherit a single Customer OWL class. In schema
transformation, the proposed tool automatically transforms the six OWL classes into
six dimension tables, i.e., Customer Continent is Europe, Customer Continent is Asia
and so forth. Since the six child tables inherit a single master table, the attributes of
Customer dimension table are inherited as well (Fig. 3). When we perform the queries,
we only need to query the master Customer dimension table directly, instead of the child
tables. We use an object-relational database, such as PostgreSQL, as the DW DBMS,
and create a CHECK constraint in the master table (see step (iii)). In this way, if we
query the customer data from a specific content (given in WHERE clause), we only
need to query the master table, whereas, the CHECK constraint (behind the scene)
will automatically forward the query to the corresponding child table. Thus, the use of
horizontal partitioning is transparent to end users.
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Fig. 3. Horizontal partitioning

Hybrid Partitioning. This method combines both the vertical and horizontal partition-
ing. We now formalize the ontology for hybrid partitioning:

O =R′
O0{c′, dtp′} ∪ R′

O1{c′1} ∪ ... ∪R′
On{c′n}

⋃
R′′

O0{c′′, dtp′′} ∪R′′
O1{c′′1} ∪ ... ∪R′′

Om{c′′m} (7)

For simplicity, equation (7) shows a union of two expressions described by (5). To be
general, (7) can be expressed as the union of any number of equation (5).

S =R′
R0{t′, A′} ∪R′

R1{t′1, A′} ∪ ... ∪R′
Rn{t′n, A′}

⋃
R′′

R0{t′′, A′′} ∪ R′′
R1{t′′1 , A′′} ∪ ... ∪R′′

Rm{t′′m, A′′} (8)

Equation (8) describes the resulting relational schema. For hybrid partitioning, we first
partition the original big dimension into a number of vertical partitioning tables, then
partition each of the tables horizontally into another set of tables, e.g., n and m tables
shown in equation (8). The tables resulted from the vertical partitioning act as the mas-
ter tables whose attributes are inherited by their child tables resulted from the horizontal
partitioning. Fig. 4 shows the resulting relational schema for the Customer dimension
using the hybrid partitioning. The vertical partitioning are based on the changing fre-
quency of the attribute values of the Customer dimension table. Thus, it is partitioned
into CustomerNeverChange and CustomerCouldChange tables, respectively. Based on
the master table CustomerNeverChange, we perform horizontal partitioning on the val-
ues of the continent attribute. For the CustomerCouldChange master table, a number of
child tables are created according to the age interval of customers, i.e., CustomerCould-
Change Age less 20, CustomerCouldChange Age between 21 40, ..., CustomerCould-
Change Age more 81. Similarly, the CHECK constraints are added into the master
tables, so that querying the child partitioned tables should kept transparent to end users.

3 The Ontology-Based Tool

In this section, we present an ontology-based tool to automate the design process from
conceptual to physical design for big dimensions (Fig. 5). To use this tool, users first
need to create an ontology file that describes the conceptual model of a big dimension
using OWL constructs. The creation of the ontology is not the focus of this paper for that
reason it is not discussed. When the ontology is given as the input, the tool automatically
generates the necessary SQL scripts, and further creates the schema in the underlying
DW DBMS. The proposed tool supports three kinds of partitioning methods including
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Fig. 4. Hybrid partitioning

horizontal, vertical and hybrid partitioning (Section 2). The tool retrieves the input on-
tology file that defines the conceptual model of the big dimension, and parses it using an
ontology walker (OWLOntologyWalker). The walker visits all the ontology constructs,
including OWL classes (OWLClass), subclass axioms (OWLSubClassAxiom), data type
properties (OWLDataProperty) as well as object properties (OWLObjectProperty) and
converts them into the corresponding constructs of the relational schema based on the
mapping rules and naming conventions. The tool then automatically generates SQL
scripts and executes them in the underlying DW DBMS. This makes it very convenient
for the end users to do any revisions during the design, i.e., they only need to edit the
input ontology and re-execute the program.

Fig. 5. The ontology-based big dimension schema generator

4 Evaluation

In this section, we measure the performance for each of the partitioning methods pre-
sented in this paper. We conduct the experiments on a Dell OptiPlex 960 workstation
equipped with a 2.66 GHz Intel(R) Core(TM) 2 Quad processor, a 320 GB SATA hard
drive (7200 rpm, 16 MB Cache and 3.0 Gb/s) and 3.0 GB RAM running with Fe-
dora 14.0 Linux with kernel 2.6.35. The underlying DBMS PostgreSQL 8.3.5 uses the
following settings: “shared buffers=512 MB; temp buffers= 128 MB; work mem=56
MB, maintenance work mem=256 MB; checkpoint segments=20”; and default values
for other configuration parameters. We generate the synthetic data for the star schema of
sales data mart (Fig. 1). The size of test data set for Customer dimension is 1,000,000
rows. We run eight queries (Q1–Q8, Table 1) to test the partitioning methods. Due to
space limitations, we put the SQL scripts of the queries at http://tinyurl.com/
cng4b2y.

http://tinyurl.com/cng4b2y
http://tinyurl.com/cng4b2y
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Fig. 6. Query performance for various partitioning methods

Table 1. The queries on the Customer dimension table with 1 million records

Query Description Affected rows
Q1 Select all the customers who are between 38 and 48 years old, and made

their first purchase in the year < 2000.
70,421

Q2 Select all the customers from Europe who are not Caucasians. 40,654
Q3 Select all the customers who speak French or Deutsch (as native speak-

ers), live in France or Germany, cannot drive motorcycle, and bought a
product with quantity < 1000.

15,453

Q4 Select all the customers who have made at least one purchase in the last
20 years, and their purchase quantity >= 1.

30,345

Q5 Select all the customers who are less than 18 years old, and their first
names do not begin with a vowel.

38,542

Q6 Select all the customers who are between 38 and 48 years old, made
their first purchases in the same year as the other customers whose age
interval is “48-58”, and bought the same product in a calendar year
between 2000 and 2005.

87,324

Q7 Select all the customers who are not from Europe, and made a purchase
in the last 10 years with the quantity >= 5.

186,546

Q8 Select all the customers who are less than 18 years old, and do not have
driver license.

15,565

We run the same query for each partitioning method 10 times, and compute the av-
erage query response time in millisecond (ms). The results of each query are written to
Linux null device, /dev/null. We run the eight queries for each of partitioning meth-
ods in order to evaluate the advantages and disadvantages of the proposed methods. In
Fig. 6, we have a complete picture of all partitioning methods, as well as the behavior of
the eight queries that were used. Q1 and Q2 highlight the advantages of the horizontal
partitioning by age and continent. Q1 only searches one table (the one that corresponds
to the group age 38-48). The worst behavior is obtained for the original schema (the
one that is not partitioned). Similarly, Q2 searches the partition Europe only. The worst
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time is obtained for the vertical schema, for the reason that Q2 must search through
all customer entries just like in the case of the original schema, but does so with two
tables (CustomerNeverChange and CustomerCouldChange). The time is worst due to
the necessity of joining these two tables in order to obtain the result. Furthermore, Q3
and Q4 suggest that the vertical partitioning has the best behavior. Regarding Q3, all at-
tributes that belong to the customer, are found in one table. The worst result is obtained
for the horizontal partitioning by continent. Although, Q3 searches for customers that
are from France or Germany, however, the search involves all tables, since the continent
is not specified. Similarly with reference to Q4, the vertical partitioning again has the
best result, as it only searches in the CustomerCouldChange table. In addition, Q5, Q6,
Q7 and Q8 emphasis the significance of the hybrid partitioning. With regards to Q5,
the original schema has the worst time, for the reason that Q5 performs the search on
the entire table. Likewise, Q6 runs well on the hybrid partitioned by taking advantage
of the age intervals (only require two tables to be searched) and fewer attributes due
to the nature of vertical partitioning. With regards to Q6, the worst time is obtained by
using the horizontal partitioning by continent. Moreover, Q7 runs slower on the vertical
partitioning, since it needs to join all partitioned tables, whereas, the worst time for Q8
is obtained when running it on the original schema, as it searches through the entire set
of rows. In conclusion, the hybrid partitioning has proved to be the best with respect
to query time. Similarly, the horizontal and vertical partitionings have also performed
well. The original schema for big dimension proved to be the worst.

5 Related Work

In the context of partitioning methodologies, there are many studies that propose differ-
ent ways of partitioning. In general, partitioning techniques are part of the broad process
of optimizing in a relational data warehouse [3]. The horizontal and vertical partitioning
methods are different in the way the application perceives them [8]. Horizontal parti-
tioning is a so-called transparent method with regards to the applications. While vertical
partitioning affects the model and the way data is accessed. Vertical partitioning is also
presented in [2], however, the work applies vertical partitioning to compare column-
oriented DBMS with row-oriented DBMS. A mixed fragmentation based methodology
in distributed databases is proposed by [12]. The methodology allows the optimal parti-
tioning of global relations in a distributed database. The previous work presented so far
provides the theoretical foundation for data partitioning. In this paper, we focus on big
dimensions in a row-oriented DBMS execution environment (traditional DBMS, such
as PostgreSQL) and propose an algorithm that describes the DW schema design process
based on these partitioning methods.

Ontologies are used in many fields such as data integration, conceptual modeling
as well as the semantic web. An approach to automatically discover meaningful IDs
(composite keys) from domain ontologies is presented in [1]. The work presented in
this paper is some what similar to this approach in a sense that we also use domain
ontologies to automate the DW schema generation process. Work on ontology-based
operational database schema generation have also been done [4,6,10,17]. An ontology-
based (semi-automatic) approach for multidimensional DW design is presented in [14].
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The approach searches for a specific multidimensional concept (as potential dimen-
sions and facts) and requires user interaction for each step. In contrast to all these ap-
proaches, our approach is specific to the modeling of big dimensions in data warehouse
schema design using different design methods. In addition, our approach reduces user
interaction to minimum and with the help of the tool proposed in this paper, thus, the
ontology-based schema transformation can proceed automatically.

Furthermore, some works focusing on big dimensions have been found. A data ware-
house striping technique in distributed data warehouses is proposed in [7]. This data
partitioning technique partitions the fact tables through all nodes and replicates the di-
mension tables. This technique is based on the idea of reducing the size of the fact tables
as well as the size of the dimension tables. The technique to some extend decreases the
number of the rows in the dimension tables, however, it does not focus on decreasing
the number of columns. In contrast, our approach is based on a centralized data ware-
house, and it is capable of reducing the dimensions based either on row or on column,
as well as their hybrid.

6 Conclusion and Future Work

This paper proposed a flexible modeling approach for big dimensions using OWL on-
tologies. Although a number of OWL to DW schema transformation techniques have
been proposed, however, to the best of our knowledge, this work is the first to present
the design methods for big dimensions using horizontal, vertical and hybrid parti-
tioning. The work formalizes the design methods and presents a tool to automate the
modeling process. The proposed solution does not require any hand coding; instead it
auto-generates the DW schema based on a given OWL ontology. The solution is easy-
to-use and easy-to-maintain by end users. It is general and works well where the big
dimension requirements are not fixed. Furthermore, some challenging areas for future
work are as follows. Currently, the tool takes only one OWL ontology file as the input,
and handles the schema generation with respect to the design of one big dimension.
In future it should be extended to handle multiple big dimensions. In addition, a more
complex improvement refers to a unified OWL schema as the input. The tool would
automatically find the best method to partition the big dimension, or the desired par-
titioning method would be given as part of the input. Currently, the tool only has the
reasoning capability on the instances of a class and its sub-classes. It would be desir-
able to integrate with a reasoner, which makes it to support more complex semantic
requirements of DW schema design.
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Abstract. Analytical Information Systems (AIS) enable analysts to vi-
sualize and analyze large amounts of data. They are based on a Data
Warehouse in whose context typically various types of metadata are used.
Often these metadata slightly consider additional information especially
concerning the Multidimensional Data Model (MDM) like definitions,
business rules, terminology or background information. By adding this
metadata, particularly regarding the linked data movement, a significant
improvement in the domain of AIS can be achieved. Our approach sug-
gests a semantic metadata layer that enhances the AIS to allow modeling
additional information in form of real-world entities. These entities cor-
relate with MDM elements and are derived and integrated from various
external structured sources. As a prototype we show the feasibility of
this approach through a filter component that filters classification nodes
with information not covered by the MDM.

Keywords: Analytical Information System, Semantic Metadata Layer,
Data Warehouse, Linked Data, Multidimensional Data Model, Ontology.

1 Introduction

A key requirement of Business Intelligence (BI) is to improve the decision mak-
ing process and to empower business users to get all the needed information at
the right time. Among concepts, methods, and tools that focus on communi-
cation, collaboration as well as document and knowledge management, model
and method based Analytical Information Systems (AIS) were developed as ex-
pert systems. They enable analysts to visualize and analyze large amounts of
data sets. Based on a Data Warehouse (DWH), which integrates various in-
formation sources in a quality assured and multidimensional manner, analysis
components allow to do Online Analytical Processing (OLAP) operations and
complex statistical or geographic procedures in different visualizations like pivot
tables, diagrams or thematic maps. However, AIS suffer from several shortcom-
ings, especially in the context of an Information-Self-Service in particular for less
skilled business users.

W. Abramowicz (Ed.): BIS 2013, LNBIP 157, pp. 88–99, 2013.
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The First shortcoming results from the flexibility and mightiness of AIS. They
are typically too complex for most business users. They face notable challenges
performing adequate ad-hoc analysis, in a self-service manner, for receiving an-
swers to their questions. In distinction from analysts, business users ordinarily
neither have a deep technical understanding of the underlying Multidimensional
Data Model (MDM), nor do they have the analysis knowledge in order to know
which measures on which dimensions, aggregation levels and visualizations have
to be analyzed in which analysis step to answer their analytical questions. Fur-
thermore, the usage of the right OLAP operations and visualizations requires
corresponding domain specific analysis knowledge[9].

Another shortcoming of AIS is the lack of additional supporting metadata as-
sociated with the integrated quantitative and qualitative DWH data, especially
according to the DWH structure (measures or dimension elements), such as as-
sumptions, definitions, business rules, terminology and background information
[10]. Therefore, users have to exploit the semantics of the data and the structure
on their own and often have to supply themselves with additional external data
[5]. Furthermore, the use of external structured linked data for analysis support
is not considered in AIS at the moment [3][9].

A third considerable problem, related to the second, results from the fact of
having no possibility to import, capture, process, and use explicit analysis and
domain knowledge of analysts for further analysis support of the business users.
Of particular interest is empirical knowledge such as strategies or best practices
of retrieving answers to specific issues in the context of analysis in a specific
domain. In current systems, the applied knowledge gets lost.[9]

“Ideally, business users should be empowered to analyze multidimensional
quantitative data structures without having all the necessary above mentioned
knowledge and without being technically skilled. This could be achieved by re-
ducing the systems’ complexity: The system should be able to support business
users in their ad-hoc analysis by using modeled semantic machine readable and
reasonable knowledge provided by a semantic metadata layer for advanced anal-
ysis assistance. The functions for a business user Information-Self-Service can
reach from advanced information to selected MDM entities over a navigation
support on semi-defined analysis paths to a recommendation system that sug-
gests possible further analysis steps” [9].

While shortcoming 1 and 3 are in the focus of our paper [9], we discuss in
this paper a new elementary part of our ontology-based semantic metadata layer
for an AIS that allows new functions for the Information-Self-Service of business
users. The focus here lays on the above mentioned shortcoming concerning the
lack of additional supporting metadata. Therefore, we explain how experts can
model generic context elements that allow saving further information in the form
of attributes and relations to and between real-world entities represented in the
MDM of the underling DWH [2]. Based on that metadata layer we show how
experts can integrate different, additional structured data sources like DBpe-
dia [3] as representative for Semantic Web respectively linked data sources and
the “German structured quality reports” as an example for relational database
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sources. On Top of that instantiated metadata layer we present as example a
filtering component that allows business users to filter classification nodes of the
MDM by using the loaded additional informations.

The remainder of this paper is organized as follows. After this introduction,
our conceptual solution in form of the semantic metadata layer is presented
in section 2. Based on this, we explain our prototype and the results of our
evaluation in section 3. Section 4 presents related work in this research area
before section 5 summarizes our results and points out further work.

2 Concepts

Often Metadata is defined as additional information about content, structure,
context, and semantics of data as well as process information for the use of the
data [1]. Within the scope of data processing, Metadata describes all the informa-
tion needed for analyzing, layouting, and constructing of information systems [8].
Especially the terminology Metadata includes technical terms, terminologies as
well as domain specific knowledge and context information, for example business
management measures such as designations, distinction, provenance or usage.

In past projects, we have observed a lack of additional supporting metadata
associated with qualitative DWH data, especially the MDM structure (measures
and dimension elements), like terminology and further background information.
The MDM partly covers the real-world. But specific information is defined im-
plicitly by the dimension taxonomy or by the data of the hypercubes like relations
of classification nodes of different dimensions. Frequently additional information
exists about modeled entities outside the MDM, e.g. in the original data source
of the DWH that is not covered by the Extraction-Transformation-Load process.
Furthermore, additional information from structured sources like DBpedia can
be used for information visualization and in additional analysis tasks.

Our approach is to model generic context elements as an ontology that allows
to save further information in the form of attributes and relations to and between
real-world entities represented in the MDM and externally. Therefore, we need
to model and instantiate the MDM in our semantic metadata layer in a way
that it can be referred by the context-elements. This can be done as follows and
shown in Fig. 1.

The section “Multidimensional Data Model Elements” and its eponymous
entity is used to reference the elements modeled in the MDM. Therefore, the
entity “Dimension” facilitates the deployment of a connection to an instantiated
dimension, e.g. a “Hospital” dimension. A dimension consists of “Classification
Levels”, which are composed of “Classification Nodes”. As an example, a classi-
fication level can aggregate hospitals as instantiated classification nodes in terms
of the corresponding administration. Besides this, an MDM consists of further
elements that are slightly indicated in Fig. 1 but not of importance for the
forthcoming aspects.

After the instantiation of the named entities as an image of the MDM in
our semantic metadata layer, we can refer to them by specific context elements
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describing additional information. The entity “Context-Elements” is the base
entity for elements describing further information in the context of the MDM. All
these elements inherit from this entity. As Fig. 1 shows, the “Context-Elements”
in our ontology are divided into the following areas.

In the area ”External Sources”, entities, relations between them, and at-
tributes are modeled on a high abstraction level. They allow the description
of sources with different types. These sources contain additional information
on the same real-world entities represented by the MDM through entities like
measures, dimensions, classification levels and classification nodes. However, the
real-world entities are not restricted to these MDM elements. For each source, the
corresponding schema with relevant elements can be taken into consideration.

– The entity describing different sources outside the MDM is “Data Structure”.
These sources can be divided into structured and unstructured sources.

– Often, additional relevant information can be found in unstructured sources
like wikis, blogs or other web based services, as well as in text based files
located anywhere in the local network. To associate these unstructured data
with the MDM or analysis based on the MDM is a challenge that is not in
focus of this paper.

– In addition to unstructured sources, structured sources on relational, seman-
tic web or web service basis exist describing the same real-world entities like
the MDM does. Often they include further or alternative attributes, and also
relations to entities outside the MDM that must also be considered in cer-
tain analysis tasks. As instances of these sources, the following examples can
be mentioned: “DBpedia” as a representative of “Semantic Web Sources”,
“GeoNames” as a “Web Service Source”, and the “German structured qual-
ity reports” as an instance of a “Relational Source”.

– “Data Structure Elements” as part of the named “Data Structure” element
are linked via the relation “contains DS Element” and inherited relations for
each source type. This concept allows the modeling of specific source schema
elements and the representation of instances that can be used in queries
later on. The purpose is to know which instance of a source schema element
and the corresponding source delivers specific information to attributes or
relations of real-world entities. Hereby, “Data Structure Elements” are di-
vided into “Relational Table” and “Relational Column”, which are related
to each other and to “Relational Source” as well. “Semantic Web Entity”
and “Semantic Web Attribute” are connected to “Semantic Web Source”.

The region “Internal Source Schema” defines a vocabulary that allows mod-
eling real-world elements like entities, their relations to each other, and their
attributes. Instances of “Internal Source Schema” are derived by experts based
on the different external “Data Structure Elements” whereby one Instances can
be composed of more then one source. This is especially the case, if each covers
different aspects of the real-world element. These elements cover a part of the
real-world that is partly included in the MDM and mostly go beyond. This is
the reason why the entities “Real World Element” and “Relation” inherit from
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“Context Elements” as they can model additional information which might be
of interest.

– “Real World Element” is the parent entity of “Real World Entity” and “Real
World Attribute”. This entity is linked to “Data Structure Element” with
the purpose that “Real World Element” instances like a “Hospital” or a
“PostalCode Region” contained by defined instances of the external sources
can be adopted. Typically, they are identified by a unique attribute “ID”
like a “PostalCode” or a “Hospital ID”.

– A “Real World Entity” allows the modeling of the mentioned instances
whereby a real-world entity can be represented in more than one external
source. Therefore, they are merged based on the unique identifier at instance
level.

– Each “Real World Entity” has many “Real World Attribute” instances that
can also be derived and adopted from external sources. Instances of this
entity could be “area” linked with the instance “PostalCode Region” or “is
University Hospital” and “medical devices” both linked with the instance
“Hospital”.

– Instances of “Real World Entity” can be linked to each other via instances
of “Relation Real World Entity”, which means that there is a specific rela-
tionship with explicit semantics between both. Hereby, the relation defines a
domain and range as well as an inverse relation. Other attributes like cardi-
nality, symmetry, functionality or transitivity are also possible. In some cases
relations between instances of “Real World Attributes” are defined also to
e.g. model dependencies. It should be noted that some sources, especially
instances of “Semantic Web Source”, already define named relations . In-
stances of “Relational Source” typically model relations between different
entities by key relations.

In summary, instances modeled by vocabulary of the “Internal Source Schema”
represent an excerpt of the real world that is also contained partly by the
MDM. For example, the MDM models a “Hospital”- or a “PostalCode Region”-
dimension. A real-world “Hospital”- and “PostalCode Region”-entity is con-
tained by the relational source “German structured quality reports”. The latter
is also contained with additional informations in the “DBpedia” source, as well
as in the “GeoNames” source. Instances of modeled instances of the “Internal
Source Schema” like concrete hospitals or postal code regions, as well as others,
their attributes and relations must be instantiated as an quality assured inter-
nal source. Often, these instances are equivalent to classification nodes, if they
are also represented by the MDM but offer additional information for the later
usage within an “Information”- and “Filter”-component. This bottom “Inter-
nal Source Schema” layer is build by experts who automatically tool supported
query the different sources in their corresponding languages by utilizing the pre-
viously modeled metadata. The real-world instances are loaded and integrated
in the bottom layer. Hereby typical integration aspects must be taken into con-
sideration (see section 3). Afterwards they are matched and mapped against the
instances of the MDM.
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In addition, there are four other entities that are multi-connected to sev-
eral entities and sections described above. These entities are not assignable to
any section and use the other entities in a comprehensive way. By instantiating
the “Filter” entity, the “Classification Nodes” of corresponding “Classification
Level” can be filtered by specific “Real World Attributes” instances gathered
from external sources. Furthermore, attributes defined by transitive linked real-
world entities can be taken into consideration for filtering the classification nodes.
If a “Filter” is instantiated as a logical filter, then typically this filter is char-
acterized by executing more than one filter step whereby each step uses one
instance of “Real World Attribute”. A filter uses a “ResultSet”, which consists
of entity instances and is the outcome of a “Query”. If more than one filter step
is applied, the result set depends on the selected logic operation, like e.g. “union
set” or “intersection set” that extends or reduces the classification nodes. With
the aid of instances of the entity “Real World Element”, instances of “Relation”
and the modeled connection to instances of “Data Structure Element”, it is pos-
sible to set up a query against the bottom “Internal Source Schema” layer.
Our ontology includes an “Information” entity that uses the result set and pro-
vides additional information for classification nodes. By instantiating this entity,
contextual information can be made available to the user of the AIS like extra
information on hospitals, e.g. number of beds or specialization of a hospital.
The aim is to compensate the less available technical understanding and domain
knowledge of business user.

After presenting the metadata model on a high abstraction level the next
section 3 explains more practically the instantiation of the semantic metadata
layer by experts and the resulting information-self-service for business users.

3 Prototype and Evaluation

With the ”Multidimensional Statistical Data Analysis Engine” (MUSTANG)
[12], the OFFIS Institute for Information Technology has created a framework
for the development of AIS. MUSTANG is designed on a service-oriented archi-
tecture to enable explorative and ad-hoc multidimensional data analysis with
the focus on geographical and statistical aspects provided by corresponding ser-
vices. Today, MUSTANG is the foundation for several analytical applications in
the German health care system [12], whereby the addressed shortcomings could
be observed. Therefore, MUSTANG was enhanced in prototypical implementa-
tion with the described metadata model of section 2 within a semantic metadata
layer [9], in particular the instantiation and filtering services.

First of all, experts instantiate the MDM-elements section of our ontology by
using diverse MUSTANG core services. The goal is to correlate the MDM with
additional information. In the next step, the External Sources” section as well as
the “Internal Source Schema” section are instantiated in parallel. Therefore, an
expert defines the utilizing sources and contained real-world elements iteratively.
Hereby several aspect concerning the availability, origin, privacy, reliability as
well as quality like granularity, topicality, correctness and completeness of data
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should be considered. So, a source that is build by these experts on their own
or in the company environment could be higher rated regarding these aspects.
Often internal and external sources can distinguished whereby semantic web
sources belong to the second group and are rated lower regarding some aspects.

For relational sources the user specifies entities and appoints the correspond-
ing relational tables that describe with there columns literal attributes. Based
on keys these columns can also describe relations to other real-world entities. In-
stances of Child Classes of “Data-Structure Element” and “Real World Element”
are created. The experts provide statements if these “Real World Element”-
Instances correlate with MDM-Elements on Instance Level so that a matching
should be carried out. For example, he specifies the “German structured quality
reports” source that contains additional information according to the real-world
entities “Hospitals” correlating to a “Hospital” dimension of the MDM.

For semantic web sources like “DBpedia” also “Data-Structure Element”- and
“Real World Element”-Instances are created, whereby a new problem may arise.
If the user is not familiar with the schema, the corresponding data model and its
capabilities it could be difficult to find the right “Data Structure Elements” for
instantiation. In case of “DBpedia” there are 359 hierarchically arranged classes
with 1775 Attributes1 that could be inherited. In contrast to relational sources
we propose a instantiation by example. Therefore a user appoints a concrete in-
stance of the class which should be modeled as “semantic Web Entity”-Instance
and the corresponding “Real World Entity”-Instance. All available and filled lit-
eral attributes and relations to other entities are suggested and the user could
accept or reject the modeling as “Real World Element”-Instances. As another
characteristic there could be synonymous sources like for example “dbpedia.org”
and “de.dbpedia.org”. Most entities are identical but there are differences in the
vocabulary, covered attributes and relations and completeness of data. There-
fore, attributes can be marked as synonymous. In particular, English language
attributes such as “administrative district”, point to other entities and are more
valuable compared to their synonymous German equivalent literal values like in
this case “Landkreis”. Homonyms are not supported.

While modeling “Data-Structure Element” and “Real World Element”-Ins-
tances supported by our instantiation tool, the expert users should only model
additions for still existing “Real World Element”-Instances to avoid hetero-
geneities. However if they model synonym attributes and relations defined by
different sources, they have to specify the more trustworthy. The other synonym
attributes and relations could be used for correctness and completeness checks.

With the adoption of the real-world entities fromdifferent sources as instances of
the bottom layer “Instances of Internal Source Schema”, the last step is processed.
The instantiation tool processes the sources “Real World Element”-Instances in
the modeled order and queries the corresponding “Data Structure Element”-
Instance to extract the “Entity”-Instances. Synonym “Entity”-Instances from
different sources are identified by a unique key that was modeled before. A combi-
nation of matching techniques that are length-, distance- or tokenbased as well as

1 http://wiki.dbpedia.org/Ontology, as of 21.01.2013.

http://wiki.dbpedia.org/Ontology
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QGramand Jaro-Winkler could be applied. These techniques are also used to iden-
tify the equivalent MDM-Instances and for equivalent textbased literal attribute
values. The process is supervised by the user who decides in case of doubt.

After the building of our semantic metadata layer the integrated informations
can be used by the business users in form our prototypical filter component shown
in Fig. 2. Its purpose is to filter classification nodes of a selected Dimension on
a chosen classification level based on the mapped “Entity Instances”. Therefore
the business user has to process as workflow the columns from the far left to the
far right column whereby iterations are possible.

In the first column on the far left, all classification nodes of a chosen classifi-
cation level are displayed. In addition to this, the user can see how many classi-
fication nodes the chosen classification level contains and how the corresponding
dimension is called. In this case, the selected classification level contains 11569
municipality of Germany in a “Region”-Dimension.

Fig. 2. Filter Component

To the right in the next column, an available filter type can be chosen. As the
screenshot shows, in this scenario the business user selected the “intersection”-
filter as a logical filtering operation, which means that each of the following filter
attributes have to hit a classification node.

In the next column at the center of the user interface, all available filter at-
tributes according to the actual chosen classification level are shown. In the
example, all metadata of each filter attribute is gathered from different data
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sources, describing one real-world entity: If the user chooses “contains hospital”,
the extracted informations of the “German structured quality reports” are used.
In the case that he selects “elevation”, integrated data from “DBpedia” is used.
If the user selects “Gemeinde liegt in Bundesland”, what means “federal state
of the municipality”, as a relation to the real-world entity “federal state” , data
from “GeoNames” is used to filter the classification nodes. In case of relations
also attributes of the referenced real-world entity could be used as transitive
filtering instead of selecting an instance (not shown in Fig.2).

In the fourth column, a value according to the chosen filter attribute has to be
selected. Because the user selected “federal state of the municipality” as a filter
attribute, all available German federal states from “GeoNames” are displayed
for selection. For transitive filtering the third column is reused with a new Tab.
The user has to go one column to the left again.

In the last column on the far right, the current filter results are shown. The
user selected the intersection filter and already filtered the classification nodes
with the filter attribute “elevation” between 500 and 700 meters in a previous
filter step. Depending on which federal state the user will chose in the current
step (fourth column), the intersection set will be recalculated. By clicking the
“Filtern”-Button the filtering process ends and the classification nodes of the
resultset are adopted as valid Dice OLAP-Operation in the AIS. Alternatively
more filter-steps beginning in column three can be applied.

In a evaluation of this prototype we gave six business users the task to manu-
ally select classification nodes of a “Hospital”-Dimension in the AIS that repre-
sent concrete hospitals with specific attributes. The underlying MDM contains
about 1600 German hospitals that are hierarchically ordered by the ownership.
The asked attributes where care of Cardiosurgical Centers and as region Lower
Saxony. In the first run the test persons had to use the ordinary AIS and in
the second run the enhanced prototype AIS. In the first run the test persons
searched in individually chosen sources like “google” or “weisse liste portal”2

and then selected the corresponding classification nodes. In second run they se-
lected the information by using the filtering component. We discovered that our
filtering component was better regarding the correctness and quickness of filter-
ing results. As disadvantage we must mention the completeness and quality of
context informations. Especially in case of semantic web sources and their open
world assumption the filter result may not include all values.

Finally, we were able to summarize in a concluding expert conversation with
a person from the epidemiological cancer registry in Lower Saxony that such a
filter component for supporting business users is of high practical relevance be-
cause frequently projects require additional information that was not considered
when the MDM was developed. In their scenarios especially potential hazards in
municipalities and postal-code regions like power poles, power plants or landfills
are of interest.

2 A Portal in the German health care market based on the “German structured quality
reports”.
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4 Related Approaches

There are some works in the literature that deal with similar research topics. As
we have shown in this paper, we can integrate arbitrary structured sources like
DBpedia or GeoNames, e.g. to filter classification nodes. Data from DBpedia is
also used in [4] to extend the keyword search for business entities in the DWH
by including metadata like synonyms or other commonly used expressions match-
ing a given keyword. In [6] the MDM is extended by domain and mathematical
ontologies to describe underlying mathematical elements of data cubes, and in
[13] the authors built a consistent business semantics model by representing busi-
ness metadata with an extended OWL language that is used to query the DWH.
The authors of [5] use an ontology-based approach to bring different analysis roles
together, especially business users, focusing on the collaboration between the par-
ticipants of the analysis process. Another work of the “Self Service Business Intel-
ligence” [7] initiative is [11] with the aim to improve the self-service capabilities by
an ontology-based architecture and frontend-tool to ease accessing and querying
the data. Overall, we can summarize that there are several works in the literature
integrating BI- and SemanticWeb-technologies - but barely any approach extends
the MDM by adding structured information from multiple external sources.

5 Conclusion

In this paper, we have shown that the utilization of structured information from
multiple external sources in the context of the Multidimensional Data Model has
a great potential for the analysis support for users of an Analytical Information
System. Due to the linked data movement in the last years, new capabilities for
advanced data usage and analysis arise. In this context, two different efforts could
be identified in the literature. On the one hand linked data sources like DBpedia
are used to enhance Business Intelligence Systems. On the other hand, by using
Semantic Web technologies within Analytical Information Systems, new analysis
features come up. However, the combination of these two research areas is rarely
taken into consideration. From our point of view, this approach offers huge po-
tential as well as new challenges to be examined. On the basis of our described
context ontology as a part of the semantic metadata layer, our approach offers
possibilities to integrate relevant information concerning real-world entities from
several external structured sources in a quality assured manner. These informa-
tion are used for filtering classification nodes within the Multidimensional Data
Model as well as for extended information supply to ease the analytical process.
As an alternative to the creation of an internal source, “on the fly” queries can
be created and sent to external data sources with the possible disadvantage of
lower quality and lower performance. The implementation and evaluation of our
approach in the form of a prototype and concluding expert conversation has
proven successful concerning the usage of additional information for advanced
analysis support. The belonging master thesis was honored with the first prize of
the German TDWI Award 2012. As further work we suggest the combination of
this type of metadata with pursuing business semantics such as business rules.
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Abstract. In this paper, we analyze the potential impact of e-commerce soft-
ware packages on the diffusion of markup for structured data on the Web. We 
argue that such an analysis must focus on the product detail pages, i.e. the 
“deep links” to individual items, rather than the pure number of shop sites, for 
assessing the potential. Based on (1) a systematic analysis of the popularity of 
56 software packages for e-commerce sites among the Alexa list of the one mil-
lion most popular Web sites, we (2) estimate the number of product detail pages 
for the respective shops and then (3) project the potential lever of each  
e-commerce package for the adoption of structured markup, assumed that add-
ing support for structured data can be made a readily available feature of a  
respective software. Our results indicate that by adding a structured markup 
component to as little as seven popular e-commerce systems, we could instantly 
deploy structured data markup on nearly 90 % of the product detail pages 
among the one million most popular Web sites. 

Keywords: E-Commerce, Semantic Web, RDFa, Microdata, Microformats, 
SEO, schema.org, GoodRelations, Technology Adoption. 

1 Introduction 

In the past few years, embedding structured data with e-commerce information into 
HTML content using RDFa1, Microdata2, or Microformats3has become a mainstream 
technique for Web shops. With GoodRelations[1], an established ontology is availa-
ble that supports modeling of a wide range of e-commerce scenarios with structured 
data.It has recently been integrated into the schema.org standard [2]advocated by four 
major search engines. 

For shop owners, publishing structured data is mainly motivated by the consump-
tion of search engines like Google, which use it to enhance search results. From a 
search engine perspective, shop pages that contain structured data are preferable, as 
the extraction of important information like product name or priceis computationally 
expensive and error-prone.When pages include structured data markup, this task  
becomes less difficult and potentially more reliable. 

                                                           
1 http://www.w3.org/TR/xhtml-rdfa-primer 
2 http://www.w3.org/TR/microdata/ 
3 http://microformats.org/about 
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In the context of the paper, we define e-commerce software packages as software 
artifacts that allow merchants to operate an e-commerce site that presents products or 
services and supports a purchasing transaction, e.g. via shopping cart functionality. 
Many shop operators use standard e-commerce applications to run their sites, such as 
Magento4, ATG5or Prestashop6. State-of-the-art solutions typically offer an extension 
mechanism that enablesadding third-party code to the resulting system. This allows 
developing extension modules for structured data, which then significantly reduce the 
cost and effort of adding structured data markup, because instead of editing the 
HTML template, the administrator will just have to download and install the respec-
tive module. In the past years, we have developed or helped others to develop several 
such modules, which have shown significant uptake. As of January 2013, there are 
more than 18,000 aggregated downloads for our modules for different e-commerce 
applications that add structured markup. Still, these 18,000 downloads represent only 
a small part of the total number of shop sites on the Web. 

For advancing the field of Semantic Web technology in e-commerce, however, the 
adoption of structured data markup by a limited number of Web shops is not enough, 
as the resulting market coverage will not be sufficient in terms of the range of prod-
ucts, or the coverage of dealers withdifferent value propositions. A broad range of 
products is especially relevant for applications that aim at providing a consolidated 
view on a respective market segment. For instance, a product search engine based on 
structured data for digital cameras will only be useful if a substantial share of the 
market is represented. 

Our core research question is how e-commerce packages and the respective market 
structures provide an effective lever for accelerating the diffusion of structured data 
markup so that Semantic Web applications become possible. In essence, we want to 
know the number of e-commerce sites that run standardized software packages, and 
the distribution properties of the number of products per shop site. This allows pro-
jecting the impact of adding structured data functionality to a comparatively small 
number of codebases of e-commerce packages. To our knowledge, no previous sys-
tematic analysis of these questionsexists, except for non-scientific studies from an 
industry perspective.  

In this paper, we provide (1) a systematic analysis of the popularity of 56  
e-commerce applications among the Alexa list of the one million most popular Web 
sites [3], (2) estimate the number of product detail pages for the respective shops and 
then (3) project the potential lever of each package for the adoption of structured data 
markup, assumed that adding support for structured data can be made a built-in fea-
ture of a respective application. Our results show that by adding a structured markup 
component to as little as seven popular Web shop applications could instantly add 
structured data to nearly 90 % of the product detail pages among the one million most 
popular Web sites. Our main contribution is estimating the impact of adding struc-
tured data functionality to a limited number of e-commerce packagesfor the amount 

                                                           
4 http://www.magentocommerce.com 
5 http://www.oracle.com/us/products/applications/commerce/atg/ 
6 http://www.prestashop.com/ 
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of respective markup at Web scale, which resides mainly in the “deep link” part of 
Web sites. 

The remainder of this paper is structured as follows: In section 2, we summarize 
related work. In section 3, we describe our methodology and provide details about our 
data collection and implementation. In section 4, we analyze the data and summarize 
the findings. In section 5, we evaluate the performance of the critical component for 
the detection of e-commerce systems, discuss potential limitations of our approach, 
and sketch future work. In section 6, we conclude and summarize our results. 

2 Related Work 

In this section, we summarize work related to our approach, which can be grouped 
into three categories: 

Market Studies: Due to the very dynamic nature of the field, it is unfortunately in-
evitable to refer to non-scientific resources for some figures. For instance, Raju esti-
mates that in 2012, there were 90.500 shops in the US earning more than $12,000 [4].  

Since 2011, Robertshawhas been conducting a semi-annual analysis of the market 
shares of e-commerce systems[5]. According to his results, the eleven biggest e-
commerce systems account for more than 80% of all sites. The service 
http://builtwith.comprovides ongoing reports of the popularity for a wide range of 
Web technologies, including e-commerce packages[6].  Unfortunately, the site only 
delivers relative market share data of the ten most popular e-commerce packages with 
respect to the top 1 Million sites sample, which is of limited value for our research. 
Note that all these reports do not take into account the size of the “deep link” part of 
shop sites but merely count the sites directly. 

Functional Comparison: Beside the market studies, there are many analyst publica-
tions targeting e-commerce systems, mostly aimed at corporate audiences. Those 
publications put a stronger focus on the comparison of features and a strategic outlook 
on the regarded systems than e.g. on the number of deployments. For instance, in 
2011Gartner [7] provideda report that maps different e-commerce systems into four 
clusters. Since the criteria for inclusion in the report are such that they exclude lower 
end solutions, which may account for a substantial amount of Web shops in the long 
tail, the study does not match our focus. In 2012, Forrester [8] provided a similar 
report ranking different solutions in terms of offering and strategic position, also ex-
cluding lower end solutions. 

Structured Data for E-Commerce: The GoodRelations Web vocabulary [1]was the 
first broadly adopted Web ontology for exposing structured data with e-commerce 
information following the Semantic Web vision[9][10]. The adoption of GoodRela-
tions was supported by a wealth of freely available tools for publishing and consum-
ing respective data; for an overview, see [11].While so farthere is no comprehensive 
quantitative analysis of the amount and granularity of GoodRelations data in the wild, 
Ashraf et al. have provided a preliminary study on GoodReations usage patterns on 
the Web [12].Recently, GoodRelations has been officially integrated into schema.org 
[2]. Schema.org is a collaboration of Google, Yahoo!, Bing and Yandex to promote a 
set of stable structured data vocabularies. We estimate that as of this writing, at least 
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15,000 shop sites with a total of at least 20 million product detail pages include  
GoodRelations data. 

To the best of our knowledge, there is no previous work that analyzes the impact of  
e-commerce systems on the availability of structured data. 

3 Methodology, Approach, and Implementation 

The basic rationale for our research is the following: We know from our previous 
development of extension modules that it is possible to modify respective shop soft-
ware packages to automatically add the publication of structured data based on Goo-
dRelations, and that in a manner that (1) requires only minimal configuration effort 
for the site owner and (2)is tolerant with regard to modifications of thestylesheets, 
themes, and HTML templates, or the installation of other modules. Our next goal is to 
add respective functionality to the core codebase of popular e-commerce packages so 
that the adoption of structured data does no longer depend on the manual installation 
of such extensions. If we succeed with that, a large number of shop sites will automat-
ically add GoodRelations markup once they are updated to the next version of the 
system. This promises to be a huge lever for the implementation of the Semantic Web 
vision for e-commerce.Given that we have limited resources for implementing the 
idea, we need to know (1) how many e-commerce systems we should target and (2) 
which coverage we can achieve on the level of product detail pages. We expect the 
number of those pages to be Pareto-distributed, likewise than, e.g. firm sizes. Thus, 
covering a minor share of systems with structured data may have a high impact on the 
overall coverage of the market. 

There are four layers of interest in this context, as Fig. 1 illustrates. 

 

Fig. 1. Effect of enabling structured data for an e-commerce system on product pages 

1. The global layer, which represents all shops on the Web. 
2. The e-commerce system layer, which is divided into Web shops running standard 

e-commerce packages, and custom e-commerce systems based on proprietary 
software. In our work, we focus on standardized e-commerce systems, such as  
Magento, ATG, or Prestashop. 

3. The third layer is the Web shop layer, constituted by the actual shop sites that run a 
specific e-commerce package or proprietary implementation. 

4. The fourth layer is the product range layer. It consists of all the product detail pag-
es hosted by a particular shop site and system. 
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3.1 Methodology 

Our research approach consists of the following steps: 

1. Obtaining a list of relevant site URIs: Since we cannot analyze the Web as a 
whole, we need a subset of URIs representing Web site main pages to start with. 
Roughly speaking, this is a list of Web sites, but not limited to e-commerce sites. 
We will screen them for e-commerce functionality in the subsequent steps. For our 
analysis, we take the freely provided Alexa Top 1 million traffic rank [18]. This 
gives us the URIs of the main pages of the one million most popular sites. 

2. Defining the shop software packages to search for: As a second step,we need a 
list of relevant e-commerce software applications. For that purpose, we merged the 
top 40 list provided by Robertshaw [16], the top ten list from 
http://www.builtwith.comand the systems mentioned in the reportsby Gartner 
[2]and Forrester [3], resulting in a list of 56 search strings for e-commerce systems. 
This list is shown in Table 1. 

3. Determining whether a URI represents a Web shop using one of the systems 
from our list: To get a hold of URIs that are run by specific e-commerce systems, 
we used the tool Whatweb [19], originally a site profile scanner from the context of 
computer security. Whatweb is able to detect a wide range of properties of a Web-
site, including e-commerce functionality. We then matched the results against the 
list of search strings. 

4. Counting product item pages based on sitemaps: Next, we need to estimate the 
number of product detail pages for each shop, which is a non-trivial challenge. As 
an approximation, we used XML sitemaps [20]of the shop sites, if available. In this 
context, we assumed the remaining sites to be a sufficient sample of the base popu-
lation. We then conducted a cluster analysis on the sitemap properties to find the 
ratio of product item pages on a Web shop. We could show that product item pages 
and overall sitemap pages correlate. Thus, we use the URI counts based on sitemap 
in combination with the average share of product detail pages within a site as a first 
approximation of the number of products per shop. 

5. Extrapolation of the product item count to Web scale:In order to predict the 
impact of equipping e-commerce systems with structured data markup, we project 
our results on the total number of shops in the population. 

6. Evaluation of the e-commerce system detection: As the e-commerce system de-
tection provided by Whatweb is a critical part of our analysis, we additionally  
evaluate its performance on  a sample of n=550 URIs with human computation.  

Table 1. Consolidatedlistofsearchstringsforthe56 e-commerepackages in the study 

magento, zen cart, virtuemart, oscommerce, prestashop, opencart, volusion, Yahoo!stores, interspire, 
ubercart, wp e-commerce, ecshop, actinic, miva merchant, shopify, cs-cart, ibmwebsphere commerce, x-
cart, oxidesales, 3dcart, atg, demandware, ejunkie, intershop, shopp, ablecommerce, nopcommerce, 
prostores, shopsite, foxycart, big cartel, ekmpowershop, gsi commerce, shopfactory, cubecart, roman-
cart, tomatocart, drupal commerce, blucommerce, lemonstand, thefind upfront, google trusted store, 
cleverbridge, elastic path, icongo, jagged peak, marketlive, microsoft commerce server, netsuite, istore, 
venda, micros-retail, redprairie, digital river, sap e-commerce, xt-commerce 
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3.2 Implementation 

Obtaining a list of relevant site URIs: The initial input to our study is the top one 
million list of Alexa[13]. Alexa analyzes website popularity. There is a monthly glob-
al ranking of top-level domains according to traffic (the “Top1m list”), provided for 
free in a CSV format. We used the 09/2012 release. 

To understand whiche-commerce packages are used for the Web shops in the 
Top1m list, we employed the tool Whatweb[14]. Whatweb is an open-source security 
scanner written in Ruby. Among other site characteristics, it detects server software, 
content management systems, and e-commerce systems.  

Unfortunately, applying a tool like Whatwebon such a large amount of URIs is 
computationally expensive. Thus, we employed cloud computing resources. While a 
common pattern is to distribute the task on many cloud instances, we found that run-
ning it parallelized on a single powerful machine was sufficient and resulted in the 
smallest overhead. We used the Amazon EC2 Cluster Compute Eight Extra Large 
cloud computing instance (cc2.8xlarge)7. We distributed four threads on each of the 
16 cores of the machine using GNU parallel8with one line of code, which can be 
found in listing 1. Running the task took 8 hours and 32 minutes, resulting in server 
cost of 19.20 $ for the given 1 million URIs. 

cat 1m.csv | parallels --max-threads=64 ruby whatWeb.rb> 1m.txt 

Listing 1. Parallelization with GNU parallel 

To get the subset of results related to the e-commerce packages of interest, we merged 
the top 40 list provided by Robertshaw, the top ten of builtwith.comand the leading 
systemsfrom the Gartner and Forresterreports, as already mentioned. The merged list 
of 56 search strings is given in Table 1 above.  

For consistency, in the tables and figures of the remainder of the paper, we use the 
original lower case spellings of the search strings. We additionally considered the 
system XT commerce, as it was missing in the other surveys and is claimed to have 
more than 100,000 installations. We ran the list against the Whatweb results using a 
small script, matching the search strings against the Whatweb result file. It is impor-
tant to stress that, to a certain degree, this approach is also able to detect shop systems 
even if there was no specific Whatweb plugin beforehand, as there are often strings 
hinting to shop systems in the part of the results of Whatweb (eg. cookies or HTTP 
headers).Those were not targetedby the original server detection plugins. 

Counting product item pages based on XML sitemaps: After fetching and parsing 
the sitemaps, we went on to get a hold of product item pages. This figure is important, 
as web shops usually provide, beside the product detail pages(1) category pages, (2) 
review pages and (3) pages about payment and shipping options, to name a few. In 
order to assess the number of product detail pagesin a given Web shopwe assumed 
that the product item pages count should be correlated to the total URI count of the 
XML sitemap. To validate this, we conducted a k-means cluster analysis on the  
                                                           
7 http://aws.amazon.com/en/ec2/#instance 
8 http://www.gnu.org/software/parallel/ 
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properties of each entry of the sitemap of a sample of 7169randomly selected shops 
using Scikit-learn 2011[15]. We set the cluster size to three, as we assumed there 
would be a cluster of product pages, category pages, and of arbitrary pages. In prepro-
cessing, we filtered URIs linking to images, and generated a property that yielded the 
existence of the string “product” in the server path. For the further analysis, we only 
took product, priority and lastmod properties into account. The resulting clusters were 
filtered to have a silhouette coefficient[16] of at least 0.6, and the relative size of the 
biggest cluster to be between 0.6 and 0.9 of the number of entries in the sitemap, as 
we considered only those who match this threshold as valuable sitemaps matching our 
initial assumptions.We then computed Pearson’s correlation between the biggest clus-
ter and the total sitemap page count. This resulted in a value of 0.879, indicating a 
strong correlation.Additionally, we computed a final correction factor that represents 
the mean difference between URIs found in a sitemap and its biggest cluster. The 
result is 0.774, with a 95% confidence interval of 0.759 to 0.790. Thus, in 95 % of the 
caes, there will be between 759 and 790 product item pages per 1000 URIs in a XML 
sitemap. 

4 Results 

4.1 Summary 

Number of products per site: According to the correlation analysis conducted in 
section 3.2, we can take the URIs listed in a XML sitemap as an estimate for the 
number of product detail pages. The analysis of the XML sitemapsgives preliminary 
hints that the market for e-commerce systemsfollows a Pareto distribution with regard 
to the number of product detail pages, i.e. at the level of deep links. Six systems lead-
ing the URI count represent more than 90% of all URIs. The respective results are 
shown in table 2. Overall, 23.33 million URIs could be extracted from the XML site-
maps. If we apply the correction factor of 0.774 (see section 3.2), this projects to 
roughly 18 million product item pages. 

Table 2. URIs found in sitemaps and product item estimate 

 Shop software URIs 
Lowerboundaryof 
95% 
confidenceinterval 

Projected # 
ofproduct item 
pages (n * 0.774) 

Upperboundaryof 
95% 
confidenceinterval 

% ofproductsof all 
products 

Cumulated % 
ofproducts 

1 Magento 12,610,254 9,571,183 9,760,336 9,962,101 54.05 54.05 
2 ATG 3,016,552 2,289,563 2,334,811 2,383,076 12.93 66.98 
3 Prestashop 2,756,334 2,092,058 2,133,402 2,177,504 11.81 78.80 
4 osCommerce 1,597,558 1,212,547 1,236,509 1,262,071 6.85 85.64 
5 Zen Cart 769,947 584,390 595,938 608,258 3.30 88.94 
6 CS-Cart 524,778 398,307 406,178 414,575 2.25 91.19 
7 Virtuemart 508,310 385,807 393,431 401,565 2.18 93.37 
8 Others 1,546,366 1,173,692 1,196,887 1,221,629 6.63 100 
Total 23,330,099 17,707,545 18,057,496 18,430,778  

Additionally, we visualized the findings using box plots[17], as shownin Fig. 2. 
For a higher expressiveness of the plot, we filter the systems to have product page 
counts in the 0.5 area of the standard deviation of each system’s distribution, i.e. we 

                                                           
9 This number emerged from n=50 samples per shopmaximum, if available. 
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4.3 Additional Findings 

Site popularity: We analyzed the popularity of sites generated by specific  
e-commerce systems in terms of the Alexa traffic ranking. Herein, it is of interest 
which shop systems tend to be more present in the high-traffic sites, and which not. 
To answer this question, we chose to use the mean of each shops ranking distribution 
(AX-mean). To make the result more transparent, we provide an additional variable 
AX-factor, defined by dividing 500,000, i.e. the middle rank of the Alexa traffic rank-
ing, with the mean of each shop. A higher value means higher ranking sites in aver-
age. Most shops ranked less than 1, which means that most of them position in the 
lower ranks of Alexa Top1m sites. Only ATG and Demandware yielded significant 
values of 2,7227 and 1,634, indicating that they are used by highly popular shops. A 
possible explanation is that really large shop applications use either proprietary code 
or employ technology components like load balancers that render the underlying e-
commerce system hard to detect. 

Sitemap availability and quality: Another observation is that many sites yielded 
incorrect sitemaps or provided none at all. To gain insight into this, we tried to fetch 
the sitemap according to robots.txt or the standard “sitemap.xml” path[19]. Then, we 
analyzed the results and counted occurrences of URIs. We additionally implemented 
an algorithm to parse sitemap indices. Only the previously low ranked 3DCart yielded 
significant positive results. The other shops achieved rates lower than 67%, down to, 
most often50%. This means the sitemap standard is notused properly in many cases, 
and results in high crawling effort for search engines. We expected high-end systems 
such as ATG to provide correct sitemaps, but their results were not better than those 
of the base sample. 

Geographical distribution: Finally, we analyzed the geographical distribution of 
leading systems according to the number of products they manage. The United States, 
Germany, United Kingdom and France dominate the geographical distribution. The top 
ten countries of the seven most popular e-commerce systems are shown in Table 4.  

Table 4. Geographical distribution of the systems according to the number of products 

 Magento  ATG Prestashop osCommerce ZenCart CS-Cart Virtuemart 
1 USA 3062 USA 456 FRAU 950 USA 946 USA 1180 USA 226 USA 615 
2 GER 974 GER 266 USA 436 GER 427 UK 116 UK 47 GER 305 
3 UK 693 UK 44 GER 265 FRA 268 NL 110 GER 34 RUS 219 
4 FRA 643 FRA 23 SPA 147 UK 239 GER 77 AUS 20 FRA 146 
5 NL 371 RUS 19 UK 88 POL 99 EST 57 NL 15 UK 107 
6 BRA 158 CAN 18 POL 68 SPA 90 ROC 49 VN 14 NL 65 
7 EU 155 TUR 18 EU 52 NL 86 EU 38 SA 11 UKR 49 
8 AUS 138 NL 17 CZ 48 EU 43 MAL 32 EU 9 HU 47 
9 SPA 119 EU 16 NL 48 AUS 41 JAP 29 POR 8 IT 45 

10 IRE 77 POL 12 CAN 42 RUS 41 CZ 28 GR 5 POL 45 

5 Evaluation of Shop Software Recognition 

The e-commerce system detection is a critical part of our approach. We decided to 
assess the performance of the method using human computation via the service 
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Crowdflower10, which is an intermediary providing access to a manifold of human 
computation services through a standardized interface. We use precision to evaluate 
the performance of information retrieval systems[20],as we cannot measure recall, 
because our approach is limited by the aforementioned list of systems. We set up a 
task for humans to decide whether a given URI is ane-commerce site or not. Thus, the 
experiment provides insight whether the list of shop URIs actually contains shop sites.  

We ran the experiment for 11e-commerce systemsand presented to the human par-
ticipants a list of 50 randomly selected URIs, resulting in 550 items to judge. Accord-
ing to the evaluation, the shop detection approach achieved a mean precision of 94%, 
i.e. the shops detected by Whatweb are actually shops.  The systems we analyzed 
yielded a precision between 90% (e.g. ATG, Virtuemart) and 100%  
(e.g. 3DCart and Demandware). We show the results in Table 5. 

Table 5. Reliability of the shop detection technique 

Shop Software 3DCart Demandware Shopsite Magento Prestashop CS-Cart

Precision 100.00 % 100.00 % 97.00 % 96.00 % 93.00 % 92.00 %

Shop Software EC-Shop osCommerce Zen Cart ATG Virtuemart Mean 
Precision 92.00 % 92.00 % 92.00 % 90.00 % 90.00 % 94.00 % 

6 Discussion and Conclusion 

6.1 Limitations 

Our work is subject to the following limitations: 

1. Alexa Top1m as basis for the data collection induces is a bias towards popular 
sites. As future work, we plan to run Whatweb against the data of Common-
Crawl[21], a public crawl of a substantial part of the Web. This would lower the 
bias towards popular sites and better represent the longtail of the Web. 

2. We used Whatweb as it is, without additions to the plugins or constraining func-
tionality. Improving the plugins could have resulted in higher performance in the 
site recognition process, but the overall result of our research is not dependent on 
marginal performance improvements of the underlying data collection. Constrain-
ing functionality of Whatweb in terms of excluding detection features would have 
resulted in a lower computational effort, but we would have lost additional data, 
which can be explored in future work. 

3. E-commerce software missing in our initial links, additional components like load 
balancing tools, or weaknesses in the recall of our detection technique may ac-
count for a significant number of sites incorrectly excluded from our analysis. We 
evaluated this by drawing a sample of 100 sites of the Alexa list and manually 
judged whether they were shop sites. This resulted in a share of 21.74% e-
commerce sites as compared to only 2.39% sites found by our technique. This may 
reflect a fundamental limitation of our quantitative results, unless the shop sites 
properly detected are a sufficiently representative sample of the overall situation. 
At this point, we do not know this. 

                                                           
10 http://www.crowdflower.com 



110 K.U. Stoll, M. Ge, and M. Hepp 

 

4. Another shortcoming might be the reliability of the string search over the results 
of Whatweb in order to detect the different shop systems.  

5. The approach of using XML sitemaps to estimate the number of deep product 
detail pages is a limited technique. Many sites to not provide XML sitemaps and 
XML sites provided may list only a subset of actually available product item 
URIs. Alternative approaches for counting the number of product detail pages 
would be (1) deep crawling or (2) counting pages indexed by Google11.In order to 
evaluate the quality of our approach, we conducted a deep crawl and requested 
the pages indexed by Google of n=13 randomly selected sites generated by five  
different shop packages. We then computed the correlation coefficients between 
the sitemap count and the two new heuristics. The results are shown in Table 6. 

Table 6. Correlation of differerent page count heuristics 

 Sitemap count / Deep crawl Sitemap count / Google  Deep crawl / Google 

Pearson’s correlation 0.38 0.72 0.45 

We see that neither (1) a sitemap count vs. a deep crawl nor(2) a deep crawl vs. 
Google index size correlate significantly. Only sitemap count vs. Google index size 
shows a more significant correlation of 0.72. To clarify those results, we manually 
inspected the URIs in the deep crawl. However, a deep crawl count without reliably 
detecting product detail pages seems to be a very questionable heuristic, as shops 
often (a) generate pages for every permutation of a category filter, and (b) provide 
pages for every review submitted by customers. This leads to giantURI lists from 
deep crawlsstemming from duplicate content.Also, the number of pages indexed by 
Google is a problematic estimate, as it depends on the index size and crawling budget 
Google allocates to a site.We further assessed the objection that the page count might 
differ between (1) sites that provide sitemaps and (2) sites that do not. An additional 
deep crawl on n=10 sites resulted in means of (1) 1,620.69 and (2) 2,110.20 and stan-
dard deviations of (1) 1,854.39 and (2) 4,543.26. This finding does not harm our ini-
tial result. To summarize, we think the approach taken is a fair technique given the 
limitations of alternative solutions. 

6.2 Conclusion 

In this paper, we presented an extensive analysis of Web shops within the one million 
most popular sites, in order to assess the impact of standardized e-commerce system-
son the adoption of structured data markup for the Semantic Web. We can show that 
based on the high number of product detail pages, i.e. the “deep links” in shopping 
sites, adding structured data functionality to only six e-commerce software packages 
could add structured data markup to more than 90 % of all products detail pages in the 
sample. We have shown that working on the integration of the Semantic Web vision 
into those six software packages will likely be a very effective lever for the diffusion 
of structured data markup into real applications and to increase the market coverage in 
the resulting data. 

                                                           
11 We requested the figure with Google site search, i.e. +site:example.org 
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Abstract. Modelling is one of the central activities in Computer Science. Models
are used as intermediate artifacts for system construction, as reasoning tools, for
explanation, for description of reality, and for prediction of system behaviour.
In this paper we introduce a novel conception of model. The range of models
spans from elementary to matured models. Depending on the goal, purpose and
function of the model within a deployment story (‘Gebrauchsspiel’) we may use
the most appropriate model. If goals, purposes and functions are changing then
we need to change the model.

Keywords: model, models in science, model theory, conceptual model, concep-
tion of model.

1 Introduction

It is common misbelief (e.g., [2, 13] or more generally almost all Computer Science
textbooks) that there is no definition of the conception of the model. We consider this
claim as the big misunderstanding of the science and art of modelling.

1.1 A First Conception of the Model

As a starting point, a model can be simply considered to be a material or virtual artifact
(1) which is called a model within a community of practice (2) based on a judgement
(3) [8] of appropriateness for representation of other artifacts (things in reality, systems,
...) and serving a purpose (4) within this community. We distill in the sequel criteria
for artifacts to become a model. We can use two approaches: abstract properties and
criteria for artifacts. We observe however that most properties of models are hidden
or implicit and thus not given. The user must be a member of a community and base
his/her understanding on the background accepted in this community. This implicitness
is the main source of misunderstandings on models.

Additionally models are used in many different deployment scenarios and stories
(‘Gebrauchsspiel’ (deployment story), ‘Sprachspiel’ (language game)) [29]). They are
used for certain purposes and have a function within their deployment [9, 18, 30]. Often
they should not or cannot be used outside their purpose.

W. Abramowicz (Ed.): BIS 2013, LNBIP 157, pp. 113–124, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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1.2 The Manifold of Model Definitions

Computer Science uses more than 50 different kinds of models in all its sub-disciplines
[25]. Business informatics mainly uses four approaches to modelling [26]:
1. The general model definition by Stachowiak [17] uses the mapping, truncation and

pragmatic properties for origins and models
2. The axiomatic model definition [1] based on mathematical logics uses formal sys-

tems and formal theories which models represent a certain part of reality.
3. The mapping-based model definition [10] uses a direct homomorphic mapping be-

tween origin and model for description and prescription and another mapping be-
tween model and implemented system for realisation.

4. The construction-oriented model definition [3, 12, 19, 30] considers the model as a
result of a modelling process by some community of practice.

These differences explain the variety of model definitions used in literature ([26] se-
lected 35 of notions that are commonly used in business informatics.). As a very short
list we may consider the following statements:
[1]: A model is a mathematical description of a business problem.
[3]: A model is the result of a construction process for which the selected part of the
origin satisfies the purpose.
[4]: A model is the representation of an object system for the purpose of some subject.
It is the result of a construction process by the modeller who addresses a representation
of these objects for model user at a certain time and based on some language. A model
consists of this construction, the origin, the time and a language.
[8]: A model can be simply considered to be a material or virtual artifact which is
called model within a community of practice based on a judgement of appropriateness
for representation of other artifacts (things in reality, systems, ...) and serving a purpose
within this community.
[11]: The model prescribes concepts as a particular kind of relation relating a subject
and an entity.
[15]: A model is an object which has been developed and is used for solution of tasks
which cannot be directly solved for the origin by a subject because of its structural and
behavioural analogy to an origin.
[18]: Models are governed by the purpose, are mappings of an origin and reflect some
of the properties observed or envisioned for the origin. They use languages as carrier.

1.3 Brief Survey of the Paper

Concepts [28] are used for classification or are all the knowledge that the person has,
and associates with, the concept’s name. Conceptions [28] are however systems of ex-
planation. We target in this paper at the conception of the model in Computer and other
Sciences.

2 Models Defined through Properties, Purposes and Functions

2.1 Stachowiak, Aristoteles, Galilei and Mahr Properties of Models

Models are often defined through abstract properties they must satisfy [22, 23].
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(1) Mapping property: Each model has an origin and is based on a mapping from the
origin to the artifact.
(2) Truncation property: The model lacks some of the ascriptions made to the original
and thus functions as an Aristolean model by abstraction of irrelevant.
(3) Pragmatic property: The model use is only justified for particular model users, tools
of investigation, and period of time.
(4) Amplification property: Models use specific extensions which are not observed for
the original.
(5) Distortion property: Models are developed for improving the physical world or
for inclusion of visions of better reality, e.g. for construction via transformation or in
Galilean models.
(6) Idealisation property: Modelling abstracts from reality by scoping the model to the
ideal state of affairs.
(7) Carrier property: Models use languages and are thus restricted by the expressive
power of these languages.
(8) Added value property: Models provide a value or benefit based on their utility, ca-
pability and quality characteristics.
(9) Purpose property: Models and conceptual models are governed by the purpose. The
model preserves the purpose.

The first three properties have been introduced by Stachowiak [17]. The fourth and fifth
property have been introduced by Steinmüller [18]. The seventh property is discussed
by Mahr [10]. The sixth, eight and ninth properties [23] are however equally if not the
most important ones.

2.2 The Purpose of a Model

The purpose dimension is ruling and governing the model, the development process
and the application process because of the main reason for using a model is to provide
a solution to a problem. Therefore the purpose is characterised by the solution to the
problem provided by the model. We may distinguish a number of concerns such as

the impact of the model (“whereto”) for a solution to a problem,
the insight into the origin’s properties (“how”) by giving details how the world is

structured or should be structured and how the functionality can be described,
restrictions on applicability and validity (“when”) of a model for some specific solu-

tions, for the validity interval, and the lifespan of a model,
providing reasons for model value (“why”) such as correctness, generality, usefulness,

comprehensibility, and novelty, and
the description of functioning of a model (“for which reason”) based on the model

capacity.

Purpose is often defined via intention and mixed with function. Goal (or intention or
target or aim) is a ternary relation between a current state, envisioned states, and people
(community of practice). Typical - sometimes rather abstract - intentions are percep-
tion support, explanation and demonstration, preparation to an activity, optimisation,
hypothesis verification, construction, control, and substitution.
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2.3 The Function of a Model while Deploying It in Applications

The deployment function of a model relates the model purpose to a practice or appli-
cation cases or application ‘game’ similar to Wittgenstein’s language game (we call
it better deployment case and is characterised by answering the classical W-questions
(Hermagoras of Temnos1 rediscovered by J. Zachman): how, when, for which/what or
why, at what/which (business use case), etc. We add to purpose: application, conven-
tions, custom, exertion, habit, handling, deployment, service, usage, use, and way of
using. The model has a role and plays its behaviour within this application game. [24]:

Description-prescription function: models as images, figures, standard, opus, exposi-
tion, representation, composition, realisation;

Explanation function: models ‘gestalt’, pattern, guidance, type, family or species,
original, concept, principle, form, workout;

Optimisation-variation function: models as creation, ideal, achievement, probe, arti-
cle, plan, variant, substitute;

Verification-validation-testing function: models as sample, schema, specimen, pattern;
Reflection-optimisation function: models as creation, design, construction, type,

derivative, master piece, product;
Explorative function: models as result, product, work, art piece, metaphor, paradigm,

first edition, style, realisation, artefact;
Hypothetical function: models as copy, release, original form, offshoot, simulation or

experiment product;
Documentation-visualisation function: models as presentation, figure, illustration,

demonstration, explanation, adornment, plastic, structure.

3 The Conception of Model

3.1 Conceptions to Be Given for a Model

Models are often only considered with their intext, i.e., their structures and behaviour.
Context is either neglected or taken for granted. We must however relate a model to the
context dimension if we want to understand, deploy or modify the model.

Models follow typically some modelling schemata or pattern [7]. They are based
on conceptions (concepts, theoretical statements (axioms, laws, theorems, definitions),
models, theories, and tools). Conceptual processes include procedures, conceptual
(knowledge) tools and associated norms and rules. Conceptions and conceptual pro-
cesses are based on paradigms which are corroborated.

Models support interaction, understanding, sharing, and collaboration among peo-
ple. They depend on existing knowledge, the actual (ontological) state of the reality,
the condition of the person’s senses and state of mind, and the state of employed in-
struments. Therefore, models depend on the background concepts that are accepted in
a community.

1 The rhetor Hermagoras of Temnos, as quoted in pseudo-Augustine’s De Rhetorica defined
seven “circumstances” as the loci of an issue: Quis, quid, quando, ubi, cur, quem ad modum,
quibus adminiculis(W7: Who, what, when, where, why, in what way, by what means). See also
Cicero, Thomas Aquinas, and Qunitillian’s loci argumentorum as a frame without questioning.
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We can summarise the considerations so far and develop a general model frame, i.e.,
a model of the model itself. It consists of four main components

Founding concepts: A model is based on paradigms, background theories, assumptions
and guiding principles. It is composed of base conceptions/concepts with a cer-
tain scope, expressions, concept space organisation, and some quantification/mea-
surement). Language-based models use a namespace or ontology as a carrier. This
namespace is based on definitions made, i.e., the cargo in the sense of [10].

Structure and behaviour: A model is often incrementally built. Models can be multi-
faceted (with a specific topology/geometry, with states, with interactions, with
causal associations) or monolithic.

Application domain context: A model corresponds to a part of the reality, i.e. the ap-
plication domain. The domain forms the empirical scope of the model. General or
application-specific correspondence rules guide the association between the origin
and the model. Each application domain is based on general laws one might have
to consider for the model as well.

Meta-model: Models are developed within a theory and have a status within it. These
theories provide the content of paradigms. Concepts are the most elementary build-
ing blocks. The construction process of a model is guided by the laws applicable to
such theory. We may use basic models, emergent models, and subsidiary models.

Reusing the theories of concepts, content and topics [20], we shape the general concept
frame. A concept is given by the scope, by at least one expression, by its association
to other concepts and its media type [14] for the content. The application domain and
potential functions constitute the scope of a concept. A concept can be defined by one or
more partially synonymous expressions in a definition frame [22]. The concept space
must follow some internal organisation. Concepts are interdependent and associated
with each other. A concept must be underpinned and quantified by some data which use
a certain format. We assume that the formatting can be given by a media type.

3.2 Model Fitness

[7] introduces model viability. We extend this approach and consider fitness of a model.
Fitness (or superior quality) of a model is given by
(a) usability of the model for its purpose, i.e., for resolving the questions, e.g., validity

of the model;
(b) potential of the model for the purpose, i.e., for the goals that are satisfied by the

model, e.g., reliability and degree of precision of the the model;
(c) efficiency of the model for the function of the model within the application, i.e., the

practice [29] of deployment of the model;
(d) generality of the model beside its direct intention of construction of the model, i.e.,

for applying the model to other goals or purposes, within another function or with
some modification or extension, e.g., the extend of coverage in the real world.

These four criteria form main quality characterisations of a model. Viability is defined
through validity, reliability for the model purpose and function, extent of coverage in
dependence on context such as space and time, and efficiency of the model. Viability
thus can be used to evaluate how well the model represents the reality for a given scope
and how suitable or instrumental is the model for its purpose and function.
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The potential of a model is defined by its strengths, weaknesses, opportunities and
threats (SWOT). The potential can be assessed within a SWOT analysis. A model must
be empirically corroborated in dependence on the objective. The abstraction property
[17] determines the degree of corroboration. A model must be consistent with the con-
text and the background and coherent in its construction. Models are parsimonious re-
ductions of their origins. Due to this reduction models must be revisable for changes
in reality. At the same time models must be relatively stable and robust against minor
changes.

3.3 The Background of a Model

To summarise, the background of a model thus consists of

grounding G, i.e., concepts, foundations, language as carrier, and the cargo,
(meta-)basis B, i.e., basement, paradigms, theories; status in application; context;

paradigmatic evolution; abstraction, and scale,
deployment D, i.e., goal, purpose, function, and reason,
community of practice P , i.e., stakeholder with their roles and plays, with their inter-

ests, portfolio and profiles,
context C, i.e., time, space, and scope,
quality Q, i.e., correctness, generality, usefulness, comprehensibility, parsimony, ro-

bustness, novelty etc. and
viability V , i.e., corroboration, coherence, falsifiability, stability, and assurances (re-

strictions, modality, and confidence).

The grounding and the basis are metaphorically displayed as the cellar and the fun-
dament in Figure 1. The context and the community of practice are two of governing
directives for the model.

3.4 Properties of Artifacts Which Might become Models

We can now classify artifacts:

Well-founded artifacts also explicitly define their grounding and basis.
Goal-oriented artifacts describe the goal state(s) and the initial state together with a

criterion in which case the goal has been achieved.
Purposeful artifacts are goal-oriented artifacts that provide methods for achieving the

purpose.
Deployable artifacts can be applied in deployment stories depending on the artifact

orientation (which application story, function).
Useful artifacts also consist of utilisation methods depending on the focus (what is

going to be represented, capacity), scope (what shall be solved by the model, pur-
pose) and orientation (which application story, function).

Adequate artifacts M∗ satisfy an invariance property for the originsM∗,M1, ...,Mk

depending on focus and scope.
Homomorphic artifacts are homomorphic to their origins based on some homomor-

phism.
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Conceptual artifacts contain concepts which are used as the basis of semantics for
elements of the artifact.

Contextual artifacts explicitly describe their context, e.g., application domain, time,
space, discipline, and understanding within a school.

Manufacturable artifacts can be (re-)produced by application of creation methods.
Characterising artifacts describe certain properties of origins M∗,M1, ...,Mk.
Viable artifacts are corroborated, justified and established.
Evaluated artifacts are given with their quality properties.
Supported artifacts are explicitly supported by some community of practice.

3.5 An Artifact Which Is a Model

Given a collection of artifacts M∗,M1, ...,Mk, a community of practice P (⊆ P),
a grounding G (⊆ G), viability V (⊆ V), bases B (⊆ B), context C (⊆ C), and
deployment D (⊆ D). The adequacy, fitness and usefulness can be expressed through
quality characteristics or measures: Qa∪Qf ∪Qu for adequacy, fitness, and usefulness.
We call the quintuple (P,G,V,B,C,D) judgement frame J.

Based on J the artifact M∗ is called a model

• for M1, ...,Mk by P,
• for D with V
• if it is appropriate with Qa ∪Qf ∪Qu and within C
• based on B using G , i.e.,

• it is adequate (has potential for goals) [similar + regular + fruitful + simple]
according to the relation between M∗ and M1, ...,Mk at level of Qa for D
with V within B and grounded by G,

• it is fit for D with Qf within C and compliant with G and B and
• it is useful for P within their D and at level of Qu.

We may also consider a model suite [6, 21] M∗
1, ...,M∗

n instead of M∗.
Therefore, artifacts such as metaphors, parable, similes, allegories, code or programs

without additional artifacts for documentation, sets of examples, simple artifacts with-
out any utilisation method, artifacts without deployment, demonstration samples, etc.
are not considered to be models. Also, the so-called models in data mining are not yet
matured to become a pre-model.

3.6 Matured and Elementary Models

A matured model is an artifact that uses
a fundament with

• the grounding and
• the (meta-)basis,

four governing directives given by
• the artifacts to be represented by the model,
• the deployment or profile of the model such as goal, purpose or functions,
• the community of practice acting in different roles on certain rights through

some obligations, and
• the context of time, discipline, application and scientific school,
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two pillars which provide
• methods for development of the model and
• methods for utilisation of the model,

and finally
the model portfolio and function for the deployment of the model in the given appli-

cation.

An elementary model is an artifact that

• represent artifacts,
• has a deployment or profile of the model such as goal, purpose or functions,
• is supported by a (partial) community of practice, and
• has (some) methods for utilisation of the model.

A model is thus an artifact that consists of an elementary model and that may be ex-
tended to a matured model.

The model house in Figure 1 displays these different facets of the model. It dis-
plays the matured or fully fledged model with grounding and basis as the fundament,
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with four governing directives, with technical and technological pillars for develop-
ment and utilisation, and with the application roof The house consists of a cellar and
a fundament, two pillars, four driving or governing forces, and finally the deployment
roof. The grounding is typically implicitly assumed. It contains paradigms, the culture
in the given application area, the background, foundations and theories in the disci-
pline, postulates, (juristical and other) restrictions, conventions, and the commonsense.
The basis is the main part of the background. It is typically given for modelling. The
development uses a variety of methods for description, construction, evolution, corrob-
oration, and evaluation. The utilisation is based on methods for applying, prognosis,
reasoning, explanation, and exploration. We have used different verbs for classification
of the activities. The model can be used for completion of certain tasks. These tasks
may be combined into a model portfolio. The model is used for certain functions or
‘Gebrauchsspiel’ (application story or ‘game’). Finally, the model is governed by four
directives: artifacts, profile, community of practice, and context.
The nine properties of models can now naturally be represented:

The mapping property is one kind of model association.
The truncation property concentrates on abstraction as some kind of association.
The pragmatic property is given by the goal, community, and the context (time).
The extension property uses a specific partiality of mapping into instead of being

surjective.
The distortion property is a specific kind of mapping related to the goal.
The idealisation property is another specific kind of mapping.
The carrier property relates the model to its grounding and basis.
The added value property is one kind of combined quality.
The purpose property is a more explicit part of the pragmatic property.

3.7 Pre-models

Pre-models are artifacts which do not contain an elementary model. In literature they
are often called “models”. They leave however out many essential parts and can thus
be misinterpreted, misunderstood, and misleading. The conclusions drawn with such
models are often doubtful or spurious.

Metaphors, similes and allegories are often considered to be models. They are how-
ever presented without a clear grounding, context or profile. The artifacts are often
incomplete. There development methods are left out. The community of practice is
only partially given. Furthermore, the basis is partially given. This situation can also be
observed in other disciplines.

Models might have a profile that consists only of goals. Methods for development
and utilisation are thus not necessary. The deployment is then vague. Illustrations are
typical models of the restricted applicability.

3.8 Elementary Models and Elementary Pre-models

Computer Science models often do not discuss the basis or grounding. For instance, the
basis of Turing machines includes a number of implicit principles such as composition-
ality, functional or relational state transformations, step-wise computation, and context-
freeness. One of the guiding implicit postulates is the Von-Neumann-machine and its
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sequentiality. The purpose of the Turing machine model is a theory of computability
and complexity. Construction of real machines is beyond its purpose. Instead, the ab-
stract state machine approach explicitly uses the three guiding postulates for sequential
computation (postulates of sequential time, of abstract state, of bounded exploration
of the state space)[5]. These postulates may be extended to postulates for parallel and
concurrent computation, e.g., by extending the last postulate to the postulate of finite
exploration.

Mathematical models are often built around elementary models2. The main interest
of these models is utilisation and partially deployment. A systematic and well-founded
development frame has been presented in [16]. [27] discusses an evaluation frame and
a guide to assessment of mathematical models. A similar observation can be made for
missing profiles, e.g., goals, purposes, or functioning.

Figure 2 depicts the relationship of pre-models and elementary (pre-)models to the
matured model3. Some mathematical models might also be pre-models. Pre-models can
become mathematical models if at least the profile is given.
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Fig. 2. Pre-models and elementary models compared to matured models in Figure 1

4 Conclusion

In this paper we introduced the conception of a model. This paper completes [22–24] by
an explicit definition of the conception of the model, by separation of concern within the
‘model house’, and by explicit exclusion criteria for artifacts that can not be considered
to be models. This conception has been applied and tested in Computer Science, Phi-
losophy, Physics, and other sciences. So far we discovered that the notion is sufficient

2 The classification of mathematical models seems to be very rigid. Development methods are
typically not a matter for mathematicians. The basis and the grounding are of very partial
interest. The classical scenario in mathematical modelling is: receive a model and application
problems; transform the model and one of the problems to a system of mathematical notions;
analyse, simulate and solve the selected problem; interpret the solutions within the received
model and problems.

3 We use the gray colour for explicit presentation of rudimentary elements of these models.
Missing parts are not shown at all.
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and necessary and thus serves requirements for becoming a definition. It has been not
our aim to define a complete formal theory. Each term used in the paper needs however
such formal underpinning. The formal theory is however a straightforward application
of Discrete Mathematics and thus not a goal for a conference paper. The description
and the theory of methods used either for development of models or for utilisation of
models is a challenging research issue and cannot be handled yet.

We have been aiming at development of a formal notion of a model. Such formal no-
tion is necessary whenever we need a theory of modelling. It allows to exclude artifacts
to become a model outside the judgement frame. It allows also to state when an artifact
is a model and what is necessary for an artifact to become a model.
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3. Alpar, P.: Computergestützte interaktive Methodenauswahl. PhD thesis, Frankfurt Main
Univ. (1980)
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Abstract. Our research is placed in the context of business decision making 
processes. We look at decision making as at a workflow of (mostly mental) 
activities directed at choosing one decision alternative. Our goal is to direct the 
flow of decision activities such that the relevant alternatives are properly 
evaluated. It is outside our purpose to recommend which alternative should be 
chosen. Since business decision making is data-centric, we use a Decision Data 
Model (DDM). It is automatically mined from a log containing the decision 
maker’s actions while interacting with business software. The recommendation 
is based on an aggregated DDM that shows what many decision makers have 
done in the same decision situation. In our previous work we created algorithms 
that seek a local optimum. In this paper we show how the recommendation 
based on DDM problem can be mapped to a Markov Decision Process (MDP). 
The aim is to use MDP to find a global optimal decision making strategy. 

Keywords: Decision Process Recommendation, Decision Data Model, Markov 
Decision Process. 

1 Introduction 

Decision making is the essential concern for any business manager. Our approach 
looks at decision making as at a workflow (set of actions, sequence, and concurrence) 
of (mostly) mental actions aimed at choosing a decision alternative. This is an 
approach different from the ones in classical decision theory, which blends the 
process perspective with the data view. For example, in order to choose to buy or not 
to buy some stock, the stock market investor will look at the daily values of that 
stock, calculate the trend, compare it with some other stock, etc. Since the quality of 
the decision (choice) is directly influenced by the underlying decision process [1], we 
look at the actual activities performed by an individual decision maker and at their 
sequence. For the previous example it is obvious that, if the decision maker didn’t 
consider checking upcoming regulatory laws, it is likely that the choice of whether to 
buy or not would be flawed.  

But, how could a decision maker know which actions can improve the decision 
outcome? Well, if his own knowledge or experience didn’t suggest it, then somebody 
else should. This is where our approach comes in handy. We log the decision actions 
of many individuals while making the same decision and we mine an aggregated 
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model. Then, based on the aggregated model, we provide some recommendations of 
the next action that should be performed, given a state of the current process. The 
basic assumption is that if many decision makers performed some action, and that 
action was not performed in the current process, it should be recommended. This 
approach is tailored towards data-centric business decision making, and an action is 
seen as some manipulation of data. 

The goal of our research is to help a person, faced with the necessity to make a 
certain decision, make a better informed decision. By providing recommendations, we 
try to guide the process so that all relevant criterions are considered and the 
alternatives are properly evaluated. We do not aim to automate decision making or 
diminish the role of the decision maker. 

The work presented in this paper builds on the Process Data Model (PDM) 
recommendation based on Markov Decision Process (MDP) of Vanderfeesten[2]. It is 
also a follow-up of our own work that aims at producing a complete framework for 
decision-process knowledge extraction and modeling [3], [4], [5]. Our framework 
already includes a Greedy and an A* based approach that provide a local optimal 
recommendation. The MDP is employed in problems where a global optimum is 
needed. Therefore, the motivation of this paper is to improve on our previous work by 
providing a decision maker with a global optimal decision making strategy. 

The next section of the paper introduces the context of our research. The third 
section lays the formal foundation. The fourth section we introduce the algorithm and 
in the next section we briefly discuss our preliminary findings. The last two sections 
deal with the related work and the conclusions. 

2 Overview 

This section introduces an overview of our previous work in order to provide the 
context of the paper. This paper focuses on a small part of this framework (i.e. 
providing recommendations based on a previously mined decision model). 

We look at business decision making processes as at a data-centric environment. 
Most of the decision making in this environment evolves on using and interpreting 
data and building information based on that. But, creating information from data is 
not a trivial task while it is essential for the outcome of a business decision. 
Therefore, the entire framework aims to extract and make explicit the activities 
related to data and information manipulation.  

To gain insights into how a decision maker manipulated data, the obvious approach 
is to perform an interview. This leads to knowledge representation under different 
formalisms (rules, decision trees, influence diagrams, etc.). If, for various reasons, 
one expert is not enough, more interviews need to be carried out and the output 
models need to be updated to show the aggregate view. The problem with this 
approach is that is quite difficult and expensive to perform interviews with many 
individuals and troublesome to update models with extra behavior, so that a broader 
and more reliable model is created.  

Our approach takes a different path. We argue that a model, comparable with the 
one extracted from several experts, can be created if we mine the behavior of a large 
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number of decision makers. We created a framework (see Fig. 1) that allows us to 
extract a model using this assumption. We argue that the decision behavior is made 
explicit by the footmarks left by the users of a decision-aware software. The main 
features of such software are as follows: a) it shows the raw data for the decision; b) 
offers the tools to manipulate it; and c) logs everything the user does. One can think, 
for example, to an Excel Spreadsheet in which the main figures about a company are 
shown while the user needs to make a decision such as contracting a loan. The 
software offers the tools to manipulate data (by formulas or functions) and it can be 
enhanced to log what the user does. Logging can be either low-level (e.g. clicks on 
cells, formulas used in cells) or high-level (e.g. performing eye-tracking of the user). 
We look at the logged behavior of a decision maker as at a trace of the decision 
process. 

 

Fig. 1. The framework of decision making process mining 

Once the decision logs are available, we need some algorithm to mine the model. 
In [5] we showed that current process mining algorithms do not perform well on such 
decision logs. Therefore, in [3] we proposed a model (DDM – Decision Data Model), 
derived from the Product Data Model [6], that is better suited for such a field. In [5] 
we showed how multiple individual DDMs can be aggregated. A DDM can be easily 
read by humans, but it could also be used as input in a recommendation engine. In [4] 
we introduced two approaches to recommendations: one based on a Greedy approach 
and one derived from the A* path-finding algorithm. This paper introduces the third 
algorithm that uses an aggregated DDM as input. It is mapped to a Markov Decision 
Process and, unlike the other two algorithms that recommended the local next best 
action, provides recommendations for the optimal decision strategy that may be used. 

3 Recommendation Based on Markov Decision Process  

The statement of the problem we try to tackle is as follows: given a partial decision 
making trace and an acyclic, not rooted graph, give advice about the ‘next n actions’ 
that should be performed. ‘Next n actions’ means that there are a finite number of 
actions that are considered before stopping the decision process and making the 
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decision. An action needs to be seen as some data manipulation (e.g. dividing two 
data items to calculate some key figure). 

In the remainder of this section we introduce the essential notions used further in 
the paper. The next sub-section makes the connection with the previous research, the 
second shows how we can map to the Markov Decision Process while the third 
introduces a short running example to ease the understanding of the problem.  

3.1 Preliminaries 

Our problem can be mapped to a general search problem with five components: S, S0, 
Sg, successors and cost, where: 

- S is a finite set of states; 
- S0 ⊆ S is the non-empty set of start states; 
- Sg ⊆ S is the non-empty set of goal states;  
- successors is a function S→P(S) which takes a state as input and 

returnsanother state as output (probabilities may be used in connection with 
it);  

- cost is a value associated to moving from state s∈S to s´∈S).  

The total cost is the sum of the costs incurred by a sequence of movements from state 
s∈ S0 to a state s´ ∈Sg. A recommended strategy is a sequence of actions such as the 
total cost is minimized (or maximized under some circumstances). A particular 
feature of our problem is that, because an action is performed within software, 
(usually) there are no costs for moving from a state to the next one (as in classical 
search problems). Instead, the notion of cost is derived from the notion of frequency. 
Since we want to guide the user through the most frequent path, the cost of an action 
should be lower if it was performed by many other decision makers and higher if it 
was performed by just a few other persons. Therefore, the MDP recommendation 
algorithm will look for a minimal total cost. 

Definition 1 (Decision Data Model): The entire approach relies on the Decision Data 
Model (DDM). It is derived from the Product Data Model (PDM) introduced in [6].A 
DDM is a tuple (D, O) where D is the set of data elements d, D = BD ∪ DD(BD is the 
set of basic data elements and DD is the set of derived data elements); and O is the set 
of operations on the data elements (more details in [3]). D and O form a hyper-graph, 
H = (D, O), connected and acyclic. 

Definition 2 (Aggregated DDM): An aggregated DDM is a DDM annotated with the 
frequency of the operations. Frequency indicates how many times an operation shows 
up in the log. 

Definition 3 (Enabled operation): An operationo is enabled when the input data 
elements (DS) are available (known to the decision maker). If an operation is enabled 
it may be executed so that the output element d is produced and the output value v is 
known. When any operation is executed, the process moves from one state to another. 

Property1 (Basic operations): All the basic data elements have as input the empty set. 
Therefore, at the start of the decision process, the only enabled operations are the ones 
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producing the basic data elements. Executing such operations may be seen as the 
stage in any decision process in which the decision maker finds out the specific data. 

Definition 4 (State of DDM): A state of a DDM is a particular distribution of 
operations over the sets of Enabled, Not-Enabled and Executed operations (see more 
details in sub-section 3.3). As the process progresses, the different states are 
represented by different placements of the operations in the three sets. There is no 
need to reach the end state (when Enabled is empty) in order to make the decision. 

3.2 Mapping the Markov Decision Process to DDMs 

A MDP is represented by a tuple (S, T, A, P, c, q) where:  

- S is the finite state space;  
- T is the set of discrete time points with a finite horizon;  
- A is the finite decision space;  
- P is the transition function such that pij(a) is the probability that decision a in state i 
leads to state j at the next time point;  
- c is the immediate cost function;  
- q is the final cost function when the process finishes [7].  

A decision process represented as a DDM can be mapped to an MDP for S, T, A(see 
the example in the nextsub-section).  

Mapping c is useless, since there are no costs for performing an operation because 
we are looking at data processing in software. We substitute the cost of an operation, 
c(oi), with the value that is calculated by dividing the sum of occurrences of all 
operations in the DDM to the number of occurrences, fq(oi), of a particular operation. 
Considering this substitution, the goal of our algorithm isto minimize the total cost of 
a sequence of operations. The formula that assigns a cost to an operation is: ܿሺ݋௜ሻ ൌ ∑ ௜ሻ݋ሺݍ௝൯௡௝ୀଵ݂݋൫ݍ݂  

The probability for moving to a new state is computed based on thefrequencyof all 
operations that are enabled in one state. The formula that calculates the 
probability,p(oi), of performing operation oi, given a set of enabled operations, 
Enabled = {ok | k=1,n} is: pሺ݅݋ሻ ൌ  fqሺ݅݋ሻ∑ ௞ሻ௡௞ୀଵ݋ሺݍ݂  

We try to find an optimal decision strategy. A decision strategy is a sequence of n 
operations that can be performed by the decision maker(where n is the number of 
decision epochs). A decision epoch is the time between the occurrences of two 
sequential operations (between two successive moves from one state to another) [2]. 
In an epoch, the decision maker thinks about the problem and manipulates some data. 
When some result is outputted, the epoch ends. The decision epochs are not 
equidistant. The number of decision epochs is known when the process starts (i.e. the 
decision maker knows that there is a maximum number of n operations that can be 
performed before he needs to make his decision). 
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To calculate q, we use the discounted reward notion to model the operation 
opportunity. Therefore, the cost of an operation in a future decision epoch has a 
different cost than the cost of the same operation performed in the current epoch. For 
example, if an operation is performed in the current decision epoch it may cost 100 
units while if it is performed in the next decision epoch it will cost 90 units and in the 
third one 81 units, if we assume a discount factor of 10%. We use discounting to 
encourage early execution of the most frequent (least expensive) enabled operations. 

3.3 MDP Mapping Example  

In order to improve the understanding of the aggregate DDM and the algorithm based 
on it, we will use an example. We mined the aggregated DDM in Fig. 2 from a 
random selection of 50 traces (the entire log is available at http://www.edirector.ro/ 
v3_1/export/pm.xml). The decision makers had to decide whether to buy or rent a 
house. The data items that were given to the decision makers are called basic data 
items (the elements with a name). The items calculated by decision makers (a 
consequence of performing an operation) are artificially named OUTx, where x is 
assigned sequentially for each new operation found in the log. Each data item is 
annotated with its frequency (e.g. OUT1 shows up 32 times in the log). We did not 
annotate the model with the frequency of operations since it is always equal to the one 
of the derived data items (in this model there are no derived data items produced by 
several alternate operations). Also, for simplification, we assume that the label of the 
derived element is also the label of the operation producing it. 

 

Fig. 2. An Aggregated Decision Data Model 
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The semantics of the model implies that an operation can be executed only if its 
input data items are known. For example, OUT2 can be executed only if the values of 
OUT1 and Savings are both known (i.e. if OUT1 has been calculated previously 
based on the values of Purchase Expenses and Price of the House.  

Since the basic data is readily available (in the software) we assume there is no 
operation associated with finding it out. It is useless to include in the notion of state 
this kind of elements. Therefore, the initial state of the DDM is the one where all the 
derived data (OUT elements) are either Enabled or Not Enabled while Executed is 
empty. 

The mapping of the decision process presented in the DDM in Fig. 2 to a MDP is: 

- S is the finite number of combinations of distributions of operations over the three 
sets: Enabled, Executed and Not-Enabled. An example of a state is:  

• Enabled = {OUT3, OUT11, OUT12, OUT13,OUT6, OUT20, OUT19, 
OUT10, OUT8, OUT18},  

• Executed = {OUT1,OUT2,OUT6,OUT29,OUT21,OUT7,OUT14,OUT24} 
• Not-enabled = {OUT26, OUT4, OUT16, OUT28, OUT22, OUT25, 

OUT27, OUT17, OUT16, OUT23}.  

If, for example, OUT11 would be calculated, the process moves to a new state (i.e. 
the operation producing OUT11 would becomeExecuted, therefore the one producing 
OUT22 becomes Enabled):  

• Enabled = {OUT3, OUT12, OUT13,OUT6, OUT20, OUT19, OUT10, 
OUT8, OUT18, OUT22},  

• Executed = {OUT1, OUT2, OUT6, OUT29, OUT21, OUT7, OUT14, 
OUT24, OUT11}  

• Not-enabled = {OUT26, OUT4, OUT16, OUT28, OUT25, OUT27, 
OUT17, OUT16, OUT23}. 

- T is the time point at which an operation is executed. It is a finite set because the 
execution of a DDM finishes when all the operations have been executed (since there 
are no cycles allowed in the model). For example, the initial state in the example 
occurs at time 8 (i.e. there are 8 executed operations) and the decision to execute the 
next operation was made at time 9. Therefore, the decision epoch is the time elapsed 
between time 8 and time 9. The maximum number of remaining decision epochs for 
the DDM in Fig. 2 is 19 (i.e. it can be completely executed in 28 decision epochs). 

- A maps to a set of all possible decisions in the DDM. A decision refers to the 
operation that will be executed. At any given time A = Enabled set. In the example 
above the change of the process state is triggered by the decision to execute OUT11 
while A = {OUT3, OUT11, OUT12, OUT13,OUT6, OUT20, OUT19, OUT10, 
OUT8,OUT18}.We explore what happens if the number of decision epochs is less 
than the number needed so that the process reaches its end state. 

- P maps tothe probability to execute an operation given the Enabled set. In the 
example, at time 8 there are 10 enabled operations: OUT3, OUT11, OUT12, 
OUT13,OUT6, OUT20, OUT19, OUT10, OUT8,OUT18with frequencies 11, 9, 4, 5, 
8, 6, 4, 4 and 3. Therefore, the probabilities for each operation are: 20.38% (11/54), 
16.67%, 7.40%, 9.27%, 14.81%, 11.11%, 7.40%, 7.40% and 5.56%. OUT11 was 
executed at the next decision epoch, therefore, at the next decision time, there are 
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again10 enabled operations: OUT3, OUT12, OUT13,OUT6, OUT20, OUT19, 
OUT10, OUT8,OUT18, OUT22 with frequencies 11, 4, 5, 8, 6, 4, 4,3, 3 and 
probabilities 22.92% (11/46), 8.33%, 10.42%, 16.67%, 12.50%, 8.33%, 8.33%, 
6.25% and 6.25%. 

-c is the cost of each individual operation, which is known before the process starts 
and does not change during the execution. For example, the cost of OUT11 is 23.33 
(i.e. 210, the total frequency of all operations, divided to 9, the frequency of this 
operation). 

- q is calculated for each decision epoch as the cost of being in a state (total cost of 
operations in Executed set) plus the cost of future operations for the remaining 
decision epochs. For example, the cost of being in state 8 is cOUT1+cOUT2+cOUT6 
+cOUT29 +cOUT21 +cOUT7 +cOUT14+cOUT24= 373.12.  

4 The Recommendation Algorithm 

This section introduces the algorithm that produces recommendations for a decision 
process, based on a DDM. We aim to provide the answer to one question: “Which is 
the decision strategy that provides optimal results, given the decision maker’s 
previous actions?”. Therefore, the problem we are faced with can be formalized as: 
“Select the next n operations from the DDM to be performed next, such that the 
overall cost function would me minimized?”. 

In any state, the decision maker can choose to execute any operation from the 
Enabled set, or may perform any new operation that is not in the DDM (as long as the 
data needed as input for that operation is available). After the decision maker 
performs an operation (the suggested one or any other), the process moves to a new 
state and the system provides another recommendation. After each state change the 
algorithm that is performed is: 

1. compute the state space by ‘walking’ the DDM and the probability for each 
transition; 

2. compute the cost for the next n states(i.e. until decision epoch n)and for each 
transition compare the cost with a threshold set a-priori; 

3. for each decision epochk, the cost is computed as: the cost of previous states + 
the discounted cost of future n-k reachable states; 

4. select min(final_cost(s)) and recursively the recommendation sequence. Give as 
reason for the recommendation the costs for being in each state. 

Basically, the algorithm walks all possible states that derive from the current state and 
iteratively calculates the cost. For each new state the total cost is the cost of getting to 
the current stateplusthe discounted cost of the future states. We stop exploring further 
when a new operation adds less than a threshold, to the cost in the previous state. 

To better understand how the algorithm works we will use a small running 
example. We assume we logged several decision traces (and their frequency):op1, op2 
(observed 40 times), op1 (15), op1, op2, op3 (35), and op3 (10). Based on this data, 
we extract: the frequency of each operation (e.g. frequency of op1 is 90). Based on 
the traces and other dependency information stored in the log, the DDM in Fig. 3 and 
the state space in Fig. 4 are created. 
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Fig. 3. DDM model used as the running example 

In Fig. 4 we show the state space of the DDM in Fig. 3. As shown before, each 
state is a distribution of operations over the three states. The number in the lower left 
corner is the aggregated frequency of that particular state while the number in the 
lower-right corner is the cost of being in that state. The edges show the transitions 
from one state to another while the labels show the probability of the transition.  

One can note that if there are 3 operations, the decision process can finish after 1, 2 
or all 3 of the operations are performed (therefore there are 7 possible states). The 
number of actual states enforced by the DDM is smaller (there are 5 non-trivial 
states). It is obvious that in the real DDMs the number of states that needs to be 
explored is considerably less than the number of possible combinations between the 
operations. Also, in [2] one of the major problems was the state explosion. By 
combining the restrictions imposed by the DDM structure and the stop condition we 
seek to reduce the computational effort. 

 

Fig. 4. The state space of the DDM in the running example 

From state S1 the process can move either to S2 or S3 (i.e. op1 or op3 from Fig. 3 
may be executed) with a probability of 72% (i.e. 90/135) or 28% (i.e. 45/135). From 
state S1 it is pointless to decide without doing any operation. Then, from state S2 the 
process can move to states S4, S5 or a decision can be made and the process stops 
with a probability of 60%, 28% and 12%. One can note that the possible strategies 
are: 1) “do only op1”, 2) “do only op3”, 3) “do op1 and op2” and 4) “do op1 and 
op3”. The strategy “do op3 and op2” is not valid because op2 cannot be executed 
unless op1 is executed previously. 

The problem statement for the running example is: “Given a time horizon of 2 
decision epochs,a discount rate of 10% per epoch, and the DDM in Fig. 3, give the 
best decision strategy”. 
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The calculation steps of the algorithm are: 

Time 0:   reward0 = current cost (S0) +discounted cost(S2) + discounted cost(S3) + 
discounted2 cost(S2, S4) + discounted2 cost(S2, S5) +discounted2 cost(S2, stop) + 
discounted2 cost(S3, S5) + discounted2 cost(S3, stop) =0+0,9*72%*3,1+0.9*28% 
*6.2+0.81*60%*3.7+0.81*28%*8+0.81*12%*0+0.81*78%*8+0.81*22%*0 = 0+2+ 
1.56+1.8+1.81+0+5.05+0 = 12.22 

• check(S2) =0.9*3.1/(0+0,9*3.1) = 100%> 10% this path will be explored further 
• check(S4)=0.9*3.7/(3.1+0.9*3.7)=51.79% >10% this path will be explored further  
• ... 
• check(S2, stop)=0.9*0/(3.1+0.9*0)=0<10% this path will not be explored further 

Time 1:  
 rewardop1 =cost(S0) + current cost(S2) + discounted cost(S2, S4) + 

discounted cost(S2, S5) = 0+3.1+0.9*60%*3.7+0.9*28%*8 = 7.12 
 rewardop3 = cost(S0) + current cost(S3) + discounted cost(S3, S5) = 0+6.2+ 

0.9*78%*8 = 11.82 

Time 2:  
 rewardop12 = reward0 +rewardop1 +current cost(S4) = 0+3.1+3.7 = 6.8 
 rewardop13 = reward0 +rewardop1 +current cost(S5) = 0+3.1+8 = 11.1 
 rewardop31 = reward0 +rewardop3 +current cost(S5) = 0 + 6.2 + 8 = 14.2 

Given the example above, we can determine, recursively, for each state the best 
choice. At time 2 it is obvious that the lowest score is for executing op2. At time 1, 
the lowest score is for op1. Therefore, the recommendation would be “do op1 and 
then op2“. The reason would be “because it will generate costs of 7.12 and 6.8“. 

One can note that there are two potential paths that lead to state S5 (i.e. ‘op1 then 
op3’ or ‘op3 then op1’).The one with the lowest cost is ‘op1 then op3’. 

5 Discussion 

This section aims to discuss if the MDP-based approach to Aggregated DDM 
recommendations, introduced previously, is feasible. Currently, the algorithm is 
building an initial state space by exploring every sequence of operations allowed in 
the DDM. This is the most resource consuming operation because a lot of variations 
need to be checked. For each new operation added to the Enabled set, the cost is 
discounted and the marginal cost is checked. We stop exploring when, to a path’s 
cost, is added a value with a percentage lower than a fixed threshold. To this regard, 
we benefit from the fact that an operation that is derived based on another one has a 
frequency at most equal with the source. Therefore, it is valid to assume that, if the 
source already contributes very little to the overall score, the dependent discounted 
operation will contribute with even less. However, setting the threshold and the 
discounted value is not trivial. So far we experienced with different variations and 
checked how sensitive the computation time is with regard to the threshold value. 

We used the DDM in Fig. 2 to compute the first decision strategy with 20 decision 
epochs and with various thresholds (see Fig. 5).  We arrived to the conclusion that it  
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Fig. 5. Computation times for 10 epochs decision strategy 

is feasible to compute the decision strategy, but setting a low threshold will take too 
much time for the recommendation to be generated for real-time software. One can 
also note that there is a gap between the processing times for 20% and 30% 
thresholds. This is due to the fact that all the paths of the DDM were explored for a 
10% threshold while there were a lot of branches that were not explored for the 30% 
threshold. 

6 Related Work 

The work introduced in this paper may seem somewhat similar to providing 
recommendations in web-based systems. There, too, is a large log with user actions 
(e.g. what items were purchased) based on which some recommendations are 
provided. But the fundamental approach focuses on the associations between 
properties of items.  We do not focus on the choice itself but on the reasoning process 
that leads to that choice. Therefore, the work done in content-based or collaborative 
filtering poorly fits our needs. 

The workflow approaches focus mostly on the control flow perspective[8]. Instead, 
we try to strike a balance between the data flow perspective aimed at producing a 
choice and the flow of operations. Considering this focus, we found our inspirationin 
the Product Based Workflow Modeling approach[6]. The approach has at its core a 
model called Product Data Model (PDM). The DDM is derived from the PDM, 
having some specific features and properties[5]. 

Given a PDM, providing recommendations of the next action to be taken can be 
done using Markov Decision Process (MDP) approach [2]. In is suggested that the 
MDP-based recommendation is difficult to apply for real situations because of the 
State Explosion problem. It was concluded that the state space explodes so it is not 
feasible to calculate the global optimum path. Instead, it was proven that the strategy 
of selecting local optimums for each decision epoch yields results close to the global 
optimum. Even more, also in [2], the objective functions are the overall cost or the 
overall time of processing. For our approach, the more frequent an operation is 
performed, the more important it is, so, the objective function of the algorithm is the 
highest frequency. A DDM-specific property is that an operation can only be executed 
successfully (since it is a mathematic computation), only once (since it is useless to 
calculate something once you know its value), and the order of operations for basic 
data is irrelevant. In [2] these assumptions are ‘forced’ on the PDM to keep 
computational efforts reasonable. 
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Schonenberg[8] approached a similar problem of trying to balance between 
imperative and declarative processes. There is, too, a recommendation algorithm that 
considers the history of the current trace and aims to provide guidance. It does that 
based on similar traces while in our approach there is a model that can be exploited. 

From artificial intelligence field there are many algorithms that search graphs [9]. 
We found that A* algorithm also fits our problem and adapted it in [4]. 

7 Conclusions 

The main goal of this paper is to prove that an optimal global decision can be 
computed, based on an aggregated DDM. Vanderfeesten reported that using the MDP 
on the more general, design PDM is not feasible due to the need to compute the state-
space. Some assumptions and the use of a local decision strategy reduced the state 
space explosion. However, an aggregated DDM is mined from many decision traces 
rather than created by an expert. Therefore it has specific properties like the frequency 
of operations, the fact that each operation is always executed successfully and that the 
operations producing basic data items can be done in any order. Those properties 
allowed us to map our recommendation problem successfully to the MDP. Therefore, 
we are able to argue that it is possible to recommend a global decision strategy that 
would lead the decision maker through the most important operations in an 
aggregated DDM. 

Considering the aim of this paper, we did not provide a‘real’ validation of the 
algorithm. In the future papers we will provide comparisons and an evaluation of the 
algorithm’s results, to prove that it produces the optimal global decision. We will also 
conduct live controlled experiments to compare the MDP recommendation with the 
other two recommender systems based on DDMs (using Greedy and A*-like 
approaches) to determine which ones are preferred in real life situations. 
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Abstract. The notion of information logistics (IL) has been introduced
as a new information management paradigm. Goal is to enable the ef-
fective and efficient delivery of needed information in the right format,
granularity and quality, at the right place, at the right point in time to
the right actors. IL has received much attention in recent years, both from
researchers and practitioners. In order to better understand the state-of-
the-art and current research trends in the research field of IL, this paper
presents a comprehensive IL literature survey. In total, we identified 53
scientific articles discussing IL concepts and approaches. These articles
were systematically analyzed and finally classified in ten research clus-
ters. Based on these clusters, a more comprehensive understanding of
past, current, and future IL developments becomes possible.

Keywords: information logistics, literature survey.

1 Introduction

Today’s information and communication technologies (ICT) enable the access
to information from any location and at any time. At the same time, users are
confronted with a continuously increasing information overload [1] making it
difficult for them to identify, handle, and apply information.

In order to cope with this challenge, the idea of information logistics (IL) has
been introduced. Goal is to enable the effective and efficient delivery of needed
information in the right format, granularity and quality, at the right place, at
the right point in time to the right actors. To achieve this goal, basic principles
from many research areas such as material logistics and lean management have
been both adopted and adapted. Generally, IL is independent on the use of ICT,
but ICT, of course, can be seen as an IL-enabler [2].

In this paper, we present a comprehensive literature survey on the state-of-
the-art in the research field of IL. The main objective of our survey is to better
understand past, current, and future developments in IL. More precisely, our
research questions are: What is the state-of-the-art and what are current research

� This paper was done in the niPRO research project. The project is funded by the
German Federal Ministry of Education and Research (BMBF) under grant number
17102X10. More information can be found at http://www.nipro-project.org.
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trends in the research field of IL? To answer these questions, we analyzed 53 IL-
related articles and classified them in ten research clusters.

The remainder of this paper is organized as follows. Section 2 describes the
research methodology underlying our survey. Section 3 presents main results of
the survey. Section 4 discusses our results. Section 5 summarizes related work
and Section 6 concludes the paper with a summary.

2 Research Methodology

In order to ensure the validity of our literature survey, we used survey protocol
documents as proposed in the literature survey guide by Okoli and Schabram [3].
Our survey comprises four consecutive steps (cf. Fig. 1): (1) search, (2) selection,
(3) analysis, and (4) classification.

Search

Step 1

Selection

Step 2

Analysis

Step 3

Classification

Step 4

Fig. 1. Steps of our literature survey

Step 1: First, a profound web-based search was conducted to identify potentially
relevant IL articles. We considered an article as being relevant based upon two
selection criteria: (1) an article contains the term ”information logistics” in its
title and (2) the article has to be written in English. Specifically, we used Google
Scholar, SpringerLink, the Association for Computing Machinery (ACM) Digital
Library, the Institute of Electrical and Electronics Engineers (IEEE) Xplore Dig-
ital Library, ScienceDirect, and Microsoft Academic Search (AS). We considered
articles from books, journals, and both conference and workshop proceedings.
We also took into account reports, editorials, and PhD theses. Other kinds of
articles such as commercial white papers were not considered.

Step 2: In the second step, we reassessed the number of articles identified in Step
1. In particular, we removed both irrelevant articles (e.g., an article with the title
”Information, Logistics and Retailing Services”) and duplicate ones (of course,
some articles have been found by several search engines). Then, we identified
and selected analyzable articles. We considered an article as analyzable if the
article’s full text was available. Finally, we enriched all remaining articles with
metadata such as citation count, type of publication, and year of publication.
This allowed for a more in-depth analysis (cf. Step 3) and also supported the
subsequent clustering of the articles (cf. Step 4). In total, we had a list of 63
relevant articles potentially being relevant at the end of Step 2.

Step 3: In the third step, we performed an in-depth content analysis of the
63 articles. Therefore, all 63 articles were reviewed by at least two researchers
according to the procedures suggested in [3]. Among other things, a separate
review was created for each article. Note that based on the reviews ten articles
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were excluded from the survey due to quality issues or other reasons. For exam-
ple, some articles did not meet our content requirements, consisted only of a few
sentences or were literature surveys similar to our one.

Step 4: Based on the remaining 53 articles, the generated meta data, and the
created reviews, we then performed the clustering in the last step. Thereby, for
example, we also took into account topic, author and institutional relationships.
Finally, we organized 53 articles in ten research clusters.

Note that our literature survey has several limitations. First, we only con-
sidered articles with ”information logistics” in their title. This limitation was
made due to the large amount of search engine hits we obtained when we con-
sidered papers with the term ”information logistics” in their full text. Second,
only articles in English were considered.

3 The Survey

This section summarizes the main results of our survey. Section 3.1 discusses the
data collection for our literature survey. Section 3.2 presents the ten identified
IL research clusters (C1 to C10).

3.1 Data Collection

Altogether, our initial web-based search resulted in 282 hits, i.e., 282 articles
potentially being relevant for our survey. Google Scholar delivered the most hits
(139 hits), followed by Microsoft AS (94 hits), and the IEEE Xplore Digital
Library (20 hits). Less results have been identified based on the ACM Digital
Library (13 hits), SpringerLink (13 hits), and ScienceDirect (3 hits). Table 1
summarizes the raw results collected during Step 1.

In Step 2, we identified articles which did not meet our selection criteria (cf.
Section 2). As a result of this, we excluded 125 articles from the study, i.e., 157

Table 1. Raw results

total hits irrelevant hits relevant hits
(Step 1) (Step 2) (Step 2)

Google Scholar 139 62 77

SpringerLink 13 1 12

ACM Library 13 0 13

IEEE Library 20 9 11

ScienceDirect 3 0 3

Microsoft AS 94 53 41

total hits 282 125 157
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articles remained, implying an aggregated precision across all search engines of
55.67 %. Out of these 157 articles we then removed duplicate articles and also
excluded articles we could not analyze due to a missing full text. At the end of
this step, 63 articles were selected for further in-depth analysis.

Before starting our analysis (i.e., Step 3), each of the 63 articles was assigned
with additional metadata (cf. Section 2). Among other things, the year of pub-
lication was documented. This enabled us, for example, to look for time-based
trends and developments. Figure 2 shows, for example, that the number of IL-
related articles has significantly increased in recent years.
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Fig. 2. Publication date and type of analyzed articles

Figure 2 also illustrates the type of the considered IL articles. Most IL articles
(44 ones) stem from workshop or conference proceedings, followed by journals
(9 articles), reports (5 articles), PhD theses (2 articles), articles in books (2
articles), and editorials (1 article).

Figure 3 illustrates the citation count of the articles. Most articles (21 ones)
are not cited. 14 articles have 1-2 citations, 10 articles have 11-20 citations, 7
articles have 3-5 citations, and another 7 articles have 6-10 citations. The most
three cited articles are [4], [5], and [6] (according to Google Scholar).

20 

5 

14 

9 

6 

2 

7 

0

5

10

15

20

25
21 

14 

7 7 

10 

2 
1 1 

0

5

10

15

20

25

# # 

Fig. 3. Citation counts and countries of origin



142 B. Michelberger et al.

Figure 3 also illustrates the country of origin of the articles. Most articles
(20 ones) stem from Germany, followed by Sweden (14 articles), Switzerland (9
articles), USA (6 articles), and The Netherlands (5 articles).

In Step 3, the 63 articles were carefully reviewed by at least two reviewers.
For each article, a review containing a short summary, the full abstract, and key
words was created. As aforementioned, we excluded ten further articles from the
survey as a result of the reviews due to quality issues or other reasons. Thus, 53
articles were finally included in the literature survey.

3.2 Research Clusters

This section describes the ten IL research clusters (cf. Fig. 4) we identified based
on our literature survey. Table 2 additionally shows the most cited paper for each
cluster. Table 3 summarizes the main characteristics of each cluster.

User-
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Knowledge

Management
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Supply Chain

Management

C3

C8

C4

C9

C5

C10

Fig. 4. Identified research clusters.

Cluster 1 (C1): Strategy and Management. Most articles from this cluster
stem from the Management Institute of the University of St. Gallen (Switzer-
land). All articles belonging to this cluster concern strategy and management
issues related to IL, in particular the transformation of enterprises into IL orga-
nizations. [7], for example, discusses the state of IL strategy. The main finding
is that IL strategy depends on company size and structure. In addition, [8]
investigates critical success factors for IL strategies. Examples of identified suc-
cess factors include comprehensiveness, flexibility, support, communication, IT
strategy orientation, business/IT partnership, and project collaboration. Special
focus of [9] are IL management tasks enabling the use of IL concepts within an
organization. [10] discusses general and thus very broad IL management chal-
lenges. More specific conceptual models to better understand IL requirements in
enterprises are presented in [11] and [12]. A case study assessing the IL landscape
of a global automotive company is presented in [13]. Another empirical study
assessing benefits, design factors, and realization approaches in IL is presented
in [5]. Finally, [14] presents a case study on the design and implementation of
IL in the healthcare domain.

Cluster 2 (C2): User-oriented IL. The articles in this cluster address the
challenges in user-oriented IL. In [15], the author discusses challenges and so-
lutions for user-oriented information supply in IL. According to [6], IL can
be understood as an approach enabling just-in-time delivery of information to
users. Corresponding examples are given in the fields of wearable computing
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[16], weather forecast [17], and the healthcare domain [18]. [19] argues that the
success of information supply depends on successful user adoption and power-
ful frontend technologies. Therefore, in [19], a Twitter-like frontend for IL is
presented. Moreover, [20] presents intelligent IL services and also discusses in-
tegration challenges. In [21], an industrial case study on these IL services is
presented. A similar, but more technical perspective on integration challenges in
IL is addressed in [22].

Besides, context-awareness adopts a key role in user-oriented IL. [23], for ex-
ample, presents a study on context-based models for IL. Context definitions and
representations from different viewpoints (e.g., information demand analysis, de-
cision support) are presented [24]. A reference architecture for context-awareness
in IL applications is presented in [2]. Another context framework for IL also con-
sidering various situation) is presented by [4]. This framework has been tested
in [25] using an automotive prototype to demonstrate its general applicability.

Cluster 3 (C3): Process-Oriented IL. This cluster deals with the align-
ment of process-related information (e.g., working instructions, best practices
etc.) with knowledge-intensive business processes so that decision-makers and
knowledge-workers can perform their tasks in the best possible way [26]. Specifi-
cally, process-oriented IL enables process-oriented and context-aware delivery of
relevant information to knowledge-workers. For this task a semantic information
network is used, which integrates process objects, information objects, as well
as their relationships. In [27], quality dimensions of process-related information
(e.g., completeness, punctuality etc.) are investigated in order to determine the
relevance of information along business processes. In [28], an ontology-based con-
text framework for process-oriented IL is proposed. This framework aims at the
context-aware delivery of process-related information to process participants.

Cluster 4 (C4): IL Process. This cluster is mainly addressed by the Jönköping
Business School in Sweden. In [29], IL is introduced as an approach (or process)
transforming a given input (e.g., a project description, lessons learned) into some
form of output (e.g., a best practice document). Goal is to transform fragmented
information into usable information for the receiver. An IL transformation com-
prises three phases: information supply, information production, and information
distribution. In order to realize this IL approach, [30] suggests an agent-based
IL approach (i.e., the combination of multi-agent systems and IL). In [31], the
notion of IL and basic ingredients of the IL process are discussed. Finally, in
[32], the authors present a visual knowledge modeling approach of an IL process
as defined in [31].

Cluster 5 (C5): Agent-Based IL. This cluster concerns agent-based IL. In
this context, an agent is a piece of software that acts for a user when searching
for needed information. [33], for example, argues that a multi-agent IL approach,
providing techniques for autonomous, situated, social, and pro-active informa-
tion services, is a well-suited approach for realizing IL. A different perspective is
adopted in [34]. The authors discuss the use of adaptive multi-agents approaches.
[35] presents an agent-based IL architecture for process management, i.e., to sup-
port processes which rely on informational inputs and produce information as
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an output. Finally, [36] presents an agent-based IL approach for monitoring and
coordination of processes.

Cluster 6 (C6): e-Maintenance. The articles in this cluster concern IL in
the context of e-Maintenance. One central maintenance problem is to manage
system complexity. Some experiences from the aerospace domain are described
in [37]. Specific e-Maintenance IL solutions are discussed in [38]. Moreover, [39]
proposes a framework for IL-driven e-Maintenance. In [40], maintenance and
ICT are merged from an IL perspective. The role of IL and data warehousing in
maintenance management is addressed in [41].

Cluster 7 (C7): Knowledge Management. The articles in this cluster deal
with knowledge processing in and through IL. [42] and [43], for example, discuss
an IL approach for knowledge processing. The presented knowledge processing
approach aims at increasing the daily performance of knowledge-workers in en-
terprises. [44] proposes IL for conceptual correspondence monitoring. Finally, [45]
and [46] address the enabling role of IL approaches in knowledge management.
They conclude that an IL approach significantly improves a knowledge-worker’s
daily performance.

Cluster 8 (C8): Early Warning Systems. This cluster is mainly addressed
by the German Research Centre for Geosciences. [47] and [48] apply the concept
of IL to hazard monitoring and early warning systems. Goal is to enable the
generation of user-tailored warning messages considering user needs with respect
to content, location, or individual requirements. In addition, filter mechanisms
to avoid information overload in emergency situations are presented.

Cluster 9 (C9): Collaboration. This cluster discusses the importance of IL to
support collaboration in enterprises. In [49] and [50], IL is defined as the main-
tenance, tracking, monitor, and enactment of information flows within collabo-
rative environments. [51] argues, in addition, that an IL approach is necessary
to cope with the complexity of information flows. [52] analyzes the information
flow between participants of collaborative processes.

Cluster 10 (C10): Supply Chain Management. This cluster deals with IL
approaches supporting Supply Chain Management. [53], for example, proposes
the design of an ontology to support IL supply chains. This ontology is described
in more detail in [54]. Besides, [55] proposes a supply chain strategy to increase
supply chain integration through organizational learning regarding IL activities.

Table 2. Most cited article in each cluster

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Article [5] [4] [28] [30] [34] [37] [46] [47] [50] [54]

Date of Article 2008 2004 2012 2008 2001 2009 2009 2011 2000 2005

Citation Count 27 56 3 11 13 25 6 7 12 1

Type Proc. Proc. Proc. Proc. Proc. Jour. Repo. Proc. Proc. Jour.
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Table 3. Articles in the research clusters

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Date of First Article 1993 1999 2011 2003 2000 2009 2008 2011 2000 2005

Date of Latest Article 2012 2012 2012 2008 2007 2010 2011 2012 2004 2006

Trend in Cluster ↗ ↗ ↗ ↓ ↓ → ↗ → ↓ ↓
Foundation in Cluster ↑ ↑ ↘ ↗ ↗ ↑ → → ↗ ↘
Articles in Cluster ↗ ↑ → → → ↗ ↗ ↘ → →
1989-’91 - - - - - - - - - -

1992-’94 1 - - - - - - - - -

1995-’97 - - - - - - - - - -

1998-’00 - 1 - - 1 - - - 2 -

2001-’03 - 4 - 1 1 - - - 1 -

2004-’06 - 5 - 1 1 - - - 1 3

2007-’09 5 1 - 2 1 3 2 - - -

2010-’12 3 3 3 - - 2 3 2 - -

total 9 14 3 4 4 5 5 2 4 3

4 Discussion

The number of IL-related articles, both from researchers and practitioners, has
significantly increased in recent years. Consider, for example, the last three years:
20 new articles have been published since 2010. This makes it worthwhile to
conduct a survey. As can be seen, we were able to identify a large number
of IL methods, concepts, and approaches for our literature survey. The main
problem: The broad field of IL makes the comparison of methods, concepts,
and approaches a challenge. In fact, the term ”information logistics” is the only
commonality between many IL articles [56].

Reason is that IL addresses and recombines a large number of well-known
research areas, e.g., material logistics [6], process management [26], information
management [9], ubiquitous computing [2], or semantic technologies [15]. Addi-
tionally, ideas from business intelligence, location-based services, or enterprise
content management are picked up as well.

We classified articles along ten research clusters in our study. However, there
do exist overlaps between these clusters (also meaning that several of the iden-
tified IL articles could be assigned to more than one cluster). For example,
both C2 (i.e., user-oriented IL) and C3 (i.e., process-oriented IL) focus on the
delivery of needed information to users. However, while C2 concerns respective
requirements and solutions for human users [6], C3 focuses on the support of both
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business processes and process participants (as articles assigned to C2 neglect
business processes and process orientation). Still, topics are similar in C2 and
C3. As another example for overlapping clusters consider C4 (i.e., IL processes)
and C5 (i.e., agent-based IL). In order to establish IL processes, [30] (assigned
to C4) suggests to use an agent-based IL approach, like the one introduced
in [36] (assigned to C5). Also consider C3 and C5. In [35], an agent-based IL
architecture for process management is given. This work, however, could be also
assigned to C3. In addition, C7 (i.e., knowledge management) and C10 (i.e.,
supply chain management) do also overlap. For example, both [42] (from C7)
and [53] (from C10) discuss ontologies in the context of IL. Finally, IL-based
early warning systems [48] in C8 (i.e., early warning systems) adopt approaches
we assigned to C2 (e.g., the weather forecast prototype [17]).

5 Related Work

There already exist surveys dealing with IL. However, these surveys either ad-
dress specific IL application domains or do only include articles published until
2009. More specifically, Haftor [57] conducts a first study on IL definitions and
proposes a novel notion of IL. Similar to our survey (cf. Table 4), in turn, is the
second study conducted by Haftor et al. [56]. However, this survey does only
include IL articles which have been published until 2009. As there have been
many IL publications since 2009, our survey represents the most current study.
In addition, unlike the study of Haftor et al. [56], we discuss overlaps between re-
search clusters and also discuss time-based trends in IL, types of articles, number
of citations, and the country of origin of articles.

Table 4. Differences between [56] and our literature survey

Haftor et al. [56] Our literature survey

Period investigated until 2009 until 2012

Languages of Articles English, German, Swedish English

Number of Articles 71 63

Number of Articles in English ∼ 35 63

Strengths of Clusters � �
Limitations of Clusters � �
Time-based Trends in IL � �
Types of Articles � �
Citation Counts of Articles � �
Country of Origin of Articles � �

� = no � = yes
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6 Summary

This paper summarizes the results of a profound literature survey in the field of
IL. The main objective of our survey is to better understand past, current, and
future developments in IL. In total, we included 53 articles in the survey. These
53 articles have been classified into ten research clusters.
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Abstract. Business bankruptcy is a negative phenomenon, whose symptoms 
can be identified in advance by means of financial data analyses. The aim of 
this paper is to present two experimental studies using two different approaches 
to analyze company’s financial situation based on selected financial indicators. 
The first approach used data from financial database called Amadeus to 
generate a binary prediction model to evaluate a possible future financial health 
status of the EU companies using suitable machine learning algorithms. The 
second one included a design and creation of data warehouse based on data 
from two financial databases Albertina and Creditinfo (SK and CZ companies) 
to evaluate financial health status of the companies from Slovakia and Czech 
Republic through index of bankruptcy IN99. 

Keywords: bankruptcy, decision trees, k-nearest neighbor, data warehouse. 

1 Introduction 

Effective and simple understanding of companies’ financial situation represents 
a significant source of information for decision activities on the management level. 
Hidden knowledge, patterns or relations can be extracted from collected corporate 
data by several approaches: from simple statistical methods implemented in MS Excel 
with visualization in the form of different graphs; through creation of central data 
warehouses aggregating all heterogeneous data into one place for further OLAP 
(online analytical processing) analysis; up to design and implementation of data 
mining streams based on available machine learning methods. Common aim of all 
these approaches is to obtain accurate important information on time to efficiently 
support the decision processes. 

Bankruptcy represents a legal status of a person or a company that cannot repay the 
debts they owe to the creditors. Early identification of typical bankruptcy indicators 
provides important information for the creditors or investors in evaluating 
the possibility that a company may go bankrupt. This is a complex process with many 
relevant inputs and dependencies. One possibility to support decision makers in this 
process is to use knowledge discovery methods. Discovered predictive models need to 
be properly evaluated on different datasets in order to cover as many different 
situations (reasons of bankruptcy) as possible. 
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The Business Intelligence (BI) first appeared in 1989 as a common set of concepts 
and methods for improvements of the decision processes in companies through data 
analyses, reporting and query tools. The aim is to create a data warehouse containing 
all preprocessed historical data for analytical purposes. Typical basic architecture of 
BI solution is composed of the following layers: layer for extraction, transformation 
and data cleaning, represented by ETL (extract, transform and load)and EAI 
(enterprise application integration) systems; a data storage (archives) layer containing 
data warehouses, data marts, operative data storages and temporary data storages; 
a data analysis layer including OLAP systems, data mining and reporting tools; and 
a presentation layer consists of different portal solutions, EIS (executive information 
systems)or other analytical applications.  

The paper was motivated by our previous experiences in using knowledge 
discovery methods in other domains (meteorological data, transactional market data, 
various logs, etc.) and availability of interesting data source with financial data. This 
combination provides also the opportunity to test suitability of some supporting 
software applications for similar tasks. The whole paper starts with short introduction 
of specified tasks and theoretical basics; then continues with briefly presentation of 
related works. The next two main sections describe in details both used approaches to 
analyse financial data of real companies and results that we achieved. The last one 
summarises the main contributions and inspirations for our future work. 

1.1 State of the Art 

The aim of this section is to briefly present some existing approaches on how to 
analyze financial data with respect to bankruptcy prediction. One of the most widely 
used methods for bankruptcy prediction is neural networks (NN) in various forms. 
The back propagation network [3] was used in [19] to analyze data from Texas bank 
(one year and two years before the failure)and the used neural network provided 
better predictive accuracy that other tested methods (k-nearest neighbors or ID3). 
Belgian bankruptcy data of 182 banks was used in [18] to generate a prediction 
models based on extension of typical back propagation algorithm with feature 
construction methods. Predictive capacity of neural networks and multivariate 
discriminant analysis is described in [20]. Influence of the selected financial 
indicators to bankruptcy prediction (one year before) based on back propagation 
network is presented in [2]. 

The second interesting direction deals with mathematic-statistical methods that 
have a wide range of applications, but the prediction process is in this case more 
demanding. These methods are characterized by their independence from subjective 
opinions of the experts. Typical representative of the multi-dimensional analyses [10] 
is Altman classification model [1] incorporating comprehensive inputs. This model is 
based on seven financial indicators as return of assets, stability of earnings, liquidity, 
etc. The obtained classification results of this method on the 111 companies ranged 
from 96% for one year before bankruptcy to 70% for five years.  

Exploitation of logistic regression [12] for failure prediction is described in [14], 
[16] and [8]. The Ohlson’s logit model was compared with Case-based reasoning in 
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[4]. The obtained results were very similar and plausible. Next approach to solve this 
task includes Formal Concept Analyses (FCA) [9] with its practical implementation 
through generalized one-sided concept lattices [5] (theoretically based on [17]) that 
allow exploitation of FCA method on data with different types of attributes [6].The 
analysis of multiple data tables using FCA method is described in [7]. 

In the case of BI, existing approaches havenot been widely used so far, so its 
relevancy for prediction is somewhat disputable. However, some initial studies and 
experiments are described in [11] and [13]. 

This survey resulted in some inspiration of our experiments that are described in 
the following sections. The following section describes a traditional process of data 
analysis making use of well-known CRISP-DM methodology and selected machine 
learning algorithms. Section 3 presents a potential of relatively new approach to 
provide financial analysis in a more simple way without required expert knowledge 
from knowledge discovery domain. Conclusions and ideas for future work are 
mentioned in the last section. 

2 Bankruptcy Prediction 

The first task deals with effective prediction of the bankruptcy through suitable 
knowledge discovery methods based on available financial data. Created models offer 
important information about actual financial health of the company in the domain of 
potential failure. Obtained results can be used to support decision processes of the 
company managers, investors, business partners or banks. Important input factors of 
the whole knowledge discovery solution include quality of source data and selection 
of crucial indicators for mining algorithms. 

The main objective is to classify a set of investigated companies into two main 
categories: bankrupt or active. For this purpose source dataset was extracted from 
database Amadeus1 including financial information about more than 15 million public 
and private companies from 42 European countries. Database is constructed with data 
from more than 30 specialized regional providers. The resulting models were 
compared based on their accuracy that was calculated using traditional confusion 
matrix (see Table 1): 

Classification accuracy = (TP + TN) / (TP + TN + FP + FN) 

Table 1. Common confusion matrix for evaluation of the created classification models 

 Actual class 

P
re

di
ct

ed
 

cl
as

s B
 Bankrupt (B) Active (A) 

TP (true positive) FP (false positive)

A
 

FN (false negative) TN (true negative)

 

                                                           
1 https://amadeus.bvdinfo.com 
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CRISP-DM represents a traditional methodology for complex knowledge 
discovery processes. The whole process consists of the six main phases with both-
sided interactions between them. We used this methodology to create a basic structure 
for our experiments and to ensure their effective realization with the supporting 
application SPSS Clementine v10.12.  

2.1 Data Description 

Amadeus database contains financial data from the last 10 years including 26 items 
from the balance sheet and 32 financial indicators. These indicators can be used for 
classification purposes, but it is necessary to say that company’s financial situation 
depends of several other factors e.g. political situation or global crises. We started the 
whole discovery process with initial understanding and evaluation of data stored in 
the Amadeus database; especially we investigated a level of missing values for 
respective financial indicators. Based on this evaluation we extracted a representative 
data sample (basic dataset) containing the records of 16 thousands EU companies 
from 2003 to 2007 describing by a basic set of 8 attributes like company name, 
address, country, and a set of 24 indicators, e.g. returns, cash flow, asset turnover, 
liquidity, length of loan, own capital, ratio of general capital liability, company state, 
etc. This initial dataset was further modified based on selected processing methods or 
mining algorithms. 

2.2 Data Preparation 

At first the basic dataset was divided into four samples following a traditional 
categorization of the companies or enterprises (Amadeus internal filter): 

• Very large companies (returns more than 100 million €, assets more than 200 

million €, number of employees more than 1 000) 

• Large companies (returns more than 10 million €, assets more than 20 

million €, number of employees more than 150) 

• Medium companies (returns more than 1 million €, assets more than 2 

million €, number of employees more than 15) 

• Small companies 

This division was motivated by a fact that a size of company represents an important 
factor with strong influence to financial health and performance of the company. In 
the case of very large companies we have identified only 33 records for bankruptcy in 
both sets so this category was eliminated from further experiments. 

In the next step the financial indicators with a relatively high number of missing 
values were eliminated, e.g. average costs per employee, company value, operating 
incomes, and costs for R&D, working capital per employee, etc. This operation 
resulted in 20 financial indicators that were further investigated to identify indicators  

                                                           
2 http://en.wikipedia.org/wiki/SPSS_Modeler 
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Fig. 1. An example of graphical comparison (blue = active, red = bankrupt): good resolution 
vs.bad resolution 

with a good resolution for companies’ separation from bankruptcy point of view. For 
this purpose a graphical comparison of their average values in time series was applied 
on the sample with medium size companies due to the highest number of both target 
cases (bankrupt or active), see Fig.1. 

The new set of attributes included eight of the remaining attributesthat were further 
evaluated bymeans of correlation table. Only attributes with correlation lower than 0.5 
have been selected for the modeling phase. As a result, five final financial indicators 
have been selected as input attributes for mining algorithms: net assets turnover 
(further denoted as A), interest cover (B), liquidity ratio (C), solvency ratio(D) and 
return on stakeholder funds (E).The final dataset was characterized by relatively 
balanced distribution for target attribute “company status in 2007” (55% active 
companies and 45% in bankruptcy). 

2.3 Data Mining and Evaluation 

Data mining (modeling phase) includes an application of suitable algorithms on 
preprocessed data to identify hidden knowledge, relations or dependencies. The whole 
modeling phase represents an iterative process with various modifications of input 
parameters based on obtained accuracy of the actual model and the goal is to find a 
model with the best prediction accuracy. We have used several machine learning 
algorithms represented further on by 3 types of models: decision trees, neural 
networks, and logistic regression. 

The first experiment used a basic datasets for each company’s category to identify 
potential for prediction models generation. For this purpose, one record in dataset was 
constructed as follows: ID, 2003 (A1, B1, C1, D1, E1), 2004 (A2, B2, C2, D2, E2), 
2005 (A3, B3, C3, D3, E3), 2006 (A4, B4, C4, D4, E4), 2007 (Target). The aim of 
this experiment was to predict a future financial status of the companies based on 
their previous 5 years financial situation. Data partition was 70% for training and 30% 
for testing. 

Results presented in the Table 2 show relative high accuracy for the third category 
of companies, but relevant confusion matrixes identified a high number of wrong 
classified records for target class “bankruptcy”. This situation was caused by 
unbalanced distribution of target attribute (app. 20% records for bankruptcy and 80% 
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Table 2. Results of the 1st experiment 

 Decision trees Neural networks 
Logistic regression 

(forwards) 

Small 68.34% 63.31% 58.91% 

Medium 72.78% 78.57% 54.23% 

Large 76.98% 79.63% 78.84% 

records for active large companies). The most plausible result was provided by neural 
networks and decision trees algorithms on medium companies’ category and this fact 
motivated our decision to continue only with records from this category. 

The second experiment used an extended dataset: the training set included values 
of five final indicators for years 2004, 2005, 2006 and 2007 with target attribute 
(company status) in 2007; the testing set included the same indicators, but for years 
2005, 2006, 2007 and 2008. The objective was the same as in the previous experiment 
and achieved accuracy was very similar. 

The last experiment was motivated by our effort to improve the accuracy whereas 
we wanted to preserve good resolving ability of the prediction models. At first we 
tried to extend a set of input attributes with additional financial indicators 
representing “Cashflow/operating revenue” and “Stock turnover”. The new models 
based on decision trees and neural network algorithms resulted into accuracy less than 
70 % with a worse separation in confusion matrix. 

As the manual selection process didn’t get a better accuracy, we tried an automatic 
selection method implemented in SPSS Clementine called feature selection to identify 
the most important attributes for target attribute “Company status”. This method 
identified a list of twelve indicators(which included also the ones we used in previous 
experiments). The obtained results were similar as in the second experiment.Finally, a 
small improvement was achieved by controlled selection of records in the training 
sets to get a more balanced distribution of the target attribute. This operation 
improved the ability of algorithms (around 80%) to better predict a minor class 
(bankruptcy), see Table 3.  

Table 3. Confusion matrix for combination of neural networks algorithm and medium size 
companies 

 Actual class 

P
re

di
ct

ed
 

cl
as

s B
 Bankrupt (B) Active (A)

1 116 110 

A
 

361 611 
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3 Business Intelligence 

The second task deals with effective exploitation of selected open source BI solution 
to analyze Slovak and Czech companies from bankruptcy point of view. For this 
purpose, we designed and created a data warehouse containing extracted data from 
above mentioned databases within Vanilla BI3 solution. The financial health status of 
investigated companies was evaluated by index IN99 designed by two well-known 
Czech economists Inka and IvanNeumaier [15] to analyze financial situation of 
enterprises in Czech Republic. Our motivation was to test its adaptability and 
suitability for very similar conditions in Slovak republic. The aim of this model is to 
identify if enterprise creates some Economic Value Added (EVA) or not, i.e. if 
performance of own capital is more than alternative costs for capital. The authors 
declare more than 98.9% probability of bankruptcy occurrence for cases with value 
losses and more than 84.6% for companies that create value.  

The index gives a numerical value, which ranks the companies into one of the five 
categories:  

1. IN99> 2,070   company creates a value 
2. 1,420 < IN99< 2,070  company mainly creates a value 
3. 1,089 < IN99< 1,420  grey zone, it is not possible to determine if  

the company creates value or not. 
4. 0,684 < IN99< 1,089  company mainly doesnot create a value 
5. IN99< 0,684  company doesnot create a value 

The index calculation is as follows: 

IN99=-0,17*X1+4,573*X2+0,481*X3+0,015*X4 

X1 = Assets / Foreign sources 
X2 = Profit before interest and taxes / Assets 
X3 = Total returns / Assets 
X4 = Current assets / Current liabilities, bank loans and current financial assistance 

3.1 Data Description 

Data for the data warehouse were extracted from two commercial databases, 
Albertina and Creditinfo, collecting information about registered companies and non-
profit organizations in the Slovakia and Czech Republic for years 1992 till 2006. 
Albertina contains basic identification and contact information about companies and 
their owners, shareholders, partners and managers; plus information about a number 
of employees, type of sector, annual turnover, etc. Creditinfo Companies Monitor 
offers financial information about companies obtained from their accounting 
statements. We have used data only from 2001 to 2005 for our analysis, since this 
period contained the most numerous accounting statements in sufficient quality. 

                                                           
3 https://launchpad.net/vanilla 
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3.2 Data Preparation 

The initial aggregated dataset contained information about more than 600 000 
companies and organizations registered in Slovak Republic, but the accounting 
statements were available only for 10 313 records. Also this dataset contained a lot of 
missing values, so we selected only 3 337 subjects with 12 613 accounting statements 
for data warehouse creation. This process started with basic ETL method including 
load of all records and attributes to Vanilla BI Gateway repository, see Figure 2. The 
imported data was processed again in order to identify crucial attributes and their 
quality, to eliminate redundancies and missing values caused by ambiguous duty for 
Slovak companies to publish their accounting statements. 

The next step described in the following section covers a transformation of the 
cleaned data to the tables of dimensions and facts. 

3.3 Data Warehouse: Design and Implementation 

The used data warehouse was created through the basic star architecture (scheme) 
including one table of fact and eleven dimension tables connected by primary keys. 
The methodology for related attributes definition and their transformation into tables 
was carried out according to the mentioned scheme, see Fig.2. 

The table of facts is denoted as “fct_fy” and consists of the following attributes:  

• ICO – unique identification number of the company, 
• AKTIVA_CELKOM - total assets of the company, 
• HMOTNY_INV_MAJETOK –tangible fixed assets, 
• OBEZNE_AKTIVA - current assets, 
• FIN_MAJETOK - financial assets (short-term and long-term), 
• PASIVA_CELKOM – liabilities, 
• VL_IMANIE – equity, 
• ZAKL_IMANIE –capital,  
• CUDZIE_ZDROJE –foreign sources including short-term a long-term 

reserves, bank loans, etc.  

The set of dimension tables contained eleven independent tables connected with the 
facts table using foreign keys: 

• Dimension dim_pravna_forma – legal form of the company. 
• Dimension dim_vlastnictvo – ownership of the company, e.g. cooperative; 

international in private sector; international in public sector; private 
domestic; state; in ownership of the state self-government, political parties or 
churches; and foreign ownership. 

• Dimension dim_velkost – size of the company in terms of the employee 
number, e.g. micro-companies (0-9 employees), small companies (10-49 
employees), middle-sized companies (50-249 employees) and large 
companies (more than 250 employees). 

• Dimension dim_typ – type of the company, i.e. mainly trade oriented, mainly 
manufacturing or mainly oriented on providing services. 
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• Dimension dim_rok_vzniku – two levels: first level defines an exact date of 
the company origin; the higher level divides a time period before the year 
1989 and after. 

• Dimension dim_rok_uzavierky – year of financial statement publishing. 
• Dimension dim_sidlo – information about the company’s location. 
• Dimension dim_okec – company’s specialization based on economic 

activities categorization. 
• Dimension dim_hosp_vysledok – profit or lost. 
• Dimension dim_index99 – two levels: classification into one of the 5 

categoriesdescribed above and concrete calculated value of the index. 
• Dimension dim_quick_test – two levels: different company’s evaluation 

using 5 categories: very good, good, medium good, bad and at risk with 
concrete value on the second level. 

 

Fig. 2. Schema of created data warehouse 

3.4 Analyses and Reports 

BI solutions offer various analytical methods realized through OLAP operations over 
underlying data warehouse. In our case, a bankruptcy analysis was created within 
Free Analysis Schema Designer tool as integrated part of Vanilla BI solution. The 
calculated values of IN99with final companies division into five categories is 
displayed on Figure 3. 
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The more detailed results can be obtained within a drill-down OLAP operation 
(dim_sidlo dimension) in order to identify a region in Slovakia with the highest 
number of companies in bankruptcy = Bratislava, the capital city of Slovakia. The 
next step to specify current result can be performed by adding dimensions 
dim_vlastnictvo and dim_type. In the final report each company is defined by its ICO 
and relevant combination of the values of selected attributes. 

The implemented data warehouse and deployed BI solution offers a wide range of 
opportunities on how to analyze collected financial data. It is only necessary to 
specify the right OLAP operations and a way of visualizing the results. 

 

Fig. 3. Evaluation of Slovak companies from the viewpoint of bankruptcy 

4 Conclusion 

This paper presents two experimental studies how to analyze financial data within 
suitable methods of knowledge discovery and business intelligence for bankruptcy 
prediction. In the first case, we used extracted sample from financial database 
Amadeus to generate and evaluate several models for bankruptcy prediction. This 
approach included an interesting combination of selection process for crucial financial 
indicators (inputs for models) based on graphical comparison of their average values 
with selected mining algorithms for prediction models generation: decision trees, 
neural networks and logistic regression. The partial results inspired a discussion about 
what will be a worse scenario: to predict a bankruptcy and company will be still 
active or on the other hand to predict an active status of the company, when it goes 
bankrupt.  From our point of view the consequences of the second scenario are much 
more negative than in the first one. 

The second approach included the whole process of data warehouse creation with 
its further exploitation for analytical purposes. This analysis resulted in basic 
understandable and visualized results based on specified OLAP operations over 
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implemented data warehouse through selected open source solution. This approach 
confirms a high potential of open source BI applications to realize various OLAP 
operations in on-line form within user-friendly web environment. Obtained 
information can be used to support the decision and management processes on each 
company’s level. 

Presented results are plausible, but affected by several factors such as relatively 
high amount of missing values for financial indicators or unbalanced distribution of 
the target attribute. Impact of these factors motivates our future work with the 
following activities: aggregation of exported data from Amadeus database with 
additional data sources, an improvement of the indicators selection process with 
domain expert knowledge or other existing methods (financial, statistical, etc.);  use 
different companies segmentation e.g. the one based on industry sectors, which has 
potential to get better results in line with relevant sector’s characteristics; comparison 
of companies financial status before and after the global economic crisis. 
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Abstract. Knowledge Management (KM) asks for information-intensive services
over large amount of data, modeling the intellectual capital of an organization.
To combine the expressiveness of logic-based languages with efficient informa-
tion processing, we adopt a Knowledge Compilation approach to the extraction
of “Core Competence” of a given company, a typical KM problem. In partic-
ular, we translate into a relational database schema the full logical description
formalized in a Knowledge Base (KB), modeling organizational intellectual cap-
ital according to the formalism of Description Logics (DLs). Core Competence
extraction is consequently performed through standard-SQL queries, while re-
taining the expressiveness of the logical representation. The service has been em-
bedded in a system for Human Resource Management, I.M.P.A.K.T.1, to
show how Core Competence extraction performance significantly improves w.r.t.
implementations exploiting DL reasoning engines.

Keywords: Description Logics, Core Competence Extraction, RDBMS, SQL.

1 Introduction

Knowledge management in an organizational environment is a complex, heterogeneous
and information-intensive task which deserves the design of specific and sophisticated
services in order to be performed. KM-related processes may in fact range in a wide set
of tasks, from strategic choices decision support to business activities allocation, just to
name a few. The automation of such processes is usually achieved by integrated enter-
prise suites relying on database technologies2, which are able to cope with scalability
issues, but – if traditionally employed – do not allow for a machine-understandable
representation of the full informative content to be managed. On the contrary, the pecu-
liarity of knowledge as organizational asset asks for technologies facilitating both repre-
sentation and processing of information, like semantic-based ones [1]. In this paper we
show how to combine the advantages of both semantic-based and database technolo-
gies in a Knowledge Compilation [2] approach, devoted to the identification of Core
Competence in organizational support contexts.

Hamel and Prahlad [3] define Core Competence as a sort of organizational capabil-
ity providing customer benefits, hard to be imitated from competitors and possessing

1 Information Management and Processing with the Aid of Knowledge-based Technologies.
2 http://www.monster.com/, http://www.careerbuilder.com

W. Abramowicz (Ed.): BIS 2013, LNBIP 157, pp. 163–174, 2013.
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leverage potential. Among available approaches to strategic management (see [4] for a
classification), our proposal takes the competence-based perspective ([5], [6]) and in-
terprets company strategic competence as a collective asset, resulting from the synergy
of human resources. We model the company intellectual capital in a Knowledge Base,
which is described according to the formalism of DLs [7].

Coherently with the adopted Knowledge Compilation schema, our contribution makes
computationally efficient Core Competence extraction over the information contained
in the KB, by splitting the reasoning process in two phases: (i) the KB is pre-processed,
thus parsing it in a specifically designed relational database schema (off-line reasoning);
(ii) the querying process for Core Competence extraction is performed by exploiting the
structure coming from the first phase (on-line reasoning). The approach has been im-
plemented in I.M.P.A.K.T., a system that manages skill matching [8] and team
composition [9] tasks together with Core Competence extraction. I.M.P.A.K.T.
implements via SQL queries standard plus non–monotonic and non–standard DLs in-
ference services.

Other systems exploiting DBMS techniques to deal with reasoning tasks have been
proposed in the literature (see KAON23, [10], [11], QuOnto4 and PelletDB5, among
others). Even when their languages are more expressive than the one we use in our
system, they are mostly able to return either exact matches (i.e., instance retrieval) or
general query answering. Instead, we use an enriched relational schema to deal with
non-standard inferences to provide effective value-added services, including an app-
proximate matching specifically fitting human resources management.

The paper is organized as follows: in the next Section we briefly recall both the DLs
formalism and the adopted reasoning services, to make the paper self-contained. Sec-
tion 3 details the Knowledge Compilation schema at the basis of the Core Competence
extraction process, outlined in Section 4. The achieved performance improvements are
presented in Section 5, through a comprehensive experimental evaluation. Finally, con-
clusions close the paper.

2 Background

Description Logics [7, Ch.2] are a family of formalisms and reasoning services for
knowledge representation, whose alphabet is made up by unary and binary predicates,
known as Concept Names and Role Names. Complex Concept Descriptions are built
from concept and role names composed by constructors. Each choice of constructors
defines a different DL, and characterizes it both in terms of expressiveness and com-
putational complexity [7, Ch.3]. The expressiveness of a DL may be also enriched by
the introduction of concrete features, which are binary predicates whose second argu-
ment belongs to a concrete domain D (e.g., integers, reals, strings, dates). Given a DL
L, its enrichment with concrete features is denoted by L(D). Statements about classes
in the domain of interest are divided into: Concept Definitions (denoted by A ≡ C)
stating —in the form of a complex concept C—the necessary and sufficient conditions

3 http://kaon2.semanticweb.org/
4 http://www.dis.uniroma1.it/˜quonto/
5 http://clarkparsia.com/pelletdb/

http://kaon2.semanticweb.org/
http://www.dis.uniroma1.it/~quonto/
http://clarkparsia.com/pelletdb/
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for an individual to belong to the concept A; Concept Inclusions (denoted by A � C)
stating in C only the necessary conditions for membership in A. The set of inclusions
and definitions formalize the intensional knowledge of the domain of interest, known as
TBox in DL systems. A DL system usually allows one to make statements about named
individuals, which make up the part of a DL-knowledge base known as ABox. ABox
may include either Concept assertions (C(a) states that an individual a belongs to the
concept C) or Role assertions (r(a, b) states that individual a relates to the individual
b through role r).

In order to fully represent the features of Human Resources management, real-life
examples suggest that at least the following constructors are needed: conjunction, uni-
versal and existential quantification, and concrete features (which define ALE(D)).
However, the interplay of existential and universal quantification leads to reasoning
problems that are not computable in polynomial time [7, Ch.3], and such computational
complexity hampers the translation into SQL of our problems.

Therefore, I.M.P.A.K.T. adopts a Curriculum Vitae (CV) representation (see
Definition 2) allowing for reasoning only on FL0(D) concepts. Such a DL drops exis-
tential quantification and thus gives up to the full ALE(D) expressiveness for reaching
computability. The most important reasoning service in DL checks for specificity hier-
archies, by determining whether a concept description is more specific than another one
or, formally, if there is a subsumption relation between them. It is noteworthy that the
framework underlying I.M.P.A.K.T. solves subsumption in FL0(D) only via SQL
queries, without reference to any exponential-time inference engine.

Although very useful in many knowledge management settings, subsumption does
not allow to solve any emerging issue and non-standard reasoning services need to be
specifically developed. In particular, the service category we here present aims at auto-
matically extracting Core Competence, by identifying a common know-how in a signif-
icant portion of personnel, with such a portion cardinality to be set by the management.
To this aim, our knowledge compilation approach framework follows the conceptual
line in [12], based on Least Common Subsumer (LCS) computation.

By definition [13], for a collection of concept descriptions, their LCS represents
the most specific concept description subsuming all of the elements of the collection.
Nevertheless, in some applications, like Core Competence identification, such a sharing
is not required to be full: the objective is finding a concept description subsuming a
portion of the elements in a collection, rather than the collection as a whole. Such a
concept description has been defined k-Common Subsumer (k-CS) [12]:

Definition 1. Let C1, . . . , Cn be n concepts in a DL L, and let be k < n. A k-Common
Subsumer (k-CS) of C1, . . . , Cn is a concept D such that D is an LCS of k concepts
among C1, . . . , Cn.

Some k-Common Subsumers, defined Informative k-Common Subsumers (IkCS [12]),
are strictly subsumed by the collection LCS and then add informative content to it .

Among possible IkCSs, some subsume the biggest number of concepts in the col-
lection and have therefore been defined as Best Informative Common Subsumers
(BICS [12]).
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If a collection admits a meaningful LCS (i.e., not equivalent to the universal concept
�), such LCS is the best common subsumer it may have. Else, for collections whose
LCS is not meaningful, the Best Common Subsumer (BCS) has been defined [12].

3 Knowledge Compilation

I.M.P.A.K.T. takes all the information needed to model and manage the domain
of human resources from a specifically developed modular ontology T . The ontology
currently includes nearly 5000 concepts modeling both the technical and the comple-
mentary competences an individual may hold.

In the following, we denote by T = {Mi|0 ≤ i ≤ 6} the whole skills ontology
adopted by the current implementation of I.M.P.A.K.T.. The ontology submodules
Mi, with i > 0, are modeled according to FL0(D) and describe different CV sec-
tions: Industry, ComplementarySkill, Level, Knowledge, Language,
JobTitle. The ontology modularity allows for extending it whenever a new cate-
gory of work-related features is identified, as shown below by the translation into a
relational schema. Our default implementation of Core Competence extraction consid-
ers only Knowledge submodule, which models the hierarchy of possible candidate
competence and technical tools usage ability; moreover, the module provides a type
property to specify, for each competence, the related experience role (e.g., developer,
administrator, and so on) and two predicates: year to specify the experience level (in
years), and lastdate which represents the last temporal update of work experience.
M0 is the main ontology module: it directly imports all the previous modules and mod-
els all of the properties needed for describing the candidate profile through the above
detailed classes. We define as entry points such properties. In particular, M0 includes
one entry point for each imported sub-module.

Thanks to the knowledge modeling outlined so far, it is possible to model CV Profiles
in the ABox. The CV classification approach we propose is based on a role-free ABox,
which then includes only concept assertions of the form P (a), stating that candidate a
(i.e., her CV description) offers profile features P (see Definition 2).

Definition 2. Given the skill ontology T , a profile P is a ALE(D) concept defined as
a conjunction of existential quantifications, P = �(∃R0

j .C), with 1 ≤ j ≤ 6, where R0
j

is an entry point and C is a concept in FL0(D) modeled in Mj .

As hinted before, our knowledge compilation problem aims at translating the skill
knowledge base into a relational model, without loss of information and expressive-
ness w.r.t. our previous and fully logic-based work ([14]), in order to reduce on-line
reasoning time. So, relational schema modeling is the most crucial design issue and
it is strongly dependent on both knowledge expressiveness to be stored and reasoning
to be provided over it. In particular, information storage involves both TBox axioms –
concepts definitions, subsumption relations, value restrictions and profile descriptions –
and ABox assertions – namely, profiles data represented as profile description instances
– along with extra-ontological personal information. Notice that all non-standard rea-
soning services performed by I.M.P.A.K.T. process the atomic information making
up the knowledge descriptions rather then the concept as a whole. For this reason, the
availability of a finite normal form for such descriptions turns out to be very useful and
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effective. We recall that FL0(D) concepts can be normalized according to the Concept-
Centered Normal Form (CCNF), [7, Ch.2].

According to such an approach, the KB is mapped to the database by means of the
following design rules: 1) a table CONCEPT is created to store all the atomic infor-
mation managed by the system; 2) three tables mapping recursive relationships over
the table CONCEPT– namely PARENT, ANCESTOR and DESCONCEPT– are created;
3) a table PROFILE includes the profile identifier (profileID attribute) and the so
called structured information: extra-ontological content, such as personal data (e.g.,
last and first name, birth date) and work-related information (e.g., preferred working
hours, car availability); 4) a table Rj(X) is created for each entry point R0

j , where
X = {profileID, groupID, conceptID, value, lastdate}.

Given that for each conjunct ∃R0
j .C in P (a), I.M.P.A.K.T. adds one tuple for

each atom of the CCNF (C) to the table Rj(X), the attribute groupID is needed
to convey all the informative content (i.e., atoms of CCNF (C)) referred to the same
conjunct. Thus, all features modeled in profile descriptions (Definition 2) are stored in
tables Rj(X) related to the involved entry points.

The relational schema resulting from the rules detailed so far allows for flexible skill
matching classes, automated team composition, logic-based ranking and explanation of
results (see [8] and [9] for more details). Here, we present formally only one match
class, namely Strict Match, because it is at the basis of the development of Core Com-
petence extraction in I.M.P.A.K.T..

Definition 3. Given the ontology T , a set FS = {fs1, . . . , fss} of required candidate
features, with each fsi of the form ∃R0

j .Ci, and a set P = {P (a1), . . . , P (an)} of
candidate profiles, modeled according to Definition 2 and stored in the DB according
to the schema detailed so far, the Strict Match process returns all the candidate profiles
in P providing all the features fsi in FS.

We notice that, thanks to CCNF, Strict Match can retrieve candidate profiles P (a) more
specific than FS . If we think of P (a) and FS in terms of their correspondingALE(D)
description (according to Definition 2), we may assert that Strict Match retrieves all
the provided candidate Profiles (P (a)) linked by a subsumption relation to a target
competence (FS). Once the knowledge base K has been pre-processed and stored into
the DB according to our relational schema, I.M.P.A.K.T. is able to perform all the
reasoning services –also the Strict Match – only through standard SQL queries (see [8]
for more details). From database querying point of view, fsi has to be translated in a
set of syntactic elements to search for in the proper Rj(X) table. Then, for each fsi
one query Qs(fsi) is automatically built on-the-fly considering a number of conditions
in WHERE clause defined according to atoms in Ci. The final result of Strict Match is
the intersection of profiles returned by all performed Qs(fsi) queries. In the following,
it is shown an executable example for the request fsi = ∃hasknowledge.(Java �
∀skillT ype.Programming� ≥3 years) (the query has three conditions in WHERE
clause, as the reader may easily expect).

SELECT profileID FROM hasKnowledge as R
WHERE conceptID = (SELECT conceptID

FROM concept WHERE name=’Java’)
AND EXISTS (SELECT * FROM hasKnowledge

WHERE profileid=R.profileid AND groupid=R.groupid



168 S. Colucci et al.

AND conceptid = (SELECT conceptID
FROM concept
WHERE name=’skillType.Programming’))

AND EXISTS (SELECT * FROM hasKnowledge
WHERE conceptid=(SELECT conceptID

FROM concept WHERE name=’years’)
AND value >= 3 AND profileid=R.profileid
AND groupid=R.groupid)

4 Core Competence Extraction

As hinted before, our proposal to Core Competence Extraction takes the competence-
based perspective, which interprets company strategic competence as a collective asset,
resulting from the synergy of human resources.

We observe that, even though a fully (as concerns both representation and reasoning)
logic-based Knowledge Management System solving Core Competence extraction have
been presented in [14], the novelty of our proposal lies in adopting a knowledge com-
pilation approach, making the computational cost of the whole process to be affordable
also for large organizations, while retaining the full expressiveness of the logic-based
approach. Therefore, coherently with the novel knowledge compilation approach intro-
duced in this paper, we show in the following how to solve Core Competence extraction
through the Strict Match execution over the database schema presented in Section 3. To
this aim, I.M.P.A.K.T. services rely on the computation of partial Common Sub-
sumers defined in Section 2.

In [12] the Common Subsumer Enumeration algorithm was proposed, determining
the sets BICS, CSk, ICSk, BCS of, respectively, BICS, k-CS, IkCS, BCS of a col-
lection {C1, . . . , Cn}, given k < n. The algorithm extracts from the set of profiles at
hand the knowledge components shared by a significant number of individuals in the
set, with such a significance level to be set as a threshold value (k) by the people in
charge for strategic analysis. The algorithm works by taking as input a concept collec-
tion in the form of a Subsumers Matrix and the threshold value k.
I.M.P.A.K.T. implements the above recalled algorithm. Nevertheless, in order

to cope with the features of the concept collection at hand, we here need to redefine
a Profiles Subsumers Matrix (see Definition 5), and its preliminary Definition 4. We
notice that, according to Definition 2, a Profile embeds all of the qualitative information
detailed in the company CVs. Instead, in the current implementation, the identification
of company Core Competence is limited to the evaluation of technical knowledge. Such
an assumption affects the following definition of Profile Concept Components, defined
w.r.t. a set EP of entry points R0

j of interest.

Definition 4. Let P be a profile according to Definition 2, P = �(∃R0
j .C), with C in

FL0(D) written in a CCNF C1 � . . . � Cm and let EP be a set EP ⊆ {1, ...6}. For
j ∈ EP , the Profile Concept Components (PCC) of P w.r.t. EP are defined as follows:

1. if Ck, with 1 ≤ k ≤ m, is a concept name, then ∃R0
j .Ck is a PCC of P ;

2. if Ck, with 1 ≤ k ≤ m, is a concrete feature, then the concept ∃R0
j .(Ck � Cf ) is a

PCC of P , for each f ∈ {1, . . .m} such that f �= k and Cf is a concept name;
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3. for each Ck, if Ck = ∀R.E, with 1 ≤ k ≤ m, then, for each Eh PCC of E, the
deriving PCC of P are: i) ∃R0

j .∀R.Eh; ii) ∃R0
j .(∀R.Eh�Cf ), for each f ∈ {1, . . .m}

such that f �= k and Cf is a concept name.

The identification of profile concept components is at the basis of the Profiles Sub-
sumers Matrix construction, defined as follows.

Definition 5. Let P = {P (a1), . . . , P (an)} be the set of profiles modeled according to
Definition 2. Let now EP be a set such that EP ⊆ {1, ...6}, and Dk ∈ {D1, . . . , Dm}
be the PCC w.r.t. EP deriving from the collection P . Given Definition 3, we define the
Profiles Subsumers Matrix (PSM) S = (sik), with 1 ≤ i ≤ n and 1 ≤ k ≤ m, such
that: (i) sik = 1 if P (ai) strictly matches the component Dk; (ii) sik = 0 if P (ai) does
not strictly match the component Dk.

The above introduced characterization of the set P of the available knowledge profiles
allows Common Subsumer Enumeration algorithm to retrieve the set of common sub-
sumers useful to determine company Core Competence. In order to improve readability
of the rest of the paper, the following definitions are provided.

Definition 6. Referring to the PSM of the set P = {P (a1), . . . , P (an)}, we define:
Concept Component Signature (sigDk

) the set of indexes of profiles {P (a1), . . . ,
P (an)} strictly matching Dk (note that sigDk

⊆ {1, . . . , n});
Concept Component Cardinality (TDk

) the cardinality of the set sigDk
, that is, how

many profiles in P strictly match Dk. Such a number is
∑n

i=1 sik.

5 System Performances

Core Competence extraction has been implemented as an enterprise business service
for the I.M.P.A.K.T. system. It is a client-server application developed in Java
exploiting Jena API to access the ontology model and Pellet reasoner to classify the
ontology in the off-line pre-processing phase. Current implementation uses the open
source PostgreSQL 9.1 DBMS.

In order to prove the effectiveness and efficacy of I.M.P.A.K.T. services, we
initially created a real data set by collecting about 180 CVs, from three different em-
ployment agencies of candidates specifically skilled in ICT domain, so to simulate the
scenario of an actual company in the ICT industry. The same dataset has been exploited
for an iterative refinement phase of both the Skill Ontology development and testing of
results of I.M.P.A.K.T. services.

Here, we are interested in the evaluation of data complexity and expressiveness com-
plexity of our knowledge compilation approach to Core Competence extraction. To this
aim, we perform two different test campaigns: the first one compares the performance
of our implementation w.r.t. a fully logic-based one ([14]); the second one is focused
on showing scalability capabilities. In each test category we adopted a different pair of
datasets (namely, DS1 and DS2 in the first and DS3 and DS4 in the second category).
Items in each mentioned pair differ in the level of specificity of the included profiles:
the first dataset (DS1, or, respectively DS3) is more generic than the second one (DS2,
or, respectively DS4) and thus characterized – for the same number of profiles – by a
smaller set of resulting profile concept components.
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For all the performed tests, I.M.P.A.K.T. was executed on an Intel Dual Core
server, equipped with a 2.26 GHz processor and 4 GB RAM. Moreover, only CV infor-
mation related to technical knowledge have been considered for Core Competence ex-
traction (i.e. concepts of the form ∃R0

j .C, where the entry pointR0
j = hasKnowledge).

We evaluate the two main extraction steps: the Profile Subsumers Matrix computation
and the Common Subsumer Enumeration (CSE) algorithm execution (we recall that
such algorithm takes the PSM as input). In the following, tpsm represents the average
PSM computation time, tcse represents the CSE time and n the number of profiles.

Figure 1 and Figure 2 show the performance results referring, for DS1 and DS2, to
subsets of 5, 10, 15 and 20 profiles (characterized by the same cardinality as those in
[14]). Such a different sets cardinality is aimed at investigating on how the execution
time increases with the number of analyzed profiles. We also notice that, thanks to the
adoption of the two datasets DS1 and DS2, it is possible to investigate on the relation
between execution time and the number of profile concept components resulting from
the dataset, when the number of profiles is given. Such a test strategy allows for as-
sessing the impact of profiles complexity on the execution time. In particular, in Figure
1, we show tpsm (Figure 1(a)) and tcse (Figure 1(b)), both in milliseconds, vs. n. Fig-
ure 2 presents the same computation times vs. the profile concept components number.
Moreover, both Figure 2(a) and Figure 2(b) refer to the profile concept components
deriving from DS1 and DS2. Intuitively, for each n value in Figure 2(a) and Figure
2(b), the smaller computation time value refers to DS1 and the bigger to DS2. In both
experiments, k is set to 3.

(a) (b)

Fig. 1. PSM (a) and CSE (b) computation time vs. number of profiles

It can be noticed that the number of profiles is highly relevant in the common sub-
sumer enumeration process, while the profile subsumers matrix computation time is less
affected by such a number. As a general remark, tpsm is bigger than tcse: the matrix
creation is the most computationally expensive process. Nevertheless, by comparing
presented matrix computation times with the ones shown in [14], the reader can no-
tice how the adopted knowledge compilation approach dramatically improves process
performance, by taking execution time from seconds to milliseconds (as an example,
matrix computation time for 20 profiles has changed from 180 seconds to about 660
milliseconds), paving the way to the use of the approach in large real-world scenarios.
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(a) (b)

Fig. 2. PSM (a) and CSE(b) computation time vs. profile concept components

For the second test campaign, aimed at evaluating the approach scalability, we car-
ried out tests on pairs of synthetic datasets (subsets of the above mentioned DS3 and
DS4), such that the number of features for each candidate is comparable to the av-
erage value of candidate profile features in the training real dataset. In particular, we
implemented a KB instances generator, able to automatically create satisfiable profiles,
according to Definition 2, also setting the features format (i.e., number of features for
each entry point, minimum number of specified technical skills, and so on). Thanks to
the generator, we randomly created one dataset DS3 of 500 profiles and extended it to
1000 and 2000 profiles. Then, we created a different dataset DS4 of 500 profiles, by
specifying a bigger average number of technical skills to be generated (30 instead of
3), so that the resulting profile concept components number increases (in the first case
components arise up to 11643 for 2000 profiles, while in the second to 28177). Such a
dataset has been extended to 1000 and 2000 profiles, too. In Table 1, the execution time
for the two main steps of Core Competence extraction processes are shown w.r.t. DS3

and DS4 and k = 0.3× n.

Table 1. Core Competence extraction times (in seconds)

Datasets Cardinality
500 1000 2000

tpsm
DS3 0.87 1.1 1.74
DS4 3.91 9.24 27.29

tcse
DS3 0.21 0.46 1.4
DS4 66.06 235.81 912.57

It can be noticed that, if we consider DS3, the most computationally expensive pro-
cess is still the Profile Subsumers Matrix creation. On the contrary, in presence of sig-
nificantly complex profiles – and consequently of a huge number of deriving concept
components – the Core Competence Enumeration execution time dramatically raises
(see values of tcse referred to DS4 and Figure 2(b)). As a consequence, we may hy-
pothesize that, for an increasing number of concept components, there is a critical value
after which the most time-consuming phase switches from the matrix computation to
the common subsumers sets identification.
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In order to provide a further rationale of the Common Subsumer Enumeration al-
gorithm, we now show its results w.r.t. a subset of 8 CVs (out of the 180), modeled
according to Definition 2 and stored in the DB according to the schema detailed in
Section 3. The profiles example set is given hereafter, with reference only to technical
knowledge (i.e., R0

j = hasKnowledge):
Mario Rossi: Cplusplus (5 years), Java (5 years), Visual Basic(5 years)

Daniela Bianchi: Cplusplus (2 years), Java (6 years), Visual Basic (1 years)

Lucio Battista: DBMS (2 years)

Mariangela Porro: DBMS (2 years), Internet Technologies (2 years)

Nicola Marco: DBMS (5 years), Internet Technologies (5 years)

Carmelo Piccolo: VBScript, Process Performance Monitoring

Elena Pomarico: CplusPlus, Java, Visual Basic

Domenico De Palo: OOprogramming (6 years), Artificial intelligence (4 years), Internet technologies (4 years)

Ontology concept inclusions needed for understanding the proposed example are shown
in the following:

ComputerScienceSkill � EngineeringAndTechnologies� Knowledge
ProgrammingLanguage � SWDevelopment � ComputerScienceSkill
OOP � ProgrammingLanguage
VBScript � ScriptLanguage � ProgrammingLanguage
Java � OOP, C++ � OOP, VisualBasic � OOP
MySQL � RDBMS � OpenSourceDBMS � DBMS � InformationSystem � ComputerScienceSkill
InternetTechnologies � ComputerScienceSkill
ArtificialIntelligence � ComputerScienceSkill
ProcessPerformanceMonitoring� ManagerialSkill � BusinessManagement � Knowledge

In table 2, we sketch the structure of the profile subsumer matrix with reference to a
subset of profile concept components (explained in Table 3), determined from the set P
of 8 CVs according to Definition 4 ( actual matrix dimension is 8× 89).

Table 2. Portion of the example Profile Sub-
sumers Matrix

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 ...
1 1 1 1 1 1 0 1 0 1 1 1 ...
2 1 1 1 1 1 0 1 0 1 1 1 ...
3 1 1 0 0 0 1 0 0 0 0 0 ...
4 1 1 0 0 0 1 0 1 0 0 0 ...
5 1 1 0 0 1 1 0 1 0 0 0 ...
6 1 0 1 0 0 0 0 0 0 0 0 ...
7 1 0 1 1 0 0 0 0 1 1 1 ...
8 1 1 1 1 1 0 1 1 0 0 0 ...

Table 3. Description of D1, . . . , D11 reported
in Table 2

D1 ∃hasKnowledge.ComputerScienceSkill

D2
∃hasKnowledge.(ComputerScienceSkill	 =2

years)
D3 ∃hasKnowledge.ProgrammingLanguage
D4 ∃hasKnowledge.OOP

D5
∃hasKnowledge.(ComputerScienceSkill	 =5

years)
D6 ∃hasKnowledge.(DBMS	 =2 years)
D7 ∃hasKnowledge.(OOP	 =5 years)

D8
∃hasKnowledge.(InternetTechnologies	 =2

years)
D9 ∃hasKnowledge.C++
D10 ∃hasKnowledge.VisualBasic
D11 ∃hasKnowledge.Java

...

According to the process introduced in Section 4, the system implements CSE algo-
rithm and searches for profile concept components Dj whose cardinality TDj is greater
or equal than a predefined threshold value k. In particular, k is set to the total number
of profiles in the data set for the LCS computation. For the example set, the LCS com-
putation returns: LCS = {∃hasKnowledge.ComputerScienceSkill}, which is quite a generic
result for an ICT company.
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The algorithm reveals also a slightly more significant information: the common
know-how shared by the biggest portion of company personnel (but not by all of it)
is: BICS = {∃hasKnowledge.ComputerScienceSkill	 =5 years}.

Finally, the process reveals that, for a degree of coverage set to 3, the set of company
Core Competence includes all the following elements: ICS3 = {∃hasKnowledge.

(DBMS	 =2 years), ∃hasKnowledge.(OOP	 =5 years), ∃hasKnowledge.(InternetTechnologies

	 =2 years), ∃hasKnowledge.(C++ 	 VisualBasic 	 Java)}.

In Figure 3, the I.M.P.A.K.T.Graphical User Interface (GUI) for the Core Com-
petence extraction process is shown. Panel (a) provides the input user interface for
choosing the degree of coverage k and the desired entry points to be considered in
the extraction process. Panel (b) lists all possible pieces of company Core Competence,
providing a user with the possibility to visualize (in panel (c)) the personnel holding
such a strategic asset.

Fig. 3. I.M.P.A.K.T. GUI for Core Competence extraction

6 Conclusions

In the framework of I.M.P.A.K.T., an integrated system providing several knowl-
edge management services, we showed how the process of company Core Competence
extraction can be significantly improved in terms of performance by adopting a Knowl-
edge Compilation approach. Thanks to such an approach, the full informative content
modeled in a DL knowledge base has been translated in a relational database schema
where advanced inference services can be executed exploiting standard-SQL queries.
We showed, through experimental evaluation, the dramatic reduction obtained in terms
of execution times with our novel approach. Implementation of database modeling de-
normalization and table partitioning are under way, and should further improve the per-
formances.
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Abstract. Social media streams can be used for aggregating hetero-
geneous information sources into a single representation. In Enterprise
Social Media Streams, employees interact with the stream and with other
employees producing a constantly growing amount of new information.
For avoiding an information overload, a recommendation engine must
help the user to filter important information. This paper uses a Stream
Recommender System (SRS) and presents an algorithm for an SRS to
work within an enterprise context. The algorithms makes use of differ-
ent social media specific features, including a feature that maintains a
content-based user model. The algorithm has been evaluated against rat-
ings, which have been collected within an existing productive Enterprise
2.0 system.

Keywords: Enterprise 2.0, Stream-based Recommender, Information
Retrieval, Enterprise Social Media Streams.

1 Introduction

For public users as well as for knowledge workers within an enterprise, many
different information sources exist. For helping a user to control the informa-
tions from various sources, systems exists that will aggregate these sources into
one single stream. Such aggregation system are getting increasingly important
for enterprise, especially if they follow the Enterprise 2.0 principle. Knowledge is
shared and collaboration takes place within a system, such as a wiki, a microblog-
ging tool, a forum, or various other system for storing and sharing messages and
knowledge.

For building a single media stream, the following steps must be applied as de-
scribed in our previous work [8] and in Figure 1: First, information must be ob-
tained from the external systems using a set of specialized adapter components.
Second, the acquired information must be transformed into a homogeneous for-
mat. Third, it must be annotated by using various information extraction meth-
ods. Fourth, a personalization algorithm must help to filter relevant information
and fifth, the information must be presented to the user in an appealing and
intuitive way.
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Fig. 1. Processing Chain with focus of this paper marked red (modified version from [8])

Based on the previous work [8,9], this paper focuses on the personalization of
messages as shown by the red rectangle in Figure 1. The goal of the personaliza-
tion in an enterprise stream recommender is to reduce the number of information
to consume by eliminating irrelevant information. Therefore it is is necessary to
rank each message in nearly real-time, and not only to select the top n messages
for recommendation. This is an important aspect which sets an enterprise rec-
ommender apart from well-known systems and algorithms employed for example
in product recommendation engines. Also, such enterprise stream recommenders
must be able to deal with permission and access levels. Typically, organizational
structures like projects or departments can be defined within enterprises. This
structure implies that individual employees have fine grained access privileges
to specific resources. When sharing information between users or generated user
models, it must be assured not to predict messages based on non accessible
information.

This leads to the following definition: A stream recommender or stream
recommender system (SRS) ranks items of a continuous stream at the mo-
ment as the item occurs in the stream using information that has been obtained
during the past stream interaction. Therefore, an SRS must rank the items
completely for each user who has access to the item.

The paper is organized as follows: In Section 2 related work is given. In Sec-
tion 3, an algorithm for an SRS using social features is presented. Following
this algorithm, an evaluation has been conducted in Section 4, and finally in
Section 5, a conclusion is drawn.

2 Related Work

A recommender for social media streams is most similar to news recommenders,
because they both mainly work on textual messages. In the most cases, news rec-
ommenders are using some form of content-based, collaborative and community-
based technologies as in [5].

Comparing content-based with collaborative recommenders, [13] points out
that content-based recommenders have their advantages in transparency, the
handling of the so called “new item problem” and the user independence. There-
fore, a plain collaborative recommender will not work since an SRS will have to
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constantly recommend new items. Collaborative methods can only lead to ac-
ceptable results once enough relations between users and items can be derived.

Content-based news recommenders can be distinguished into term and con-
cept weighting recommenders as in [12]. For an SRS mainly term weighting
recommenders are relevant which applies common information filtering methods
and applies them to learned user models.

[2,3] are using a stream recommender that works on the the twitter stream
using content match and collaborative features. Also [1,15] describes how col-
laborative filtering can be used in a stream based scenario, mainly by adopting
common algorithms to an iterative strategy.

The main are of news recommenders focus on public systems such as [4,11]
and only a few target enterprise specific systems, such as [7,6,16,14]. However,
non of those systems focus on ranking a whole stream to help the user to manage
the information overload problem – only [14] showed a first approach, but lacks
necessary performance and quality.

This paper closes the gap by introducing an algorithm for an SRS to rank
new messages in near real-time and which is applicable within an enterprise
environment.

3 Stream Recommendation Algorithm

As mentioned before, an SRS must be able to rank messages in real-time, honour
the access levels on messages and help to hide irrelevant messages. To reach a
near real-time ranking performance, the ranking process must be as efficient as
possible and should mainly use precomputed data, such as a user model reflecting
the individual users’ interests.

The access constraint is solved by defining message groups: A message group
can be seen as a project, and each message group has a set of user assigned
who are able to read or write messages. The message group and access level
structure is not defined within the recommender itself but obtained from the
(social media) hosting system. During the processing, each incoming message can
be easily identified as part of one or more message group, actually the message
group is an attribute of the message. Once the recommender will use learned
user models to make predictions for other similar users, the recommendation
should not use terms of messages the user will not have access to. This should
avoid predictions that may reveal sensible information.

3.1 Feature Definition

When computing a score for a new messages, the available data about social
interactions with the message or related messages that can be exploited are used.
This leads to the following feature definitions for a message m and a user u:

Root Feature. The current message m is the first message in a discussion.
Author Feature. The user u is the author of the message m.
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Mention Feature. The user is mentioned in the message.
Discussion Participation Feature. The message is part of a discussion. The

user is the author of another message within the discussion.
Discussion Notification Feature. The message is part of a discussion and

the user has been mentioned in another message within the discussion.
Content Match Feature (CMF). The message is compared with a learned

user model.

All of the above features except the CMF are boolean features that can be easily
computed. They take values of either 0 or 1 for false and true, respectively. The
value of the CMF feature ranges from 0 to 1 denoting a similarity of the specific
message to the user’s model. The employed user model is fairly simple, it consists
of two values for each term t:

– Sum of all rating values of user u for messages containing the term t.
– Number of ratings of user u that refers to a message that contains term t.

Based on a set of ratings, the user model can be learned incrementally by record-
ing ratings from the user. The simplest way is to obtain explicit ratings given
by the specific user. However, systems that only rely on explicit ratings are of-
ten not well accepted by the end user. An unintrusive way to obtain ratings and
learn a user model is to use the features described above themselves. Preliminary
evaluations showed, that the Mention, Discussion Participation or Discussion
Notification Features for a user u and a message m correlate directly with the
actual interest of the user in this message. Hence, when it is observed that one
of the features applies to a message, the message is assumed as being relevant
for the user and a positive rating is generated, triggering an update of the user
model. The validity of this assumption will be confirmed in Section 4.

The ratio of both values is the score umu(t) for the term t in the user model
u. With rm(u) as the set of all messages for user u with positive ratings, and
with r(u,m) as the obtained rating for user u for message m the score can be
expressed as follows:

umu(t) =
Σm∈rm(u)∩t∈mr(u,m)

Σm∈rm(u)∩t∈m
(1)

The final CMF feature score for a message m and a user u can then be easily
computed using the average user model score as follows:

CMF(u,m) =
Σt∈mumu(t)

Σt∈m∩t∈umu

(2)

3.2 Ranking Process

The ranking process is visualized in Figure 2. The process is triggered when
receiving a new message. In the first step, an information extraction takes place
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that will extract terms from the messages as follows: First, the message is cleaned
from HTML tags and other unparseable characters, second, the language of
the message is detected and third, stemmed tokens are extracted based on the
detected language. This is a fairly simple extraction but it can be easily extended
in further versions.
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Fig. 2. This UML activity diagram shows the ranking process upon receiving a new
message

The result of the information extraction is a set of terms that will be stored
with the message. Then the features are computed per user and message. The
Discussion Root Feature is user independent and can be computed before. The
User Feature evaluates the access privileges for the message and then initiates
the computation of the user dependent features for each user having access to
the message.

The first user dependent feature is the Author Feature which determines, if
the current user is the author of the message. The second feature is the Mention
Feature, which determines if the user is mentioned within the message. Next, the
Discussion Participation Feature checks, if the message is part of a discussion – or
has related messages – and if the user is the author of one of the related message.
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Similarly, the Discussion Mention Feature checks, if the author is mentioned
within a message related to the current message.

The last feature to compute is the Content Match Feature, which matches the
terms of the message against the user model of the user as defined in Equation 2.

After all features have been computed, the values of those features will com-
bined into one score for the message. Currently, the following combination strat-
egy is used:

1. If the Author Feature is true, the score is set to 1.
2. Else if the Mention Feature is true, the score is set to 0.95.
3. Else if the Discussion Participation Feature is true, the score is set to 0.9.
4. Else if the Discussion Mention Feature is true the score is set to 0.8.
5. Else the Content Match Feature’s value is used as a score.

The values have been based on a correlation analysis of the evaluation data set
mentioned later. The details are skipped here due to space reasons.

Once the final message score is available, the learning process can be invoked
directly as mentioned before. If either the Author Feature, Mention Feature,
Discussion Participation Feature or Discussion Mention Feature is true, the
learning process will be invoked by generating an observation with the computed
score as interest value.

The ranking process ends by taking the computed scores and storing them for
future usage – such as filtering or visualization.

3.3 Learning Process

In Figure 3, the learning process is visualized. The trigger for the process is a
new observation: An observation is defined by a message, a user and a value
representing the interest. The interest value represents the interest of the user
in the message and a number in the interval [0 . . . 1].

An observation can be made in the following cases:

1. The user rates a message explicitly.
2. A new message occurs, that has been identified as interesting for the user

during the ranking process (see Section 3.2).
3. An interaction of the user with the system is identified (e. g. the user likes a

message).

Once the learning process is initiated, the information extraction will run for the
associated message if necessary. After the terms have been extracted, the user
model entries for each term are updated as given in Equation 1.

For example, assume a user Lara has started a discussion and a new message
m appears that belongs to that discussion. The Discussion Participation Feature
is identified and will lead to a high score for Lara during the ranking process.
Furthermore case 2 above applies and the terms of the message are used to
update the user model of Lara.
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Fig. 3. This UML activity diagram shows the learning process

4 Evaluation

For the evaluation of the algorithm, Communote1 has been used as Enterprise
Social Media Stream Application. The core implementation of the SRS algorithm
has been implemented in Java and is available as an Open Source project2.

The productive installation of Communote within Communardo Software
GmbH has been extended by the possibility to rank messages and filter for the
computed score as shown in Figure 4. The user has the possibility to either mark
a message as being relevant, not relevant or as undecided. In this evaluation run
9 users participated and they submitted a total of 11, 160 ratings in January
2013 3.

Prior to an evaluation run, the dataset has been split into a training set (70%
of the ratings) and a test data set. The training set has been used to train
the algorithm, that is to learn the user model of the CMF. Each message –
even if no rating existed – was passed in temporal order to the ranking process,
starting with the oldest message. If a rating in the trainings dataset was available
for a message, it was passed to the learning process directly after the ranking
process finished for the message. Also, if a rating for the message was available in
the test dataset, it was evaluated directly after the learning processed finished.

1 http://www.communote.com
2 http://www.spektrumprojekt.de
3 Unfortunately the dataset cannot be made public due to confidentiality reasons.

http://www.communote.com
http://www.spektrumprojekt.de
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Fig. 4. Frontend for Ranking and Filtering Messages

This way, the order of the messages within the stream and the order of the ratings
was taken care of to simulate the real world behaviour as well as possible.

Based on the obtained dataset, the following evaluation configurations have
been conducted to analyse the behaviour and the quality of the algorithm:

All Features. All features (see Section 3.1) are used to predict a ranking value.
All Features. with Message-Group-specific CMF All features have been

used to predict a ranking value. The CMF uses a separate user model per
user per message group (project).

Only CMF. Only the CMF is used to predict the ranking value.
Only Message-Group-specific CMF. Only the CMF is used to predict the

ranking value. The CMF uses a separate user model per user per message
group (project).

No CMF. All features but the CMF are used to predict a ranking value.

For each configuration the precision, recall and the F1- and F2-scores have been
evaluated. We decided to also use the F2-score for evaluation since it sets more
priority on the recall as on the precision. Hence, the score favours more to get
all relevant information instead of missing a relevant information for higher pre-
cision.

The algorithm predicts a ranking value per message and user. We used differ-
ent thresholds for deciding whether the prediction is positive (for being relevant
to the user) or negative (for being irrelevant, respectively) to get a better un-
derstanding of the algorithm and the underlying dataset. The graphs for the
different configurations are shown in Figure 5 to 9. The x-axis represents the
threshold of predicting the algorithm output as positive and y-axis represents
the value of the precision, recall, F1- and F2-score.

In Figure 5 and 6, all features have been used to compute predictions. In
Figure 5 a global user model per user was used, in Figure 6 a specific user model
per message group was used. As it can been seen, there is no significant difference
regarding performance of both configurations.

When the CMF feature is not used, the recall drops significantly, however the
other features prove to lead to a high precision as shown in Figure 7. The values
are mostly constant in this case, since all of the used features are boolean and
independent from the learned user model.

Finally, in Figure 8 and 9 only the CMF has been evaluated. It shows a similar
behaviour as in using all features. Only at higher thresholds, the recall and hence
the F -scores drop faster as in the case employing all features.
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Fig. 5. Precision and recall curves for all features with a global user model per user
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Fig. 6. Precision and recall curves for all features with Message-Group-specific user
models
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Fig. 7. Precision and recall curve for all features but the CMF
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Fig. 8. Precision and recall curves for only the CMF feature with one global user model
per user
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Fig. 9. Precision and recall curves for only the CMF with Message-Group-specific user
models

Table 1. Maximum F1- and F2-scores for different configurations

Configuration Max. F1-score Max. F2-score

All Features 0.60 0.69
All Features with Message-Group-specific CMF 0.72 0.74
Only CMF 0.61 0.70
Only Message-Group-specific CMF 0.68 0.69
No CMF 0.52 0.59

The maximum achieved F -scores for each configuration are shown in Table 1.
Based on those numbers, using Message-Group-specific user models lead to a
significant better performance as a global user model. The reason is the organ-
isation of the message groups as projects, and that similar content in different
projects is of different interest for the user. Also the CMF itself leads to similar
results in comparison to using all features, however the best value is reached by
using all features.
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5 Conclusion and Further Work

In this paper, an algorithm for an SRS has been introduced and evaluated on
a real world dataset within an enterprise. The separation of the user model into
message groups did not show a significant loss of quality. Therefore it is appli-
cable to separate the user model for access level and recommendation purposes.

The evaluation showed that the features without the CMF lead to a high
precision but they fail to identify important messages. Hence the combination
of all the features is feasible, as the usage of the features for learning the user
model.

The evaluation showed that the non content-based features can serve as a
good indicator for relevant information, but they fail to predict all significant
information. Further work will analyse the behaviour of the features as well as
using other new features. For example, users can like messages, and once a user
liked a message, a new observation can be made. Another part of future work
is to analyse the CMF for improving the overall result, especially during a long
term usage of the system. One idea is to use models of similar users to make a
prediction in case the own user models fails to give a confident prediction.

Another extension is to identify project roles and use them as a feature. For
example a project leader will have different interests within the same project as
a supporting co-worker.
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State of Saxony and the EU (European Regional Development Fund). We would
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Abstract. Over the last few decades various regulations emerged and an auditor 
is the last line of defence against the risks of non compliance. Therefore, Infor-
mation Technology (IT) Audit Management (AM) is a crucial process for most 
organizations. However, it is a complex process and current IT frameworks are 
not helping since they are seen as complex, overlapping each other, and hard to 
implement. The main contribution of this research is a formal and complete IT 
AM Process/architecture, useful and adaptable to all type of organizations, 
which is based on most relevant IT best practices frameworks, literature of the 
area and in practioners' viewpoint. The research methodology used was the De-
sign Science Research (DSR). To evaluate our proposal we interviewed IT audit 
experts in order to add practitioners’ perspective to it. We finish our research by 
providing the main contributions, limitations, and future work.  

Keywords: IT Audit Process, Model, Architecture, BPMN, IT Frameworks. 

1 Introduction 

Over the last few decades, numerous organizations suffered financial losses, law suits, 
etc [1]. The occurrence of these scandals adversely impacted business and rudely 
awakened organizations to act [2].  Nowadays, with the financial crisis, the need for 
rigorous controls is rising [3]. For each new law or regulation, compliance depart-
ments need to design new internal policies and procedures to deal with the rule speci-
fications [4]. However, there is no guarantee that all entities meet organizations  
requirements [5], and an auditor is the last line of defence in detecting problems [6]. 

Nevertheless, with the arrival of the information age, the impact of IT in organiza-
tions keeps growing [6] and IT began to be comprised in the organization’s business 
core processes [7]. So, it is crucial to achieve a good alignment of IT with business 
needs [8], which increases the need for more requirements in this area [9].  

Currently organizations are facing an increasing number of regulations (require-
ments) they need to be compliant with [1][5]. Plus, IT audit procedures have also 
become more complex [8]. So the way audits are performed is affected [2], IT audi-
tors’ effort is growing [13] and the degree of compliance achieved is decreasing [1]. 

Given the importance of IT audit, many IT frameworks have been developed to 
help organizations in IT AM process. However, IT frameworks are seen as complex 
[14], overlapping each other [15][16], hard to implement [17] and separately they  
do not propose a complete IT AM process [10]. As a result, organizations cannot 
implement a complete IT AM process [10]. Therefore, there is space for new and 
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innovative proposals regarding IT AM process/architecture topic.  Therefore, the 
problem that this research intends to help solve is:  

IT audit management is a crucial process for most organizations. However, 
it is a complex process and current IT frameworks are not helping since they 
are seen as complex, overlapping each other, and hard to implement. 

Since the definition of formal procedures to perform IT audits can bring benefits to 
organizations [1], and knowing that IT has become crucial to the support and growth 
of the business [11], in this research we propose to model the IT AM proc-
ess/architecture taking into consideration the most relevant IT frameworks, literature 
of the area and practitioners’ viewpoint. To model the IT AM process we used the 
Business Process Model Notation (BPMN), considered a de-facto standard for busi-
ness process modelling [12].  

2 Research Methodology 

In contrast with behaviour research, design-oriented research builds a “to-be” concep-
tion and posteriorly seeks to build the system according to the defined model taking 
into account restrictions and limitations [18]. Design science addresses research 
through the building and evaluation of artefacts designed to meet identified business 
needs [19] instead of analysing existing Information Systems (IS) in order to identify 
causal relations [18]. 

As advised by March & Smith [20] the research methodology applied is divided 
according to the two processes of DSR in IS: build and evaluate. The build process is 
composed by two stages and the evaluation process is comprised by only one (Table 
1). Based on the four design artefacts produced by DSR in IS (constructs, models, 
methods and instantiations) we will focus on constructs and models. This kind of 
research approach was already used in other researches [21]. 

In order to leverage the IT audit sub-phases, IT audit roles, IT audit activities, IT 
audit data and IT AM process information entities we will use extensive literature 
review. The approach used in this research follows the concept-centric methodology 
of IS literature reviews as outlined in [7]. 

Table 1. Research Methodology 

 

Build Evaluate 
Constructs 
Definition 

IT AM Process 
Construction 

IT AM Information Architec-
ture Construction 

IT AM Information Systems 
Architecture Construction 

Evaluation 

IT Audit Sub-Phases1
IT Audit Roles 
IT Audit Activities 
IT Audit Data 

Analyze the relation-
ship between con-
structs and integrate 
constructs 

  
Interviews 
Questionnaire 

IT AM Process  
Information Entities 

 
Analyze the relationship 
between constructs and inte-
grate constructs 

 
Interviews 
Questionnaire 

IT AM Process 
IT AM Information 
Architecture 

  
Analyze the relationship 
between constructs and 
integrate constructs 

Interviews 
Questionnaire 
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Additionally, we followed the guidelines for DSR proposed by Hevner [19]. A de-
sign artefact is complete and effective when it satisfies the requirements and con-
straints of the problem that it was meant to solve. In this research we evaluated our 
artefacts through interviews and questionnaires. By submitting this research to re-
spected international conferences, we also used the appraisal of the scientific commu-
nity as evaluation criteria.  

3 Related Work 

Audits are conducted in diverse legal and cultural environments [1], within organiza-
tions that vary in purpose, size, complexity, and structure, and by people within or 
outside the organization [22]. Plus, audit is an independent and objective assurance 
activity [23] that employs systemized and standardized methods [1][24] to evaluate 
and improve the process of governance, risk management, control and treatment, so as 
to help the organization achieve its objectives. Notwithstanding, it is important to note 
that the role of audit management is not just to perform audits (Table 2). 

Table 2. Audit aims 

Audits provides: References 
Assurance [1][2] 
Assessment and Recommendations [2][24] 
Oversight [24] 
Advisry Services [24] 

 
Besides, to understand the complexity around Audit we present Rosário’s conceptual 

map [10] that organizes and clarify all the issues about audit concept (Figure 1). 
IT audit represents a procedure used to assess whether the IT acts in the function 

are successfully accomplishing the business objectives. IT audit also includes the use 
of IT to support audits [2] which allows for more efficient ways of analyzing the ef-
fectiveness of the implemented controls [1][25]. 

The IT audit definition is given by the Institute of Internal Auditors (IIA):“IT audit 
is the process of gathering and evaluating evidence based on which one can evaluate  
 

 

Fig. 1. Audit Conceptual Map. Adapted from [10] 
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the performance of IT systems, i.e. to determine whether the operation of IS in the 
function of preserving the property and maintain data integrity” [22]. 

The process can be described as a set of steps separated into phases, each one with 
a well-defined purpose to achieve audit goals [2]. There is a consensus about more 
generic audit phases [10] that constitute a one direction flux [8] (Figure 2). Due to 
space limitations we won’t describe each phase but more information can be seen at 
[11][23][26]. 

 

Fig. 2. IT Audit Phases 

4 Proposal 

This research proposes the formalization of the IT AM process. In this section, we 
design and present the IT AM process and the IT AM architecture composed by the 
IT AM information architecture and IT AM information systems architecture by ana-
lyzing the most relevant IT frameworks and literature and eliciting information about 
how to perform audits.  Using IT frameworks and literature’s best practices recom-
mendations we can propose standardized activities that may be ordered to obtain a 
complete formal process.  

4.1 Constructs 

IT AM process can be described as a set of phases and sub-phases, each one with a 
well defined purpose [2]. For space limitations we will just present part of the sub-
phases (Table 3).  

Table 3. IT AM Phases and Sub-Phases 

 
The same analysis of the most known frameworks of the area as well as some of 

the most relevant literature was performed to elicit the main roles of IT AM process. 
The audit roles as well as the references from where we elicited them are in Table 4. 

Table 4. IT AM Roles 

Role Reference 
Audit Manager [1][2][9][11][23][24][26][27] 
Audit Team [2][8][11][23][26] 
Audited Entity [1][8][11][24] 

 

Planning Preparation Execution Reporting

Phases Sub-Phases Description References 

Planning 
Establish audit objectives 

Determination of what is intended to be accomplished 
with the audit according to the requirements analysis 

[23][25][26] 

Establish audit scope and 
schedule 

Scheduling of audit in cooperation with the audit entity [2][8][23][26] 

Preparation 
Audit team selection Selection of auditors to perform the audit [23] 
Obtain preliminary back-
ground of audited areas 

Performance of a preliminary survey of the area to be 
audited so as to understand what the audit will entail 

[2][26] 
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With a deeper analysis of the main literature and IT frameworks of the area, we 
identified what we consider to be the main activities for IT AM process, listed in Ta-
ble 5 with the corresponding references. Since there are a high number of activities 
(54), here we just provide part of them. 

Table 5. IT AM Activities and Responsibilities 

Responsibility/ Activities References 
Periodically conduct internal audits to verify if everyone follows relevant guidelines for professional 
behavior, and process compliance 

 [22][28] 

Obtain assurance of compliance and adherence to all internal policies derived from obligations  [22][27] 
Audit must contribute to the improvement of risk management processes in the firm  [1][22][26] 

4.2 IT Audit Management Process (BPMN) 

After the definition of our constructs (IT audit phases, roles and activities), we are 
able to integrate our constructs and produce our model (IT AM process). We used the 
IT audit worldwide accepted phases (Figure 2) as the basis of our work.  

To each phase we needed to analyze IT frameworks and main literature to elicit the 
sub-phases. Then, a similar procedure was done to elicit activities. Sub-phases have 
associated multiple activities and if we join the three in a hierarchical way, we have 
the basis of processes, sub-processes and tasks in the proposed IT AM Process.  

Combining roles with the activities we can understand what each one do and com-
bining activities with data we can understand which data is manipulated in each task 
and by whom. The integration was realized based on the context of each construct. 
Table 6 shows part of the relationships between our constructs.  

After the constructs integration we are able to design our IT AM process. Due to 
space limitations, we only present one BPMN diagram as an example (Figure 3), 
which is the sub-process “Collection of Evidences and Issues”. 

 

 

Fig. 3. Collection of Evidences and Issues 
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Table 6. IT AM Phases, Sub-Phases, Activities and Roles 

Phases Sub-phases Responsibility/ Activities Roles 

Planning 
Establish audit 
objectives 

Plan and agree audit requirements Audit Manager  
Write an audit plan, which must describe the objectives  Audit Manager 

Preparation 

Obtain prelimi-
nary back-
ground of 
audited areas 

Gain preliminary understanding about the audited areas Audit Team 

Perform documents and information assessment about relevant 
aspects of the audited entity 

Audit Team 

Review the information relevant to audit assignments Audit Team  

4.3 IT Audit Management Information Architecture 

Nowadays, organizations perceive the importance of linking business architecture to 
Information Architecture (IA) [29].This linkage, enable to manage the changes re-
quired by the business and maximize the benefits from the IT investments [29]. How-
ever, the current ad-hoc IA in place within many organizations cannot meet future 
needs because it has an incoherent framework, missing elements, few understood 
standards, low quality and unnecessary duplications [30]. Given such facts, we de-
cided to design the IA of IT AM since it allows organizations to better manage their 
IT audit related information. 

The entities represent business objects that can be seen as information or concepts 
that are necessary to support the business. Informational entities (IE) are the basis for 
modelling the IA since they represent information that is manipulated in processes. 
So, to provide a coherent IA we need to list all the entities elicited and provide a 
complete description. The entities are elicited from the constructs. Due to space limi-
tations, Table 7 only shows part of the IE. 

Table 7. Informational Entities 

Entities Identifier Description 
Objective Objectives Description Describe the objectives of an audit 

Scope Scope Description 
Describe the scope of an audit such as physical locations, organizational units, 
activities and processes to be audited 

Evidences Type + Name 
Represents all the information that can be used to prove some findings in an 
audit execution 

Audit Report Name + Date 
Document that provides all the information about an audit (aggregates other 
information entities) 

 

 
Fig. 4. Information Structure Viewpoint 
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The information structure viewpoint shows the structure of the information used in 
the organization or in a specific business process [31]. By space limitations Figure 4 
only shows part of it.  

4.4 IT Audit Management IS Architecture 

Information systems architecture focuses on identifying and defining the applications 
and data considerations defining views that relate to information, knowledge, applica-
tion services, and others. This research relates the information entities with the proc-
esses that form the IT AM process to elicit the applications needed to implement the 
process in an organization. 

Firstly we provide a Create, Read, Update and Delete (CRUD) matrix (Figure 5) in 
order to identify clusters that represent application solutions. A CRUD matrix allows 
this because it is a communication model that represents communication interfaces 
among applications. With the CRUD matrix it is possible to understand the needed 
applications to perform the IT AM process, the information that each application ma-
nipulate, and the relations between applications. Secondly, to better visualize the co-
operation between the various applications, we use the application cooperation view-
point (Figure 6) and, finally, we use application structure viewpoint (Figure 7) to see 
the relation between applications and the information that is manipulated. Due to 
space limitations we only present part of the proposal in both Figures. 
 

 

Fig. 5. CRUD Matrix 

In the matrix we only represent the sub-processes that are composed by atomic 
tasks (we do not include any sub-processes). Due to our process decomposition, the 
other sub-processes do not have atomic tasks.  

The application cooperation viewpoint shows the relation between application 
components. It describes the dependencies in terms of the information flows, or the  
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services they offer and use [31]. On the other hand, the application structure view-
point shows the structure of one or more application components. It describes the 
structure of the applications through the sharing of information.  

We can observe the usage of information common to the application components 
which provide a better representation of the relations between them. 

 

  
Fig. 6. Application Cooperation Viewpoint 

 
Fig. 7. Application Structure Viewpoint 

5 Evaluation 

After design our solution based on the main literature and IT frameworks of the area 
which gave us a strong theoretical viewpoint. To provide some practitioner viewpoint 
in order to include some industrial experience, we performed eight IT audit experts’ 
interviews at Portuguese organizations.  

In the interviews, we used open-response questions because of the nature of the in-
formation we needed to elicit. Furthermore, clarifications regarding the various con-
cepts used by the respondents were sought during the conversation, so that later these 
descriptions could be examined and matched to more standard designations. The in-
terviews were conducted over a one month period. Each session lasted from 30 to 60 
minutes and was transcribed into digital data for analysis. 

We used structured interviews, covering a diverse sample of organization types, 
sizes, and roles. Detailed information about the respondents is provided in Table 8.  
To support the interviews, we designed a questionnaire to support and lead the  
discussion.  

The questionnaires aim at understanding if practitioners agree with the created 
models: IT AM process, IT AM information and IS architectures. The interviewees 
analyzed our work and classified it according to some factors (Table 9) provided by 
the data model quality framework of Moody and Shanks [32].  
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Table 8. Respondents Details 

Id Type Area Position Work Experience 

1 Telecom. Information Systems Director 
Manager of Operations, Data Base Administration and Technical Support from 2002 
to 2010; Sourcing and Staffing Manager since 2010 

2 Consultant 
IT Governance and 
Project Management 

Senior 
Project 
Manager 

SI Advisor from 1997 to 2001; Process Manager from 2001 to 2005; Practice Man-
ager from 2009 to 2011 in the areas of IT Governance; Senior Manager from 2009 to 
2011 in the areas of IT Governance;  

3 Banking 
Risk Management 
and IT Quality 

Executive 
Administra-
tor 

Director in a IT Consulting firm from 1999 to 2000; Software Administrator at IT 
Services from 2000 to 2003< Administrator at an IT Consulting firm from 2003 to 
2006 in the areas of SI Architecture, Risk Management and Processes and IT Quality 

4 Banking 
Standards and 
Operations  

Executive 
Coordinator 

Executive Coordinator from 1998 to 2012 in the area of Methodologies and Stan-
dards, Processes and Procedures, Organizational Good Practices, Control Department 
and Software Quality 

5 Banking Risk and Compliance Director Director at IT Risk and Compliance Department from 2007 to 2012 

6 Banking IT Management  
Executive 
Manager 

Software Development Manager from 2000 to 2005; IS Architectures Manager from 
2006 to 2008; Project Office Manager from 2008 to 2010; IT Users Relationship and 
Logical Architecture Manager from 2010 to 1012

7 Consultant 
IT Services Manage-
ment 

CEO 

Quality Management in the implementation of systems from 1994 to 1997; Perform 
of audits in IT Infrastructures and Systems from 1997 to 2001; Design and Develop-
ment of systems compliant with ISO 9001 from 1997 to 2001; Coordinator to Audit 
and Quality area at Instituto de Informática from Ministério do Trabalho e da 
Solidariedade Social (MTSS) from 2001 to 2011;  

8 Consultant 
IT Governance, EA 
and Enterprise 
Content Management 

Business 
Practice 
Manager 

Developer at a consulting firm from 2002 to 2003; Consultant at a firm from 2002 to 
2006; Senior consultant at a firm from 2006 to 2008; Product manager from 2009 to 
2010 in the area of modeling (BPM) and product quality; Project Manager from 2008 
to 2011 in a consulting firm; Business Practice Manager since 2011 in a consulting 
firm 

 
The questions goal is to verify if each factor was reached. Additionally, there was 

an open question in which respondents should provide a complementary commentary 
about our work. Each session lasted about 60 minutes and passed to digital data for 
analysis. 

Next, we discuss each of the factors proposed in the Moody and Shanks framework 
and explain how our proposal reaches them. We also explain the changes made in our 
proposal in order to solve some problems that practitioners found. Given to space 
limitations we present part of the conclusions in Table 10 as an example.                          

Table 9. Moody and Shanks Factors 

Factor Description 
Completeness Completeness refers to whether the model contains all user requirements 
Integrity  Integrity definition of business rules or constraints from the user requirements 

Flexibility 
Flexibility is defined as the ease with which the model can reflect changes in requirements 
without changing the model itself 

Understandability 
Understandability is defined as the ease with which the concepts and structures in the model can 
be understood 

Correctness 
Correctness is defined as whether the model conforms to the rules of the modeling technique (i.e. 
whether it is a valid model). This includes diagramming conventions, naming rules, definition 
rules, rules of composition and normalization 

Simplicity Simplicity means that the model contains the minimum possible entities and relationships 
Integration  Integration is defined as the consistency of the model with the rest of the organization 

Implementability  
Implementability is defined as the ease with which the model can be implemented within the 
time, budget and technology constraints of the project 

 
We describe the conclusions (column 2), the Moody & Shanks factor to which it 

refers to (column 3) and the analyzed model (column 4).Now we can discuss the con-
clusions presented in Table 10, as an example, to understand the kind of improve-
ments performed (Table 11). 
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Table 10. Conclusions discussion 

Nº Conclusion 

1 

The first issue is solved through the definition of procedures in each audit. In the sub-process “Preparation” we have a 
task called “Define procedures” that intend to solve this problem. We have this more generic task that ensures an 
adaption of audit procedures according the type of audit. The second issue is pertinent but we don’t solve it directly. 
In the sub-process “Reporting”, we provide a task called “Distribute report” which, in spite of being more generic, 
indirectly guarantees that all the stakeholders receive the audit report. 

2 

Since we intend to provide a general and adaptable process, we cannot decompose the entity evidences. It is 
impossible to represent all the possible information that can be used as evidence, so, we maintain the entity evidence. 
This decision does not influence the quality of models since in the case of having multiple types of information, they 
have the same relations and purpose of the “Evidences” entity. 

3 
The access to applications of other domains is already visible in the CRUD matrix (Figure 9) when we have columns 
only with reads (R). We assume that the entity “Evidences” is created in this process because we need to save some 
information about it. The saved information can be just a link or a document‘s name. 

4 
As described in conclusion 1, first issue, we include mechanisms to support a sufficiently adaptable implementation 
such as the “Define procedures” task. 

5 Already good form practitioners viewpoint. 

Table 11. Practitioners Main Conclusions 

Nº Conclusion Factor Model 

1 

It is complete but to implement it, organizations need to complement some parts of 
the process according to the type of audit. For example, audits in the security domain 
need to complete it with specific procedures. The process does not clearly demon-
strate that the Audit Report is delivered to the various stakeholders. 

 Compl. IT AM Process 

2 
The information listed is sufficient to perform the audit. “Evidences” entity can be 
any type of information, so to represent them as a unique entity can be an abuse. 

 Compl. 
IT AM Information 
Architecture 

3 

It can be necessary to access other applications that do not belong to the audit de-
partment. Also, some entities listed, such as “Evidences” entity, are usually collected 
using other systems, so it is necessary to be careful when it is said that evidences are 
created in the audit process. 

 Compl. 
IT AM IS Architec-
ture 

4 
From the audit stakeholder’s point of view, the proposed process can be changed 
enough without losing integrity. It is important to have mechanisms to support an 
adaption of the process by organizations. 

 Integ. IT AM Process 

5 The information provided allows good integrity.  Integ. 
IT AM Information 
Architecture 

6 Conclusion 

Since the evaluation was positive, we argue that the limitation pointed out by Goeken 
[33] was fulfilled (frameworks lack theoretical foundations). Plus, with the merging 
of the frameworks in IT AM activities, we argue that the limitation stated by Pereira 
and Mira da Silva [15] was fulfilled too (frameworks overlap each other). Finally, the 
limitations pointed by Rosário [10] were also solved since a complete IT AM proc-
ess/architecture based on main IT frameworks and literature was achieved. 

Our work aims to contribute to the IT AM process design, so that it is possible to 
have a formal way of performing audits. Knowing that the formalization of audit tasks 
is a difficult goal to achieve, we believe that our work is another step forward. The 
main contributes of this research are: the formalization of the IT audit adaptable to all 
types of organizations, based on both theoretical and practitioners’ viewpoints; the 
design of a complete process where all the tasks, roles and data represented were col-
lected from IT frameworks or by the most relevant literature. However, our work has 
some limitations too. A higher number of interviews should be performed to ensure 
more consistency and coherency as well as to study other types of organizations. Also, 
practitioner’s functions and type of industry where they operate is limited.  
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In the future, this research can be completed with a more empirical work. Primarily 
we could observe at real organizations if their actual IT AM process/architecture is 
performed as designed here. If not, the observation of real audit activities could give 
us an idea of how ad-hoc conducted audits are and help understand what the differ-
ences to our process are as well as collect feedback. Then, to observe our work in real 
situations we could implement the proposed IT AM process and architecture in order 
to understand if this implementation is easy to make as our models evaluation seems 
to demonstrate or if there is any relevant constrain in the application of our proposal 
in real world organizations. 
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Abstract. Organizations increasingly adopt or consider adopting exter-
nal services hoping for higher flexibility and reduced costs. However, cur-
rently existing deficiencies of processes and tools force service consumers
to renounce from the expected advantages and to trade off profitability
against security. These security and compliance concerns are predom-
inately due to negligence or manual resolution of security policy and
configuration dependencies, caused by distinct terminologies, languages
and tools used at both the service provider and service customer. To over-
come these kind of problems in the collaborative cross–organizational se-
curity management, we have developed CoSeRMaS, a collaborative and
semi–automated tool to manage, define and validate inter- and cross–
organizational security requirements. This paper introduces the CoSeR-
MaS prototype and gives an overview of the features that have been
developed.

Keywords: Collaborative SecurityRequirementsManagement,Business
SecurityRequirements,Change-driven Security, LivingSecurity,Workflow-
driven Security Requirements Engineering, Security Requirements
Meta-model.

1 Introduction

Driven by the need to save costs and to allow for higher flexibility, organizations
increasingly adopt or consider adopting services from service providers to support
their internal and external workflows. The use of external services from service
providers allows organizations to focus on their core business [1] and enables
the rapid development of new business models that build solely on the dynamic
composition of external services [2]. The evident resulting dependency on the
service provider requires the service provider to achieve and maintain compliance
with security requirements so that service customers can trust them.

The research domain cross–organizational security management is relatively
new. While much literature and business initiatives for organization-internal
security management exist, cross–organizational security management, where
several organizations are involved in achieving and maintaining security require-
ments, is neglected in both research and practice [3]. The increasing complexity
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of security requirements that demand coordinated activity of various service or-
ganizations has been identified as a major obstacle for the adoption of cloud
services in organizations [3, 4]. Recent research has shown that organizations,
seeking to adopt external services, face various challenges across all layers of the
cross–organizational landscape. On the IT layer, organizations are faced with
non-standardized interfaces [5,6] and a multitude of architectural guidelines and
frameworks [7]. On the business layer, most organizations see availability of ser-
vice [8, 9], performance issues [3, 7, 10] and proper scalability [3, 10] as major
obstacles. Trust and liability issues [3,9,11] as well as the definition and enforce-
ment of service level agreements [12,13] and a multitude of legal and regulatory
rules that must be complied with are the most frequently identified challenges
on the management layer [3, 11].

These challenges require thorough and rigorous management and coordination
across all layers of the cross–organizational service landscape. While different so-
lutions have been proposed in the past that address some of these challenges,
they almost always limit themselves to a narrow set of problems (e.g. Cloud
Service reference models [14–17] that neglect the governance aspect) or do not
take the specifics of cross–organizational security management into account [3].
Although organizations would benefit heavily from a framework and tool-set that
integrates all layers necessary for cross–organizational security requirement man-
agement, to the best of our knowledge no such tool has yet been presented. To
address this gap in research, we present CoSeRMaS, the Collaborative Security
Requirements Management System (http://cosermas.q-e.at). To help orga-
nizations manage complex cross–organizational security requirements, CoSeR-
MaS provides an innovative framework which can handle the systematic docu-
mentation, analysis, reporting and management of security requirements across
cross-organizational layers.

The remainder of this paper is structured as follows: An overview on related
work is given in Section 2. Section 3 introduces the architecture of CoSeRMaS.
In Section 4 the application itself is presented and the paper is concluded in
Section 5.

2 Related Work

Cross–organizational security requirements management can be seen as a tool
in the context of corporate governance, security requirements engineering, com-
pliance management and audit management. This section gives an overview on
existing work in this area and highlights the existing gaps that our approach
addresses.

In [11, 18, 19] governance models for cloud service providers are introduced.
The presented frameworks focus on the business and managerial layers of cloud
service organizations and fail to address the important aspect of establishing
links between all model elements across all layers. Also, we found that they lack
a reference implementation and broad tool support.

http://cosermas.q-e.at
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In [20], the authors present a requirement based access control analysis and
policy specification method. The presented method integrates access control
analysis to ensure a policy and requirements compliant system. A set of pro-
cess descriptions and heuristics are presented that support analysts to derive
and specify access control policies while ensuring traceability. However, the pre-
sented approach focuses on software development processes and not on general
business processes or cross–organization service compliance. The CoSeRMaS ap-
proach closes this gap by providing a cross–organizational compliance and secu-
rity requirements management system.

Severalmethods have been proposed in the past to support cross–organizational
security requirements management by formalizing laws (most commonly privacy
laws). Most approaches (e.g. [21,22]) employ first-order logic models to derive leg-
islative objectives. While these approaches work well for automated systems and
processes, they lack support for higher level business processes. I.e. they can be
used to validate a specific software tool for its compliance but do not provide ad-
equate means beyond that on an organizational level. Furthermore, they do not
provide traceability mechanisms and are often not designed for use by untrained
stakeholders.

Several Governance, Risk and Compliance (GRC) tools are currently avail-
able on the market that provide support for organization wide compliance and
risk management [23]. The objective of GRC tools is to simplify, systematize,
centralize, and automate key controls. Furthermore, they are used to manage
processes, systematize and centralize documentation, and monitoring. Almost
all GRC tools provide dashboard like features supporting the definition of key
risk indicators and the continuous monitoring of controls. While the provided
dashboards provide various views, they often fail to present the link between
concepts on the higher and lower layers in a clear and concise matter as dis-
cussed before. While GRC tools like Axentis [24], BWise [25] or OpenPages [26]
provide support for risk and compliance management, their inner processes are
often not publicized and their scientific validity is not verifiable [27]. It is often
unclear how well these tools support the functional model of the company or to
what degree they require the company to align their business processes with a
specific methodology [27,28]. A recent study [7] indicates that currently existing
GRC tools do not provide enough flexibility or expressiveness to support the
organization’s infrastructure to a satisfactory degree. Also, most GRC tools use
a fixed functional model that is often hard to adapt to the specifics needs of
an organization. These deficits are addressed by the highly expressive asset and
protection target model that will be presented in the remainder of this paper.

3 Architecture

The Security Requirements meta-model is depicted in Figure 1. It builds on the
concepts introduced in the Business Security Meta Model [29] and incorporates
the Living Security paradigm [30, 31] to address functional and non-functional
requirements for corporate governance, security requirements engineering and
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compliance management [23, 29]. In essence, these building blocks provide a
process model for evolving security critical systems. It merges concepts from
IT management and security engineering to conceive a collaborative approach
for the continuous engineering and management of security requirements. The
central components of the model (a refined sub-set of the Business Security Meta
Model), are the Security Requirements and the Protection Targets.

Fig. 1. Meta-model used by CoSeRMaS

Security Requirements can be composed of subordinate–requirements through
the realizes relation allowing to build an arbitrary requirement fulfillment tree
Each security requirement may be derived from a Source being either another
security requirement, a law, a policy or some other relevant document such as a
service level agreement.

While it seems superficial to include both the derived-from and realizes rela-
tion in the model as they seemingly describe the same concept, this distinction
serves an important purpose as many security requirements, especially at the
IT layer, often depend on other security requirements that are not derived from
them. One simple example that we often came across during the evaluation that
demonstrates the issue: The security requirement “ensure availability of payment
processing service” (derived from a policy) depends, among others, on the secu-
rity requirement “provide timely backups for payment processing data” which
itself depends on security requirements that are derived from various customer
specific service level agreements. Therefore, by using both relations a very ex-
pressive model can be created that not only considers hierarchical dependencies
between security requirements, but also enables expressive connections linking
the content of security requirements together. To summarize, the semantics be-
tween those two types of connections differs in that the derived-from relation
serves primarily documentation purposes while the realizes relation models di-
rect dependencies that propagate changes within the security requirement model.

How the therein described Security Requirements interact internally and with
external organizational interfaces, the CoSeRMaS meta-model and the fulfillment-
model (describing the state of the Security Requirements) are described in the
remainder of this section. To make the meta-model usable in an organizational
context, a defined set of roles is necessary. To ensure adequate levels of trust in
collaborative security engineering processes, a stakeholder model was developed
that defines roles and their scope of responsibility. The remainder of this section
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introduces said stakeholder model and presents the meta–model as well as the
security requirement fulfillment model in more detail.

3.1 The Stakeholder Model

Before introducing the meta-model in more detail, this section presents the stake-
holder model that was developed for CoSeRMaS. It defines the existing roles
responsible for managing the Security Requirements (cf. fig. 2).

Fig. 2. The stakeholder model

Every security requirement is related to one or more stakeholders. The rela-
tionship between security requirements and stakeholders describes certain types
of responsibilities and allows to consider parties that are interested in specific
requirements such as customers or business partners. In CoSeRMaS, three types
of stakeholders exist that are actually dealing with security requirements, their
definition, refinement and their fulfillment status. These are the basic users, re-
quirement engineers and chief requirement engineers. Basic users are responsible
for confirming or revoking the fulfillment status of security requirements that
have been assigned to them. To ensure the integrity of the security requirements
model, they may only refine requirements within their scope of responsibility
by requesting the appropriate modification (i.e. creation of subordinate require-
ments) from the requirement engineers. Requirement engineers are managing the
security requirements model by creating new or altering the existing security re-
quirements. Furthermore they define and refine the dependencies among security
requirements. To allow for scalability and to provide support for the corporate
structure of organizations (e.g. separation concern and to model organizational
hierarchies), a small number of chief requirement engineers oversees and man-
ages groups of subordinate requirement engineers and the development of the
complete security requirement model.

Auditors can be provided with access to reports and log data (read only).
Access to the actual security requirement model is limited to a predefined subset
(i.e. audit scoping). The responsibility of Administrators focuses on typical ad-
ministrative tasks as user management, backup management and managing to
link to external tools that provide the landscape model. The stakeholder model
is kept very simple yet expressive enough to sufficiently model all aspects of
corporate structure [29].

3.2 The CoSeRMaS Meta–model

After introducing the CoSeRMaS stakeholder model, this section presents the se-
curity requirementsmanagementmeta–model inmore detail. The design rationale
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for the meta–model and evaluation of already existing approaches are extensively
discussed in [29, 32, 33].

Security Requirements are defined by title, description and links to super-
ordinate and sub-ordinate security requirements. Furthermore, the revalidation
model that is assigned to each requirement specifies after which period of time
the fulfillment status of a requirement automatically expires (other fulfillment
mechanisms can be freely defined through OCL). Each requirement is linked via
the responsibleUser relation to the basic user or (chief) requirements engineer
that confirms or revokes the requirement’s fulfillment status.

The state of each requirement can take any of the following six values: Newly
created requirements take the Added state. Those security requirements that are
in need of further refinement (e.g. as requested by a basic user) take the Refine-
ment state. Security requirements that are deleted are not actually removed, but
take the Deleted state for documentation purposes. Also, they can be restored
by chief requirement engineers. The remaining three states Fulfilled, Partially
fulfilled and Not fulfilled denote whether the requirement and its sub-ordinate
requirement matches the reality it describes. These states and the formal rela-
tionship between them (the fulfillment model) is explained in more detail in the
following section.

The link between the higher level security requirements and the service and
IT layer is established via Protection targets. The generic meta–model can be
used to describe any functional model (i.e. business processes, IT infrastructure
elements, etc...) within organizations. These functional model elements are di-
rectly linked to specific security requirements. This is achieved through the pro-
tects relation. Protection targets either correspond to abstract functional model
elements (AssetTypes, e.g. “database server”) or specific instances (Asset, e.g.
“database server with id xyz”) and can be arranged in a hierarchical manner.

Besides their main purpose of modeling abstract functional model elements,
AssetTypes can also be used to group assets together. The example shown in
Figure 3 shows the AssetType External IT Services. This AssetType contains
three assets: Service 1, Service 2 and Service 3. Through additional attributes
(i.e. tags), the assets can be further described. In the example the attribute
BDSG-Sensitive-Data = {true / false} is assigned to external services to mark
those that process sensitive data1. This allows for novel security requirement
rules as: “Whenever an asset where the attribute BDSG-Sensitive is true is cre-
ated, a trigger rule ensures that only BDSG compliant assets connect to it”. As
the meta–model defines the protection targets in a very generic way, any func-
tional model is supported and the organization does not have to adhere to a
specific paradigm or framework. Confer to [29] for more detailed information on
the security meta-model and the connection to the functional model elements.

The manual Confirmation and Revocation of a specific security requirement
can be done by the responsible basic user. When making the change the user can

1 German Federal Privacy law. [34] demonstrated an new method for organizations to
manage and ensure compliance of model elements on the IT layer with that privacy
law in cross–organizational environments.
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also attach additional information for justifying and further improving the doc-
umentation of the change. Key-Value attributes, as already outlined in the
previous example (e.g. the boolean value of whether a specific service requires
special privacy security requirements as shown in Figure 3) bring structured
storage of additional information to security requirement and protection targets.
These attributes provide organizations with enough freedom to incorporate as-
pects from other domains such as risk management into the definition of security
requirements.

Fig. 3. Exemplary Protection Targets from the case study presented in [34] that model
an IT Service Landscape with three external IT services

To express the various forms of requirements, CoSeRMaS introduces the
following four types of security requirements. Basic Requirements are the
main building blocks for most instances. They provide means to build arbitrary
requirement dependency trees. They represent static requirements where the
higher-level requirements are managed by (chief) requirement engineers and
the lower-level requirements are managed by the responsible basic user. Ba-
sic requirements can propagate their fulfillment status to super-ordinate re-
quirements.Message-based Requirements support requirement confirmation
through structured communication channels such as e-mail, web-access or a
RESTful web service with external users. The benefit from this requirement type
is that responsible stakeholders do not need direct access to the system to con-
firm their requirements. Obviously, it is not possible to define sub-requirements
for message-based requirements as message-based requirements are leaf2 require-
ments.Auto-check Requirements allow the integration of external tools, such
as reactive password checkers, port scanners or access control verification tools to
automatically check the requirements fulfillment status. For obvious reasons, this
requirement type also does not allow sub-ordinate requirements. Rule-based
Requirements offer means to model complex requirements and their behavior.
Each requirement contains one or more action rules which are either triggered
by changes within other requirements or assets (e.g. new server added, server
moved from one legislative zone to another one, update of application software
updated requirement description, changed policy document, etc.). These actions
range from the creation/removal of requirements to the automatic confirmation
as well as the revocation of confirmations.

2 The term “leaf requirement” stems from the fact that requirements build trees and
thus leafs refer to requirements without further subordinate requirements.
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3.3 Fulfillment Models

This section introduces the fulfillment model that is used to formally describe
the fulfillment dependencies between security requirements.

Let r be a security requirement. The fulfillment state FS(r) of a security re-
quirement r is either FULFILLED (F) meaning the security requirement matches
the reality it describes (e.g. the security requirement states that the server soft-
ware must be up-to-date and the server software is in fact up-to-date). Or the
state is PARTIALLY FULFILLED (P) meaning that the attributes or aspects de-
scribed by the security requirement do not match with reality for 100% - e.g.
two out of three subordinate requirements are FULFILLED. The third state a
security requirement can have is NOT FULFILLED (N) which means that the se-
curity requirement does not match the reality at all. We assign the value 1 to
every requirement meeting the condition F , 0 to every requirement meeting the
condition N and a value {n|n ∈ R ∧ 0 < n < 1} to requirements that are par-
tially fulfilled. The fulfillment state of those security requirements that do not
depend on the state of subordinate requirements is set directly by the user or
an automated script:

FS(r) =

{
1 FULFILLED

0 NOT FULFILLED

For a requirement r′, whose state is the result of the evaluation model FMr′,
applied to the state of its subordinate requirements (r1, r2, . . . , rn), we define the
fulfillment state as follows: FS(r′, FMr′) = FMr′(FS(r1, FMr1), FS(r2, FMr2),
. . . , FS(rn, FMrn)) and FMr′ : FS(r1, FMr1)× FS(r2, FMr2)× . . .×
FS(rn, FMrn) → {n|n ∈ R ∧ 0 ≤ n ≤ 1} We define the basic fulfillment model
FMbasic for security requirements r without subordinate requirements as a map-
ping to their respective fulfillment state FS(r) ∈ (0, 1). For convenience, we
define the following equivalence: FS(r) ≡ FS(r, FMbasic) This recursive, arith-
metic definition allows for the convenient definition of the three - most often
needed - fulfillment models besides the basic fulfillment model:

Let FMand be the fulfillment model that evaluates to 1 if the state of all sub-
ordinate requirements (and their subordinate requirements) evaluates to 1. If
not all subordinate requirements evaluate to 1, FMand evaluates to 0. Let FMor

be the fulfillment model that evaluates to 1 iff at least one subordinate require-
ment evaluates to 1; 0 otherwise. Let FMthreshold(x) be the fulfillment model
that evaluates to 1 iff the average fulfillment state of all subordinate require-
ments is equal or greater than x. If this threshold is not met, it evaluates to 0.
While most cases can be properly covered by combining the previously described
fulfillment models, corner cases and special requirements can be easily met by
creating custom fulfillment models. The described model has already been used
to successfully formalize a set of security requirements derived from the German
Federal Privacy Law [34] as well as specific business security requirements from
a large multinational B2B network provider [32].
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4 The CoSeRMaS Application

To implement the concepts presented in the previous section, CoSeRMaS [29] has
been developed as a novel tool to collaboratively manage security requirements.
Since the tool contains a large set of features and many different report views, it
is impossible to present them all in detail. Therefore we only showcase a small
subset of the tool’s core functionality in this section.

After logging in to the CoSeRMaS web application, from any web browser, the
stakeholder is presented with a welcome screen, that gives him a short overview
on the security requirements assigned to him and their respective fulfillment
status in the form of both a list and a pie chart. Various Requirements Views,
provide the stakeholder with lists of all requirements he is responsible for. These
tabular view show the title, the fulfillment status, confirmation date as well as
additional information for each requirement.

Figure 4 shows the graph view for security requirements provided by CoSeR-
MaS. In this view, the requirements and their dependencies are shown as an
interactive graph. This graph can be navigated by the stakeholder. The graph
itself can also be changed from the general view (cf. Figure 4) — where each
requirement is seen within the entire requirement graph to the contextual view.
In the contextual view that is presented in Figure 5, a selected requirement is
shown with more details, including its relationship to the source it is derived
from. Furthermore, the subordinate requirements as well as the link to the rele-
vant protection targets is graphically shown and can be interactively navigated.

Fig. 4. Interactive graph view of all security requirements assigned to the stakeholder

In accordance with the stakeholder model, requirement and chief require-
ment engineers can create new requirements or refine existing ones (i.e. creating
subordinate requirements) from within CoSeRMaS. During the creation of new
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Fig. 5. This view shows a security requirement that is linked to an “abstract” server.
All instances of this server are then automatically linked to the security requirement

requirements, the link between the new requirement and corresponding protec-
tion targets (i.e. elements of the IT or Business Process landscape) can be es-
tablished. From an end-user perspective the tool provides an extensible and
distributed approach to the management of security requirements. As there are
several organization and user specific functional and non-functional requirements
to be addressed, two large scale user studies with our industry partners in the
domains of digital rights management and health care management are currently
in preparation.

5 Conclusion

CoSeRMaS is a novel tool that integrates the functionality required for the collab-
orative cross–organizational management of security requirements. It provides
a highly expressive model for both the security requirements and the IT and
process landscape of the organization. Through innovative means of linking the
model elements across all organizational layers, it is possible to manage the en-
tire set of security requirements on both a very abstract and – if needed at a very
detailed level. The development of CoSeRMaS has been aligned with KPIs from
project partners that were well met and a large scale evaluation with key stake-
holders is also in preparation. Experiences with the formalization of laws and
security policies from a large corporation show that the change driven process
approach to security requirements engineering is rather straight forward.
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Abstract. The majority of public services require public offices to perform 
some formal administrative procedures. An increasing number of offices devel-
op models of these procedures. The more detailed model the better because the 
quality of public office work depends less on the knowledge and competences 
of a specific employee. However, such detailed models would overwhelm an 
employee’s list of to-do tasks with a great number of minor, routine activities. 
The remedy to this problem is automation of those tasks in an IT system. How-
ever, to make this happen, the system must be provided with the knowledge of 
all relevant circumstances affecting the courses of administrative procedures 
and manners of performing tasks included in these procedures. In this paper, a 
conceptual architecture of Administrative Knowledge Base for administrative 
procedure execution is proposed. The knowledge base assumes collecting three 
types of knowledge: common legal knowledge, public office knowledge, and 
administrative procedure knowledge, which are necessary for the automated  
execution of routine tasks. 

Keywords: e-government, administrative procedures, knowledge base. 

1 Introduction 

The importance of information and communication technologies (ICTs) in everyday 
life of citizens and businesses is the cause of rising customer expectations for fast and 
effective public services. A step towards this is the use of ICTs, and particularly the 
Internet, as a tool to achieve better government, what is called e-government [1]. 

The majority of public services require a public office to perform some formal ad-
ministrative procedures. An administrative procedure consists of a sequence of tasks 
aimed at resolving a case of a citizen or business through an administrative decision. 
Examples are: a procedure for issuing a building permit or a procedure for issuing a 
permit to cut trees and shrubs. Administrative procedures performed by public offices 
can thus be seen as the equivalent of core business processes in companies. However, 
just as companies, public offices also execute supporting business processes, such as 
hiring and releasing employees, or handling requests for days-off. Modeling 
administrative procedures is conceptually similar to modeling business processes. The 
main difference is about the primary source of guidelines on their form—in business 
processes it is usually operational practices while in administrative procedures it is 
provisions of law. 
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In most cases, models of administrative procedures are developed quite general-
ly—mainly to ensure a standard way of execution, regardless of the competence and 
knowledge of a clerk carrying it out. The main advantage of the general approach is 
that the models are correct, despite changes in the law. The main disadvantage—
during execution it is necessary for a clerk to interpret the general statements in mod-
els and translate them into appropriate operational activities to be performed [2]. The 
quality of the work depends on the competence of individual clerks; there is also an 
increased likelihood of errors.  

It is possible to try to develop models in a more detailed form. In this case, each 
general task must be decomposed into several detailed ones. However, in the runtime 
phase, a clerk’s list of to-do tasks would be then overwhelmed by a large number of 
minor tasks, mainly consisting in entering into a workflow system single data on the 
various aspects of procedures being carried out. 

The remedy to this problem is automation of those tasks with an IT system. 
However, to make this happen, the system must be provided with the knowledge of 
all relevant circumstances affecting the courses of administrative procedures and 
manners of performing tasks included in these procedures. 

In this paper, a conceptual architecture of Administrative Knowledge Base for 
administrative procedure execution is proposed. The knowledge base assumes 
collecting three types of knowledge: common legal knowledge, public office 
knowledge, and administrative procedure knowledge, which are necessary for the 
automated execution of routine tasks. 

The remainder of this paper is organized as follows. Section 2 provides an over-
view of related work in knowledge-based modeling of administrative procedures. In 
Section 3, the proposed conceptual architecture of the Administrative Knowledge 
Base is presented. Section 4 presents the application of the knowledge base with an 
example of an administrative procedure for granting a building permit. Finally, Sec-
tion 5 concludes the paper. 

2 Related Work 

The implementation of the e-government concept in the form of administrative 
procedures, which are automated to a large extent, requires reorganization of all 
government processes [3]. A step in this direction is process modeling with Business 
Process Management (BPM) tools [4]. However, to fully understand the processes, it 
is necessary to adequately represent not only their models, but also the knowledge 
relating to their execution. On the one hand, execution of administrative procedures 
requires adequate knowledge, and on the other hand, the execution of administrative 
procedures is itself a significant source of knowledge. Traditional BPM-based 
approaches to modeling are not sufficient to describe such knowledge-oriented 
administrative procedures. Therefore, it became necessary to develop new approaches 
to enable creating models including all the details reflecting all possible variants of 
administrative procedures. In these approaches, process models are usually enriched 
with the business rules and a knowledge base necessary for their operation. 
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In this respect, a notable example is the approach developed within the FIT project 
[5]. In this approach, process models include static activities (performed whenever a 
process is executed) and dynamic activities (performed under certain conditions). A 
sequence of static activities is planned at design time, while a selection of dynamic 
activities for execution is carried out at run time based on conditions represented as 
business rules. In this approach, process models describe typical courses of processes, 
and rules are used to describe handlers for exceptional situations and unforeseeable 
events. In the process models, there are knowledge-intensive tasks distinguished, 
whose execution is dependent on specific circumstances. The processes are modeled 
in parallel with business rules resulting from legislation and other conditions that may 
occur at run time. All the circumstances affecting the business rules are represented 
by concepts defined in an ontology. 

Another rule-based approach to modeling and executing of administrative 
procedures is proposed in [6]. In this work, modeling of administrative procedures is 
based on composition of elementary processes, which correspond to unit legal as-
pects. The course of administrative procedures is governed by the provisions of the 
law that determine what to do depending on various circumstances of specific cases. 
The course of an administrative procedure for a specific case is dynamically com-
posed from elementary processes based on current legal circumstances occurring 
during execution of that procedure. The legal circumstances are represented by in-
stances of concepts defined in a business object model (BOM) and recognized by 
business rules. 

The above-mentioned approaches are based on process models, business rules and 
a knowledge base. The main emphasis is given to modeling of processes and business 
rules; however, the problem of modeling the relevant knowledge is addressed to a 
very limited extent. In these approaches, it is mentioned about the various sources of 
knowledge that may affect the execution of administrative procedures, but there is a 
lack of a comprehensive architecture of the knowledge base covering all kinds of 
knowledge that may affect the way the administrative procedures are carried out. 

3 Administrative Knowledge Base 

The conceptual architecture of the Administrative Knowledge Base for administrative 
procedure execution is presented in Fig. 1. It consists of three main parts: Business 
Object Model, Business Rules, and Facts. In unitary states, a single knowledge base 
can serve the entire state, while in federal states—a single province (land, canton, etc.). 

3.1 Business Object Model 

Business Object Model defines classes representing objects within the area of focus 
[7]. In the Administrative Knowledge Base, the BOM includes three categories  
of classes: legal-based classes, organizational structure classes, and technical  
infrastructure classes. 
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Fig. 1. Conceptual architecture of Administrative Knowledge Base 

The legal-based classes result from legislation. They reflect abstract and real ob-
jects that appear in the provisions of acts. These are: the classes for mostly abstract 
objects typically associated with the legal domain, such as legal capacity, i.e. the ca-
pacity of individuals to make binding amendments to their obligations, duties and 
rights; the classes for objects related to the organization and competences of public 
administration, such as an administrative procedure, administrative proceeding, mayor 
competence; and the classes for objects related to specific domains regulated by vari-
ous acts, e.g., a construction site (Building Law Act) or an area being the subject to 
the environmental protection (Nature Protection Act). 

The provisions of legislation also serve as the source material for two other ele-
ments: schemas (templates) of electronic documents and schemas of public registers 
and records. For both, it is necessary to link classes defined in the BOM with ele-
ments of the schemas. By doing so, there will be possible to automatically create facts 
(instances of classes from the BOM) based on data included in documents or retrieved 
from registers. For documents, it is possible to automatically generate the BOM’s 
classes from XML Schemas using appropriate IT tools; for example, XML Binding 
Compiler of a framework implementing JAXB specification [8]. 
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3.2 Business Rules 

In the Administrative Knowledge Base, business rules have three main areas of  
application: 

• Securing integrity of facts, i.e., checking integrity constraints of facts’ attributes 
and relationships among them; 

• Performing tasks in administrative procedures related to analysis of information 
and inference over the information; 

• Analyzing circumstances of administrative procedures to decide on their further 
course. 

The law introduces a great number of restrictions on the relationships between 
concepts it covers. Many of these restrictions cannot be expressed directly in the 
BOM due to the lack of a mechanism for imposing constraints on the relationships 
between classes. Such constraints must therefore be defined some other way; a 
mechanism perfectly suited to this is business rules. For example, according to the 
Polish legislation on local government, a state has the following units of 
administrative division: a civil township, a municipality, a township city, and a 
municipal town. A municipality is headed by a land mayor, and a civil township is 
headed by a township governor. A municipal town is headed by a town mayor who is 
vested with the same executive authority as a land mayor; a township city is headed 
by a president who is vested with the same executive authority as a land mayor and a 
township governor. The BOM reflects these issues in a general way, defining the is-
headed-by relationship between the administrative division unit class and the 
executive authority class. All constraints between the specific subclasses of an 
administrative division unit and executive authority classes must be secured with 
business rules. 

The second application area of business rules is data processing and analysis. In 
public administration, the two main sources of data are: documents and registers. In 
an ideal situation, documents are delivered as XML files, and registers are maintained 
as IT systems with on-line access. In such an ideal situation, the content of documents 
and registers can be used to automatically create facts in the knowledge base. Other-
wise, the facts must be created manually by users (clerks), i.e., administrative proce-
dures must include user tasks of entering manually the content of documents or  
registers into electronic forms. 

The third application area of business rules is taking decisions on the further course 
of administrative procedures, especially selection of subsequent tasks, paths or even 
whole subprocesses, based on the analysis of the current circumstances of the 
procedures. For example, if there is an area of Nature 2000 located in the neighbor-
hood of the planned construction investment then it is required by law to request the 
Regional Directorate of the Environmental Protection for evaluating the impact of this 
investment on the environment. If the Directorate raises objections it is necessary to 
notify the applicant about the obligation of introducing corrections to a construction 
design. 



216 S. Strykowski and R. Wojciechowski 

 

3.3 Facts 

Facts are instances of classes defined in the BOM. Facts collected in the 
Administrative Knowledge Base can be divided into three main areas: common legal 
knowledge, knowledge specific to a public office, and knowledge specific to 
particular administrative procedures. 

Common Legal Knowledge. This area contains general knowledge resulting from 
current legislation and independent of a specific public office or administrative 
procedures where it can be applied. Examples of common legal knowledge are all 
kinds of classifications and rankings; for example, facts representing units of 
administrative division of a state: provinces, counties, municipalities, and cities. Facts 
constituting common legal knowledge are long-lasting; their change results from the 
change of legislation only. 

Public Office Knowledge. This area contains knowledge representing the current 
organizational and technical circumstances of a specific public office. This knowledge 
includes: 

• Organizational structure of the office. Facts represent organizational units in the 
office, for example, Department of Urban Planning and Architecture, Motor Ve-
hicle Department; 

• Position structure in the office. Facts represent positions and their relationships 
with the organizational structure, for example, clerk, inspector, director; 

• Human resources of the office. Facts represent employees, their personal data and 
relationships with positions and organizational units, for example Adam Novak, a 
director of the Department of Urban Planning and Architecture; 

• Range of duties. Facts represent relationships between organizational units and 
administrative procedures which the units were appointed to conduct, for example, 
Department of Urban Planning and Architecture conducts the procedure of grant-
ing a building permit; 

• Configuration of IT systems managing public registers, for example, a register of 
building permits issued is maintained in electronic form, but its content is not ac-
cessible in an on-line manner. 

Public office knowledge has a semi-permanent character. It changes, for example, due 
to changes in the organizational structure of the office or due to introduction of new 
IT systems. 

Administrative Procedure Knowledge. This area contains knowledge specific to a 
particular administrative procedure. It includes facts that are created in the course of 
this procedure and have specific values resulting from this course, actions taken and 
other circumstances occurring during the procedure execution. This knowledge 
includes: 

• Knowledge acquired from documents related to the administrative procedure. 
These are the documents submitted by an applicant, e.g. application, architectural 
and constructional design; documents created by an office conducting the proce-
dure, e.g. decision, provision; and documents delivered by other public offices and 
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third parties at the request of the office conducting the procedure, e.g. opinions and 
statements. If a document is in the XML form then its data can be automatically 
transformed into facts based on links between classes in the BOM and elements of 
schema that defines the structure of the document. If a document is in the paper 
form then it needs to be converted into the XML form, e.g. as a result of manual 
entering into an electronic form. 

• Knowledge acquired from public registers. For example, knowledge retrieved from 
the Local Development Plan on the existing zoning guidelines for a real property 
where a new construction is planned. If a specific register is available on-line then 
a task of acquiring knowledge can be executed automatically, without human 
(clerk) support. In the case of registers without on-line access or even run in a pa-
per form, it is necessary to generate manual tasks for a user (clerk) to read the rele-
vant piece of data from the register and then enter it into the workflow system  
carrying out administrative procedures. Such data may be then used to create facts. 

• Knowledge related to the operational issues of an administrative procedure execu-
tion. This knowledge represents circumstances, especially legal ones that have 
been identified as a result of performing tasks within the procedure. These tasks re-
late to the analysis of documents, analysis of the data retrieved from registers, and 
actions taken by clerks outside the system. For example, if in the Local Develop-
ment Plan there are no zoning guidelines for a real property where a new construc-
tion is planned then the investor is obliged to apply for an outline planning  
decision—the fact stating the necessity of obtaining such a decision is created. The 
second type of knowledge related to the operational issues is operational and tech-
nical circumstances that exist during execution of an administrative procedure. Ex-
amples of such knowledge are: facts reflecting the department and the clerk that led 
the procedure, facts reflecting technical conditions of IT infrastructure that existed 
while the procedure was carried out and which resulted in the ability to automati-
cally retrieve data from specific public registers. This knowledge must be separated 
from the knowledge about the office since the first one represents the specific situ-
ation which existed when the procedure was performed, and the latter is a  
reflection of the current situation in the office, which may change over time. 

4 Example of Usage: Granting a Building Permit Procedure 

In this section, the application of the Administrative Knowledge Base is presented 
with an example of an administrative procedure for granting a building permit. This 
procedure is a universally understandable example for readers from various countries, 
even if some details may vary. 

In the example it is assumed that there is a public office with the following 
characteristics: (1) legal status: a city hall of a township city; (2) organizational 
circumstances: organizational unit dedicated to conduct building permit procedures is 
the Department of Urban Planning and Architecture; (3) IT infrastructure 
circumstances: a local development plan register is managed by IT system delivering 
online access through web services. The application for a building permit was filed in 
an electronic form; there are two attachments to the application: the construction 
design in an electronic format and the outline planning decision for an area where an 
investment is planned in the form of a paper document. 
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4.1 Content of the Administrative Knowledge Base 

Fig. 2 presents a fragment of Business Object Model including concepts related to 
administrative procedure domain. 

 

Fig. 2. Business Object Model of administrative procedure concepts 

The BOM contains a hierarchy of administrative procedures; one of them is the 
procedure for granting a building permit, namely the ProcedureBuildingPermit class; 
in the figure, classes of other procedures have been omitted due to the lack of space. 
Each procedure is connected with at least two documents: an application and a deci-
sion. Of course, for every specific procedure the appropriate specific class of the ap-
plication and decision are necessary. Since it is not possible to satisfy this requirement 
using constructions available within BOM, it is necessary to apply business rules 
here. Formula 1 presents the rule implementing this requirement for the building per-
mit procedure. The rules are stored in the appropriate section of the Administrative 
Knowledge Base. 

�x, y : ProcedureBuildingPermit(x) � ApplicationBuildingPermit(y) � 
application(x, y)  

(1) 

The AdministrativeProcedure and ExecutiveAuthority classes are associated with each 
other. Both classes are located at the top of the hierarchies representing specific 
procedures and specific executive authorities respectively. The rules indicating which 
specific executive authority is authorized to run a specific procedure are stated in 
various acts. Same as above, it is necessary to apply business rules to ensure 
compliance with these rules. The PublicRegister class and its child classes represent 
public registers. Facts based on these classes are used to characterize IT infrastructure 
available in specific public offices. 
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Fig. 3 presents a fragment of the Business Object Model including concepts related 
to an administrative procedure for granting a building permit. The main classes here 
are: ProcedureBuidlingPermit inheriting from AdministrativeProcedure and 
ApplicationBuildingPermit inheriting from Application. Each of these classes is 
connected (directly or indirectly through its parental class) with other classes that 
represent various legal-based circumstances of a building permit procedure; for 
example, the payment of a stamp duty, the compliance of the application with 
Building Law Act terminology, the right to use the property for building purposes. 

 

Fig. 3. Fragment of the BOM for an administrative procedure for granting a building permit 

Using the presented BOMs, the Administrative Knowledge Base has been  
populated with the following facts: 

• Facts reflecting public office specific knowledge; these are facts of classes as  
follows: City, CityPresident, LocalCompetence, OrganizationalUnit, and Local 
DevelopmentPlanRegister; 

• Facts reflecting administrative procedure specific knowledge; these are facts of 
classes as follows: ProcedureBuildingPermit, and AppicationBuildingPermit. 

4.2 Administrative Procedure Execution 

This section presents selected fragments of an administrative procedure for granting a 
building permit. During the procedure execution, the facts and business rules stored in 
the knowledge base are used to perform tasks and determine the procedure course. 

Verifying Authority’s Competence. A model depicting verification of authority’s 
competence is presented in Fig. 4.  

Upon receiving an application, it has to be determined whether the public office 
has local and material competences required to conduct a procedure requested in the 
application. This determination can be performed automatically based on information 
included in the application and the knowledge describing legal, technical, and organi-
zational characteristics of the public office. The first task here is Automatic verifying 
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Fig. 4. Verification of authority’s competence in the procedure for granting a building permit 

the authority's competence. According to the Building Law Act, the material compe-
tence for a building permit procedure is held by an office headed by the executive 
authority having the township governor competences. This is expressed by the rules 
presented in Formula 2. The rules check if the fact representing the executive authori-
ty is of the GovernorCapacity class and as the outcome insert the fact of 
CompetenceOfAuthority class with the appropriate value of the isMaterialCompetence 
attribute. 

�x, y : ProcedureBuildingPermit(x) � GovernorCapacity(y) � executeBy(x, y) �  
�z : CompetenceOfAuthority(z) � procedure(x, z) � isMaterialCompetence(z) 

�x, y : ProcedureBuildingPermit(x) � �GovernorCapacity(y) � executeBy(x, y) � 
�z : CompetenceOfAuthority(z) � procedure(x, z) � �isMaterialCompetence(z)  

(2) 

The verification of the local competence in a building permit procedure concerns 
checking if the investment is located within territorial competences of the authority. 
Rules implementing this requirement use the fact reflecting the investment location—
this fact is created based on data included in the application, and the fact reflecting the 
territorial scope of the authority’s local competences—this fact belongs to the 
organizational characteristics. The outcome is represented as the value of the isLocal 
Competence attribute of the CompetenceOfAuthority class. 

If the automatic verification of the authority’s competence is possible, then a clerk 
is notified about the outcome. Otherwise, the authority’s competence has to be 
verified manually based on the application content and the clerk’s knowledge.  

Verifying Outline Planning Decision. A model depicting verification of outline 
planning decision is presented in Fig. 5. This decision must be attached if the 
investment area is not covered by a local development plan. 

In the first task named Checking if the local development plan register is avail- 
able online, a fact of the LocalDevelopmentPlanRegister class is retrieved from the 
knowledge base in order to check whether the online access to the register is 
available. If so then the Automatic checking if the investment area is covered by a 
local development plan task in the upper path is picked up. This task is executed in an 
automatic way using facts in the knowledge base, according to the following logic: 
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(1) Retrieve from the knowledge base the fact reflecting a location of the investment 
area; this location is specified in the application and since the application was 
submitted as an electronic document all its data was inserted into the knowledge base 
as facts;     (2) Check in the local development plan register if the location is covered 
by a local development plan; (3) Insert into the knowledge base a fact of the 
LocalDevelopmentPlan class representing the information retrieved from the register 
and a fact of the OutlinePlanningDecision class representing the requirement for an 
outline planning decision. 

 
(a) 

 
(b) 

Fig. 5. Verification of outline planning decision in the procedure for granting a building permit 

If there is no online access to the register, the procedure is performed along the 
lower path which includes the task named Manual checking if the investment area is 
covered by a local development plan. The clerk must here manually do the necessary 
checking and enter the results into the system which in turn leads to the creation of 
facts in the knowledge base. 

Next, if the investment area is covered by the local development plan the upper 
path is taken and the model flow leads to the end. Otherwise, an outline planning 
decision is required to be attached and the building design must conform to the provi-
sions of this decision. The administrative procedure is carried out according to the 
lower path, which starts with the task named Automatic verifying the attachment of  
an outline planning decision. This task is executed automatically according to the 
following logic: (1) Retrieve a fact reflecting a situation that an outline planning deci-
sion is attached as an electronic document; (2) Update the fact of the OutlinePlan-
ningDecision class to reflect whether the outline planning decision is attached or not. 
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If the outline planning decision is attached on paper, its content has to be entered 
manually into the system. Based on data entered, facts representing information con-
tained in the decision are created in the knowledge base to enable further control of 
the procedure course based on the provisions of the decision. Also, the fact of the 
OutlinePlanningDecision class has to be updated in order to reflect the attachment of 
the decision. 

5 Conclusions 

In this paper, a conceptual architecture of Administrative Knowledge Base for 
administrative procedure execution has been presented. The knowledge base is 
intended to collect knowledge necessary to automate execution of routine tasks within 
administrative procedures performed in public offices. The proposed approach 
distinguishes three categories of such knowledge: common legal knowledge, public 
office knowledge, and administrative procedure knowledge. The first one results from 
current legislation and is independent from public offices and administrative 
procedures where it can be applied. The second one represents the current 
organizational and technical circumstances of a specific public office. Finally, the last 
one is being created during the course of a specific administrative procedure and 
strictly results from circumstances occurring during the procedure execution. As a 
proof of a concept, the application of the proposed approach has been illustrated with 
an example of an administrative procedure for granting a building permit. 
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