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INV ITED
P A P E R

Optical NetworkManagement
and Control
This article discusses optical network management, control, and operation from the

point of view of a large telecommunication carrier.

By Robert D. Doverspike, Fellow IEEE, and Jennifer Yates, Member IEEE

ABSTRACT | While dense wavelength division multiplexing

equipment has been deployed in networks of major telecom-

munications carriers for over a decade, the capabilities of its

networking and associated network control and management

have not caught up to those of digital cross-connect systems

and packet-switched counterparts in higher layer networks. We

shed light on this situation by examining the current structure

of the optical layer, its relationship to other network technol-

ogy layers, and current network management and control

implementations. We provide additional insight by explaining

how a combination of business and technical perspectives has

driven evolution of the optical layer. We conclude by exploring

activities to close this gap in the future.
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NOMENCLATURE

B-DCS Broadband digital cross-connect system.
BoD Bandwidth on demand.

CCAMP Common control and measurement plane.

CMIP Common management information protocol.

CLI Command line interface.

CMISE Common management information service.

CO Central office.

CORBA Common object request broker architecture.

DARPA Defense Advanced Research Projects Agency.

DCS Digital cross-connect system.

DWDM Dense wavelength division multiplexing.

EMS Element management system.
E-NNI External network-to-network interface.

EVC Ethernet virtual circuit.

FEC Forward error correction.

FEC Forwarding equivalence class (used in

MPLS).

FXC Fiber cross connect.

Gb/s Gigabits per second.

IETF Internet Engineering Task Force.
GMPLS Generalized multiprotocol label switching.

GUI Graphical user interface.

IOS Intelligent optical switch.

ITU-T International Telecommunication Union-

Telecommunication Standardization Sector.

MIB Management information base.

MPLS Multiprotocol label switching.

MPLS-TE MPLS-traffic engineering.
Muxponder Multiplexer þ transponder.

NE Network element.

NMS Network management system.

OIF Optical Internetworking Forum.

OMS Optical mesh service.

OSPF Open shortest path first.

OSS Operations support system.

OT Optical Transponder
OTN Optical transport network.

PCE Path computation element.

PMD Polarization mode dispersion.

QPSK Quadrature phase shift keying.

REN Research and education network.

ROADM Reconfigurable optical add/drop multiplexer.

SNMP Simple network management protocol.

SONET Synchronous Optical NETwork.
SRLG Shared risk link group.

TDM Time division multiplexing.

TL1 Transaction language 1.
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W-DCS Wideband digital cross-connect system.
XML Extensible markup language.

I . INTRODUCTION

The phrase Boptical network management and control[
cuts a broad swath in the telecommunications industry;

consequently, our first task is to clearly define the bounds

of this paper. First, the term optical itself tends to be used
very broadly. For example, a popular interpretation is to

classify any equipment with an optical interface as Boptical
equipment.[ This broader definition would include a large

class of equipment that supports electrical-based cross-

connection, such as SONET/SDH DCSs. In fact, today,

because of the rapid evolution of small form optics, vir-

tually all telecommunications equipment can support opti-

cal interfaces. Therefore, in this paper, we will confine

ourselves to a more strictly defined optical layer, which
consists of DWDM equipment and its supporting fiber
network. We define this more precisely later.

Second, network management and control is addressed

in a broad range of bodies, such as standards organizations,

forums, research collaborations, conferences, and journals.

The choice of network management and control strategy

will vary for each telecommunications carrier (carrier for
short) depending on its needs and, for a large network

carrier, will not be exclusively dependent on optical net-
work management choices developed in these bodies.

Therefore, rather than venture into these much broader

areas, we focus on a realistic context within which the

optical layer is structured and operated in today’s large

telecommunications carriers. However, in the last sec-

tions, we briefly discuss potential future impact of key

standards and ideas. Critical to this context are two con-
cepts: network layering and restoration. In large telecom-

munications carriers, the optical layer is a slave to its

higher layer networks. For example, virtually all demand

for optical-layer connections comes from links of higher

layer (overlay) networks. This relationship between the

layers is intrinsically coupled and depends heavily on

which layers provide restoration.

To aid in this understanding, we include historical
perspectives of how the optical layer evolved to its present

configuration. Perhaps most importantly, we include a

discussion of the business context, which is important to

explain the tradeoffs and priorities that led to the current

implementations of network management and control.

Finally, once we have described the current state of the

optical layer, we will discuss R&D activities for the future

evolution of the optical layer and its network control and
management.

Section II provides background on the context within

which the optical layer operates. Section III discusses the

evolution and structure of today’s optical layer. Section IV

branches into today’s network management and control.

Section V explores current research into evolution of the

optical layer, including our assessment of its most likely

evolution path.

II . NETWORK SEGMENTS AND LAYERS

A. Network Segments
Fig. 1 illustrates how we conceptually segment a large

national terrestrial network. Large telecommunications

carriers are organized into metropolitan (metro) areas and

Fig. 1. Terrestrial network layers and segmentation.
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place the majority of their equipment in buildings called
COs. Almost all COs today are interconnected by optical

fiber. The access segment of the network refers to the

portion between a customer location and its first (serving)

CO. Note that the term Bcustomer[ could include another

carrier. The core segment interconnects metro segments.

Networks are further organized into network layers that

consist of nodes (switching or cross-connect equipment)

and links (logical adjacencies between the equipment),
which we can visually depict as network graphs vertically

stacked on top of one another. Links (capacity) of a higher

layer network are provided as point-to-point demands (also

called traffic, connections, or circuits, depending on the

layer) in lower layer networks. See [10] and [11] for more

details about the networking and business context of this

segmentation.

B. Network Layers
Fig. 2 (borrowed from [16]) is a depiction of the core

network layers of a large carrier. It consists of two major

types of core services: IP (or colloquially, Internet) and

private line. IP services are provided by the IP layer

(typically routers) while private line services are provided

through three different circuit-switched layers: 1) a W-DCS

layer for low rate private line services (1.5 Mb/s); 2) a

B-DCS layer for intermediate rate private line services
(45–622 Mb/s), which in turn is composed of the IOS layer

(technically an intelligent broadband DCS layer) and/or

the SONET ring layer; and 3) the ROADM layer for high

rate private line services (generally, 2.5 Gb/s and up).

Space does not permit us to describe these layers and

technologies in detail. We refer the reader to [10] and [14]

for background. As one observes, characterizing the traffic

and use of the optical layer is not simple because virtually
all of its circuits transport links of higher layer networks.

In large carriers, many of these higher layer networks are

owned by (internal to) the carrier, as shown in Fig. 2.

Furthermore, the highest rate (line rate) private line ser-

vices that route directly onto the optical layer usually

emanate from links of packet networks of other carriers or

large business customers who transport these links by

leasing circuits (private lines). For example, many small
regional carriers (usually subsidized by government or

academia) called RENs lease private lines to interconnect

their switches or computers. A key takeaway is that the

design characteristics of packet networks drive most of the

management and control of the optical layer. We return to

this important observation in Section IV.

As expressed earlier, many in the industry sweep up the

equipment that constitutes the nodes of the upper layer
networks of Fig. 2 (such as DCSs) into a broader definition

of Boptical[ equipment. We do not attempt to cover net-

work management and control for all these different types

of equipment in this paper. Instead, we focus the defi-

nition of optical layer to include legacy point-to-point

DWDM systems and newer ROADMs, plus the fiber layer

over which they route. We note that because of the ability

to concentrate technology today, many vendors enable
combinations of these different technology layers into dif-

ferent plug-in slots of the same Bbox[ (e.g., a DWDM

optical transponder on a router platform). Although we

could address each of these combinations, for simplicity

we will restrict the above definition to standalone optical-

layer equipment. Furthermore, we concentrate on the core

segment of the network; however, we provide a brief dis-

cussion of the metro segment later.

Fig. 2. Simplified depiction of core-segment network layers.
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III . EVOLUTION AND STRUCTURE OF
TODAY’S OPTICAL LAYER

A. Early DWDM Equipment
DWDM equipment was first deployed to relieve fiber

exhaust in core carrier networks in the mid-1990s. Much

of this work was pioneered by researchers at Bell Labs (e.g.,

see [25]). The first DWDM equipment was deployed with

optical transponders (or simply called transponders) to sup-
port some pre-SONET interfaces, but soon after mostly

supported SONET and SDH. The first DWDM equipment

were configured in point-to-point (or linear) configurations.
That is, client signals enter the transponder at a DWDM

terminal (say, location A) via a standard intraoffice wave-

length (typically 1.3 �m). The optical signal is regenerated,

that is, detected, converted to electronic form, and trans-

mitted by a laser at a fixed wavelength defined by a channel-
grid (usually in the 1.55-�m range), and then, using a form

of wavelength grating, multiplexed with other signals at

different wavelengths into a multiwavelength signal over

an optical fiber. Terminal and intermediate optical am-

plifiers are used to transport the multiplexed signal as far as

possible, yet still meet signal quality requirements for all

constituent channels. At a matching DWDM terminal at

the far end (location Z), the process is reversed, where the
line signal is finally demultiplexed into its constituent

channels and signals.

The incoming (demultiplexed) signal on each channel

at location Z is received by its associated transponder and

then transmitted to its client interface at the intraoffice

wavelength. A similar set of equipment and process occurs

in the reverse direction of transmission (from Z to A).

Generally, in carrier-based networks, the two-way signals
are grouped into side-by-side ports on an interface card. All

signals entering the DWDM terminal at A and Z are

multiplexed or demultiplexed together. These early point-

to-point systems have no intermediate add/drop, enabled

4–16 wavelengths per fiber and sometimes had their

shelves organized consistent with service and protection

interfaces of SONET/SDH linear systems or rings. In core

networks using mesh restoration, the service and protec-
tion halves of these DWDM systems tended to be used in a

standalone mode.

B. Reconfigurable Optical Add/Drop
Multiplexer (ROADM)

Today legacy point-to-point DWDM systems still carry

older circuits and sometimes are used for segments of new

circuit orders, especially lower rate circuits. However,
most large carriers now augment their optical layer with

ROADMs. In contrast to a point-to-point DWDM system, a

ROADM can interface multiple fiber directions (or

degrees). This has encouraged the development of more

flexibly tuned transponders (called nondirectional or

steerable) and the ability to perform a remotely controlled

optical cross connect (e.g., Bthrough[ wavelength-selective

cross connects). See [14] and [31]. A ROADM can optically
(i.e., without electrical conversion) cross connect the con-

stituent signals from two different fiber directions without

fully demultiplexing the aggregate signal (assuming they

have the same wavelength). This is called a transit or

through cross connection. Or, it can cross connect a

constituent signal from a fiber direction to an end

transponder, called an add/drop cross connection. All

ROADM vendors provide a CLI for communication with a
ROADM and an EMS that enables communication with a

group of ROADMs. These network management and

control systems are used to allow personnel to perform

optical cross connects. Thus, because of the ability to

remotely cross connect wavelengths, ROADMs begin to

add connection management features more akin to DCS

equipment in upper layer networks.

C. Provisioning in Today’s Optical Layer
Before we discuss the network management and control

of optical-layer networks, it is helpful to understand today’s

optical circuit provisioning process in large carrier networks.
While the circuit provisioning process is more highly

automated in the higher layer networks, it is a combination

of automated and manual steps in the optical layer. First,

we give a few preliminaries. The fiber interconnections
between equipment within a single CO use fiber patch

cords that are organized via an optical patch panel. For
example, when installation personnel install a high-speed

card or plug-in in an IP-layer router, they usually fiber its

ports to ports on the patch panel. They do a similar proce-

dure when installing a ROADM transponder. At some point

during circuit provisioning, an order is issued to cross

connect the router ports to the (client) ports of a trans-
ponder. Possibly the same personnel perform this request

by manually fibering jumpers between the appropriate

ports on the patch panel itself. We note that there exists a

type of automated patch panel, which we call an FXC. See

[14]. If an FXC is deployed, then the installation personnel

must still fiber the transponder ports and client equipment

to the FXC, but when the provisioning order is given, the

FXC can cross connect its ports under remote control.
However, today, there are few FXCs deployed in large car-

riers; therefore, in this section, we will assume the patch

panel dominates, but return to the FXC in our last section.

We list four broad categories of provisioning steps in

the core segment. In many cases, a circuit order may re-

quire steps from all four categories.

1) Manual: installation personnel visit CO, install

cards and plug-ins, and fiber them to the patch
panel.

2) Manual: installation personnel visit CO and cross

connect ports via the patch panel.

3) Semiautomated: provisioners request optical cross

connects via a CLI or EMS.

4) Fully automated: an OSS is fed a circuit path from

a network planner or planning tool and then

Doverspike and Yates: Optical Network Management and Control
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automatically sends optical cross-connect com-

mands to the CLI or EMS.

Carriers are mostly doing category 3) today.

Fig. 3 depicts a realistic example within the optical layer
of Fig. 2, where a 10-Gb/s circuit is provisioned between

ROADMs A-G. For example, this circuit might transport a

higher layer link between two routers which generate the

client signals at ROADMs A and G. There are two vendor
subnetworks in this example, where a vendor subnetwork is

defined to be the topology of vendor ROADMs (nodes)

from a given equipment vendor plus their interconnecting

links (fibers). This is also called a domain in many standards
organizations. A lightpath is a path of optically cross-

connected DWDM channels, i.e., with no intermediate

optical–electrical–optical (OEO) conversion. Because

DWDM systems from different vendors do not generally

support a handoff (interface) between lightpaths, for a

circuit to cross vendor subnetworks requires add/dropping

through transponders. The ROADMs in this example

support 40-Gb/s channels/wavelengths. Another compli-
cating factor in today’s networks is the evolution of the top

signal rate over the years. In this example, we need to

multiplex the 10-Gb/s circuit into the 40-Gb/s wavelengths.

DWDM equipment vendors provide a combo card, collo-

quially dubbed a muxponder, which provides both TDM

(dubbed Bmux[ in Fig. 3) and transponder functionality.

To provision our example 10-Gb/s circuit, we must first

provision two 40-Gb/s channelized circuits (i.e., they
provide 4� 10-Gb/s subchannels), one in each subnetwork

(A-C and D-G). Furthermore, because of optical reach

limitations, the 40-Gb/s circuit must demultiplex at F and

thus traverse two lightpaths in the second subnetwork.

This requires interconnection between the ports of the two

transponders at ROADM F. This process is accomplished
by a combination of steps from the four categories men-

tioned above. To illustrate, once the cards and ports are

installed [category 1)], a step of category 2) is required at

ROADM F. The optical cross connects between A-B-C,

D-E-F, and F-G are steps of category 3) [or 4)]. Once the

two 40-Gb/s channelized circuits are brought into service,

two 10-Gb/s circuits are provisioned (A-C and another

D-G), which can be done by a step of category 3) [or 4)].
Finally, the client signal is interconnected to the mux-

ponders at A and G [category 2)] and the two subnetwork

circuits are interconnected via the muxponder ports at C

and D [category 2)]. Note that, strictly speaking, this

example uses a mixture of three different types of cross-

connect technology: manual fibering (e.g., at node F),

remote controlled optical cross connect (e.g., at node B),

and electrical TDM (e.g., assigning the 10-Gb/s circuit to a
channel of the channelized 40-Gb/s circuit at A). Such is

the nature of today’s optical layer.

Effectively, the above implies the optical layer itself

consists of multiple sublayers, each with routing proce-

dures and provisioning processes. Fig. 4 shows an example

of five layers to support the provisioning of two 10-Gb/s

circuits. In fact, many optical-layer networks support a

2.5-Gb/s muxponder, for which we must add yet another
sublayer. An interesting observation from Fig. 4 is that

because of the logical links created at each layer, sometimes

Fig. 3. Path of 10-Gb/s circuit over two 40-Gb/s circuits.
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links at a given layer appear to be diversely routed, when in

fact they converge over segments of lower layer networks.
We discuss this very important point in Section IV.

IV. MANAGEMENT AND CONTROL IN
TODAY’S OPTICAL LAYER

The ITU-T has defined various areas of network manage-

ment. Here, we will confine ourselves to the principal

areas of configuration management (installing or removing

equipment, making their settings, and bringing them in or

out of service), connection management (effecting cross

connects to enable end-to-end connections or circuits),

and fault management (reporting and analyzing outages
and quality of signal). The area of performance manage-

ment is also relevant, but applies more to packet networks;

therefore, here for simplicity we will lump relevant aspects

of optical performance management into the area of fault

management. In the previous section, we discussed provi-

sioning, which is a combination of configuration manage-

ment and connection management.

A. Legacy DWDM Systems
Clearly, the control plane and network management

capabilities of early DWDM systems were simple or
nonexistent. Although there were hybrid systems that also

contained cards with electrical fabrics, they had no optical

cross-connect fabrics and therefore no purely optical

connection management functionality.
Thus, configuration management and fault manage-

ment were the predominant network management func-

tionalities provided in early systems. Virtually all the fault

management (alarms) of these systems are based on

SONET/SDH protocols from the client signals. The few

exceptions are alarms for amplifier failures, which are

based mostly on loss of power (DB attenuation). Also, in-

stead of providing sophisticated and automatic optical
signal analysis features, because the DWDM links were

usually coupled with SONET rings or linear systems with

inline protection, maintenance personnel could put the

constituent SONET rings or chains into protection mode

and then put test analyzers on the DWDM signal.

Legacy point-to-point DWDM systems were generally

installed with simple text-based network management

interfaces and a standardized protocol. An example is
Bellcore’s TL1 [2]. TL1 enabled a simple interface to an

OSS. The SONET/SDH standard specifies fault manage-

ment associated with the client signals, such as alarms and

performance monitoring. However, for DWDM systems,

there is usually an internal communications interface,

usually provided over a low rate sideband wavelength

(channel). Besides enabling communication between the

NEs, this channel is used to communicate with the inline
amplifiers. The protocol over the internal communications

channel is proprietary.

Fig. 4. Sublayering within optical layer.
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B. ROADMs
A few EMSs (even sometimes just one) are often used

to control the entire vendor subnetwork, even if the net-

work is scattered over many different geographical re-

gions. Even though the ROADMs have a CLI, most carriers

prefer to interface to the ROADM via the EMS because of

the more sophisticated GUI and tailored visualization of

ROADM settings and state. Furthermore, the EMS pro-

vides an interface to an OSS, typically called a northbound
interface using protocols such as CMISE, SNMP [3],

CORBA, or XML [36]. Also of interest is that many EMSs

use TL1 for their internal protocol with their NEs because

it simplifies the implementation of an external TL1 net-

work management interface for those carriers who require

it. Most ROADMs today internally use the OTN signal

standard for setting up subnetwork circuits. Firmware or

software in the transponders is used to encapsulate client
signals of different types (e.g., SONET, SDH, Ethernet,

Fibre Channel) into the internal OTN signal rates. We will

cover OTN more in Section V.

Today there is a wide variation in capability across

different ROADM EMSs. Some EMSs can automatically

route and cross connect a circuit between a pair of speci-

fied transponder ports. Here, the EMS chooses the links

and the wavelength, sends cross-connect commands to the
individual NEs, monitors status of the circuit request, and

reports completion to the northbound interface. Other

EMSs operate only on a single NE basis.

In contrast to upper layers networks, signal quality

complicates the optical layer. For example, provisioning a

new circuit requires tuning the transponder laser,

balancing power in the amplifiers, and other settling of

the signal. Furthermore, as show in Figs. 3 and 4, optical
reach is an important issue and sometimes intermediate

regeneration is needed to support a circuit. Because com-

puting optical reach is a very complicated optical problem

and is dependent on specific, proprietary vendor technol-

ogy, most vendors also produce a coordinated NMS. The

NMS has two main functions: 1) assist planners in the

engineering aspects of building or augmenting vendor

ROADM subnetworks over existing fibers and locations
and 2) simulate the paths of circuits over a deployed

vendor subnetwork, taking into account requirements for

signal quality. As the reader may have quickly surmised,

this requires that for every circuit request, the provisioner

must consult an NMS for each segment of the path that

crosses a vendor subnetwork. For example, say a carrier

installs vendor-A DWDM equipment for regional transport

(connecting smaller groups of metro areas) and vendor-B
DWDM equipment for long haul (between major cities).

Thus, even with just two vendors, many circuits whose

endpoints are in smaller metros will route through three

segments corresponding to vendor subnetworks A-B-A.

Armed with the path, wavelength, and regeneration

information produced by the NMS for each segment, the

provisioner then enters the request into a provisioning

OSS. The OSS produces an order document (form) for each
equipment installation and cross-connect specification,

segment by segment. The disposition of each cross connect

then depends on its step category defined in the previous

section: category 2) is sent to a workforce management

organization, category 3) is sent to a provisioning center

whose personnel enter commands to the EMS or CLI, and

category 4) step is automatically sent to the northbound

interface of the appropriate EMS.
Not surprisingly, the time today required to provision a

circuit in the optical layer can be long. To summarize the

reasons:

1) the NMS/EMS interaction can be laborious;

2) there may be no flow through from OSS to EMS

(via northbound interface);

3) many portions of the circuit order require manual

steps, such as manual cross connection (patch pa-
nel) due to intermediate regeneration or crossing

of vendor subnetworks;

4) even with semiautomated or fully automated cross

connection (which is an order of magnitude faster

than above), optical signal settling times can be

long compared to cross-connect speeds in higher

layer networks.

We will discuss some of the business context that led to
this evolution in Section V.

Finally, fault management is similar to that of the

point-to-point DWDM system, except that all newer

ROADM internally use OTN encapsulation of the circuits

and, as a result, the alarms identify affected slots and ports

in terms of the OTN termination-point information

models and alarm specifications. Other alarm specifica-

tions are used for the client side of the optical transponder
(e.g., SONET, SDH, Ethernet).

C. Integrated Interlayer Network Management
We revisit two of the key network characteristics

highlighted in the introduction, namely network layering

and restoration. Because today restoration is typically

performed at higher layer networks, outages that originate

at lower layers are more difficult to diagnose and respond.
For example, an outage or performance degradation of a

DWDM amplifier or a fiber cut can sometimes affect ten or

more links in the IP layer, while the failure of an inter-

mediate tranponder may affect only one IP-layer link and

be hard to differentiate from outage of an individual router

port. Thus, the most effective approach to network manage-

ment must model the complex relationship of the layers.

IP backbones have traditionally relied on IP-layer
reconvergence mechanisms, (generally called internal

gateway protocols), such as OSPF [20] or more explicit

restoration protocols such as MPLS fast reroute and

MPLS-TE [21]. All of these protocols have been designed

and standardized within the IETF.

Why do IP backbones usually rely on IP-layer recon-

vergence instead of lower layer restoration? The answer

Doverspike and Yates: Optical Network Management and Control
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lies in the historical reliability of router hardware,
protocols, and required maintenance procedures, such as

software upgrades. As a consequence, to achieve sufficient

network availability, IP backbones were typically designed

with sufficient spare capacity to restore the network from

the potential outage of an entire router, whether due to

hardware/software failure or maintenance activity. There-

fore, the majority of fiber outages and other optical-layer

failures can be restored without significant additional
capacity beyond that required for the potential (single)

router outages. However, effectively planning this capacity

requires detailed knowledge of the lower layer outage

modesVhow all the IP links are routed over DWDM sys-

tems, fibers, etc. The industry models these relationships

via a generic concept called the SRLG. Restoration capacity

planning then involves detailed analysis of all of the

potential SRLG outages and appropriate capacity alloca-
tions to achieve the desired target for network availability.

Most large routers today provide the ability to

Bbundle[ multiple physical link (interfaces) between adja-

cent routers into one Blogical[ link, which is then ad-

vertised as one link by the interior gateway protocol. With

IP routing protocols that do not take into account link

capacity (e.g., OSPFVbut note a capacity-sensitive version

called OSPF-TE has been defined), losing a significant
number of component links of a link bundle (but not all),

would normally result in the normal traffic load on this

link being carried on the remaining capacity, potentially

leading to significant congestion. How can this happen?

Because of the multiple layering, as the link bundle grows

over time (by adding additional links), it is possible that

some links in the bundle are routed over different optical-

layer paths than others. In recent years, router technol-
ogies have been adapted to handle such scenarios, shutting

down the remaining capacity in the event that the link

capacity drops below a certain threshold. However,

determining what that threshold should be across all

possible failure scenarios, and then ensuring sufficient

capacity elsewhere in the network is complicated.

Routers will detect outages which occur anywhere on a

link, be it due to a port outage of the router at the remote
end of the link, an optical amplifier failure, or fiber cut.

The router cannot readily distinguishVhowever, it will

reroute traffic accordingly and generate traps to inform

operations personnel. However, the IP and optical layers

are typically managed by very distinct work groups or even

via an external carrier (e.g., leased private line). In the

event of an optical-layer outage, the alarm notifications

would also be created to the optical maintenance work
groups. Thus, without sophisticated alarm correlation

mechanisms between the events from the two different

layers, there can be significant duplication of trouble-

shooting activities across the two work groups. Efficient

correlation of alarms generated by the two different layers

can ensure that both work groups are rapidly informed of

the issue, but that only the optical-layer group need

necessarily respond as they would need to activate the
necessary repair. See [34] for a more in-depth discussion of

this approach.

D. Metro Segment
In contrast to the core segment, metro networks have

considerably smaller geographical diameter. Also, many

carriers use a single DWDM vendor in a given metro area.

Thus, intervendor (domain) routing and intermediate
regeneration are often not issues. On the other hand, in

contrast to the core segment, ROADMs usually are

installed in only a portion of the COs of a large metro.

Thus, a circuit path can involve complex access provision-

ing on distribution/feeder fiber followed by long sequences

of patch panel cross connects in COs. These hurdles have

blunted the business driver for more automatic connection

management in the optical layer of metro areas. For
example, if a circuit requires 15 manual cross connects

over direct fiber and only one section of automated cross

connection over ROADMs, it is hard to prove the business

case for the ROADM segment since overall cost is not

highly impacted. Length constraints prevent us from

delving into more detailed metro issues.

V. FUTURE EVOLUTION OF THE
OPTICAL LAYER

Armed with an understanding of the current environment

of the optical layer in the core network segment, we are

now prepared to discuss potential paths forward for net-

work management and control. However, requoting from

the introduction, a wide range of network management

protocols exists and a large carrier’s choice is based on its
individual needs. To avoid a lengthy discussion on the va-

rious management protocols and their specifics, we will

provide a general perspective and summarize the salient

observations from the previous sections, along with busi-

ness perspectives.

A. Network Control and Management Gap
We summarize the following observations about the

optical layer in today’s carrier environment.

1) The optical layer can require many manual steps

to provision a circuit, such as NMS/EMS circuit

design coordination, crossing vendor subnet-

works, and intermediate regeneration because of

optical reach limitations.

2) Even the fully automated portions of provisioning

an optical-layer circuit are significantly slower
than its higher layer counterparts.

3) Evolution of the optical layer has been heavily

motivated to reduce costs for interfaces to upper

layer switches. This has resulted in a simple focus

to increase Brate and reach.[
4) Restoration is provided via higher network layers

and, thus, planning, network management, and
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restoration must work in a more integrated

fashion across the layers.

5) No large-scaled dynamic services have been im-

plemented that would require rapid connection

management in the optical layer.

Given observations 3)–5), it has been hard to justify a
business case to evolve optical-layer technology and net-

work management capabilities to enable provisioning times

akin to those of DCS layers or even faster (flow routing) via

MPLS tunnels in routers. In fact, glancing again at Fig. 2,

we notice that except for the very highest rate private line

services (which only consume a small portion of optical-

layer capacity), the optical layer is basically a slave to the

other internal upper layers, notably the IP layer, which
historically has been the most rapidly growing layer. Thus,

demand for the optical layer (from links of higher layer

networks) is not akin to phone calls or web access requests,

but results from a slower network design process.

Furthermore, we observe that one of the main historical

business drivers for evolution of the optical layer has been

to support cost reduction of the interfaces on IP-layer

routers, which have followed a steady improvement from
economy of scale for well over a decade. This has resulted in

a simple focus (somemight say a Bfrenzy[) to increase Brate
and reach[ in DWDM equipment.

As a result of all these observations, a gap has formed

between the network management and operations of to-

day’s optical layer and the dynamic and automatic nature

of its higher layer networks. Up until now, many in the

industry have ignored this gap or assumed it would be
bridged soon, yet, this gap has persisted for over a decade.

This persists because, as we have pointed out, optical-layer

evolution is not only influenced by technology evolution,

but business perspectives, as well. For example if, in con-

trast to observation 5), demand for a high-volume, rapid,

and dynamic optical-layer connection service had mani-

fested, then carriers would have proved this in their in-
ternal business cases and this gap would have been bridged

much more quickly.

B. Technology Evolution of the Optical Layer
Optical and WDM transport technology has undergone

impressive technological advancement in the past 15 years.

As previously described, DWDM technology started with a

few wavelengths, low bit rates, and limited point-to-point

networking. Today, ROADM systems are being deployed

with rates of 100 Gb/s, 80 wavelengths, and lightpaths
with 1000–1500-km reach. This has been enabled by tech-

nologies such as coherent detection (very high rate signal

processing that allows more sophisticated detection of

different optical pulses) and various forms of QPSK

(enables a larger set of symbols by varying characteristics

of the optical pulse). Besides rate and reach improvements,

coherent detection dispels many previously awkward or

expensive methods to overcome optical impairments, such
as PMD and thus enables transport over a wider variety of

fiber types. See [15] and [33].

If we examine [16], we find that the historical explosive

growth of intercity IP traffic is leveling off. Also, the eco-

nomy of scale for higher rate packet-switch interfaces is

flattening. Thus, the principal drivers for higher Brate[
wavelengths will not be as intense as in the past. The

Fig. 5. Potential future core network architecture.
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top-rate interface on packet switches has steadily evolved
in steps, e.g., 155 Mb/s, 622 Mb/s, 2.5 Gb/s, 10 Gb/s,

40 Gb/s, and 100 Gb/s. DWDM channel rates have

matched. The long-term effect is that just as we maximized

the reach at a given wavelength rate, up popped the need

for the next higher router interface rate and then its

associated optical reach decreased. This suggests that as

the frenzy for increased maximum rate quells, the need for

intermediate regeneration should eventually mitigate.
We note that one side effect of the newer coherent

detection technologies is that lightpath settling times have

increased, which contributes to the network management

gap. This is another example of business context driving

the current network management and control environ-

ment: namely, driving down interface costs (both IP layer

and optical layer) was deemed a greater priority than

decreasing provisioning times.

C. Advent of the OTN Layer
As SONET and SDH have run out of gas, the OTN

technology has emerged [17]. The OTN protocol stack was

originally proposed to standardize the overhead channels

and use of forward error correction (FEC) in optical net-

works. This was a key technology advancement to enable

the evolution of rate and reach mentioned above. Since
then, it has evolved into a multiplexing hierarchy, an

internal transport protocol for DWDM, and container/

encapsulation mechanism for different signal formats.

Therefore, similar to how DCSs evolved to automatically

cross connect lower rate channels among higher rate

SONET or SDH interfaces, the OTN switch is a form of

DCS that has recently emerged to cross connect lower rate

channels among higher rate interfaces. However, another
business question has emerged: If OTN switches provide all
the network management functionality (and more) of their

previous DCS counterparts, what is the motivation to

bridge the optical-layer management and control gap?

Fig. 5 shows potential, future core architecture. In this

architecture, lower rate private line services have migrated

to EVC services in the IP/MPLS layer. Private line services

at 1 Gb/s or higher route over the OTN layer, whose lowest
signal rate is 1.2 Gb/s. Private line service at the highest rate

routes directly over the ROADM layer. Note that the links

of the IP layer have the option of routing over the OTN

layer or directly onto the DWDM layer. This option is

discussed more in the next section.

D. Advanced Network Management and
Control Capabilities

In Fig. 5, note that we divide private line traffic into

two categories: traditional and BoD. Although BoD has

been a popular study and topic of publication for years,

few carriers have implemented full-fledged services for

DCS layers, let alone the optical layer, as we noted in

observation 5) in Section V-A. For example, the authors

of this paper pioneered AT&T’s OMS from its first proof

of concept (in early 2000s) up until its service launch in
2005, which was, at the time, one of the first truly long-

distance high-rate BoD services. See [9] and [30].

However, adhering to the narrower definitions of this

paper, we note that although OMS uses the term

Boptical,[ it is actually provided by the IOS layer. As

mentioned previously, the IOS layer is an intelligent

broadband DCS layer. However, of relevance here, OMS

was enabled because of the sophisticated network
management and control capabilities of the IOS layer.

Once a customer has his customer premise equipment

connected via the access/metro segments (a Bpipe[) to

the IOS in the core CO, he/she can set up circuits on-

demand between any of his interfaces at the various

locations, up to the pipe capacity. Furthermore, the IOS

layer provides extra channels for restoration and therefore

the extra capacity needed for BoD demand can share the
restoration channels, which is key to its successful

business case.

Clearly, given the previous description of the today’s

optical layer, extending BoD to the optical layer is more

challenging, both from technical and business contexts.

We cannot fully cover the publications addressing optical-

layer BoD, but note that CORONET [7] is a project that

addresses this problem and is sponsored by DARPA. The
principal goals of CORONET are a dynamic core optical

layer, wherein circuits can be rapidly provisioned under a

highly distributed control plane. CORONET Phase I ad-

dressed network architecture, protocols, and design [5],

[6]. While the OTN switch was not defined at the begin-

ning of Phase I, as of the writing of this paper, CORONET

Phase II is underway and is addressing the role of the OTN

layer and practical commercial implementation of these
goals. Activities include realistic cost studies of different

architectural alternatives for interrelationship of the layers

in Fig. 5.

E. Methods for Fully Automated Provisioning
Putting aside business case justification for now, from

the previous sections, we observe that if we want to ad-

vance the current state of the art in optical-layer network
management and control to similar levels as its higher

layer networks, then we must overcome the manual pro-

visioning steps described earlier. We now describe a se-

quence of technologies and tools in the R&D phase to

accomplish this feat. The most time-consuming manual

steps [categories 1) and 2) in Section III-C] involve fiber

interconnection. These steps arise from three major

causes: 1) wiring of customer equipment (via metro/access
segment) to the end transponders; 2) interconnection of

circuits between vendor subnetworks; and 3) intermediate

regeneration. Two key ideas to automate these steps are

the use of the FXC, discussed earlier, and transponder

pooling. Today, to limit costs, most carriers tend to install

and interconnect transponders per individual circuit order,

rather than installing and fibering sharable pools of trans-
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ponders. See [12] and [4] for optimization algorithms for
sizing and placing pools of transponders. Both of these

concepts are key components of the CORONET project

[32]. Beyond initial service provisioning, the ability to

switch a circuit (via the FXC) to a spare transponder is also

needed to enable rapid restoration: both to provision a circuit

over an alternate restoration path that crosses two or more

lightpaths and to perform Bhitless[ rerouting (normal-

ization) of a circuit path after repair of an outage [35].
The next longest category of manual steps is the inter-

actions of provisioning/planning personnel with the NMS

and EMS. The main purpose of the NMS is to theoretically

route (also called Bdesign[) a circuit over a path of light-

paths (including selection of spare wavelengths) and inter-

mediate transponders (if needed) to ensure that adequate

spare channel capacity exists and that signal quality is

provided. As described previously, multiple vendor subnet-
works greatly exacerbate delays in the provisioning pro-

cess. The authors and collaborators have derived and

implemented a process in AT&T’s network to automate the

NMS portion of the provisioning step. The key idea for this

process is to request that each vendor NMS precalculate a

reachability matrix which specifies the pairs of ROADMs

between which lightpaths can be established (i.e., where

no intermediate regeneration is needed), then, build a
sophisticated network-wide optical-layer routing tool. The

tool uses the reachability matrix to construct a graph of

logical edges that represent where potential lightpaths in

each vendor subnetwork can be created. Other edges are

added to the graph to model the cost and how vendor

subnetworks can be interconnected via transponders. Cir-

cuits are then routed over this augmented graph to mini-

mize cost or achieve fiber-layer diversity objectives. Such a
tool is described in [26].

Once the NMS interactions are automated, we next

must turn attention to the manual interaction of the pro-

visioner with the EMSs. This then brings up the question

of which control plane protocol to use for the ROADMs

and EMS. This issue is discussed in the next section.

F. Potential Impacts of Standards Organizations
The three standards organizations and their subgroups

that influence the DWDM and optical-layer network man-

agement and control the most are the IETF, ITU, and the

OIF. We briefly describe their efforts as they relate to the

optical layer. However, much of the work of these organi-

zations is directed at the DCS layers; reiterating our earlier

definition, the Boptical layer[ in this paper is confined to

DWDM equipment and its supporting fiber network.
Therefore, although most major DWDM equipment manu-

facturers contribute to and attend these standards bodies,

for the reasons described earlier there is still a major gap

between the standards and deployment in DWDM equip-

ment in carrier networks, especially for connection man-

agement (i.e., fully automated provisioning discussed in

the previous section).

Of particular impact is ITU Study Group 15. This is
because, as described earlier, most recently deployed

DWDM equipment uses OTN for its multiplexing hierar-

chy, internal signal formatting, FEC, and data other com-

munications. See ITU standards G.709 and G.798 [17].

Therefore, most optical vendors incorporate ITU fault

management objects and specifications into their equip-

ment models and internal MIB. These objects mostly

manifest via alarms and notifications sent from the EMS to
the northbound interface.

The most salient of the connection management con-

trol plane approaches for the optical layer is GMPLS [1],

[8] derived in the IETF CCAMP working group [24].

However, some of the major issues identified earlier (e.g.,

manual cross connection, optical reachability limitations,

and intervendor subnetworks) were not completely ad-

dressed by the original GMPLS signaling protocols. For
example, optical routing and reachability issues are being

addressed in the IETF PCE [23]. In addition, there are

many research projects and proposals that address how, via

standards bodies, to model impairments and incorporate

their impact to reachability constraints in routing. For ex-

ample, see [27]. Interdomain subnetwork communication

is being addressed in the OIF via an E-NNI protocol [29].

Some advanced ideas for utilizing the emerging capabil-
ities for nondirectional, colorless (tunable) transponders

and beyond, such as dynamically changing the wavelength/

channel spacing and rate, are explored in the EO-NET

project [12].

While it is outside our focus in this paper to discuss all

related standards, ideas, and proposals in the literature, we

briefly discuss PCE because it may be well suited to the

complex routing and provisioning problems mentioned
above. A PCE is defined by the IETF (RFC 4655 [22]), as

BAn entity (component, application, or network node) that

is capable of computing a network path or route based on a

network graph and applying computational constraints.[
For example, a PCE could communicate with different

vendor subnetworks (or domains), could store and update

reachability information associated with each subnetwork,

compute complex capacity-sensitive wavelength assign-
ment optimization, and interact with distributed, inter-NE

provisioning protocols. For example, GMPLS includes sig-

naling (RSVP-TE) and routing (OSPF-TE). PCE for the op-

tical layer will support different models, such as PCE-based

signaling or GMPLS-based signaling or a hybrid of both.

Another extremely complex need, which we illustrated

in Fig. 4, that perhaps could be accomplished through PCE,

is the ability to diversely route groups of connection re-
quests which require an offline and graph-based knowl-

edge of fiber-layer routes (i.e., an SRLG database that

includes how upper layer links route over it). All these

capabilities (and more) are needed in the core network of a

large carrier. Currently, there are no standardized PCE

implementations that have been implemented in large

carrier networks. However, AT&T has implemented a
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planning system that incorporates all these mentioned
features that planners use on a daily basis to route circuits

(connections) through the DWDM layer [26]. AT&T is

exploring the feasibility to extend this capability to a PCE

implementation that interacts with potential standardized

control planes of next-generation ROADMs with nondi-

rectional, colorless (tunable), and (possibly) FXC-like

capabilities.

G. Business Case for Optical-Layer Evolution
After over a decade of technical development, while

optical-layer capacity, connectivity, cost improvements,

and signal quality have enjoyed great advancement, optical

management and control has evolved more slowly. We

have shown this is clearly not due to lack of R&D, both in

advanced network architectures and protocols. Thus, the

next step in this evolution is to prepare a business case that
will meet the economic criteria expected by network

planning and finance organizations of large telecommuni-

cations carriers. Given the many demands for resources in

a large telecommunications carrier, ideas such as FXCs,
transponder pooling, faster circuit tuning/settling, better

routing tools, and optical-layer restoration would most

likely have to result in cost savings and/or revenue oppor-

tunities to be broadly adopted. The authors feel that most

of these advances will eventually be implemented because

of 1) the leveling of core IP traffic growth (and thus the

lack of historically frenzied need for wavelength rate in-

crease); 2) continued decline in transponder costs and
prices; and 3) advancements in DWDM technologies.

However, the key variable will be the rate of this imple-

mentation, which will hinge on the ability to prove the

business cases. h
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