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EDITORIAL 
 
 
 
In this fifth edition of 2011, we bring forward issues from various dynamic computer science 
fields ranging from system performance, computer vision, artificial intelligence, software 
engineering, multimedia, pattern recognition, information retrieval, databases, security and 
networking among others. 
 
Considering the growing interest of academics worldwide to publish in IJCSI, we invite 
universities and institutions to partner with us to further encourage open-access publications. 
 
As always we thank all our reviewers for providing constructive comments on papers sent to 
them for review. This helps enormously in improving the quality of papers published in this 
issue. 
 
Google Scholar reported a large amount of cited papers published in IJCSI. We will continue to 
encourage the readers, authors and reviewers and the computer science scientific community and 
interested authors to continue citing papers published by the journal. 
 
It was with pleasure and a sense of satisfaction that we announced in mid March 2011 our 2-year 
Impact Factor which is evaluated at 0.242. For more information about this please see the FAQ 
section of the journal. 
 
Apart from availability of the full-texts from the journal website, all published papers are 
deposited in open-access repositories to make access easier and ensure continuous availability of 
its proceedings free of charge for all researchers. 
 
We are pleased to present IJCSI Volume 8, Issue 5, No 3, September 2011 (IJCSI Vol. 8, Issue 5, 
No 3). The acceptance rate for this issue is 31.7%. 
 
 
 
 
 
IJCSI Editorial Board 
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Abstract 
Most studies on document clustering till date use Vector Space 

Model (VSM) to represent documents in the document space, 

where documents are denoted by a vector in a word vector space. 

The standard VSM does not take into account the semantic 

relatedness between terms. Thus, terms with some semantic 

similarity are dealt with in the same way as terms with no 

semantic relatedness. Since this unconcern about semantics 

reduces the quality of clustering results, many studies have 

proposed various approaches to introduce knowledge of semantic 

relatedness into VSM model. Those approaches give better 

results than the standard VSM. However they still have their own 

issues. We propose a new approach as a combination of two 

approaches, one of which uses Rough Sets theory and co-

occurrence of terms, and the other uses WordNet knowledge to 

solve these issues. Experiments for its evaluation show advantage 

of the proposed approach over the others. 

Keywords: document clustering, document representation, 

rough sets, text mining. 

1. Introduction 

Document clustering is an important text mining technique 

to generate useful information from text collections such as 

news articles, research papers, books, digital libraries, e-

mail messages, and web pages. Text-based document 

clustering attempts to group documents into clusters where 

each cluster might represent a topic that is different from 

topics of the other clusters.  

Document clustering algorithms are divided into two 

categories in general: partitional clustering and hierarchical 

clustering. Partitional clustering divides a document 

collection into groups in a single level, while hierarchical 

clustering creates a tree structure of documents. There are 

various document clustering methods proposed in recent 

years, including hierarchical clustering algorithms using 

results from a k-way partitional clustering solution [1], 

spherical k-means [2], bisecting k-means [3], frequent term 

meaning sequences based method [4], k-means with 

Harmony Search Optimization [5]. 

Vector space model is a popular model for document 

representation in document clustering including the above 

methods. Documents are represented by vectors of weights, 

where each weight in a vector denotes importance of a 

term in the document. In the standard VSM, however, 

semantic relations between terms are not taken into 

account. Two terms with a close semantic relation and two 

other terms with no semantic relation are both treated in 

the same way. This unconcern about semantics could 

reduce quality of the clustering result. 

There are some approaches proposed to deal with this 

problem. Tolerance Rough Set model (TRSM) [6] and 

Similarity Rough Set Model (SRSM) [7] extended the 

vector space model using Rough Sets theory and co-

occurrence of terms. TRSM and SRSM have been 

successfully applied to document clustering. However, the 

results showed that SRSM had better performance than 

TRSM and some other conventional methods [7]. 

There are other approaches that employ WordNet based 

semantic similarity to enhance the performance of 

document clustering [8, 9]. They modified the VSM model 

by readjusting term weights in the document vectors based 

on its relationships with other terms co-occurring in the 

document. 

SRSM and WordNet based methods performed better 

results than the standard VSM. However, they still have 

their own issues as discussed later. We propose a new 

method by combining their strength and reducing their 

weakness. The new method uses both Rough Sets theory 

and WordNet based semantic similarity to define a new 

representation model of documents. Experimental results 

show that it gives better clustering results than the other 

methods discussed in the paper. 

The paper is organized by six sections. In Section 2 and 

Section 3 we discuss SRSM and WordNet semantic 

similarity based methods, respectively. Section 4 describes 

our proposed method. Section 5 presents the results of our 

experiments on document collections. Finally, Section 6 

concludes with a summary and discussion about future 

research. 
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2. Similarity rough set model 

Similarity Rough Set Model is a mathematical model 

extended from Pawlak’s Rough Set model [10] using 

similarity relation instead of equivalence relation [7]. It is 

also an expansion from Tolerance Rough Set Model [6] 

with a tolerance relation. 

Equivalence, tolerance and similarity relations are binary 

relations that could be used to represent relations between 

terms in document clustering. An equivalence relation 

must satisfy reflexive, symmetric and transitive properties, 

while a tolerance relation does not have to satisfy transitive 

one. A similarity relation must be reflexive, but not 

required to be symmetric and transitive [11, 12]. 

TRSM based on a tolerance relation was successfully 

applied to information retrieval and document clustering in 

[6, 13, 14]. Recently, SRSM based on a similarity relation 

was proposed and applied to document clustering by 

authors of this paper [7]. It showed that SRSM produces 

better results than TRSM both in quality and robustness, 

where co-occurrence of terms was used to obtain tolerance 

and similarity relations, respectively. 

SRSM could be defined as follows: Let the pair apr = (U, 

R) be an approximation space, where U is the universe, and 

R  U x U is a similarity relation on U. 

r(x): U  2
U
 is an uncertainty function which corresponds 

to the similarity relation R understood as yRx  y r(x), 

which might represent that y is similar to x. r(x) is a 

similarity class of all objects that are considered to have 

similar information to x. The function r(x) satisfies 

reflexive property: x r(x), however it is not necessary 

symmetric and transitive. 

Given an arbitrary set X  U, X can be characterized by a 

pair of lower and upper approximations as follows: 

 XxrUxXapr   )(|)( 1 ,               (1) 


Xx

xrXapr



 )()( ,                        (2) 

where )(1 xr   denotes the inverse relation of R, which is 

the class of referent objects to which x is similar: 

 xRyUyxr |)(1   (3) 

We proposed a new model of document representation for 

document clustering using the above generalized rough set 

theory – Similarity Rough Set Model [7]. The new model 

is defined as follows. 

The universe U of the approximation space (U, R) is the 

set of all terms T used in the document vectors. The binary 

relation R is defined by 

)(.),( iDjiDij tfttfRtt  , (4) 

where fD(ti, tj) is the number of documents in the document 

set D in which term ti and tj co-occur, fD(ti) is the number 

of documents in D in which term ti occurs and  is a 

parameter (0 <  < 1). The relation R defined above is a 

similarity relation that satisfies only reflexivity. 

An uncertainty function I(ti) corresponding to the 

similarity relation is defined as  

 I(ti) = {tj  U | tjRti}, (5) 

where I(ti) is a set of all terms similar to ti. 

The lower and upper approximation of any subset X  T 

based on this model can be obtained using equations (1) 

and (2), where U and r are replaced by T and I , 

respectively.  

In this case, )(
1

itI


  is the set of terms to which ti is 

similar, and is defined as 

 )(.),(|)(
1

jDjiDji tfttfttI  


 (6) 

In the document clustering with SRSM (referred to as 

SRSM later, while the ordinary approach is referred to as 

VSM), we applied spherical k-means algorithm [2] to term 

vectors that consists of terms in upper approximations of 

ordinary document vectors (term sets). The usage of upper 

approximation could give us better clustering results, 

because two documents become similar to each other, if 

one contains many terms similar (in the sense of eq. (4)) to 

terms in the other even if the two documents do not have 

many common terms. Since there are many synonyms in 

natural language in general and people use different terms 

to represent a certain thing, the upper approximation would 

give a positive effect on document clustering. 

There would be another advantage of using the upper 

approximation. The number of terms in a document is 

usually relatively small in comparison with the number of 

terms in a corpus. Therefore, the document vectors are 

usually high dimensional and sparse. Hence, document 

similarity measurements often yield zero values, which can 

lead to the poor clustering results. Since the proposed 

approach puts additional terms into document vectors 

without increasing the dimension, the unwelcome tendency 

might be mitigated to some extent. 
We use tf×idf weighting scheme to calculate the weights of 

terms in upper approximations of the document vectors. 

The term weighting method is extended to define weights 

of terms that are not contained in documents but in the 

upper approximations. It ensures that such terms have a 

weight smaller than the weight of any other term in the 

document. The weight aij of term ti in the upper 

approximation of document dj is then defined as follows. 
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where ijf  is the frequency of term i in document j, N is 

number of documents, dj is a set of terms appearing in 

document j, th is the term with the smallest weight in the 

document j and whj is the original weight of term th in the 

document j. Then normalization is applied to the upper 

approximations of document vectors. The cosine similarity 

measure is used to calculate the similarity between two 

vectors. 

The algorithm is described as follows [7]: 

1. Preprocessing (word stemming, stopwords removal). 

2. Create document vectors. 

2.a. Obtain sets of terms appearing in documents. 

2.b. Create document vectors using tf×idf. 

2.b. Generate similarity classes of terms based on 

their co-occurrences. 

2.c. Create vectors of upper approximations of 

documents using equation (7) and then the 

vectors are normalized. 

3. Apply the clustering algorithm 

3.a. Start with a random partitioning of the vectors of 

upper approximations of documents, namely C
(0)

 

= {C1
(0)

, C2
(0)

, ..., Ck
(0)

} . Let c1
(0)

, c2
(0)

, ..., ck
(0)

 

denote the centroids of the given partitioning 

with the index of iteration t = 0. 

3.b. For each document vector xi, 1 ≤ i ≤ N, find the 

centroid closest in cosine similarity to its upper 

approximation )( ixapr . Then, compute the new 

partitioning C
(t + 1)

 based on the old centroids c1
(t)

, 

c2
(t)

, ..., ck
(t)

: 

Cj
(t+1)

 is the set of all document vectors whose 

upper approximations are closest to the centroid 

cj
(t)

. If the upper approximation of a document is 

closest to more than one centroid, then it is 

randomly assigned to one of the clusters. 

3.c. Compute the new centroids: 


i

ij xaprs )( , 

j

jt
j

s

s
c  )1( , kj 1 , 

where cj
(t+1)

 denotes the centroid or the mean of 

the upper approximations of documents in 

cluster Cj
(t+1)

. 

3.d. If some “stopping criterion” is met, then set Cj
*
 = 

Cj
(t + 1)

 and set cj
*
 = cj

(t + 1) 
for 1 ≤ j ≤ k, and exit. 

Otherwise, increment t by 1, and go to step 3.b 

above. 

 

In our implementation, the iteration stops when the 

centroids of the generated clusters are identical to those 

generated in the previous iteration. 

In SRSM, we used co-occurrence of terms to calculate the 

semantic relation between terms. The usage of co-

occurrence gives us a merit that lets us define similarity 

relations automatically without any knowledge base. 

However, it might also have a weakness that in some cases 

co-occurrence of terms does not necessarily mean they 

have a similar meaning. In the case, terms that do not 

appear in a document nor similar to any term in the 

document may be contained in the upper approximation. 

3. WordNet semantic similarity based model 

WordNet is an electronic lexical database of English, 

available to researchers in computational linguistics and 

natural language processing [15]. WordNet was developed 

and is being maintained by the Cognitive Science 

Laboratory of Princeton University. In WordNet, a concept 

represents a meaning of a term. Terms which have the 

same concept are grouped in a synset. Each synset has its 

definition (gloss) and links with other synsets higher or 

lower in the hierarchy by different types of semantic 

relations.  

There are different methods to compute semantic similarity 

of terms using WordNet, which can be divided into four 

categories: path based, information content based, gloss 

based and vector based methods. Path based methods use 

length of the path between concept nodes to calculate the 

similarity relatedness [16, 17]. Information content based 

methods [18, 19] measure the relatedness of the two 

concepts using the information content of the most specific 

shared parent. In gloss based methods [20, 21], glosses of 

concepts are used to determine the relatedness of concepts. 

In vector based methods [22, 23], the relatedness between 

terms are computed using concept vectors derived from 

glosses. 

Recently, some studies used WordNet-based semantic 

similarity to enhance performance of document clustering 

[8, 9]. They modified the VSM model by readjusting 

weights of terms in the documents. The basic idea is that a 

term is considered more important if other terms 

semantically related to it appear in the same document. 

They increase weight values of such terms with the 

following equation: 
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2

22111
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jiiijiji

ji

wttsimww  (8) 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, September 2011 

ISSN (Online): 1694-0814 

www.IJCSI.org     4 

 

where jiw
1

 is the original weights of term 
1i

t  in document 

dj, ),(
21 ii ttsim is the semantic similarity between the two 

terms calculated using a WordNet based measure. They 

proposed improved VSM model based on this idea and 

showed that the clustering performance based on the new 

model was better than that based on the VSM. 

The advantage of this approach is the high reliability of 

similarity given by the WordNet. The basic idea behind eq. 

(8) also seems adequate. A possible weak point might 

come from the general property of WordNet. Since it is a 

general dictionary, it might not work for documents in a 

specific field. Another is that it utilizes the knowledge of 

similarity only to adjust the importance of terms in a 

document. It does not let us find similarity between two 

documents where one contains many terms similar to ones 

in the other but the two do not have many common terms. 

4. WordNet based similarity rough set model 

for document clustering 

In document clustering, the effect of semantic similarity 

between terms is large, and must be taken into account to 

enhance the performance of VSM. In SRSM, the semantic 

relation between terms is calculated using co-occurrence of 

terms. However, there seem cases when terms have high 

co-occurrence but have low semantic similarity. WordNet-

based approaches measure the relatedness of terms using 

the lexical database. Based on the ontology structure of 

terms or definitions of terms in WordNet, we can compute 

scores of semantic relatedness. However, as a general 

dictionary, WordNet does not cover all terms and term 

meanings in every specific subject. Moreover, in different 

fields, the semantic relation of terms may be different. Our 

idea is to exploit both approaches to get better clustering 

results.  

In SRSM, we defined the similarity class of terms using the 

relation R given by eq. (4). Here, we propose a new 

relation that integrates WordNet knowledge to eliminate 

terms having no similar meaning but a high frequency of 

co-occurrence. 

∨ )in WordNetnot  ((∧)(.),( iiDjiDij ttfttfRtt 
 

))  > ),(ims∨ )in WordNetnot  ( jij ttt ,     (9) 

where is a threshold value. 

The relation defined by Eq. (9) is a similarity relation, 

because it is reflexive, non-symmetric and non-transitive. 

The basic idea is that term tj is similar to ti when tj is 

similar to ti from the viewpoint of co-occurrence and they 

are also similar in the semantics of WordNet. If ti or tj is 

not in WordNet, we use only the co-occurrence similarity. 

Then we can define a new representation model based on 

this relation in the similar way to the one in section 2. 

Let the pair apr = (U, R) be an approximation space, 

where U is the set of all index terms T in the same way as 

SRSM, and R  U x U is a similarity relation on U. 

r(x): U  2
U
 is an uncertainty function which 

corresponds to the relation R understood as yRx  y r(x), 

which might represent that y is similar to x. r(x) is a 

similarity class of all objects that are considered to have 

similar information to x. The function r(x) satisfies 

reflexive property: x r(x), however it is not necessary 

symmetric and transitive. 

Given an arbitrary set X  U, X can be characterized 

by a pair of lower and upper approximations as equations 

(1) and (2). 

The binary relation R is a relation that corresponds to 

an uncertainty function defined by eq. (9). That is, 

Iθ(ti) = {tj  U | tjRti}. (10) 

R is a similarity relation because it only satisfies the 

properties of reflexivity. 

In SRSM, we assigned weights to terms that do not occur 

in the document but belong to similarity classes of terms in 

the document, and do not change the weight values of 

terms in the document. In the new method we improve the 

SRSM by readjusting weight values of terms based on the 

idea of  WordNet based methods. 

The weight aij of term ti in the upper approximation of 

document dj is then defined as follows. 
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The new proposed approach could be regarded as a 

combination of SRSM and WSSM (WordNet Semantic 

Similarity based Model) which incorporate the advantages 

of both the models. WSSM is completely included in the 

proposed approach because weights of terms in a 

document are adjusted using eq. (8). In addition, it is an 

improved version of SRSM, because it calculates the upper 

approximation of the term set of a document and uses it as 

the document vector.  The improvements are the similarity 

relation (eq. (9)) used to calculate the upper approximation, 

and eq. (11) to readjust the weights of terms that are 

contained in the document. 
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5. Experimental results 

In the experiments, we use two test collections to evaluate 

the proposed approach in comparison with SRSM, WSSM 

and methods in CLUTO toolkit [24]. The algorithms 

provided in CLUTO toolkit are based on the partitional, 

agglomerative, and graph-partitioning paradigms. They are 

denoted as rb, rbr, direct, agglo, graph, bagglo. The rb is 

a repeated bisecting approach. The rbr is the same as the 

repeated bisecting method except that at the end the overall 

solution is globally optimized. The direct is a partition 

method which uses an iterative refinement algorithm to 

optimize a global clustering criterion function. The agglo 

is an agglomerative clustering algorithm. The graph uses a 

nearest-neighbor graph to model documents, and then 

divides the graph into k clusters using a min-cut graph 

partitioning algorithm. In the bagglo, agglomeration 

process is used to cluster documents after the document 

collection is split into N  clusters using the rb method. 

The first test collection is a classic data set obtained by 

combining CACM, CISI, CRANFIELD, and MEDLINE 

abstracts which is available from [25]. The dataset includes 

abstracts of papers in different fields. CACM contains 

3204 abstracts from Communications of ACM, CISI 

contains 1460 abstracts of information science papers, 

CRANDFIELD contains 1400 abstract of aeronautical 

papers, MEDLINE contains 1033 abstracts of medicine 

papers. The clustering algorithms are supposed to cluster 

the dataset containing 7097 abstracts into four groups. 

After preprocessing (stemming, stop-words elimination, 

and high frequency word pruning), we have 13177 terms in 

the document collection. With the 13177 terms we created 

7097 document vectors using tf×idf weighting scheme, 

each document vector has 13177 dimensions.  

We evaluate clustering results obtained by each algorithm 

with three commonly-used measures: entropy, F measure 

and mutual information [3, 26]. There are different 

clustering quality measures rendering different results. 

However, if a method performs better than the others on 

many of these measures then we could say that the method 

is better than the others.  

Entropy, F measure and mutual information measures are 

external quality measures which evaluate the clustering 

results by comparing the clusters produced by the 

algorithm to the known classes of documents. With the 

entropy measure method, the clustering quality is better if 

the entropy is smaller. While with F measure and mutual 

information method, the higher the evaluated values are the 

better clustering result is. 

We run the experiments with the proposed method, SRSM 

and WSSM. We also run the test collection with the 

CLUTO toolkit. 

The WordNet-based similarity measure used in the 

experiment is the Wu and Palmer measure [17], which is a 

path-based method. It computes the relatedness of two 

concepts using the lowest common subsumer of two 

concepts lcs(c1, c2) which is the first shared concept on the 

paths from the concepts to the root concept of the ontology 

hierarchy. 

)(2),(),(

)(2
),(

21
21

lcsdepthlcscllcscl

lcsdepth
ccsim




  (12) 

where l(c1,lcs) is the length of the path between the two 

nodes and depth(lcs) is the number of nodes on the path 

from lcs to root. 

We ran the experiment using the proposed method with the 

value of threshold = 0.3. 

Table 1 shows the evaluation of clustering results from 

CLUTO toolkit’s algorithms, Table 2 shows the evaluation 

of clustering results of SRSM and the newly proposed 

method with different values of parameter . The best 

evaluation in each quality measure is shaded in Table 2. As 

for WSSM, the evaluation of the clustering result was 

0.363, 0.332, 0.894 for entropy, mutual information and F 

measure respectively. As seen in these results, the best case 

is the clustering by the proposed approach with  = 0.55 in 

all three evaluation measures. 

With SRSM, co-occurrence of terms is used to determine 

the similarity classes of terms. In the proposed method, we 

use both co-occurrence of terms and WordNet based 

semantic similarity. The new approach, as suggested by the 

figures in the column of "size of similarity classes" in 

Table 2, can remove irrelevant terms from similarity 

classes. For example, with the SRSM implementation in 

our experiment, similarity class of “photon” contains 

“integration” and “algebra”, which have low semantic 

relatedness with “photon” itself. With the new method, 

“integration” and “algebra” are removed from the 

similarity class. Another example would be the term 

“program”, which for SRSM is in the similarity class of 

“glossary”, while for the new approach it is not the case. 

The removal of irrelevant terms improves the quality of 

similarity classes and could give better clustering results. 

Table 1: Clustering results of the first data set from CLUTO toolkit [7] 

CLUTO 

Method Entropy 
Mutual 

information 
F measure 

Rb 0.562 0.261 0.641 

Rbr 0.561 0.261 0.651 

Direct 0.552 0.264 0.672 

Agglo 1.283 0.001 0.452 

Bagglo 0.455 0.299 0.712 
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Table 2: Evaluation of clustering results with SRSM and the new method for the first data set 

 

SRSM New method 

Entropy 
Mutual 

information 
F measure 

Size of similarity 

classes Entropy 
Mutual 

Information 
F measure 

Size of similarity 

classes 

Max Avg Max Avg 

0.40 0.375 0.328 0.859 83 4.80 0.331 0.344 0.896 75 3.69 

0.45 0.348 0.337 0.877 69 3.61 0.319 0.348 0.902 67 2.88 

0.50 0.327 0.345 0.892 69 3.52 0.291 0.358 0.915 67 2.81 

0.55 0.309 0.352 0.900 60 2.45 0.286 0.360 0.916 60 2.07 

0.60 0.309 0.352 0.905 60 2.19 0.288 0.359 0.915 60 1.89 

0.65 0.306 0.353 0.907 60 2.15 0.297 0.356 0.913 60 1.86 

0.70 0.308 0.353 0.908 28 1.37 0.294 0.358 0.914 20 1.29 

0.75 0.311 0.351 0.907 28 1.34 0.299 0.356 0.913 20 1.27 

0.80 0.310 0.352 0.908 17 1.21 0.300 0.355 0.913 17 1.17 

 

The maximum, the minimum and the average sizes of 

similarity classes of SRSM and the proposed method are 

shown in Table 2. Number of terms that are not in 

WordNet is 4753 among 13177 terms. It is around 36%.  

We can see that sizes of similarity classes of the proposed 

method are smaller than those of SRSM. The difference is 

the result of removing terms with low WordNet based 

semantic relatedness from similarity classes in the 

proposed method. As defined by eq. (9), a similarity class 

of a term ti consists of terms that satisfy both the condition 

of co-occurrence with ti and one of the following 

conditions: 1) at least one of the two terms does not exist 

in WordNet database; 2) the WordNet based similarity 

measure between the two terms is greater than a threshold 

value. For example, when  = 0.55, the average number of 

similarity classes defined only by the co-occurrence 

condition is 2.45 (SRSM), while the one defined by eq. (9) 

is 2.07 (the proposed method), which means that 0.38 

terms in average are removed from similarity classes of 

SRSM because they do not satisfy the above condition 1) 

nor 2). Then, among the remaining 2.07 terms of similarity 

classes of the proposed method, 0.88 terms satisfy the 

condition 1) and 1.19 satisfy condition 2), in average. 

The contingency table of the best case of the proposed 

method is shown in Table 3. Precision and recall of CACM, 

CISI, CRANFIELD, and MEDLINE are 0.964, 0.797, 

0.930, 0.962 and 0.851, 0.952, 0.976, 0.983, respectively. 

The computation time of the new method is almost same as 

the one of the SRSM method which has the time 

Table 3: Contingency table of the best case of the proposed method 

 CACM CISI CRANFIELD MEDLINE 

Cluster 1 2726 68 29 5 

Cluster 2 347 1390 4 4 

Cluster 3 94 0 1366 9 

Cluster 4 37 2 1 1015 

 

complexity of O(MlogM) [7], where M is the number of 

terms in the text collection. The difference between the 

new and SRSM methods is the computation of term 

semantic relationship based on WordNet.  The 

computation of semantic relationship is fast because we 

use a path based method and the maximum depth of the 

word hierarchy in WordNet is sixteen [9], a very small 

number in comparison with number of terms in a text 

collection. 

The second test collection used in our experiment is 

abstracts of papers from several IEEE journals of several 

fields. We formed a collection of 1010 documents from 

IEEE Transactions on Knowledge and Data Engineering 

(378 abstracts), IEEE Transactions on Biomedical 

Engineering (311 abstracts) and IEEE Transactions on 

Nanotechnology (321 abstracts). These categories of 

documents are denoted as KDE, BIO and NANO. We use 

the clustering methods to cluster the data set into three 

clusters. 

After removing stopwords and stemming words, we have 

5690 terms in the document collection. With 5690 terms, 

the algorithm created 1010 document vector using tf×idf 

weighting scheme, each document vector has 5690 

dimensions. 

Table 4: Clustering results of the second data set from CLUTO toolkit [7] 

CLUTO 

Method Entropy 
Mutual 

information 
F measure 

rb 0.290 0.366 0.898 

rbr 0.198 0.408 0.954 

direct 0.198 0.408 0.954 

agglo 0.684 0.187 0.723 

graph 0.254 0.383 0.936 

bagglo 0.234 0.392 0.939 
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Table 5: Evaluation of clustering results with SRSM and the new method 

for the second data set 

 

SRSM New method 

Entropy 
Mutual 

information 

F 

measure 
Entropy 

Mutual 

information 

F 

measure 

0.30 0.205 0.405 0.953 0.133 0.438 0.971 

0.35 0.141 0.434 0.970 0.125 0.442 0.974 

0.40 0.155 0.428 0.965 0.122 0.443 0.975 

0.45 0.175 0.418 0.960 0.137 0.436 0.971 

0.50 0.179 0.417 0.959 0.150 0.430 0.967 

0.55 0.172 0.420 0.962 0.186 0.414 0.956 

0.60 0.182 0.416 0.956 0.161 0.425 0.963 

0.65 0.196 0.408 0.952 0.174 0.419 0.959 

0.70 0.202 0.406 0.951 0.188 0.413 0.955 

 

Table 4 shows the evaluation of clustering results from 

CLUTO toolkit’s algorithms. Table 5 shows the evaluation 

of clustering results of SRSM and the newly proposed 

method with different values of parameter . The best 

evaluation in each quality measure values is shaded in 

Table 5.  

For the WordNet semantic similarity based method, the 

evaluation of the clustering result was 0.363, 0.332, 0.894 

for entropy, mutual information and F measure 

respectively. 

The results show that clustering results of the newly 

proposed method are better than those of the other methods 

in all three evaluation measures. 

6. Conclusions 

The vector space model is widely used in the field of 

document clustering. It represents a document as a vector 

of terms. However, the simple VSM treats terms 

independent to each other and the semantic relationships 

between terms are not considered. Therefore, it reduces the 

effectiveness of document clustering methods. SRSM 

method and WordNet semantic similarity based method 

use the semantic relation between terms to improve the 

performance of document clustering. However, these 

methods have their own issues as we discussed in the 

previous sections. We proposed a new method that is a 

combination of SRSM and WordNet semantic similarity 

based method to solve these issues. 

Our experiment results show that the quality of the 

clustering with the proposed method is better than the ones 

with SRSM and WordNet semantic similarity based 

method. Its clustering results are also better than results of 

other methods in the CLUTO toolkit. 

In addition to WordNet, Wikipedia and Wiktionary are 

also promising tools for semantic relatedness measurement 

and analysis [22]. In our future work, we will exploit these 

tools to further improve document clustering methods. 
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Abstract 
The Open Access Movement has been striving to grant 
universal unrestricted access to the knowledge and data outputs 
of publicly funded research. leveraging the real time, virtually 
cost free publishing opportunities offered by the internet and 
the web. However, evidence suggests that in the systems 
engineering domain open access policies are not widely 
adopted. This paper presents the rationale, methodology and 
results of an evidence based inquiry that investigates the 
dichotomy between policy and practice in Open Access (OA) 
of systems engineering research in the UK, explores entangled 
dimensions of the problem space from a socio-technical 
perspective, and issues a set of recommendations, including a 
reference model outline for knowledge sharing in systems 
research.  
Keywords: Systems Engineering Research, Knowledge 
Sharing, Reuse 
 

1. Introduction 
 
The web provides without doubt the most efficient 
mechanism to exchange explicit knowledge, as long as 
this is codified and represented using appropriate 
formalisms and supporting artifacts. A wealth of 
research, platforms and technologies has been produced 
in recent decades much of it thanks to considerable 
public investment,  yet despite the availability of good 
practices and no shortage of openly available knowledge 
sharing tools and platforms, much knowledge produced 
with taxpayer's money is still not shared, or only 
notionally shared, and there is no indication that the 
uptake of Open Access policies is actually monitored.  
The research aims to: 

 
- identify policies and practices that regulate the explicit 
sharing of knowledge generated by publicly funded 
research in the UK, the body specifically in relation to 
systems engineering research,  
- evaluate to what extent, and via which mechanisms and 
behaviors, the adoption of OA policies and knowledge 
sharing artifacts and processes are adopted, with specific  
focus for this study is systems engineering research in the 
UK 

- devise examples of explicit knowledge models and 
artifacts to facilitate he codification and sharing of 
systems knowledge. 
 

2. Contribution and Paper Organisation  
 
This paper aims to identify and address a possible gap 
between  the  and the practice in Open Access in 
Scholarly research. It is organized as follows: 
 
Knowledge sharing challenges: introductory discussion, 
and scope of the work. 
Evidence and what works:  overall research approach 
and Evidence Based Research, and an outline of the 
research plan.  
Knowledge sharing behaviours and NECTISE: 
segmentation of the research field, and a case study, and 
ethnographic observations 
Open access and knowledge sharing: filling the gap 
between two research strands 
The surveying instruments: introducing Open Access 
Monitor and the Knowledge Audit Framework. 
Preliminary findings: the initial results of this research 
to date. 
 

3.  Knowledge Sharing Challenges 
 
Knowledge is one of the most valuable resources for 
individuals and organizations. Scholarly discussion on 
'What is knowledge' (as opposed to information for 
example) are ongoing. For the purpose of this research    
the 'data-information-knowledge' classical distinction 
proposed in different versions by various authors is 
accepted (Ackoff; Bellenger; Sveiby; Davenport and 
Prusak). 'Knowledge sharing' is intended as making 
knowledge resources available on the web for free and 
unrestricted  access, use and reuse.  Despite decades of 
research and practice in knowledge management, 
knowledge sharing and reuse remains elusive, fragmented 
and compartmentalized (Mandl, et al). This in our 
hypothesis is due to systemic causes, which we address in 
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our proposed approach. Several disciplines have been 
converging in recent years to facilitate and increase 
knowledge exchanges. Pervasive web based technologies 
have removed many of the physical barriers to 
knowledge sharing. However many challenges still 
inhibit optimal knowledge flows. This research targets 
the challenges associated with accessing knowledge that 
has been generated using public funding via public 
research councils in the UK:  the UK is one of the 
countries perceived to be leading the ‘freedom of 
information good practice' and which has been 
spearheading ‘open access' since the early days, yet 
according to evidence gathered in our research, there are 
still many gaps in the practical uptake. In particular, since 
this research originated in the NECTISE research 
framework (Networked Enabled Capabilities for Systems 
Engineering) the current scope of the inquiry is primarily 
on systems engineering research in the UK, therefore 
constraining the focus of the analysis mostly to nationally 
funded research in Great Britain,  however the research 
logic, as well as its instruments and methodology can be 
generalized and targeted to other domains and other 
countries, which we reserve to undertake in future work. 
In summary, the central problem this research tackles is 
that despite the existence of widespread open access 
policies which could appear prima facie to be in use, in 
the example of UK Research Councils, knowledge 
generated by Systems Engineering research using public 
funds is still not available to the public and sometimes 
not even to co-researchers.  
 

4. Evidence of What Works  
 
Knowledge reuse challenges can be examined under 
different disciplinary perspectives, but when tackled  in 
combination, and considered ‘as a whole', systemic traits 
such as ‘entanglement’ emerge. 

 
Image 1. Knowledge sharing entanglement 

For example, knowledge sharing co-dependencies 
(entanglement) are addressed by relating two different 
dimensions of the problem space such as 'policy' and 
'adoption of artifacts', constitutes the foundation of our 
mixed method research approach, as explained in related 
work (Di Maio, 2011) and illustrated schematically in  

image 1 above. The overall proposition that drives the 
inquiry is:  
 
There is a gap between the existence of the adoption 
of open access policies 'in theory' (T) and  'in 
practice' (P)  
from which the following questions and hypotheses are 
derived 
 
Q1. How can the gap between T and P be identified? 
H1.  By gathering Evidence of the difference between T 
and P 
Q2. How can the gap between T and P be measured? 
H2.  By devising indicators and parameters to evaluate 
the level of adoption 
Q3.  How can the gap between T and P be reduced? 
H3. By devising and recommending appropriate 
measures and interventions 
 
This paper provides an overview and a synthesis of 
findings obtained using different research methods, each 
contributing a piece of ’evidence' to help answer the 
question above, and to test the hypothesis. Evidence 
Based Research  (EBR) emerges from a field known as 
'Evidence based practice' (EBP): 
Evidence-based practice (EBP) method in the behavioral 
and social sciences developed out of the evidence-based 
movement in medicine, which aims to inculcate in 
clinicians “the conscientious, explicit, and judicious use 
of current best evidence in making decisions about the 
care of individual patients” (Sackett et al).  

 
The rationale for EBR  is rooted in clinical practice in the 
health and medical domains, however a methodology has 
grown out of it, that has been adopted  by other social 
science disciplines.  It is noted (Paynter) that : 
While it may seem par for the course that professionals 
would use research to inform their practice, history is 
replete with examples of the opposite – practice based on 
the authority of their proponents rather than actual 
evidence of their efficacy.  (Hatcher et al). 
  
A typical EBP research process consists of the following 
steps: 

(1) Formulate the question. 
(2) Search for answers. 
(3) Appraise the evidence. 
(4) Apply the results. 
(5) Assess the outcome  
(Gray, 2004) 

This research, described in more detail in the sections 
that follow, complies with the central tenets of what 
constitutes a ‘systemic review' method (EPPI) : 
• Explicit and transparent methods are used following a 
standard set of stages. 
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• It is accountable, replicable and updatable. 
• User involvement is built into the research design. 

4.1 Research Design 

The analytical part of study consists of two main research 
components, a Critical Appraisal of existing policies and 
legal instruments, and a systematic review of funded 
projects (the audits),  that adhere to our inclusion criteria, 
described in more detail below. 

1) A critical appraisal (evaluation) of Open Access and 
other Knowledge Sharing policies that guide or regulate 
academic practice in the UK (Davies), is aimed at 
answering the following questions 

Exploratory evaluation: what policies are there?  
(Method: literature review, surveys and interviews with 
civil servants and experts) 

Impact evaluation: do people know about these 
policies? (Method: audits, survey)  

The steps undertaken in these research components are: 

-    Identify public research funding bodies 

- Survey and analyze their policy and implementation 
strategies 

2) Survey/Audits of the Field. To look for evidence 
showing that the policies are implemented as intended, or 
otherwise (test the hypotheses) a survey of a targeted 
sample of the population and projects of UK academic 
projects is undertaken. A survey instrument is designed 
to carry out data collection for this sample called OAM 
(www.openaccessmonitor.org), further  specified in 
separate documentation linked on the site. The steps 
followed in this research component are: 

- Select Cases to be audited (following the inclusion 
criteria)  

- Gather data sets following OAM audit framework  

- Analyse the findings according to multiple methods 
(qualitative, quantitative) 

Inclusion criteria for the selection of cases in the current 
study are all the projects related to the target domain (in 
this study systems engineering research), UK-based and 
publicly funded through one or more UK research 
councils. The research concludes deriving from the 
findings a set of recommendations, which combine  good 
practices with suggested interventions, such as policy 
integration and alignment, community involvement, and 
the adoption of suitable technical artifacts and knowledge 
models. It proposes a schematic reference model for 
shared knowledge representation, as well as other 
artefacts. 

4.2 Motivation and Chain of Evidence 

The initial motivation for the study was provided by  
NECTISE, a summary of the case is presented  in the 
following section, as well as other observations, for 
which elements of ethnography were adopted. Academics 
(including principal investigators, researchers and 
postgraduate students) as well as practitioners showed 
little or no awareness of Open Access principles, which 
confirmed the findings of previous related studies 
(Swan). A series of interviews and email exchanges with 
experts followed to investigate various aspects of the 
problem space. The chain of evidence for this research is 
illustrated below: 

NECTISE       >>> Initial observations 
Ethnography >>>Awareness  of OA 
Literature >>> Previous studies confirm observations 
Survey, Interviews >>> Evidence from funding councils 
Audits >>>  Systemic survey of the field (ongoing) 

4.3 NECTISE 

The underlying, endemic problem tackled by this 
research is well illustrated by one of the exploratory 
cases that initially triggered, and largely still motivates, 
most of this research:  a portion of the EPSRC  funded  
NECTISE (www.nectise.com), a 4 million GBP research 
project awarded to a consortium of prestigious 
Universities for ‘networked capabilities in systems 
engineering', was allocated to investigate 'knowledge 
reuse'. As a doctoral training account holder (DTA) 
tasked with advancing the state of the art in ‘knowledge 
reuse and learning in networked capabilities research for 
systems engineering' and receiving doctoral research 
funding from the NECTISE funding pool, it was essential 
for this researcher to acquire and examine existing 
project knowledge before the state of the art could be 
advanced further. However, the only knowledge 
resources publicly available via the NECTISE website 
were a static list of published papers (not hyper linked, 
nor available via the site, just enumerated on an HTML 
page on the project website).  Despite the fact that the 
project was publicly funded by EPSRC, due to 
contractual arrangements with industry partner BAE 
Systems. a private company which operates a policy of 
strict knowledge control, NECTISE never shared nor 
published any system diagrams, nor vocabularies or data 
dictionaries, and the research partners had to ask for 
permission to BAE before any decision could be taken. 
Although some of the papers linked on the project page 
could have been retrieved from scholarly repositories via 
web searches, they were mainly narratives and did not 
contain structured, systematic knowledge that could be 
re-used. An endless sequence of emails to obtain access 
to the knowledge artifacts related to the project between 
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the doctoral researcher and entire research hierarchies of 
academics and officers in charge,  generated no results - 
the 'target knowledge' was never obtained.  No obvious 
open access project resources despite clear open access 
policies published by the funding body -   prompted the 
question that motivates and justifies much of the current 
line of inquiry: if this research is publicly funded via 
EPSRC (Engineering and Physical Sciences Research 
Council), which like all other UK Research Councils  
embraces an 'open access' policy, why can't everyone, 
especially a researcher funded by the same project, 
access any of the project knowledge they need to carry 
our their professional or research task? 

4.4  Knowledge Sharing Behaviours 

An earlier pilot study, combined to international field 
work and an analysis of scholarly outputs, (Lee, Shiva) 
resulted in the identification of significant demographic 
differences that could contribute to shape the diversity of 
knowledge sharing behaviors For example a combination 
of factors, including Country, Job Role, Industry, 
Organisational Culture, can all impact to knowledge 
sharing attitudes and behaviors, a line of inquiry already 
partly explored in related research (Graf et al). While the 
theoretical part of this study is generalizable and domain 
independent (the research design and instruments can be 
modified to target different segments of the research 
field, or different research domains), given the constraint  
on resources it is necessary to narrow the current of 
scope of research to systems engineering research in the 
UK (see the gray cells in the table 1 below). The first 
research component, the critical appraisal of policy 
instruments, targets major research funding councils in 
the UK, considered in the context of related  EU and 
international policies. The second part of the study, (the 
audits) has been targeted to systems engineering research 
projects in the UK 

Table 1: Segmentation of the research field 

 INDUSTRY ROLE SECTOR POLICY 

WORLD     

EU     

UK systems engineering researchers, research 
funding administrators 

research  funding body, 
institution 

4.5 Open Access for Knowledge Sharing 

The regulations, legislation and policies that govern 
'knowledge sharing' practices in academia and industry 
are an entangled web of instruments, characterized by the 
tension between a global cyber-culture on the one hand, 
that promotes knowledge sharing and the adoption of 
web based artifacts to facilitate free and unrestricted 

knowledge flows, and on the other hand strong 
commercial interests of a 'knowledge economy' that can 
exist only via restrictions to knowledge via intellectual 
property rights enforced through commercial contracts, 
which enable the materialisation of earnings from 
Knowledge Transfer activities, such as for example the 
sale of books, course fees, etc.  For the purpose of the 
analysis, the regulatory landscape has been segmented as 
follows: 

• International declarations (OECD, Budapest, 
Berlin) 

• International directives (EU PSI 2003)   
• National legislation (that apply in a single 

member state to all governing bodies, such as 
the FOI  Act 2000) 

• National policies of each governing body   
•  Knowledge Transfer policies 

 
A more detailed exploration of each of the segments 
above is being reported in a separate paper (under 
review, as of August 2011), however for the purpose of 
this paper, a brief summary of each segment is provided 
below. 

4.5.1 International Declarations 
Open Access is the broad term that identifies a 
progressive movement and a series of initiatives that have 
gradually lowered the barriers to access publicly funded 
research outputs. There is a long and rich history that 
documents how this movement evolved thanks to the 
efforts of individuals, groups and collectives that has 
finally been embraced at least to some extent by 
institutions (Suber). Key initiatives include  the Budapest 
Open Access Initiative, Berlin and Bethesda, which 
yielded slightly different definitions, however the  classic 
definition of reference is: 

"By "open access” we mean the free availability on the 
public internet, permitting any users to read, download, 
copy, distribute, print, search, or link to the full texts of 
these articles  [...] (Budapest Open Access Initiative, 
2002)" 

Open Access to Scholarly Knowledge, has been a huge 
and growing movement, however it is noted that the 
initiatives above are not reflected in any legislation, and 
at the time of writing, no legislation exists that governs 
nor mandates the  monitoring of open access publishing 

4.5.2 International Directives 
Public Sector Information has always been one of the 
main sources of primary data for many research activities 
and data centric services in modern economies,  but 
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thanks to  the current explosion of web based technology 
applications and infrastructure that many more 
opportunities are opening up for a variety of 
stakeholders. The Council and the European Parliament 
adopted a Directive on the re-use of public sector 
information which deals with the way public sector 
bodies should enhance re-use of their information 
resources which, the EU says, is based on two key pillars 
of the internal market: transparency and fair competition 
(EU Council Directive of PSI Reuse 2003). The directive 
establishes minimum rules for the re-use of PSI 
throughout the European Union, but encourages Member 
States to go beyond minimum rules and to adopt open 
data policies, allowing a broad use of documents held by 
public sector bodies. Individual member states have 
adopted the directive with different legislative 
instruments and local variations (Implementation of the 
PSI directive). Interestingly, research institutions are 
excluded from the EU PSI directive with a comma in its 
Article 1 

The Directive shall not apply to [...] e) documents held 
by educational and research establishments, such as 
schools, universities, archives, libraries and research 
facilities including, where relevant, organisations 
established for the transfer of research results; 

Neither the EU PSI Directive of 2003 nor the UK Re-use 
of Public Sector Information Regulations 2005 
specifically define what public sector information is. 
However, both the EU Directive and the UK Regulations 
make clear it covers information and content that is held 
by public sector bodies that fall within the scope of the 
Directive Regulations and where the rights are held by 
the public sector body. (private email exchanges with the 
press office of the Office of The National Archive, July 
2011). For the purpose of FOI legislation however (at 
least in the UK) universities are considered 'public 
authorities' and must comply with FOI legislation. There 
seems to be a contradiction between the definition of 
public authority of the FOI Act and of the Regulations 
derived from the EU Directive. 

4.5.3 National Legislation (UK) 
The most notable example of legislation aimed at making 
accessible and transparent public sector information, is 
the FOI Act. In the UK publicly funded Research 
Institutions and Universities are considered 'public 
authorities', and therefore PSI legislation applies (FOI 
Act 2000)In the UK, the FOI Act and the Regulation 
1515, both aimed at increasing 'access to knowledge'  
seem to be conflicting in their definition of public 
authority. 

4.5.4 National policies of individual 
governing bodies (UK) 
At national level, each governing body responsible for a 
public sector, may adopt a different version of the 
relevant policy. For example in the UK, each of the five 
major research councils have a  different position in 
relation to a)open access b) data sharing. In further work, 
we reserve to undertake a more detailed comparative 
analysis of the same. Image 2 below provides a notional 
comparison of the policies, based purely on what the 
policies documents state. A closer evaluation, supported 
by the findings of our audits, reported in a later section of 
this paper,  reveals that some of policy coverage stated 
'on paper'  cannot easily be verified: for example, EPSRC 
states on paper that it monitors the policy 
implementation, while according both to what emerged in 
the  NECTISE case and to other audits, EPSRC at the 
time our investigation started, did not keep a record of 
Open Access resources for each funded projects. 
(Research Log Entry1). Further work is currently being 
undertaken to obtain evidence from corresponding 
organisations of monitoring activities, however, the 
criteria and extent for monitoring are unclear. 

 

Image 2: Curation Policies DCC Edinburgh2 

4.5.5 Knowledge Transfer (KT) 
Knowledge transfer  (KT) can be used to describe the 
knowledge flows between different units, divisions, or 
organizations rather than individuals (Szulanski, 
Cappetta, Jensen), the emphasis  of KT is on generating 
income from knowledge transfer activities, rather than 
maximising access to knowledge. KT is also defined as  
"the process through which one unit (e.g., group, 
department, or division) is affected by the experience of 
another" (Argote, Ingram).  The EU Commission also 
states that it wants to move towards a position in which:  

“knowledge transfer between universities and industry is 
                                                           
1 http://fieldnote.posterous.com/knowledge-reuse-in-

systems-engineering  
2 http://www.dcc.ac.uk/resources/policy-and-

legal/overview-funders-data-policies  
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made a permanent political and operational priority for 
all public research funding bodies within a Member 
State, at both national and regional level”. (Commission 
Recommendation) 

As illustrated in Image 3, Knowledge Transfer principles 
consist of restricting access to knowledge, to allow for 
the commercial exploitation of knowledge resources, and 
generate income streams via the sale of educational 
materials (teaching), consulting services and licensing 
mechanisms - essentially in direct contrast with Open 
Access principles.  

Image 3: Model of Knowledge Transfer within the Innovation 
Ecosystem (Source: University of Glasgow) In: Metrics for the 
Evaluation of Knowledge Transfer Activities at Universities (Unico 
Report) 

 
Furthermore, the analysis of literature in the UK and EU 
reveals that Knowledge Transfer policies shape and 
mandate the knowledge exchange perceptions and 
behaviors at praxis level (Hauser). Intellectual Property 
clauses of commercial contracts part of 'Knowledge 
transfer programmes' restrict and constrain  knowledge 
flows between academia and industry, effectively pre-
empting Open Access policies to take hold. (Gardner, 
Fong, Huang). One of the asymmetries that  become 
visible when contrasting of KT vs OA policies,  is that 
the first are grounded in contract law, which is made firm 
in the law (contract law) while Open Access policies, at 
the time of writing, are still 'guidelines', so the first are 
prioritized due to their legal weight (Burnhill).The 
sections above provide an overview of the diverse set of 
intiatives, policies, and corresponding regulations that 
govern knowledge sharing practices, partly known as 
'open access policies'. Findings and summary conclusions 
of this analysis of the landscape are presented in section 
5  of this paper. 

4.5.6 Auditing the Field 
Despite the fragmentation of the regulatory landscape  

discussed above, each research funding council in the UK 
has their own 'open access policy' as reported in Image 2. 
The next step in our research process consisted of 
carrying out a systematic review of publicly funded 
projects, to see to what extent such policies were adhered 
to by principal investigators and their corresponding 
institutions.  Although the digital curation community 
may not consider the distinction between information and 
knowledge, the so called 'knowledge level' (Newell) has 
different implications.  An ad hoc Knowledge Auditing 
instrument was devised (KAF)3 however this resulted to 
target 'too granular' level of knowledge - that is, KAF 
was devised using knowledge engineering principles 
aimed at specifying a high degree of formality  of 
detailed technical knowledge.  The KAF auditing process 
is illustrated in the image 4. 

Image 4: Knowledge Audit Framework Process 

 

After piloting KAF in the field, it emerged that the 
auditing instrument was over specified, for example it 
looked for systems specifications and diagrams, when it 
became clear that the majority of projects in the systems 
engineering research being audited did not even have a 
website, and of those which have a website, very few 
have links to accessible copies of deliverables and 
papers.  Therefore a more generic, 'evidence based 
research' instrument evolved from KAF, called Open 
Access Monitor (OAM), a public version  - slightly more 
polished instance of the data collection tool used in our 
audits for this research  - is accessible on the web at 
http://www.openaccessmonitor.org. OAM consists of 
simple guiding principles, a process and data collection 
instruments (forms) and corresponding public data 
repositories to store the audited knowledge. It is designed 
to harvest a wider  range of knowledge sharing standards, 
from the simplest form  - 'does the project have a 
website'? - to more detailed, technical audit of  
knowledge sharing formalisms adopted - does the project 
open access resources have a unique web address (URI), 
and are they published using appropriate formalisms and 

                                                           
3  KAF http://tinyurl.com/3oleaaf  
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notation? 

The current version of OAM is a working prototype 
developed at ‘near zero cost', that is, using freely 
available development tools (Google apps). OAM 
evolved organically out of KAF, keeping the  adopts its 
core process and inventorying mechanism, however, it 
uses an ‘abbreviated protocol' (a simpler and less 
granular inventory process). OAM uses different 
inventorying templates to gather evidence about existing 
Open Access Policies (Policy Monitor) and about how 
publicly funded projects embrace the policies (Project 
Monitor). OAM also encourages and supports public 
intervention by providing an open, publicly accessible 
record of civic interventions (i.e. it logs email requests 
sent to funding bodies when Open Access resources in 
relation to a given project are not found). OAM provides 
a unified environment to assist knowledge auditors 'score' 
publicly funded research projects according a simple star 
schema which constitutes a form of 'heuristic evaluation' 
(Nielsen, J; Porter et al). The star rating systems is  
modeled on the linked data  star system (Berners Lee). 
OAM 's internal architecture (the process and the 
templates) and methodology are  available as 
documentation, however the star system is illustrated in 
the image below.  

Image 5: Heuristic Assessment of KS via star system  
 

Overall, OAM templates used in combination can help 
knowledge auditors answer the following questions: 

1. What are the Open Access policies of each 
funding body? How is the implementation of these 
policies monitored? 

2. Which Open Access knowledge resources are 
shared in the public domain for each publicly funded 
project? In addition, if a specific Open Access resource is 
not located, OAM encourages individual independent 
'auditors' to write to the corresponding funding body, and 
to log such inquiry, related correspondence and 
responses in a public record.  

4.5.7 The auditing sample 
The target of the audits portion of the study are systems 
engineering research project in the UK, the funding 
council that specifically targets SE is the EPSRC, 
although other research councils such as the ATRC also 
funds large scale systems, they do not categorize  
'systems engineering' as such. A comparative evaluation 
of different categorisation systems for different research 
councils points to the  need to further harmonize, or at 
least map, the conceptual and categorization schemas for 
different councils, but we leave this discussion for a 
future work. Given the relatively contained number - 
approximately 100 - of systems engineering research 
projects funded by EPSRC that ended in 2010 and 2009 
it was decided the sampling strategy was a 'census', ie, it 
did not require a selection of a subseet of the total 
sample, but given existing resources, and by recruiting 
volunteer auditors, they could all be audited. It should be 
noted that since the audits took place while OAM was 
still in development,  only five of the six criteria were 
audited in our study (the sixth criterion was added later). 

5. Results 

Below a summary of preliminary findings to date, 
corresponding to each research components: policy 
evaluation (theory) evidence from the field (practice) 

5.1 Policy Evaluation Findings 

The  policy assessment effort was initiated as part of this 
research with the goal of understanding what OA policies 
exist, and to what extent funding councils implement and 
monitor them.  Different methods for policy evaluation 
were adopted in combination (Purdon et al). Outcomes of 
this evaluation point to the following conclusions: 

1. The policy landscape is fragmented across different 
levels. For example, different policies addressed loosely 
different layers of the information management chain, for 
example: Data, Information, Knowledge. 

2. There are different policies with different scopes and 
purposes, all targeting roughly the same ‘knowledge 
sharing' space, but which are not harmonized,  

3. Some of the current legal provisions for the protection 
of Intellectual Property, and programmes such as 
'Knowledge transfer' that restrict knowledge flows 
between academia and industry, could be in conflict with 
Open Access policies.  

4. UK Funding bodies have Open Access policies in 
place, however they do not monitor, and when they do, 
they do not specify 'how' they monitor the 
implementation of OA policies. 
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5.2  Field Research Findings 

The first observation, via the NECTISE case, provided 
the initial evidence that motivated the rest of the study. 
Pilot interviews were undertaken,  which resulted in one 
of  the important 'lessons learned': structured surveys and 
questionnaires may not result in honest, truthful replies. 
Respondents are intimidated by the technical jargon in 
use (what is a formalism? was one of the typical 
reactions) and were also reluctant to share openly their 
attitudes and behaviors. An ethnographic approach was 
therefore adopted from that point onward, and systems 
engineers were observed in the course of the three year in 
various occasions via 
1.  participation in UK and international workgroups 
such as INCOSE 
2. participation in international systems engineering  
conferences and events (UK and international) 
3. direct observation and participation in international 
systems engineering projects (Incose SEBOK) 
 
The aim of ethnographic observation is to gain some 
understanding of: 
- do systems engineering researchers know what is open 
access? 
- do they know what the Budapest Initiative is? 
- do they know what knowledge sharing policies govern 
their publicly funded research? 
 
One of the ethnographic studies consisted of casual  'on 
the spot' interviews carried out in 2009, where academics 
(researchers and postgraduate students) were asked in 
their natural work environment, and in the context of 
routine 'reseach interest' type of conversations, whether 
they knew what is Open Access, and what is the 
Budapest Declaration; One of the studies was carried out 
on campus (an engineering faculty in the UK). Of 30 
participants, selected randomly (were physically 
approached on campus when the opportunity arose) and 
anonymously (their names were not recorded)  all 
answers were negative:  nobody knew what Open Access 
is, nor what the Budapest Declaration is. The same 
ethnographic experiment was repeated across a variety or 
events, over a period of time, with slight variations in the 
results.  

Table 2 summarises the type of events and dates, number 
of subjects who were approached and their responses to 
the three questions above. 

Although of limited statistical significance, these result 
point clearly to lack of awareness of open access. The 
findings on our limited sample confirmed the outcomes 
of earlier reports (Swan). 

 

Table 2: Summary of ethnographic study 

SETTING DATE Nr Q1 
y 

Q1n Q2y Q2n Q3 
y 

Q3  
n 

walk in engineering campus (6 weeks, local) 2009 30 0 30 0 30 0 30 

systems engineering networking meeting 
(1 day, national) 

2010 24 0 24 0 24 0 24 

Space symposium 
(local) 

2010 14 0 14 0 14 0 14 

Syseng Iternational conferences 
(4 days, international) 

2010 30 4 26 0 30 5 25 

Syseng National Conference  
(2 days, international) 

2011 22 3 19 2 20 4 18 

 

 It was therefore decided that no further data was needed 
to demonstrate the 'lack of awareness' problem. Instead, a 
systematic survey of publicly funded projects in the SE 
domain was undertaken using OAM. Four initial pilot 
audits were carried out, which helped refine the 
monitoring instrument and fine tune the auditing 
procedures. A total of 100 EPSRC funded projects ended 
in 2009 and 2010 has been audited and 'scored' to date, 
with the following results: the majority of project audited 
did not have open access knowledge resources, or very 
few (<3), however the good news was that the third 
largest group of 11 audits scored very high (>14). 

Table 3: OAM Scores 

Number of Audits Score 
57 0 
15 1 
1 2 
5 3 
5 6 
6 10 
2 14 

11 15 

 
The pie chart below represents diagrammatically the 
figures in the table 

Additional datasets with some variance in the inclusion 
criteria  are being gathered to permit further analysis, 
however from the current findings, the following 
conclusions can be drawn: 

1) The majority of projects audited did not have any or 
very few open access resources,  

2) Almost all projects have some papers published that 
can be retrieved via web searches associated to the grant 
number 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 16



3) The third largest segment of the audited population 
(approx 10%) adheres to all good practices and 
knowledge sharing conventions (>14) 

4) The quality, detail and sharing formalisms adopted by 
each project varies greatly and does not always depend 
on the existence of an explicit knowledge sharing policy. 
Web page, when they exist, are used mainly as 
promotion/marketing,  and no consistent KS 
formalization is adopted. 

5) Other factors, such as background of the grant holder 
and organisational culture may contribute to the level of 
granularity and knowledge sharing formalisms adopted. 

6) the quality and type of knowledge shared in publicly 
funded systems engineering research tends to be high 
level, narratives (papers), however limited formalized 
and reusable system knowledge is routinely published 
and shared.  

7) The minority of projects audited  that  adopt  standard 
knowledge sharing practices (the notable exceptions) do 
so consistently and in compliance with good practices. 
Currently each of these projects is being used as a 'model 
of good practice', and studied more closely, to gather 
additional insights into outstanding KS behavior. In 
summary,  the evidence gathered so far from field work 
points toward the following conclusions: 

- Researchers in systems engineering are generally not 
aware of OA policies. 

- Only a limited number of publicly funded projects 
complies with the policies of their funding bodies 

- Open Access policies are  underspecified and vague. 

A number of other qualitative considerations that have 
emerged from the evaluation of the findings as a whole 
are currently being elaborated in a technical report that 
will be sent to all individuals and institutional 
representatives, and that will serve as the basis for further 
research. 

6. Recommendations 

Over the course of the study, initial evidence and findings 
were discussed and presented to various individuals in 
selected funding bodies and organizations, some of which 
are logged as research notes (research log, private 
correspondence). During the course of these exchanges, a 
press statement was issued by Research Councils UK 
(RCUK) and the Higher Education Funding Council for 
England (HEFCE)4 announcing plans to work together to 

                                                           
4  
http://www.rcuk.ac.uk/media/news/2011news/Pages/110

ensure greater open access to published research 
(Announcement, 25 May 2011). In particular, the 
EPSRC, the research council with which we have had 
intense correspondence exchanges for the last two years, 
circulated a policy update  (Ryan, B) which states 
textually:   

'EPSRC will monitor compliance with the policy as 
part of our normal assurance processes' 
 
However there is no indication as to what the open access 
monitoring strategy going to be, and more importantly, 
no indication of what level of public resources are going 
to be devoted to this effort, in simple terms, it is not clear 
how much the monitoring of open access resources is 
going to cost the tax payer, nor how efficient and 
effective is going to be. One of the contributions of this 
research is a set of recommendations gathered partly 
from standard good practices, as we learn them from web 
science and knowledge engineering, and partly emerge 
from the empirical evaluation of the evidence gathered in 
the course of the study. These recommendations are 
grouped into four  distinct categories: 
- toward a reference model for knowledge sharing  
- for governing councils, research funding bodies 
- for institutions 
- for individual researchers 
 
'Open access' is a broad, boundary spanning complex 
socio-technical challenge, and the proposed 
recommendations are best adopted in combination: 
simple, cost effective measures articulated across the 
different levels of the problem space can yield systemic 
results. 
 

6.1 Towards a General Reference Model for 
Knowledge Sharing 

To achieve optimal knowledge sharing potential of 
codified knowledge resources, such as technical 
knowledge, it is necessary to adopt appropriate 
conventions, formalisms and artifacts. Some of these 
conventions are well established, and  have been encoded 
as a knowledge sharing star rating system for  OAM  . 
however no single knowledge schema exist that 
researchers can adopt when trying to make their outputs 
more useful, and more easily accessible.  The rationale 
and workplan toward the development of a reference 
ontology and a shared vocabulary for the system 
engineering practice, is reported in a separate paper, (Di 
Maio,  Proceedings of the ACM, 2011). The outcome of 
the knowledge and content analysis of knowledge 

                                                                                             
525_1.aspx 
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resources in the systems engineering domain has resulted 
in a  sample 'reference model' reported below, whereby 
the system development phases correspond knowledge 
artifacts, logically articulated, represented and shared 
using appropriate formalisms, notation and file formats. 
Similar domain dependent knowledge reference schemas 
can be developed and adopted in other fields of practice.  
 
       Reference Model of Knowledge Sharing in SE (Di Maio) 

 
The overall general recommendation - as well as one of 
the contributions of this research  to the systems 
engineering research domain - is that basic traditional 
web knowledge sharing artifacts and  core practices, such 
as the use of URIs for sharing knowledge resources, 
appropriately used  address and resolve most knowledge 
sharing challenges. Furthermore, adopting a domain 
specific knowledge reference model, as illustrated in the 
table above, can mitigate at least in part  the lack of more 
sophisticated shared codification standards. 
 

6.2 Fact Checking  

'Scientific knowledge' rests, above all, on facts, whereby 
science itself  is about verifiability and reproducibility. 
This research is developed in the context of an 
engineering discipline, in particular systems, web and 
knowledge engineering, whereby engineering is intended 
as 'the practical application of science to commerce or 
industry' [Fox]. The ability to verify facts via gather 
evidence is essential to reason, make inferences, draw 
conclusions and essentially, to make informed decisions. 
On the web, which is the largest open, large scale 
distributed knowledge base, fact checking is particularly 
important to the accuracy of reasoning, which can be 
defined as the act or process of using one's reason to 
derive one statement or assertion (the conclusion) from a 
prior group of statements or assertions (the premises) by 
means of a given method [Clarke]. The validity of 
'knowledge' requires it to be verified or verifiable,  with 
some exceptions that may be satisfied with  theoretical 
assumptions.  Fact checking is adopted routinely in 
investigations (research) in providing  evidence 
(legal/making the case) and in decision making (to reduce 

over reliance on assumptions).  It is recommended that 
when sharing knowledge on the web, the mechanism to 
provide verifiable evidence is to use hyper links to 
corresponding documents, which can be either HTML or 
RDF.  In related work, the linked data model is explored 
as a possible formalization for fact checking 5 

6.3 For policy makers and funding bodies 

The fragmented state of heterogeneous policies and 
legislation can be confusing, and even lead to 
contradictory practices, as identified in the relevant 
section of this paper. Although it is acceptable to have 
multiple policies, it would be advisable a certain level of 
cohesion,  integration and alignment between them.  
 
a) An open access policy management strategy should 
enable dual track, i.e. encourage compliance from the 
bottom up (self archiving) but also encourage funding 
bodies and regulators to implement the policy via 
regulatory measures (mandates) and above all monitor 
compliance with the policy  
 
b) bridge the current fragmentation between data, 
information and knowledge policies, and establish a firm 
'correspondence' between the policy and  the mandates on 
the one hand, which can be called the social and 
organisational aspects of knowledge sharing, and the 
adoption of the knowledge sharing  artefacts, conventions 
and standards, that can be  defined as the technical 
aspects,  because the two are facets of the 'same coin', as 
shown diagrammatically in the illustration below. 

Image 6: Socio Technical Approach to Open Access  

c) devise and implement an overall integrated Open 
Access policy monitoring strategy which should be in 
line, and where possible extend, the guidelines provided 
by international directives, such as EU PSI Directive 
2003. 

d) Leverage the community: it is expected that budgetary 
considerations will play a role in how effectively the 
monitoring of Open Access policies implementations will 
be. If carried out manually, and without use of ICT, the 

                                                           
5 Provenance and Linked Data Workshop, SICSA, 

University of Edinburgh 2011 
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cost of monitoring policy implementation could exceed 
its benefits. However, if a simple automated policy 
monitoring process is implemented by mandate, say via 
an open web service such as  OAM, the burden of 
monitoring could be distributed across the research 
community or even crowd-sourced which would reduce 
the material costs of a much needed monitoring to almost 
zero. 

d) issue clear guidelines as to what level of data, 
information and knowledge should be made freely 
accessible to by mandate, and which levels can be 
protected by patents and copyright to allow research 
outputs to benefit from commercialization opportunities 
and economic gain via Knowledge Transfer agreements 

 
Image 7: Intervention: Integration and alignment of the fragmented 
policies regulating the space 

 
d) consider legislation. At the moment, the provisions for 
commercial knowledge transfer are entered contractually, 
whereby contracts are legally binding instruments entered 
enforced by contract law. Open access policies are still 
operated as guidelines only, and carry no legal, binding 
weight. The relation between open access policies and 
knowledge transfer agreements is strongly asymmetrical 
in the law, and favors the latter. 

6.4  For research institutions 

Institutions, as large bureaucratic organisations, tend to 
be 'passive', and to follow directions  issued from 'the top' 
by governing bodies. When a policy carrying strategic 
implications for the advancement of science at global and 
national level, such as the policy for  open access to 
scholarly publications, it is necessary for everyone in the 
research supply chain  to wholeheartedly embrace it. 
What good is a policy emitted by a funding body, if no 
institution adheres to it?Institutions have primary 
responsibilities toward the public at large, as well as 
toward the public funding councils, and  the research 
community.  Their responsibility is to understand the 
open access framework, and to pass it on to their 
entourage. The primary recommendations for research 

institutions are as follows: 

a) embrace the culture of knowledge sharing. this often 
implies a disruptive overhaul of pre-constituted 
knowledge hierarchies, and it cannot be achieved 
overnight 

b) provide regular training about knowledge sharing and 
where necessary technical support for researchers 

c) issue guidelines and recommendations as to what 
optimal knowledge sharing practices are, including 
recommending the adoption of existing artifacts and good 
practices, and stimulate the innovative development of 
new ones. 

6.5 For Researchers 

In contemporary networked society, self governance, as 
well as the active participation of individuals in all 
governance practices of institutions, is encouraged, but 
this cannot happen without the researchers understanding 
the political and practical implications of information 
policies. 

1. Publish often, as often as possible, and do not wait for 
results to be complete and exhaustive, share your 
findings early, update the findings with progress reports. 

2. Share your knowledge and data using standard good 
practices, contribute to the development of the same. 

3. Favor, where possible, working for institutions  
transparent and compliant with good practices and 
support open access  

4. Contribute to the active evangelization and monitoring 
of open access in your research environment, and become 
a point of reference for your community. 

7. Contribution, and Future Work 

This research so far claims the following contributions: 
- the first systematic review of open access in the systems 
engineering research  
-  the first 'evidence based research' contributed to 
systems engineering research  
-  contributes the novel concept and example of 
'heuristics evaluation' to knowledge sharing research (the 
star system) 
 
Additional data cross validation for ancillary quantitative 
analysis of the findings is currently being undertaken. 
Future work includes a wider study using OAM in other 
domains and countries, a contribution to public 
consultations both in the UK and the EU. 
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8. Conclusion 

This paper presents the rationale, methodology and some 
of the findings  and recommendations of a study aimed at 
filling the gap between Open Access theory and practice. 
It introduces OAM, a near zero cost public environment 
to support the monitoring of open access policies and 
presents an example of 'reference model' for knowledge 
sharing in systems engineering. 
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Abstract 
The aim of our study is to propose an approach for transfer 
function placental development using ultrasound images. This 
approach is based to the selection of tissues, feature extraction by 
discrete cosine transform DCT, discrete wavelet transform DWT 
and classification of different grades of placenta by artificial 
neural network and especially the multi layer perceptron MLP. 
The proposed approach is tested for ultrasound images of 
placenta, resulting in 75% success rate of classification using 
DCT and 92% using DWT. The method based on multi 
resolution decomposition analysis and on supervised neural 
network technique MLP, seems a good method to study the 
transfer function of placental development in ultrasound. 
Keywords: Placenta, discrete cosine transform, discrete wavelet 
transform, neural network, MLP. 

1. Introduction 

An ultrasound diagnostic system has become an important 
and popular diagnostic tool due to its wide range of 
applications. The non-invasive, non-destructive nature of 
ultrasound, real-time imaging and portable system are the 
advantages over the medical imaging system such as X-
ray, CT and MRI. Due to these advantages of ultrasound 
diagnostic system, it has been extensively used in the 
medical profession. 
An ultrasound diagnostic system, which has been widely 
used in the field of medical diagnosis, transmits ultrasound 
signals to a target and receives echo signals reflected from 
the target to form an ultrasound image. The ultrasound 
diagnostic system generally uses a wide bandwidth 
transducer to transmit and receive ultrasound signals. The 
received signals are beam-formed and passed in the 
several processes to form an ultrasound image. Diagnostic 
ultrasound is generally perceived by users and patients as a 
safe technique with no adverse effects. Since ultrasound is 

so widely used in pregnancy, it is essential for all 
practitioners to ensure that its use remains safe. 
However it is difficult to differentiate between normal and 
abnormal tissues on the basis of ultrasound images from 
the placenta. The placenta is a vascular organ formed in 
the uterus during pregnancy, consisting of both maternal 
and embryonic tissues and providing oxygen and nutrients 
for the fetus and transfer of waste products from the fetal 
to the maternal blood circulation. A study of placental 
development in ultrasound is needed to evaluate the 
different grades of normal placental maturation and assess 
the transfer function and detect abnormalities, particularly 
those that may be responsible for a premature birth or 
intrauterine growth retardation. Grannum [1], due to a 
visual approach, classifies the placental grades into 4 
different grades. The goal of the research work in the 
present paper is to classify automatically the grade of the 
placenta based on advanced image processing techniques 
such that discrete wavelet transform DWT and discrete 
wavelet transform DCT. In the literature, there are 
different methods that can be used to extract the images in 
order to make the diagnosis. Wavelet transforms [2] 
Fourier transform [3], discrete cosine transform [4], [5] 
and continuous wavelet transform [6] can be used to 
extract parameters from ultrasound images. Statistical 
parameters are used for the texture analysis [7]. Wavelet is 
used for the detection of the micro calcification 
mammograms [8].  Discrete wavelet transform DWT and 
discrete cosine transform DCT are used in our study for 
image processing and feature extraction. Artificial neural 
network ANN and especially the multi layer perceptron 
MLP is used for the image classification. ANN is widely 
used for medical image classification [9] [10].   
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2. Material, Methods and Problem Statement 

One hundred normal pregnant volunteers were scanned in 
Bretonneau Hospital (Tours, France). The gestational age 
varied from 21 weeks to 36 weeks. Conventional 
ultrasound units (Sequoia 512, Siemens; Voluson 530, 
GE) were used to obtain two dimensional ultrasound 
images. Only anterior and lateral placentas were 
considered to avoid any interference with the baby and to 
allow a more valuable characterization. Data were stored 
during a sweep of the transducer on the maternal abdomen. 
The ultrasound images were acquired while applying the 
probe in an orthogonal orientation to the chorionic plate. 
All images were acquired in a gray scale mode. Non linear 
imaging technique was used to acquire the images. 
The placental scans were then examined and graded 
according to the Grannum classification and to the 
classification developed from our experience in ultrasonic 
study of the placenta. Four relatively distinct phases of 
placental maturation have been indentified based on 
changes which occur in three separate zones: chorionic 
plate, placental substance and basal layer (figure 1). 
Grade 0: the chorionic plate is smooth. The substance of 
the placenta is homogeneous and devoid of echogenic 
densities. The basal layer area is also devoid of echogenic 
densities. 
Grade 1: the chorionic plate will appear to have subtle 
undulations but it may sometimes be difficult to appreciate 
this if the fetus is closely approximated to the plate. The 
substance of the placenta may well contain echogenic 
densities that are randomly dispersed in the substance of 
the placenta. These are linear in shape, with their long axis 
parallel to the long axis of the placenta. The basal layer of 
the placenta is still devoid of echogenic densities. 
Grade 2: As the placenta matures, the echogenic densities 
become more numerous in number and more dense. The 
chorionic plate may appear more markedly indented with 
linear echogenic densities perpendicular to the chorionic 
plate which extend into the substance of the placenta but 
not all the way to the basal layer area. 
Grade 3: this configuration describes the appearance of 
the placenta being divided into compartments, the 
cotyledons. The chorionic plate again is indented.  
We have to not that a placenta may have It should be noted 
that a given placenta may have simultaneously more than 
one grade if different sections are examined. In evaluating 
each scan in this series, the assigned grade corresponded to 
the most mature portion of the placenta assessed. It is 
obviously important to visualize as much placental tissue 
as possible. 
In normal pregnancies, it was reported that grade 1 appears 
at 31 weeks of gestation, grade 2 at 36 weeks and grade 3 
at 38 weeks. But there is no relationship between the 
gestational age and the grade classification. [11], [12], 
[13], [1]. 

 
Figure 1: different grades of placenta 
 
The aim of our studies is to establish an objective placental 
classification directly from the images. For that, for each 
image we extract the characteristic parameters and then we 
apply a classification method to determine the grade. This 
is a preliminary study to determine the transfer function 
placental development using advanced image processing 
techniques and artificial neural network.  

3. Discrete Wavelet Transform 

The wavelet transform is a very useful tool in the analysis 
of images. The theory and methods of wavelet analysis are 
widely presented in books [14], [15]. In this paper, discrete 
wavelet analysis is used instead of the continuous wavelet 
analysis. The discrete wavelet analysis is based on the 
concept of multiresolution analysis (MRA) introduced by 
Mallat [2]. This characterization of the wavelet transform 
allows the study of an image from the coarse resolution to 
the fine resolution and the extraction of information in any 
levels of decomposition. The (MRA) can be implemented 
with a two channel filter bank using quadrature mirror 
filters. The algorithm applies a one- dimensional high and 
low pass filtering step to both the rows and columns to the 
input image. Each filtering step is followed by 
subsampling which results in change in scale. Transforms 
in image processing are two-dimensional, so we need a 
few comments on how we implement a separable 
transform. When a two dimensional transform is separable, 
we can calculate it by applying the corresponding one 
dimensional transform to the column first, and then to the 
rows (Figure 2). At each decomposition level there are 
four different output images. An approximation of the 
input image and three detail images. The information 
contained in the output subbands of the DWT are: 

- LL coefficients which correspond to a low pass 
filter to rows, followed by low pass filter to 
columns. 
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- HL coefficients which correspond to a low pass 
filter to rows, followed by high pass filter to 
columns. 

- LH coefficients which correspond to a high pass 
filter to rows, followed by low pass filter to 
columns. 

- HH coefficients which correspond to a high pass 
filter to rows, followed by high pass filter to 
columns. When a separable transform is applied, 
only the LL coefficients may need further 
decomposition. When this decomposition is done 
at many levels, we get the subband 
decomposition in Figure 2. 

 
Figure 2: passband structure for a two dimensional subband transform 
with three levels 

4. Discrete Cosine Transform 

Like other transforms, the Discrete Cosine Transform 
(DCT) attempts to decorrelate the image data. After 
decorrelation each transform coefficient can be encoded 
independently without losing compression efficiency. This 
section describes the DCT and some of its important 
properties [21][22][18]. 
The objective of this section is to study the efficacy of 
DCT on placental images. This necessitates the extension 
of ideas presented in the last section to a two-dimensional 
space. The 2-D DCT is a direct extension of the 1-D case 
and is given by 
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The 2-D basis functions can be generated by multiplying 
the horizontally oriented 1-D basis functions with 
vertically oriented set of the same functions [18][19][20]. 
The basis functions for N = 8 are shown in. Again, it can 
be noted that the basis functions exhibit a progressive 
increase in frequency both in the vertical and horizontal 
direction. The top left basis function of results from 
multiplication of the DC component in Figure 3 with its 
transpose. Hence, this function assumes a constant value 
and is referred to as the DC coefficient. 

 
Figure 3: Two dimensional DCT basis functions (N = 8). Neutral gray 
represents zero, white represents positive amplitudes, and black 
represents negative amplitude[18]. 
 
5. Artificial Neural Network 
 
After we extract the parameters from the DWT and DCT, 
an artificial neural network is used for the purpose of 
classification.  
After the calculation of parameters, an artificial neural 
network is used to classify the images into different 
grades. A neural network is a general mathematical 
computing paradigm that models the operations of 
biological neural systems. The multilayer perceptron 
(MLP) is by far the most well known and most popular 
neural network among all the existing neural network 
paradigms. This type of neural network is known as 
supervised network because it requires a desired output in 
order to be learned [16], [17]. The goal of this type of 
network is to create a model that correctly maps the input 
to the output using historical data so that the model can 
then be used to produce the output when the desired output 
is unknown. 
This work chooses MLP and its optimization to train and 
test the data of image registration. The recognition 
performance of the MLP network will highly depend on 
the structure of the network and training algorithm. In the 
current study, back projection algorithm selected to train 
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the network. The number of nodes in input, hidden and 
output layers will determine the network structure. 
Furthermore, hidden and output nodes have activation 
function that will also influence the network performance. 
The best network structure is normally problem dependent, 
hence structure analysis has to be carried out to identify 
the optimum structure. Figure 4 shows a complete general 
schematic for the MLP network used in our study. 

 
Figure 4: General schematic for the MLP 
 

6. Results 
6.1 Image Modeling Using DCT 
Figure 5 shows the ultrasound images for different grades 
of placenta obtained in our experiment. After we select the 
region of interest, a DCT is applied to the selected region. 
Normally, in image compression, the DCT is applied to 
blocks 8*8 or 16*16. Because our purpose is not to 
compress an image, but an image classification after 
extracting the parameters and the position of the placenta 
is not always in the same place, the DCT was applied to 
the entire selected region. Figure 6 shows the application 
of the DCT to the different grades of placenta.  
 

 
Figure 5: ultrasound images for different grades of placenta 

 
Figure 6: DCT application for the different grades of placenta 
The figure 6 shows that the majority of energy is in the 
components of low frequencies with negligible values at 
high frequencies. If the image contains more details or 
heterogeneity, as the placenta, more the high frequency 
coefficients are important. For example, the grade III 
which normally is the grade the more heterogeneous 
contains more coefficients important at high 
frequencies. To quantify this difference of frequency in the 
different grades of placenta, statistical parameters are 
extracted after the application of the DCT. The extracted 
parameters are the mean, the standard deviation, the 
variance and the kurtosis. 
6.2 Classification Using MLP 
The neural network used for the purpose of classification 
is composed of one input layer contained 4 neurons 
correspond to the extracted parameters, one hidden layer 
with 5 neurons, and one output layer with 4 outputs 
correspond to the 4 different grade of placenta.  
The activation functions used in our neural network are the 
following: 

- Input layer: without activation function (no 
calculation at the level of this layer). 

- Hidden layer: Sigmoid function  
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40 images /100 are used to train the neural network and the 
others are used for testing the classification to study the 
performance of the used neural network. A confusion 
matrix (table 1) shows the result of the classified image 
and the misclassified images.  
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Table 1: confusion matrix for the DCT classification 

Grade 0 I II III Miss 
classified 

0 8 4 2 0 6 

I 0 11 4 0 4 
II 0 0 12 3 3 

III 0 0 2 13 2 
Table 1 shows that 15 images /60 are miss classified in the 
different grades of placenta. We note that 75% of images 
are classified correctly. The percentage of error is 25%. 
 
6.3: Image Modeling using DWT 
After the selection of the region of interest, a discrete 
wavelet transform at level 3 is applied to the ultrasound 
images. This technique allows to decompose each region 
of interest in different regions, which correspond to: an 
approximation region at the last level (level 3), and others 
details regions at different levels. Figure 7 shows the 
wavelet decomposition based on the multi resolution 
analysis at level 3. 

 
Figure 7: wavelet decomposition of placental images at level 3. 

 
After the application of the discrete wavelet transform, the 
variance is extracted from each region. A vector of 
parameters is ready for the neural network input.  
 
6.4: Classification using MLP 
The neural network used is the same of the model applied 
in the DCT transform technique. There is only one 
difference in the number of neurons on the input layer 
which equal to 10 inputs correspond to the 10 parameters 
extracted from different regions after the application of the 
DWT.The number of images used for training and for 
classification in DWT is the same used in the DCT 
technique (40 images for training and 60 images for 
classification). The confusion matrix below (table 2) 
shows the result of classification obtained after the 
modeling of the images by DWT and the classification 
using the MLP. 
 
 
 

Table 2: confusion matrix for the DWT classification 

Grade 0 I II III Miss 
classified 

0 12 3 0 0 3 

I 0 14 1 0 1 
II 0 0 14 1 1 

III 0 0 0 15 0 
Table 2 shows that 5 images /60 are miss classified in the 
different grades of placenta. We note that 92% of images 
are classified correctly. The percentage of error is 8%. 
The choice of wavelet depends on the type of analysis and 
the image taken into consideration. Experimentally, 
different types of wavelets are tested. The Daubechies 
were the best. The table below (table 3) shows the 
classification obtained for different type of wavelets using 
MLP. 
   
Table 3: Different types of Waveletes tested in MLP 

Type of Wavelet Classification Rate  

Haar 85% 

Symlet 80% 

Coiflet 85% 

Daubechies 92% 

 
7. Discussions and Conclusions 
 
Two techniques were used to extract the detailed 
parameters to guide us toward a better classification. 
Decomposition in Discrete cosine transform has first been 
applied to the placental images. Generally, this technique 
used to decompose image in different frequencies and 
applied to blocks 8*8 or 16*16. As the placental location 
is not the same in all images, it was impossible to apply 
this technique to blocks. For this reason, it was applied to 
the total images then statistical parameters were extracted 
from the images. The results obtained with MLP neural 
network give a 75 % of correct classification. A small 
improvement was achieved by this technique. 
Now, to extract parameters more effective or relevant for 
the classification, a more detailed decomposition analysis 
is requested. The wavelet transform is a technique used for 
frequency decomposition while preserving the temporal 
location. The discrete wavelet transform is base on multi 
resolution analysis at different level. Experimentally, level 
3 was chosen and applied to the images. Extraction of 
variance was performed for each region of decomposition. 
Since this method is based on multi resolution analysis, 
that is meaning, we use more the details of the images; this 
method is effective to highlight the classification of 
different grades of placental maturation. The results 
obtained by the MLP showed a correct classification of 
92%.    
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The technique based on multi resolution decomposition 
analysis and on supervised neural network technique MLP, 
seems a good method to study the transfer function of 
placental development in ultrasound. In fact, the choice of 
number of grades is correlated to the Grannum 
classification. We can obtain intermediate grades between 
grade 0 and 1 or between 1 and 2, but it will not help us in 
terms of diagnosis. Obtaining a grade in a given week of 
gestation may give an important significant. For this 
reason, an automatic classification of grades should help to 
characterize better the placental risk of pregnancy. 
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Abstract 
Temperature prediction is a temporal and time series based 
process. Accurate forecasting is important in today’s world as 
agricultural and industrial sectors are largely dependent on the 
temperature. Due to non-linearity in climatic physics, neural 
networks are suitable to predict these meteorological processes. 
Back propagation integrated with genetic algorithm is the most 
important algorithm to train neural networks. In this paper, in 
order to show the dependence of temperature on a particular data 
series, a time series based temperature prediction model using 
integrated back propagation with genetic algorithm technique is 
proposed. In the proposed technique, the effect of under training 
and over training the system is also shown. The test results of the 
technique are enlisted along with. 
Keywords: Artificial Neural Networks, Back Propagation 
Algorithm, Genetic Algorithms, Time Series Prediction. 

1. Introduction 

Forecasting is a phenomenon of knowing what may happen 
to a system in the next coming time periods [4]. Temporal 
forecasting, or time series prediction, takes an existing 
series of data x t-n,  …, x t-2,  xt-1, x t and forecasts the  data 
values x t+1,  x t+2,  …, x t+m.  The goal is to observe or 
model the existing data series to enable future unknown 
data values to be forecasted accurately [11]. As weather is 
a continuous, data-intensive and dynamic process, the 
parameters required to predict temperature are enormously 
complex such that there is uncertainty in prediction even 
for a short period [8]. These properties make temperature 
forecasting a formidable challenge. The property of 
artificial neural networks that they not only analyze the 
time series data but also learn from it for future predictions 
makes them suitable for time series based temperature 
forecasting. Neural networks provide a methodology for 

solving many types of non-linear, time based problems that 
are difficult to be solved through traditional techniques 
[11]. Hence these characteristics of neural networks guided 
this research work to use them for the prediction of the 
meteorological processes. 
Inspired by the brain, neural networks are an 
interconnected network of processing elements called 
neurons. Neural networks learn by example i.e. they can be 
trained with known examples. One of the most popular 
training algorithms in the domain of neural networks used 
so far, for temperature forecasting is the back propagation 
algorithm (BPN). As the algorithm suffers from many 
problems, attempts have been made by various researchers 
to solve these problems using genetic algorithms [2], [5]. 
Due to the temporal nature of weather processes, time 
series prediction has been introduced, but, no advancement 
beyond feed-forward neural networks trained with 
integrated back propagation and genetic algorithm has 
revolutionized the field.  Therefore, much work still waits.    
So, the motivation of this work is firstly, to develop time 
series based temperature forecasting model using hybrid 
neural network approach i.e. integrated BPN with GA and 
secondly, to estimate the effects of under-training and 
over-training the model. 
The remainder of the article is organized as follows. 
Section 2 introduces the artificial neural networks. Next, a 
brief description of the time series predictor, neural 
network predictor and data series partitioning is given in 
Section 3. The details of the time series based temperature 
forecasting based on integrated BP/GA technique are 
shown in Section 4, followed by results in Section 5. 
Finally, conclusions are summarized in Section 6. 
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2. Artificial Neural Networks 

Artificial Neural Network can be defined as a pool of 
simple processing units (neurons) which communicate 
among themselves by means of sending analog signals. 
These signals travel through weighted connections between 
neurons. Each of these neurons accumulates the inputs it 
receives, producing an output according to an internal 
activation function. This output can serve as an input for 
other neurons, or can be a part of the network output [3].  
Back propagation is a systematic method of training 
multilayer artificial neural networks. It is built on sound 
mathematical base. The back propagation is a gradient 
descent method in which gradient of the error is calculated 
with respect to the weights for a given input by 
propagating the error backwards. The combination of 
weights which minimizes the error function is considered 
to be a solution of the problem [1].  
Although Back propagation algorithm is an efficient 
technique applied to classification problems, system 
modeling, adaptive robotics control, but it suffers from 
local minima problem, scaling problem, long training time 
etc [1].  
Genetic Algorithms developed in 1970 by John Holland, 
are computerized search and optimization algorithm that 
mimic the principle of natural genetics and natural 
selection. Genetic Algorithms perform directed random 
searches through a given set of alternatives to find the best 
alternative with respect to given criteria of fitness [6].  
To eliminate the problems of back propagation algorithm, 
integrated BP/GA technique was developed. This 
technique is an efficient approach if only the requirement 
of a global searching is considered. It is good at global 
search (not in one direction) and it works with a population 
of points instead of a single point. Also it blends the merits 
of both deterministic gradient based algorithm BP and 
stochastic optimizing algorithm GA [1].  
Neural Networks have been widely used as time series 
forecasters: most often these are feed-forward networks 
which employ a sliding window over the input sequence. 
Typical examples of this approach are market predictions, 
meteorological and network traffic forecasting [10]. Two 
important issues must be addressed in such systems: the 
frequency with which data should be sampled, and the 
number of data points which should be used in the input 
representation. 

3. Time Series Prediction 

A time series is a sequence of vectors, x(t), t = 0,1,… , 
where t represents elapsed time. For simplicity we will 
consider here only sequences of scalars, although the 
techniques considered generalize readily to vector series. 

Theoretically, x may be a value which varies continuously 
with t, such as a temperature. In practice, for any given 
physical system, x will be sampled to give a series of 
discrete data points, equally spaced in time. 
Work in neural networks has concentrated on forecasting 
future developments of the time series from values of x up 
to the current time. Formally this can be stated as: find a 
function f: RN R, such as to obtain an estimate of x at 
time t + d, from the N time steps back from time t, so that: 

x (t+d)=f (x(t), x(t−1),K, x(t−N+1))                  (1) 
and  

x(t+d)=f(y(t))                                 (2) 
where y(t) is the N - ary vector of lagged x values 
Normally d will be one, so that f will be forecasting the 
next value of x [10].  
Time series forecasting has several important applications.  
One application is preventing undesirable events by 
forecasting the event, identifying the circumstances 
preceding the event, and taking corrective action so the 
event can be avoided.  Another application is forecasting 
undesirable, yet unavoidable, events to preemptively lessen 
their impact.  At this time, the sun’s cycle of storms, called 
solar maximum, is of concern because the storms cause 
technological disruptions on Earth and other 
meteorological processes like interplanetary shocks, 
volcano eruption, cyclones, earth quakes, tsunamis etc. can 
also be predicted with the help of time series based 
forecasting. Also the daily weather forecasting of any place 
useful for agricultural purposes can be predicted through it. 
Finally, many people, primarily in the financial markets, 
would like to profit from time series forecasting.  Whether 
this is viable is most likely a never-to-be-resolved 
question. Nevertheless many products are available for 
financial forecasting [11]. 
The standard neural network method of performing time 
series prediction is to induce the function f using any feed-
forward function approximating neural network 
architecture using a set of N-tuples as inputs and a single 
output as the target value of the network. This method is 
often called the sliding window technique as the N-tuple 
input slides over the full training set. Figure 1 gives the 
basic architecture [10]. 
One typical method for training a network is to first 
partition the data series into three disjoint sets.  
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Fig. 1  The standard method of performing time series prediction using a 
sliding window of, in this case, three time steps.  

These sets are: the training set, the validation set, and the 
test set. The network is trained (e.g., with back 
propagation) directly on the training set, its generalization 
ability is monitored on the validation set, and its ability to 
forecast is measured on the test set. A network’s 
generalization ability indirectly measures how well the 
network can deal with unforeseen inputs, in other words, 
inputs on which it was not trained [11].  A network that 
produces high forecasting error on unforeseen inputs, but 
low error on training inputs, is said to have over-fit the 
training data.  Over-fitting occurs when the network is 
blindly trained to a minimum in the total squared error 
based on the training set.  A network that has over-fit the 
training data is said to have poor generalization ability.   
To control over-fitting, the following procedure to train the 
network is often used: 
1.   After every ‘n’ epoch, sum the total error for all 

examples from the training set. 
2.    Also, sum the total squared error for all examples from 

the validation set.  This error is the validation error. 
3.    Stop training when the trend in the error from step 1 is 

downward and the trend in the validation error from 
step 2 is upward. 

When consistently the error in step 2 increases, while the 
error in step 1 decreases, this indicates the network has 
over-learned or over-fitted the data and training should 
stop. When using real-world data that is observed (instead 
of artificially generated), it may be difficult or impossible 
to partition the data series into three disjoint sets.  The 
reason for this is the data series may be limited in length 
and/or may exhibit non-stationary behavior for data too far 
in the past (i.e., data previous to a certain point are not 
representative of the current trend) [9], [11]. 

4. Time Series based Temperature Prediction 

In this section, the features of temporal data to the 
integrated BP/GA technique are introduced. The data used 
in this research are the daily weather data for the Ludhiana 
city of Punjab (India). The data in the un-normalized form 
have been collected from the “Meteorological Department 
of Punjab Agriculture University, Ludhiana (Punjab)” of 
the year 2009. The first thirty days data (month of January, 
2009) have been used in this research. For training, the 
first twenty five days data have been used and next five 
days data have been used for testing purposes [2].  
Before feeding the data to the network, it is to be 
converted to normalized form so as to provide improved 
performance or otherwise the use of original data to 
network may cause convergence problem. All the weather 
data sets were, therefore, transformed into values between 
0 and 1 through dividing the difference of actual and 
minimum values by the difference of maximum and 
minimum values [7]. 
The neural network architecture along with the inputs 
required to feed to the network to perform time-series 
based temperature prediction and the outputs are shown 
below in fig. 2.  
 
    MAtemp 

 
 
    Rainfall 

 
 
   Humidity                                                            Temperature 

 
 
   Sunshine 

 
 
   Evaporation 

 
 

Fig. 2  Neural Network Architecture for the Proposed Model. 

In this research, 5-3-1 neural network architecture has been 
used for BP/GA technique. The number of input neurons is 
5 representing the moving average of mean air temperature 
of the previous temperature data, daily rainfall, relative 
humidity, sunshine and evaporation for the day for which 
the mean air temperature is to be predicted, the number of 
hidden neurons is 3 for processing and the number of 
outputs is 1 representing the weather variable i.e. mean air 
temperature to be forecasted. 
The proposed time series based model starts with the 
collection of weather related data, selecting the weather 
parameters to be forecasted, extracting the relation 
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between the different weather parameters, formation of 
training data set (containing inputs and outputs) and test 
data set (containing inputs).  
 

 
 
 
 
 
 
 
 
 
 
 

   Fig. 3  Methodology for the Proposed Model. 

For performing the time series prediction, a sliding 
window of size 5 has been moved over the full data set to 
obtain the moving average. This along with the dependent 
parameters act as an input to the system and have been 
used to train the network.  
For training the network, an initial population of 
chromosomes is randomly generated. Then the weights are 
extracted from each chromosome depending upon the 
number of genes a chromosome is having. The cumulative 
error and the fitness are calculated over the inputs obtained 
from forecasting data. Then the crossover operator is 
applied for preparing the new population. This process is 
repeated till the stopping condition has been reached [1], 
[2]. 

5. Results and Discussions 

The temporal weather forecasting technique based on 
BP/GA technique has been implemented by taking 
different population sizes.  

Table 1: Selection of appropriate NN architecture 

Population 
Size 

Hidden 
Neurons 

Iterations MAPE 

 
30 

 
1 

 
110 

 
1.10 

 
60 

 
2 

 
140 

 
0.86 

 
90 

 
3 

 
220 

 
0.42 

 
120 

 
4 

 
282 

 
1.47 

 
150 

 
5 

 
425 

 
1.85 

For each value of population, the program has been 
executed and the error has been calculated. Table 1 shows 
the variations in population size, number of neurons in 

hidden layer and the corresponding mean absolute 
percentage error values. 
From the table 1, it is clear that the MAPE value is the 
lowest corresponding to population size 90 and number of 
hidden neurons as 3.  So the present setup will use this 
population size for further research. The error vs. iteration 
graph corresponding to population size 90 is shown in fig. 
4.  
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Fig. 4  The cumulative error values corresponding to iterations for 

population size 90. 
 

The error values corresponding to mean air temperature 
are shown in fig. 5 along with the Series 1, Series 2 and 
Series 3 of the inputs are shown. Error values are shown 
after 200 epochs, 400 epochs and 600 epochs. Clearly 
Series 3 shows the minimum error values in all the cases 
and it shows the lowest value after 400 epochs.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5  Temporal prediction for mean air temperature. 
 

Below is shown the actual prediction of mean air 
temperature using the proposed method along with the 
desired output as recorded with the help of instruments in 
fig. 6. 
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Fig. 6  The five-day mean air temperature prediction using the proposed 

model. 
 

It is clearly shown in the fig. 6 that the time series based 
temperature prediction model using integrated BP/GA 
technique is suitable to predict the temperature. Secondly, 
dependence of weather parameters on the time series data 
is clearly shown in fig. 5. For the same weather parameter, 
the error values come out to be different when the network 
is trained with different data series. Thirdly the effect of 
under training the network through 200 epochs and over 
training the network through 600 epochs is easily visible as 
the error values are lowest after 400 epochs. 

6. Conclusions 

From the analysis above, it is easy to observe the 
compensability between time series based BP/GA 
technique and the back propagation alone. The proposed 
technique can learn efficiently by combining the strengths 
of GA with BP. It is good at time series data, global search 
(not in one direction) and it works with a population of 
points instead of a single point. Also it blends the merits of 
both deterministic gradient based algorithm BP and 
stochastic optimizing algorithm GA. Hence the use of the 
time series based temperature prediction model using 
integrated BP/GA technique is proposed.  
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Abstract 
 
For decades, several image enhancement techniques have been 
proposed. Although most techniques require profuse amount of 
advance and critical steps, the result for the perceive image are 
not as satisfied. In this study, we proposed a new method to 
enhance the satellite image which using intelligent aspect of 
filtering and describe multi-threshold technique with an 
additional step in order to obtain the perceived image. In this 
way, several simple filters can be combined to form a more 
efficient and more flexible context dependent filter. This paper 
proposes a new idea for edge enhancement using smoothing 
techniques. Various smoothing technologies are explored and 
implemented for comparing their performance with various 
threshold values.  
Comparison is done by qualitative and quantitative approaches. 
From the results, specific filtering is only applied to the region 
for which it is suitable. We also evaluate the image quality. The 
proposed method shows dramatically increase in pixel 
distribution throughout the range of RGB. The result of this 
research is also beneficial in terms of geographical views due to 
the process which determined the difference appeared on each 
area. 
 
Keywords: Image enhancement, sharpening, wavelet, threshold 
decomposition and satellite images. 
 

1. Introduction 

In the modern information system, digital images have 
been widely used in a growing number of applications. The 
effort on edge enhancement has been focused mostly on 
improving the visual perception of images that are unclear 
because of blur. In general, the popular edge enhancement 
filtering is carried out with the help of traditional filters [1, 
2 and 3]. But these filters do have some problems, 
especially while enhancing a noisy image.  

Noise removal and preservation of useful us information 
are important aspects of image enhancement. A wide 
variety of methods have been proposed to solve the edge 
preserving and noise removal problem. Recently, 
researchers have focused their attention on nonlinear 
smoothing techniques in the spatial domain. Most of these 
techniques are local smoothing filters, which replace the 
center pixel of the neighborhood by an average of selected 
neighbor pixels. 
Mainly focusing on the clarity of the image and the number 
of computations done for enhancing the image, we 
developed a novel approach. The edge enhancement done 
by smoothing filters decreases the complexity and also 
increases the quality of the image [5]. The basic aim of 
edge enhancement is to modify the appearance of an image 
to make it visually more attractive or to improve the 
visibility of certain features specially the satellite images. 
The edge enhancement technique enhances all high spatial 
frequency detail in an image, including edges, lines and 
points of high gradients. In this approach, the details of 
edges in an image can be obtained by subtracting a 
smoothed image from the original [4]. This subtractive 
smoothing method has been used as the simplest way to 
obtain high spatial frequency image and this method of 
edge enhancement makes the image brighter and real edges 
are detected. 
In spite of all these efforts, none of the proposed operators 
are fully satisfactory in real world applications. They do 
not lead to satisfactory results when used as a means of 
identifying locations at which to apply image sharpening. 
In this paper, the enhancement is applied through a 
framework of threshold decomposition. This has two 
advantages: it reduces the edge detection to a simple 
binary process; and it makes the estimation of edge 
direction straightforward. Edge detection and direction 
estimation may be carried out by identifying simple 
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patterns, which are closely related to the Prewitt operators 
[6]. 
The previous methods stated can work under certain 
circumstances; meanwhile, it is in accurate to use the 
method in case of low contrast image or low resolution 
image [12]. Another method was proposed lately on 
satellite image enhancement which proposed an additional 
step by enhancing the brightness of the image before 
working on edge detection. However, the process shows no 
statistical results in the research. 
Therefore, the quality evaluation was still un-identical in 
order to compare the results. In this study we proposed a 
novel approach satellite image sharpening, we developed 
new algorithms in intensity evaluation and compare its 
quality with its original version. The processes were 
composed of image brightness, edge detection and the 
standard deviation of the image intensity performed by the 
Peak Signal to Noise Ratio (PSNR). 
The structure of the paper is arranged as follows: section 1 
included the introduction and section 2 included the 
methodology of the proposed scheme. The proposed 
method is explained with many details in Section 3. 
Section 4 included the results. Conclusions are shown in 
Section 5 

2. Methodology  

2.1 Image enhancement 

Image enhancement is a process principally focuses on 
processing an image in such a way that the processed 
image is more suitable than the original one for the specific 
application. The word “specific” has significance. It gives 
a clue that the results of such an operation are highly 
application dependent. In other words, an image 
enhancement technique that works well for X-ray 
topographic images may not work well for satellite images. 
The technique falls in two categories on the basis of the 
domain they are applied on. These are the frequency and 
spatial domains. The frequency domain methods works 
with the Fourier Transforms of the image. The term spatial 
domain refers to the whole of pixels of which an image is 
composed of. Spatial domain methods are procedures that 
operate directly on the pixels. The process can be 
expressed in Eq. (1): 
 
g(x, y) = T[ f (x, y)]   (1) 
 
Where f(x, y) is the input image, g(x, y) is the processed 
image, and T is an operator on f defined over some 
neighborhood of (x, y) [7]. A number of enhancement 
techniques exist in the spatial domain. Among these are 

histogram processing, enhancement using arithmetic, and 
logical operations and filters. 
For the study of each and every filter, we have considered 
the following algorithms for implementation: 
 
Mean Filter: Mean filtering is simply the process of 
replacing each pixel value in an image with the mean 
(average) value of its neighbors, including itself [4,11]. 
This is simply done using 3*3 kernel. 
 
Median Filter: The median is calculated by first sorting 
all the pixel values from the surrounding neighborhood in 
numerical order and then replacing the pixel being 
considered with the middle pixel value [11]. This is also 
implemented using 3*3 kernels. 
 
Mode Filter: Mode filtering simply involves the replacing 
of each pixel value in an image by the mode value of its 
neighbors, including itself [11]. This is also implemented 
by 3*3 kernels. 
 
Circular Filter: Circular filter is implemented using the 
product of original matrix and convolution mask provided 
[11]. A 5*5 kernel is used here. 
 
Pyramidal Filter: Pyramidal filter is implemented using 
the product of the original matrix and convolution mask 
provided [11]. A 5*5 kernel is used here. 
 
Cone Filter: Cone filter is implemented using the product 
of original matrix and convolution mask provided [11].  A 
5*5 kernel is used here. 
 

2.2 Threshold Decomposition 

Threshold decomposition is a powerful theoretical tool, 
which is used in nonlinear image analysis. Many filter 
techniques have been shown to ‘commute with 
thresholding’. This means that the image may be 
decomposed into a series of binary levels, each of which 
may be processed separately. These binary levels can then 
be recombined to produce the final grayscale image with 
identical pixel values to those produced by grayscale 
processing. Hence a grayscale operation may be replaced 
by a series of equivalent binary operations.  
The first threshold decomposition framework for image 
processing was introduced by [8]. This was capable of 
modeling a wide range of filters based on rank ordering 
such as the median. It was also capable of modeling linear 
finite impulse response (FIR) filters with positive weights. 
The framework was limited to modeling low pass filters or 
‘smoothers’. More recently the framework was modified 
by [9]. This modification introduced the ability to model 
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both linear and nonlinear filters with negative as well as 
positive filter weights. It in effect opened up the possibility 
to model high pass and band pass filters as well as low 
pass filters. 
Motivated by this success an image sharpening technique 
is developed and implemented through a framework of 
threshold decomposition. Consider an integer-valued set of 
samples x1 , x2 , … , xn forming the signal X = (x1 , x2 , 
… , xn) where xi ∈ {-m …, -1, 0, 1, … , m}. The threshold 
decomposition of X amounts to decomposing this signal 
into 2m binary signals X -m+1, …, X 0, …, X m, where the 
ith element of x m is defined by the Eq. (2): 
 

 

 
(2) 

 
The above threshold decomposition is reversible, such that 
if a set of threshold signals is given, each of the samples in 
X can be exactly reconstructed as shown in Eq. (3): 
 

 

 
(3) 

 
Thus, an integer-valued discrete-time signal has a unique 
threshold signal representation, and vice versa. 

2.3 Image Sharpening 

The principle for image filtering method and edge 
detection can be done by several techniques. Firstly, signal 
reduction is required to emphasize the edge and brighten 
the image. In this case, high pass filter is used to filter the 
signal as well as to detect the edges from the original 
image. Hence, the solution for this process is the total of 
the original image and the edge as the Eq. (4): 
 

 

 
(4) 

 
Where: 
f(xRiR,yRiR)    = The original pixel value at the coordinate 
(xRiR,yRiR) 
F(.)         = The high pass filter 
Ω           = A tuning parameter which is greater or equal to 
zero 
fRsR(xRiR,yRiR)  = The sharpened pixel at the coordinate (xRiR,yRiR) 
 

The value represents Ω  as the perspective degree of 
sharpness, the higher the Ω  the more sharpened is the 
image. Another well known technique which enhances blur 
images is called Unsharp Masking (UM) technique. The 
solution of this technique begins by subtracting the original 
image with the blur image. In the other words, subtract low 
pass filter from the input image. These results for the 
output image which emphasizes on the detail and sharpness 
[10]. Generally, blurred images occur by several low pass 
filtering in the image. Hereby was the Eq. (5) for Unsharp 
Masking technique: 
 

 

 
(5) 

 
Where: 
fRsR(x,y) = The sharpened image obtained by unsharp 
masking 
fRbR(x,y) = The blurred version of f(xRiR,yRiR) 
 
According to this equation, increase in sharpness is eligible 
by using high boost filter [11]. The relations between the 
above two equations were as shown in Eq. (6) 
 

 

 
 

(6) 

 
A = A variable which is greater or equal to 1 
fRshR(xRiR,yRiR) = The high boost sharpened image 
fRbR(xRiR,yRiR) = The low pass filter of f(xRiR,yRiR) 
fRhR(xRiR,yRiR) = The high pass filter of f(xRiR,yRiR)  
 

2.4 The Discrete Wavelet Transform 

The generic form for a one-dimensional (1-D) wavelet 
transform is shown in Figure (1). Here a signal is passed 
through a lowpass and highpass filter, h and g, 
respectively, then down sampled by a factor of two, 
constituting one level of transform. Multiple levels or 
“scales” of the wavelet transform are made by repeating 
the filtering and decimation process on the lowpass branch 
outputs only. The process is typically carried out for a 
finite number of levels K, and the resulting coefficients, 
dRi1R(n), i ∈ {1,….,K} and dRK0R(n), are called wavelet 
coefficients. 
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Only the maximally decimated form of the wavelet 
transform is used, where the downsampling factor in the 
decomposition and upsampling factor in the reconstruction 
equals the number of filters at each level (namely two). 
 
 
 
 
 
 
 
Figure 1: A K-level, 1-D wavelet decomposition. The coefficient notation 
dij(n) refers to the jth frequency band (0 for low and 1for high) of the ith 
level of the decomposition. 

 
Referring to Figure (1), half of the output is obtained by 
filtering the input with filter H(z) and down-sampling by a 
factor of two, while the other half of the output is obtained 
by filtering the input with filter G(z) and down-sampling 
by a factor of two again. H(z) is a low pass filter, while 
filter G(z) is a high pass filter. 
The 1-D wavelet transform can be extended to a two-
dimensional (2-D) wavelet transform using separable 
wavelet filters. With separable filters the 2-D transform 
can be computed by applying a 1-D transform to all the 
rows of the input, and then repeating on all of the columns. 
Using the Lena image in Figure (2a) shows an example of 
a one-level (K =1), 2-D wavelet transform, The example is 
repeated for a two-level (K=2) wavelet expansion in 
Figure (2b).  
In two dimensions, usually apply filtering both horizontally 
and vertically. Filtering in one-direction results in 
decomposing the image into two “components”. The total 
numbers of produced “components” after the vertical and 
horizontal decompositions is four. These 4-components are 
referred to as image subbands, LL, HL, LH, HH. The first 
subband (the LL subband) will contain low pass 
information, which is essentially a low-resolution version 
of the image. Subband HL will contain low pass 
information vertically and high pass information 
horizontally, and subband LH will contain low pass 
information horizontally and high pass information 
vertically. Finally, subband HH will contain high pass 
information in both directions [13].  
From Figure (2a) subband LL is more important than the 
other 3 subbands, as it represents a coarse version of the 
original image. The multiresolutional features of the 
wavelet transform have contributed to its popularity.  
 

 
 
Figure 2: (a) One level wavelet transform in both directions of a 2D 
signal. (b) Two levels of wavelet transform in both directions. 

3. The Proposed Scheme  

3.1 Sub-band Coding 

Sub-band coding is a coding strategy that tries to isolate 
different characteristics of a signal in a way that collects 
the signal energy into few components. This is referred to 
as energy compaction. Energy compaction is desirable 
because it is easier to efficiently code these components 
than the signal itself [16]. 
The sub-band coding scheme tries to achieve energy 
compaction by filtering a signal with filters of different 
characteristics. By choosing two filters that are orthogonal 
to each other and decimating the output of these filters a 
new two component representation is achieved as shown in 
Figure (3). In this new representation, hopefully, most of 
the signal energy will be located in either a or d. 

Figure 3: Splitting of the signal x into two parts. 

 
The filters h and g are usually low-pass and high-pass 
filters as mentioned previously. The two components a and 
d will then be a low-pass and a high-pass version of the 
signal x. Images have a typical low-pass characteristics, 
and this is the reason why we should expect a to contain 
most of the energy if x is an image.  
Besides trying to achieve energy compaction the filters h 
and g should be chosen so that perfect reconstruction of x 
from a and d is possible. In Figure (3) a two-component 
representation of x is achieved. It might be desirable to 
divide the signal into more components. A more common 
choice however is to cascade the structure in Figure (3). 
There are two major strategies for cascading the filters, the 
hierarchical structure and the flat structure. In the 
hierarchical structure the output from the low-pass filter is 
treated as the input to a new filter pair as depicted in 
Figure (4). While in the flat structure both the low-pass 
and the high-pass outputs are inputs to a filter pair, this 
structure is depicted in Figure (5). In both figures the 
corresponding splitting of the frequency axis is also shown. 
The process of dividing the signal into components will be 
referred to as decomposition or transform.  
 

x 
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Figure 4: The hierarchical filter structure 

 
Figure 5: The flat filter structure 

3.2 Extension to More Dimensions 

To be able to use sub-band coding for images, the scheme 
above has to be adapted to two-dimensional signals. The 
extension of the sub-band coding scheme to higher 
dimension is straight-forward. Apply the filters repeatedly 
to successive dimensions. For a NxN image, first compute 
N one-dimensional transforms corresponding to 
transforming each row of the image as an individual one-
dimensional signal. This will result in 2 NxM sub-images, 
one corresponding to the low-pass filtered rows and one 
corresponding to the high-pass filtered rows. Each of these 
sub-images is then filtered along the columns splitting the 
data into 4 MxM sub-images (low-pass row low-pass 
column, low-pass row high-pass column, high-pass row 
low-pass column, high-pass row high-pass column). This 
completes the one stage of the decomposition of an image. 
The process is depicted in Figure (6). 

 
Figure 6: One stage of a two-dimensional decomposition 

3.3 Wavelet Packets  

The concept of wavelet packets (WP) extends the octave-
band tree structured filter bank to consist of all possible 
frequency splits, so that best decomposition topology can 
be chosen to suit the individuality of different images. 
Figure (7) shows all of the possible representations of a 
wavelet packet decomposition of maximum depth two, 
among which the full tree is at the first position from left. 

 
Figure 7: Possible wavelet packet trees, maximum depth=2 

 
The best basis subtree is chosen among the entire library of 
wavelet packet bases. The problem of bit allocation for the 
decomposed subbands at a target bit rate is concerned with 
a set of given admissible quantization choices.  
Each decomposition divides an image into four quadrants. 
Two-dimensional frequency partition produces four 
subbands: LL, LH, HL and HH. General space-frequency 
segmentation applies the general time-frequency-pruning 
algorithm to choose between the four-way splits in space 
or frequency in a space-frequency tree. This algorithm 
should generate a better optimal basis than both the single-
tree and the double-tree. Its basis must be at least as good 
as the best double-tree/single-tree basis, because the set of 
possible double-tree/single-tree bases is a subset of the 
possible SFS bases.  
An example for this partition is shown in Figure (8). It has 
maximum decomposition depth of five. The white lines 
indicate that the sub-image is space split, while the black 
lines indicate that frequency segmentation is applied. If 
there is no line inside the sub-image, this will indicate that 
there is no splitting performed on the sub-image. 

Figure 8: partitions 

 
The adaptive partitioning is done as follows: 

1. Decompose an image component into blocks of 
fixed size (say 128 or 64).  

2. If the size of the considered subblock is greater than 
MinSiz then this subblock must be tested to 
determine whether it requires further partitioning or 
not. 

3. Initial subblocks will be partitioned, either as spatial 
(space) partitioning or as frequency (DWT) 
partitioning.  

4. The Median Adaptive Predictor (MED) is utilized 
to evaluate whether the partitioning is performed in 
space or frequency.  

5. There is one parameters have a great effects on 
selecting an appropriate partitioning types (the 
threshold). This operation is performed after doing 
the space and frequency partitioning on the same 
block, and then selecting partitioning type whose 
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error is less than other and it is higher than a 
selected threshold. 

6. According to these conditions, the partitioning 
operation is done on all the image block. These 
operations continue until the block size reaches the 
MinSiz or they are uniform and the error of MED 
predictor doesn’t exceed the threshold value.  

7. the algorithm of partitioning as follows 
 

1)initialization: /* Wid & Hgt are the width 

and height of image */ 

   Nx=Wid div MaxSiz; Ny=Hgt div MaxSiz; L=0;  

   Input Rat and Thr by the user 

2) for each (Iy,Ix) where Iy=0 to Ny-1 : 

Ys=Iy*MaxSiz; and Ix=0 to Nx-1: Xs=Ix*MaxSiz; 

do: 

     2.1) read all the fields of initialized 

partitions: 

          Part[L].X=Xs; Part[L].Y=Ys; 

Part[L].Siz=MaxSiz;                      

Part[L].Typ=0; Part[L].Nxt=L+1; 

     2.2) increment L by 1 

   end for each 

3) put –1 at the last field Nxt of the last 

partition    

4) compute the minimum size:    

MinSiz=MaxSiz/2levels;  

5) initialize J=0; 

6) repeat the flowing operations: 

      if Part[J].Siz>MinSiz then put the 

coefficients in A[] 

6.1) Send A[] to the MED of space with its size 

and return the Error E1  

         6.2) Apply wavelet transformation A[] 

and return B[]  

6.3) Send B[] to the MED of frequency with its 

size and return the Error E2  

6.4) if (E1>Thr) or (E2>Thr)  

if (E1<=Rat*E2) then partition the block with 

space segmentation                 

else partition the block after applying DWT 

      else J=part[j].nxt 

if J not equal -1 then goto step 6 

     else exit  

 
The algorithm of smoothing is as follows: 

• A block (space partitioning) which is 
homogeneous is to be filtered by the moving 
of mean filter. 

• A block (frequency partitioning) which has 
relative weak edges or un-continued edges, are 
filtered by the mode filter. 

• A block (reminder) which has sharp edges is to 
be filtered by the median filter. 

 
 
The following figure shows the proposed scheme: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: The Proposed Scheme 

3.4 Image quality evaluation 

The result image can be evaluated with two characteristics, 
distortion and sharpness. According to the distortion 
evaluation, adjusting errors are required, by computing the 
Mean Square Error (MSE). Mean square error has been the 
performance metric in lost performance. Peak Signal to 
Noise Ratio (PSNR) adjusts the quality of the image which 
the higher the PSNR refers to the better quality is the 
image [11]. The formula for MSE and PSNR are Eq. (7) 
and Eq. (8) 
 

 

 
(7) 

 

 
(8) 

 
The MSE expression is generally referred to the absolute 
error equation because the former error is analytically 
tractable. The most common error in image processing is 
the normalized brightness of the image. In the previous 
equation, M and N are the number of rows and columns of 
the input image, respectively. Then, all the blocks would 
compute the PSNR. In the PSNR equation, R is the 
maximum fluctuation in the input image data type. 

Input Image Convert RGB 
to Gray 

Output image 

Partition to 
sub-blocks 

Apply 
appropriate 

fil  

Reconstruct 
the image 

Wavelet 
Transformati
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4. Results 

This section presents application results for the 
enhancement of satellite images. The images tested in the 
research were performed shown in Figure 10 and 11which 
was express in the numerical form of satellite image. 
 

 
a: Original color Image 

 
b: Gray Scale image 

 
c: Enhanced Image 

Figure 10: The Enhanced Image 

 

 
A: Original color Image 

 
b: Gray Scale image 

 
c: Enhanced Image 

 
Figure 11: The Enhanced Image 

 

In order to compare the results accurately, Figure 10 and 
11 represents the final step which includes subtracting the 
edge detected image from the original image. As a 
consequence, the MSE of the output image and the input 
image values at 0.63 and 0.49, respectively. In this study, 
we determined the total difference by comparing the PSNR 
between the original image and the output image, which 
the PSNR values at 25.67 and 28.95 dB, respectively. 
Practically, the PSNR which values higher than 30 dB is 
invisible for human sight to analyze the color distortion 
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between two images. The experimental result with the new 
algorithm procedure shown in figure10 and 11. Figure (a) 
is the original image and figure (b) is the result of color to 
grayscale transformation and finally, figure (c) show the 
result of the enhanced. 

 

5. Conclusions  

 
This paper introduced a new enhancement filter for digital 
satellite images. In the proposed scheme, the edge detected 
guided smoothing filters succeeded in enhancing low 
satellite images. This was done by accurately detecting the 
positions of the edges through threshold decomposition. 
The detected edges were then sharpened by applying 
smoothing filter. By utilizing the detected edges, the 
scheme was capable to effectively sharpening fine details 
whilst retaining image integrity. The visual examples 
shown have demonstrated that the proposed method was 
significantly better than many other well-known sharpener-
type filters in respect of edge and fine detail restoration. 

 

6. References 

 
[1] Nick Kanopoulos, Nagesh Vasanthvada and Robert L 

Baker, “Design of an Image Edge Detection Filter 
Using the Sobel Operator”, IEEE Journal of Solid-
State Circuits, (1988), Vol. 23, No. 2, pp. 358-367. 

[2] Bin Wang D, Rose M and Aly A Farag, “Local 
Estimation of Gaussian-Based Edge Enhancement 
Filters Using Fourier Analysis”, IEEE Transactions on 
Acoustics, Speech, and Signal Processing, (1993), 
Vol. 5, pp. 13-16. 

[3] Day-Fann Shen, Chui-Wen Chiu and Pon-Jay Huang, 
“Modified Laplacian Filter  and Intensity Correction 
Technique for Image Resolution Enhancement”, IEEE 
International Conference on Multimedia and Expo, 
(2006), Vol. 7, Nos. 9-12, pp. 457-460. 

[4] Cheevasuvit F, Dejhan K and Somboonkaew A “Edge 
Enhancement Using Transform of Subtracted 
Smoothing Image”, ACRS, (1992), Vol. 3, No. 12, pp. 
23-28 

[5] Jin Jesse S “An Adaptive Algorithm for Edge 
Detection”, MVA’SO IAPR Workshop on Machine 
Vision Applications, (1990), Vol. 9, November 28-30, 
pp. 14-17. 

[6] J. M. Prewitt, 1970, "Object enhancement and 
extraction," Picture Processing and Psychopictorics, 
pp. 75-149. 

[7] D.Stark and W.Bradley Jr., Ed. 1992, Magnetic 
Resonance Imaging, St. Louis, MO: Mosby. 

[8] J. P. Fitch, E. J. Coyle, and N. C. Gallagher, "Median 
filtering by threshold decomposition," IEEE 
Transactions on Acoustics, Speech and Signal 
Processing, 1984, vol. 32, pp. 1183-1188. 

[9] G. R. Arce, "A general weighted median filter 
structure admitting negative weights," IEEE 
Transactions on Signal Processing, 1998, vol. 46, pp. 
3195-3205. 

[10] Xu, D. and R. Wang, 2009. An improved FoE model 
for image deblurring. Int. J. Comput. Vis., 81: 167-
171. DOI: 10.1007/s11263-008-0155-3 

[11] Gonzales, R.C. and R.E. Woods, 2002. Digital Image 
Processing. 2nd Edn., Prentice Hall, USA., ISBN: 10: 
0130946508, pp: 793. 

[12] Chen, Z.Y., B.R. Abidi, D.L. Page and M.A. Abidi, 
2006. Gray Level Grouping (GLG): An automatic 
method for optimized image contrast enhancement- 
Part I: The basic method. IEEE Trans. Image Process., 
15: 2290-2302. DOI: 10.1109/TIP.2006.875204 

[13] C.A. Christopoulos, T. Ebrahimi and A.N. Skodras. 
“JPEG2000: The New Still Picture Compression 
Standard”, Media Lab, Ericsson Research, Ericsson 
Radio Systems AB, S-16480 Stockholm, Sweden. 
http://www.eecs.harvard.edu/~michaelm/CS222/jpegb.
pdf 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 40



 

 

 
Dr. Muna F. Al-sammarai. She obtained her B.Sc. degree 
from Al-Mansour University Baghdad-Iraq in 1992, M.Sc. form 
University of Baghdad and PhD degrees from University of 
Technology, Baghdad-Iraq  in 1997 and 2002 respectively. She is 
an Assistant Prof. at MIS Dept., Faculty of Faculty of Economics 
and Administrative Sciences in Al-Zaytoonah University, 
Amman, Jordan. Her research interests include: Software 
Engineering, Image Processing, and Intelligent Systems. 
 
 
 

 
Dr. Nedhal A. Al-Saiyd. She got her B.Sc. degree from 
University of Mosul-Iraq in 1981, M.Sc. and PhD degrees from 
University of Technology, Baghdad-Iraq  in 1989 and 2000 
respectively. She is an Assistant Prof. at Computer Science 
Dept., Faculty of Information Technology, in the Applied 
Science University, Amman, Jordan. Her research interests 
include: Software Engineering, Ontology Engineering, Intelligent 
Systems, User Authentication, e-learning and Speech Processing. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 41



 

 

A Fuzzy Realistic Mobility Model for VANET  

Alireza Amirshahi1, Mahmood Fathi2, Morteza Romoozi3 and Mohammad Assarian4 
 

 1 Computer Engineering Department, Islamic Azad University, Arak Branch 
Arak, Iran 

 
2 Computer Engineering Department, Science  and  Technology University, Tehran Branch 

Tehran, Iran 
 

3,4 Computer Engineering Department, Islamic Azad University, Kashan Branch 
Kashan, Iran 

 
 

Abstract 
Realistic mobility models can assess more the results more 
accurate estimate parameters because it is closer to the real world. 
In this paper a realistic Fuzzy Mobility Model has been proposed. 
This model has rules which are changeable depending on nodes 
and environmental conditions. This model is more complete and 
precise than the other mobility models. After simulation, it was 
found out that not only considering nodes movement as being 
imprecise (fuzzy) has a positive effects on most of ad hoc 
network parameters, but also, more importantly as they are closer 
to the real world condition, they can have a more positive effect 
on the implementation of ad hoc network protocols.  
Keywords: Mobility Model, Ad hoc Networks, Realistic Mobility 
Model, Fuzzy Systems, Nodes Signal 

1. Introduction 

Nowadays ad hoc networks have been used in a variety of 
applications. Mobility models in ad hoc networks are of 
special importance. Mobility model identifies the primary 
place of nodes and the manner of nodes mobility. Mobility 
models fall into two categories: realistic and unrealistic. As 
realistic mobility models are more similar to real world 
conditions, they provide more accurate results. 
Vehicular ad-hoc networks (VANETs) are a particular 
kind of mobile ad-hoc networks where nodes are 
embedded into Moving vehicles, equipped with short-
range wireless communication devices and positioning 
systems like GPS or Galileo. VANETs are gaining 
popularity in both academia and Industry as a key 
technology for many emerging services and applications in 
the automotive field, e.g. safety, traffic optimization and 
infotainment. 
Before applying to the real world, computer simulation is a 
valuable tool for evaluating protocols and other network 
parameters. Simulation can be applied easily, while 
implementation of ad hoc networks in the real world is 
difficult and expensive. Moreover, simulation has other 
advantages such as iterative scenario, parameter isolation, 

and measuring different metrics. Glomosim [1] and NS2 
[2] are the most famous simulators used for evaluating and 
comparing computer network protocols. Mobility model, 
signal propagation model and routing protocol are the most 
important parts of wireless simulators. Many realistic 
models have been presented in most of which nodes 
mobility is random and simulation environment is free, 
without obstacle and pathway. 
Applying these models cannot represent the efficiency of 
the networks in real condition because in real condition, 
nodes must move in predefined passages and nodes signals 
must be blocked by obstacles. The movement patterns and 
path selections are not random. Some realistic models have 
been presented so far like Graph-based Mobility Model [3] 
and Obstacle Model [4] and. In these models, there are 
usually obstacles and pathway, but no attention has been 
paid to the movement patterns and destination selection. 
Meanwhile, the type of destination selection of nodes is 
not random. For instance, the selection of people’s 
destination in a VANET environment is not random and 
many parameters are involved such as time, current place, 
the priority of going to different places and etc. 
The mobility of a mobile node and its mobility 
environment are not precise. Namely, a urban environment 
is not precise because every place has different parts and 
precise coordination of each part cannot be stated. 
As fuzzy control systems are capable of solving imprecise 
problems efficiently, by using fuzzy control system in the 
proposed Fuzzy Mobility Model, the motion rules of 
different kinds of nodes, based on type of the activity and 
environment, have been designed. Fuzzy control system 
includes fuzzy rules which describe the nodes mobility in 
an adaptable way with the environment. This model has a 
knowledge base which can be changed based on nodes 
conditions, types of nodes and environment. By using such 
knowledge base, the mobility rules of every environment 
can be imposed upon a mobility model as an input, until 
the mobility is created in  that specific environment.  
A review of the related studies has been presented in part 
2. Part 3 contains the proposed Fuzzy Mobility Model. The 
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simulator (Glomosim[5]) and its results have been 
presented in part 4 and the conclusion has been mentioned 
in part 5. 

2. A Review of The Related Studies  

Regarding realistic mobility models, many studies have 
been done, but most of them have been performed on 
environment model and signal blockage and just a few 
attention has been paid to real movement patterns. In these 
models, destination selection of nodes was either 
completely random and the selection of path by algorithm 
was either the shortest one or it was selected randomly 
which are not considered suitable. For instance, the 
Obstacle Mobility Model [4], presented in 2003 by A. 
Jardesh, is one of the most successful realistic models. 
This model has an appropriate signal blockage and 
environment sub-model and it can be used as signal 
blockage and environment sub-model of other models, but 
it lacks a real world-based mobility pattern model. The 
destination selection of this model is entirely random and 
the path selection is done by Dijkstra algorithm with the 
shortest path regarding the number of edges which is not a 
suitable criterion. 
A realistic group model, called OCGM [6], based on 
obstacle and mobility model RPGM [7] has been proposed 
which has similar environment model and blockage signal, 
but in its movement pattern sub-model, nodes move in 
groups. 
Graph-based [3] is another model, environment model of 
which is constituted by a graph and this graph is the paths 
of a map and has not a specific signal blockage sub-model. 
The next model which is based on Graph-based Model, 
named Area Graph-based [8], has been represented and its 
environment sub-model is similar to Graph-base Model 
and lacks signal blockage model, but compared to Graph-
based Model, its movement pattern sub-model has been 
improved. In the other words as long as the nodes are 
inside the graph vertices, they have Random Waypoint [9] 
mobility. But for leaving vertex, nodes must select one of 
the output edges of the vertex which has probability from 
the beginning of simulation, along with related probability. 
Still another realistic model, called Environment Aware 
Mobility [10] has been represented. The environment sub-
model of this model is different from that of Graph-based 
Model mentioned above. In this mobility model, the 
environment is divided into a series of sub-environment 
inside of which there are some obstacles and movement 
pattern sub-model of nodes in each sub-environment can 
be one of the random mobility models. This model has 
signal blockage sub-model. 
There are some realistic mobility models which touch on 
nodes movement pattern models. But the number of these 

models is by far fewer than the other models. For example, 
we can refer to a Cluster-based Mobility Model [11] for 
intelligent nodes by M.Romoozi. This mobility model has 
focused on the movement pattern sub-model and has 
improved it. 
H. Babaei has proposed another model in 2007, named 
Obstacle Mobility Model Based on Activity Area [12]. 
This model has used environment sub-model and signal 
obstruction model of obstacle, but in this model the node 
movement pattern has been improved and a different range 
of activity and speed has been assigned to each group of 
nodes. Nodes select those vertices which are closer to the 
area of the activity with greater probability, but this 
selection is done by Dijkstra algorithm. 
There are other models such as Manhattan Mobility Model 
[13], Free Way Mobility [13], and Urban Mobility Model 
[14]. But compared to the more complete models 
mentioned above, these models are of little importance. 

2.1 Classification of Mobility Models  

Mobility models can be divided into two categories: 
realistic and unrealistic. In realistic mobility models, the 
mobility of nodes is assessed in the real world conditions. 
In this model, not only mobility pattern of mobile nodes is 
considered, but also simulation environment and the effect 
of environment on signal nodes are examined. In 
unrealistic mobility models, a free and without obstacle 
space is taken into account in which nodes move freely 
everywhere and their selection of destination and path is 
usually random and there is no predefined obstacle and 
pathway for them. These models do not determine an 
accurate result in evaluating ad hoc network protocols. 

2.1.1 Realistic Mobility Models 

Realistic mobility models create an environment similar to 
the real world. This environment includes some pathways 
through which nodes must move in these pathways. This 
model also includes some obstacles. Not only these 
obstacles obstruct the nodes movement, but also they 
weaken or remove nodes signal. The more the environment 
is similar to the real world conditions, the more accurate 
the evaluation results will be. 
Considering the analyses have done up to now, each 
realistic model is usually composed of 3 sub-models. 
These sub-models are related to one another and they can 
hardly be separated as follow: 
    -- Environment sub-model. 
    -- Signal obstruction sub-model. 
    -- Movement pattern sub-model. 
Environment sub-model includes environmental obstacles 
such as buildings, mountains and etc., which usually exist 
in real environment. This sub-model also includes some 
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paths that exist among these obstacles. These paths force 
the nodes to move only through these paths.  
Signal obstruction sub-model in the proposed mobility 
model does not include obstacles. 
Movement pattern sub-model includes the manner of 
destination selection, the selection of path toward the 
destination, and the amount of pause in destination. To 
sum up, the manner nodes movement is explained in 
environment sub-model. 

2.2 Fuzzy Control System  

The term ‘fuzzy’ means imprecise. Although fuzzy systems 
describe uncertain and unclear phenomena, Fuzzy theory is 
a precise one. The heart of a fuzzy system is a knowledge 
base which is composed of fuzzy If-Then rules. 
The main structure of fuzzy systems is shown in figure 1. 
 

 

 
 
The fuzzifier used in Fuzzy Mobility Model is a unique 
fuzzifier (1). This fuzzifier maps a singular point x*∈u 
with real value on a fuzzy unique A′ in u and the 
membership function in X* equals one and in other points 
u equals 0. It means: 
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Defuzzifier used in Fuzzy Mobility Model is the center 
average defuzzifier. Center average defuzzifier is the most 
commonly used defuzzifier in fuzzy systems and fuzzy 
control systems. Fiscally it is simple, and at the same time, 
intuitively it is justifiable. Center average defuzzifier can 
be defined in the following way: 
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In this equation (2) −y  is the center of � fuzzy set and 

w � is its hight degree and M is the number of our rules. 

Inference engine of used in the fuzzy mobility model is 
multiple inference engine (3). 
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3. The Proposed Fuzzy Mobility Model 

In a real environment, nodes are divided into different 
groups with similar mobility features. For instance, in 
VANET we have personal automobile nodes, public 
automobile nodes, and ambulance automobile nodes. For 
each group of nodes, the manner of destination selection, 
the movement speed, time and etc., are different. 
In the real world, the destination of nodes is expressed 
imprecisely and the conception of fuzziness is hidden in it. 
For example, emergence place is included different 
sections, and we cannot express a precise coordinates. For 
example, the emergence place cannot be stated in unique X 
and Y points. 
In the real world, nodes destination is selected based on the 
time. Namely, in VANET, a personal automobile goes to a 
university in the morning and to the residential complex at 
noon, but these times are not stated exactly. Some people 
believe that morning starts from 7 to 10, but others believe 
it to be from 7 to 9 and etc. So time can be considered as 
being fuzzy. 
Regarding that each of the nodes has a different mobility, 
so the destination selection of each node will be different 
from the others. To provide an example, in a VANET 
environment, the mobility of a personal automobile node is 
different from that of a public or an ambulance. Therefore, 
their destinations are different.  

3.1 Sub-Models of Fuzzy Mobility Model  

Sub-models of Fuzzy Mobility Model include 3 parts: 

3.1.1 Environment Sub-Model  

In environment sub-model of the proposed mobility model 
is used a city map that Pathways in this sub-model are like 
a real environment. In fact we create a real environment to 
have a real simulated environment. In figure 2, buildings 
have been created like Squares and available edges in that 
are some pathways. 

Fuzzy rules 

Inference 
engine 

 ِ◌◌ِDeFuzzifi
 

 

Fuzzifier 
Input Output 

 
Fig.  1 The main structure of fuzzy systems. 
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Fig. 2 Simulation environment. 

3.1.2 Signal Obstruction Sub-Model  

Whereas of the mobility model proposed there are no 
obstacles, in this mobility model, Signal obstruction sub-
model does not use. 

3.1.3 Movement Pattern Sub-model  

The manner of movement, including the path selection, 
destination selection, and the amount of pause in 
destination, will be examined in this sub-model. 
In this paper, the main focus is on the movement pattern of 
nodes. In the proposed Fuzzy Mobility Model, firstly, 
nodes are divided into groups with equal mobility features. 
Then, the manner of destination selection of nodes is 
defined by using a fuzzy control system (fuzzifier, fuzzy 
rules, inference engine and defuzzifier).This mobility 
model is suitable for mobility of a mobile node which has 
an imprecise mobility. The pass selection method in 
proposed mobility model is Dijkstra shortest pass 
algorithm. 
The proposed mobility model gains from a fuzzy control 
system that contains fuzzy rules. These fuzzy rules 
describe the node mobility in an adaptable way to the 
environment. Fuzzy rules express the manner of 
destination selection for each group of nodes. As time and 
place inputs are expressed imprecisely (fuzzy), it seems 
that Fuzzy Mobility Model is more similar to the real 
world than the previous realistic model and this model can 
be used as a part of a simulator by MANET network 
researchers.  
In the proposed Fuzzy Mobility Model, considering fuzzy 
systems (figure.1), fuzzifier input is time and place which 
are expressed precisely (for example for ambulance 
automobile node, the current place is hospital and the time 
is 8 o’clock).  Fuzifier changes these amounts from being 
precise into fuzzy state and they go to the inference engine 
along with current fuzzy rules. Afterwards, the output of 

the inference engine goes to the defuzzifier and the next 
destination is defined based on the fuzzy rules. 

3.2 Nodes Clustering  

In VENET environment nodes can be divided into 3 
groups: personal, public and ambulance.  Each of these 
nodes has different motilities which are explained later on. 

3.3 Mobility Analysis  

Mobility analysis has different methods including locating 
the camera in specific places and identifying the movement 
of people and obtaining the related mobility model and the 
other method is using Radio-Frequency Identification 
(RFID). Still the next method is using questionnaire which 
has been in this mobility model. We distributed 
questionnaires among some VANET nodes and asked them 
to fill out the forms. This way we were able to identify the 
destination of these nodes in different time intervals. 
Because each node has different programs, the fuzziness of 
mobility model is proved. 

3.4 Inputs of Fuzzy Mobility Model (VANET 
environment) 

 
                                                     Time     afternone   none    morning     

Fig. 3 Time input in Fuzzy Mobility Model. 

 

Fig. 4 Places of Fuzzy Mobility Model. 

3.4.1 Time Input  

Time input is divided into 3 parts: morning, noon and 
evening (according to figure. 3 mapped by Maple 
Software). A Gausian diagram has been applied to show 
the time as being fuzzy and its membership function has 
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been shown in (4). A is a point in which the diagram has 
the highest value '1'. For instance, the value of a in the 
morning, at noon, and in the evening can be 8, 12, and 17 
respectively. 

))(2.0()( 2axt
time e −−=µ

                                           (4) 

3.4.2 Place Input 

The other input is place which is mapped by maple 
software (figure. 4). In order to show the place as being 
fuzzy, a Gausian diagram has been used and its 
membership function has been shown in (5). a and b are 
the coordinates of the center of places and their diagram in 
that points has the highest value. Coordinates of the center 
of sites has been shown in figure. 5. 

))))()((10((),( 224 byaxyx
pos e −+−− −

=µ
                          (5) 

3.5 The output of the Fuzzy Mobility Model 

The output of the Fuzzy Mobility Model is the selection of 
destination. Considering figure. 1(the main structure of 
Fuzzy Systems), the inputs of mobility model are the 
current time and place given to the fuzzy control system 
(given precisely). Now regarding the given rules table, the 
place of destination is defined. 

3.6 Extracting the Rules Table 

As mentioned before, VANET nodes have different 
mobilities in different times. So questionnaires have been 
used. Table 1 shows a type of the forms used for each of 
the nodes. 

Table 1: Questionnaire forms of VANET nodes. 

Question Form 
Public automobiles           

 
personal    automobiles    

 
Ambulance automobiles    

 
 

Morning 
Place Priority 

Hospital 
Emergency 
University 
Residential            
-Complex 
Park 
Bazaar 
City center 1 
City center 2 
 

 

 

 
Noon 

Place Priority 
Hospital 
Emergency 
University 
Residential            
-Complex 
Park 
Bazaar 
City center 1 
City center 2 
 

 

 

 
Evening 

Place Priority 
Hospital 
Emergency 
University 
Residential            
-Complex 
Park 
Bazaar 
City center 1 
City center 2 
 

 

 

 

Questionnaire forms were submitted to 70 personal 
automobiles, 70 public automobile and 70 ambulance 
automobile and they were all asked to read and fill out the 
forms carefully. For example, the ambulance automobile 
has to define the priority of going to the class of hospital 
by a digit between 0 and 1 for the morning, noon, and the 
evening in the questionnaire. He was asked to do the same 
for other places in the form. When the nodes returned the 
questionnaire, the average of priority of each node in the 

morning, at noon, and in the evening was calculated and 
this knowledge was used for problem solving. 
In order to fill out the rules table, a map of the real urban 
environment is provided. Then, the centers of sites are 
defined by exact X and Y in a coordinate axis in which X 
and y have the maximum value of 10000. In figure. 5, the 
precise center of VANET sites is shown. For instance 
emergence place is located in coordinates X= 7500 and 
Y=6500. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5  Places coordinate of Fuzzy Mobility Model in VANET 
environment. 

There are two important parameters in the proposed 
mobility model. These parameters are required for 
deciding the direction of nodes movement from one place 
to the other such as priority of nodes for moving towards 
the destination sites and distance of nodes from destination 
sites. In (6), both parameters have been taken into account. 
P1 and P2 are used for defining the weight of these 
parameters. This is a minimum equation.  

1 2
1

(1 ) ( )
_

n

Site

dMin k P A P
Max dist=

= − +
           (6) 

In this equation A is the priority of going to a place 
extracted from the questionnaire and d is the distance 
between the current place and node destination. As we 
have the coordinates of the center of sites, the distance 
between these two sites can be obtained from equation 

2 2
2 1 2 1( ) ( )d x x y y= − + − (x1 and y1) are the coordinates 

related to the current site and (x2 and y2) are the 
coordinates of centers of the main destinations.(Current 
place and destination place are the sites shown in figure. 5). 
The distance between two sites (d) is divided by the 
maximum distance (Max_dis). According to this plan the 
farthest distance between two places equals 8060 
(Max_dis=8060), so the results will be a digit between 0 
and 1 (6). In conclusion, the more the result d/Max_dis is, 
the more the distance between two sites will be. 
In (6), P1 and P2 are respectively the priority of going to 
the destination place and giving priority to the current 
place rather than destination place “0≤p1,p2≤1”. As the 
priority of going to a place is more important, the value of 

City center 1 
× 

(1500,6500) 

Residential            
-Complex 

×  
(4500,7500) 

 
Emergency 

× 
(7500,6500) 

Park 
× 

(5500,5500) 

Hospital 
× 

(3500,3500) 

University 
× 

(6500,8500) 

10000 

x 

 
 

10000 

 
 

City center 2 
×  

(6500,500) 

Bazaar 
× 

(2500,1500) 

y 
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P1 is considered equal to 0.6. Regarding the result of 
d/Max_dis, instead of using A, (1-A) is used to create a 
balance in the equation. Now, the more the result of the 
equation p1(1-A)+P2(d/Max_dis), it points to the fact that 
the selection of this destination is not an appropriate 
choice .In each place we are, this equation must be 
repeated for each of other places (that can be one of the 
destination places) and finally the obtained figure, which 
has the least value, is selected as destination. 

3.7 The Calculations Done in the VANET 
Environment 

As we are in the current place and because of having 8 
existing places figure. 5 in the current place, for 
destination selection, we should apply (6) 8 times and the 
selected destination will be the result in these 8 steps. 
Namely, in table 1 the node is personal automobile, so if 
the current place is the hospital and the time is morning, 
the destination place will be city center 2. 
Tables 2, 3, and 4 show the rules of the personal, public, 
and ambulance nodes in Fuzzy Mobility Model. 

Table 2: Personal automobile 
place  

Hospital City center 2 City center 1 Bazaar 
Emergency City center 2 Residential-Complex Park 
University    University Residential-Complex Residential-Complex 
Residential-Complex City center 1 Residential-Complex Park 
Park City center 1 City center 1 Park 
Bazaar Bazaar City center 2 Bazaar 
City center 1 City center 1 City center 1 City center 1 
City center 2 City center 2 City center 2 City center 2 
 Morning Noon Evening   Time 

Table 3: Public automobile 
place  

Hospital City center 1 Residential-Complex   Bazaar 
Emergency Residential-Complex   Emergency   Emergency 
University  Residential-Complex Residential-Complex   University 
Residential-Complex Residential-Complex Residential-Complex City center 1 
Park City center 1 Residential-Complex City center 1 
Bazaar   Bazaar   Bazaar City center 2 
City center 1 City center 1 City center 1 City center 1 
City center 2 City center 2 City center 2 City center 2 
 Morning Noon Evening   Time 

Table 4: ambulance automobile 
Place  

Hospital Hospital Hospital Hospital 
Emergency Emergency Emergency Emergency 
University  Emergency Emergency Emergency 
Residential-

Complex 
Emergency Residential-

Complex 
Emergency 

Park Hospital Emergency Emergency 
Bazaar Hospital Hospital Hospital 
City center 1 Hospital City center 1 Hospital 
City center 2 City center 2 City center 2 City center 2 
 Morning Noon Evening   Time 

It should be mentioned that obtaining rules table has 
different ways. We can seek help from experts, for 
example, to complete the rules table. 

4. Simulation 

The applied simulator is called Glomosim [5]. 

4.1 Simulation Parameters 

The simulation environment is 10000 m × 10000 m and the 
least range for transfer of nodes is 250 m. Of course, 
because of the existence of the obstacles, the real 
transmission range of each node is limited. The 
propagation model is two-ray path loss. In MAC layers, 
IEEE 802.11 DCF protocol is applied and the band is 
2mbps wide. As the nodes can be pedestrian and 
automobile we select the mobility speed of nodes between 
0 m/s and 10 m/s. The stopping time will be selected 
randomly between 10 and 300 seconds. In different 
primary situations, each point of the diagram obtained 
from the average 20 time-simulation implementation with 
distributed nodes. 
After the primary distribution of nodes in the vertices of 
Voronoi graph, nodes move for 60 seconds to be 
distributed all over the simulation environment. Then, 20 
Data Session begins. The size of the data packet is 512 
byte and the rate of transfer is 4 packets per second. The 
maximum number of packet which can be sent in each data 
session is 6000. So a heap of 6000 packet can be received 
by 20 destinations. Twenty sources and destinations are 
selected randomly. During the simulation, the movement 
continues for a period of 3600 second. All the data 
sessions apply CBR traffic model (a fixed bit rate). The 
numbers of clients and servers have been selected 
randomly. 

4.2 The Manner of Fuzzy Mobility Model 
Application to Glomosim 

The formula of the fuzzy systems [15] with inference 
engine of multiplication, unique fuzzifier (1) and center 
average defuzzifier (2) will be as follow (7): 
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nRUx ⊂∈  Is the input of fuzzy system and RVxf ⊂∈)(  
is the output of fuzzy system. In Fuzzy Mobility Model the 
above mentioned formula is implemented in C language 
and then it is given to Glomosim simulator.  
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4.3 Evaluation Metrics 

The main purpose of simulation is the examination and 
comparison of evaluation metrics. Fuzzy Mobility Model 
in the VANET environment is compared to other mobility 
models. Simulation has been done according to different 
speeds and now we examine the results. The evaluation 
metrics in the simulation done are as follow: 
    --Node Density: The average number of each node’s 

neighbors is called node density. 
    --Broken Link Average: It is the average of broken links 

during the simulation. 
    --Average Data packet Reception: It is the number of 

receptions of the sent data packets in the desired 
destinations.   

    --Routing Overhead: It is the number of transfers of 
network layer controlling packets. 

    --End to End Delay: A delay which is required for a 
packet to arrive from the source to the destination. 

The compared methods are as follow: 
    --FMM (Fuzzy Mobility Model). 
    --OMM( Obstacle Mobility Model ). 
    --CBMM (Cluster Based-Mobility Model). 
    --RWMM( Random Waypoint Mobility Model ). 

4.4 The Results of Simulation of Fuzzy Mobility 
Model  
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Fig. 5 Average data packet reception. 
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Fig. 6 Node density average. 
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Fig. 7 Broken link average. 
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Fig. 8 End to End delay average. 
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Fig. 9 Routing overhead average. 

4.4.1 Average Data Packet Reception 

Considering figure 5, it can be observed that Average Data 
Package Reception in RW Mobility Model is better than 
the other methods. In FMM Mobility Model Average Data 
Package Reception is lower, because nodes of the same 
type (for example, Public automobile node) are not beside 
one another. In CBMM Mobility Model, Average Data 
Package Reception is better, because nodes of the same 
type usually are beside one another. 

4.4.2 Node Density 

In RW mobility model node density is better other models, 
because all parameters (such as destination selection, route 
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selection, and movement speed) are selected randomly. 
OM mobility model has node density of better rather than 
FMM mobility model, but the less node density has rather 
than two mobility models. Figure. 6 shows the average 
number of each node’s neighbors. 

4.4.3 Broken Link Average 

In FMM, pathways are stable, so fewer number of links 
break. RWMM has a greater number of broken links and 
generally OMM and CBMM have a fewer number of 
broken links than RWMM. It can be concluded that the 
more is the average number of each node’s neighbors in 
the related mobility model, the more broken links will be. 
Figure. 7 illustrates broken link average. 

4.4.4 End to End Delay Average 

In FMM mobility model, has the least end to end delay 
because pathways are stable. In both models (RW and 
FMM) there are no obstacles, but whereas the selection of 
destination and pathway in FMM mobility model against 
RW mobility model is not random, resulting end-to-end 
delay of that is lesser. End to end delay in two mobility 
model CBMM and OM is less than the RW mobility 
model. End to end delay average is illustrated in figure. 8. 

4.4.5 Routing Overhead 

From figure. 9, we can conclude that routing overhead in 
FMM mobility model is the least of other mobility models. 
But in other models due to pathways stable is less, the 
mobility models have to be sent more control packets. This 
makes the routing overhead is more than instead of 
proposed mobility model. 

4.5 Conclusion 

The focus of this paper is on the pattern of nodes 
movement in the real environment. The previous mobility 
models were either unrealistic not including obstacles and 
pathways, or realistic including obstacles and pathways 
similar to those of the real environment, but none of them 
pays any attention to the manner of  nodes movement and 
destination selection. 
 Considering the examinations have done up to now, each 
realistic model is composed of 3 sub-models: 
Environmental sub-model, signal obstruction sub-model 
and movement pattern sub-model. There is a close 
relationship among these sub-models. In the proposed 
mobility model, environmental sub-model and the signal 
obstruction of obstacle mobility model have been applied, 
but it has a different movement pattern sub-model. 
A fuzzy control system containing fuzzy rules has been 
used in this mobility model. In this paper, it has been 

proved that the mobility of a mobile node is fuzzy 
(imprecise) and also the mobility environment is a fuzzy 
one. The fuzzy control system used in this paper describes 
node mobility in an adaptable way to the environment. 
These rules describe the manner of destination selection. 
By using a fuzzy control system in the proposed Fuzzy 
Mobility Model, the movement rules of different types of 
nodes, depending on the kind of activity and environment 
and so on, have been imposed.  This model also has a 
knowledge base which is changeable depending on nodes 
conditions, types of nodes and the environment. Using 
such knowledge base, movement rules of every 
environment can be imposed as input on the mobility 
model in order to consider the movement in that 
environment. 
The type of mobility model, number, type of arrangement, 
size of obstacles and the speed of nodes movement are the 
parameters which have a considerable effect on the 
simulation results. 
After simulation, it was found out that not only most of the 
results in Fuzzy mobility model have improved but also the 
nearest this model to real world conditions has helped to 
effectively. This model can help those researchers who 
would like to implement ad hoc networks protocols. 
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Abstract 

Despite extensive research on knowledge transfer issues, there is a 
dearth of research that has explicitly focused on the role of 
Transactive Memory System (TMS) in enabling inter-
organizational knowledge transfer in e-government IT 
outsourcing. Although the information systems literature has 
recently acknowledged the role of TMS in improving knowledge 
processes, most of the research is still remain in theoretical 
conjecture. Additionally, most of related research was done in the 
lab based on the physical, virtual or memory recall tasks. None of 
empirical work has been done in integrating TMS in outsourcing 
context since most researchers used interpretive approach. To 
address this gap, we applied positivist approach through 
operationalization of identified factors that give impact towards 
Malaysia Public Agencies outsourcing partnership. The present 
paper attempts to provide an integrated conceptual framework of 
knowledge transfer with and integration of TMS to facilitate 
knowledge transfer process which further can be validated. 
Keywords: Knowledge Management, Knowledge Transfer, 
Organizational Learning, Transactive Memory System (TMS), 
Information Technology Outsourcing (ITO). 

1. Introduction 

Knowledge Management (KM) has been historically 
influenced by research undertaken across broad range of 
disciplines. These disciplines include sociology, psychology 
and philosophy. Until now, research in KM has been 
extended through various areas such as strategic 
management, information system, organizational learning, 
artificial intelligent and other more. Among those parent 
disciplines, organizational learning (OL) is the closets 
‘cousin’ to knowledge management (KM). Hacket [1] 
considered KM and organizational learning as two sides of 
the coin. Transfer of knowledge is critical to knowledge-
intensive project like IT outsourcing. However, the transfer 

of knowledge requires continuous organizational learning 
and the knowledge is being organized to enable knowledge 
retention capacity for future knowledge utilization. 
Knowledge is considered as tangible asset to organization. 
Tangible assets tend to depreciate in value when it is 
utilized. In contrast, knowledge grows substantially when it 
is fully utilized and depreciates or stagnant when it is not 
used. The organization needs to acquire the knowledge, 
learn, apply and reinvent the knowledge to make it suitable 
with the organization climate. Indeed, knowledge is of 
limited value if it is not shared and transferred throughout 
an organization. Thus, interest has increased in the 
phenomenon of how the firms create, retain, and transfer 
knowledge. 
 
In the case of Malaysia, Malaysian Administrative and 
Modernization Planning Unit (MAMPU) [2] has created a 
"knowledge bank" structure in the public sector ICT 
framework to facilitate the sharing of knowledge and 
experience by capturing information across all Government 
agencies. This framework will create a structured and 
systematic transfer and utilization of knowledge generated. 
For the initial stage, several set of databases has been 
identified by MAMPU such as economic intelligence, 
security intelligence, R&D and Government statistics to 
create the knowledge bank. This initial project is 
implemented at four ministries; Finance, Health, Works and 
Education Thus, each ministry must develop their own 
knowledge bank with back end architecture that can 
integrate with other stated ministries. This project was 
initiated to address a high number of complaints regarding 
public services. There are many factors contribute to poor 
service delivery in the public sectors and one of them is low 
level of information and knowledge sharing among 
government agencies [3]. Although there is an increment in 
term of percentage complaints solved, the adoption and 
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deployment of knowledge bank implementation reported by 
the scholars and how it can facilitate the knowledge transfer 
process is scarce. Furthermore, the knowledge bank focused 
more on the internal knowledge repositories among the 
public agencies without the absence of private agencies [2]. 
Riding on such issues, MAMPU formed a Special Interest 
Group for Knowledge Management (SIG-KMPS) in April 
2010 to address the needs of KM in Malaysia Public Sector 
and to facilitate the public-private partnership. Since the 
government have been aggressively promoting the Shared 
Service and Outsourcing (SSO) industry, which undertake a 
full consideration of public-private partnership in 
supporting government transformation, it is crucial to 
consider a suitable framework of knowledge transfer that 
could support and facilitate transferring process during the 
outsourcing partnership. 
 
Past researchers have suggested various organizational, 
human-related and IS-based mechanisms for improving 
knowledge transfer processes within and between 
organizations. Recent research has starts to integrate the 
concept of individual’s mental memory towards 
organization. Organization by itself is a combination of 
various stages of memories ranging from internal memories 
until external memories (e.g. stakeholders/shareholders).  
Therefore, this paper attempts to provide a better 
understanding of the phenomenon of knowledge transfer in 
IT outsourcing and how the transferring process may be 
bridged by applying organizational memory concept with 
existing identified factors during IT outsourcing project 
execution in Malaysia government setting. The study 
presented in this paper complements the existing knowledge 
transfer research in the context of e-government IT 
outsourcing project, while contributing to the body of 
empirical KM research. The reminder of this paper is 
structured as follow: next section will discuss research 
background and Malaysia public agencies e-government IT 
outsourcing in general. The following section discusses the 
relevant literature to develop underpinning theories.  We 
proposed our conceptual framework of knowledge transfer 
in IT outsourcing in section four. We conclude the paper by 
some final remarks in section five. 
 

2. Research Background 
 
2.1 Knowledge Transfer and IT Outsourcing 
 
Knowledge transfer (KT) is defined as a dyadic exchange 
between individuals, groups or organizations, in which a 
recipient can understand, learn and apply knowledge 
transmitted from a source [4],[5],[6]. A thorough review of 
literature reveals that many authors and researchers have 
failed to provide a clear cut definition for KT and at the 
same times use the term “knowledge sharing (KS)” and 

“knowledge transfer (KT)” interchangeably. However, 
recent scholars’ works have made a distinction line between 
these two terms. Knowledge sharing primarily concerned 
with the individual’s view while knowledge transfer 
concentrates more on the organizational view [7]. KS only 
takes the activities of giving or contributing, and is included 
under sub process of knowledge transfer. Furthermore, [8] 
asserts that KS does not include the receiving and reuse 
aspect of transfer. KT should involve active communication 
between two parties or active consultation for each other in 
order to learn what they both know. In a simple connotation, 
“people share knowledge” whereas “organizations transfer 
knowledge”.  
 
Some researchers have been arguing of knowledge transfer 
concept since knowledge resides in employees (human 
components of organization), task and interrelationship, 
tools and technology (software and hardware) and network 
coordination (internal or external network 
coordination). There is no simplest way to transfer 
knowledge from a brain of a human to another brain 
perfectly and easily like transferring files form one 
computer to another. Hence, the nucleus of knowledge 
transfer process is the knowledge receiver. The knowledge 
receiver must have capability to learn, to understand and to 
know for applying in right circumstance. In line with that, 
all knowledge transfer mechanism incorporate social 
interaction either from direct interaction or virtual 
interaction. Ambos and Ambos [9] identified two 
mechanisms; (1) by personal coordination mechanism such 
as personnel motion, training, jobs rotation [10], 
interactions with suppliers and customers [11], community 
of practices and post-project reviews [12], (2) by 
technology based coordination mechanism such as 
collaboration software, distributed learning and business 
intelligence system. Most of Malaysia public organizations 
are actually practicing knowledge transfer using mechanism 
like staff training, observation of experts, routines, 
meetings, standard operating procedures, manuals and 
databases where most of transferring knowledge process is 
the implication of strategic alliances, joint ventures, mergers 
and acquisitions. KT especially through strategic alliances 
has become a shot gun approach for a firm to acquire 
knowledge that it could not easily develop within its 
confines. One of the strategic alliances practices in 
Malaysia is through IT outsourcing. Public agencies can 
increase knowledge and diversity through outsourcing. 
However, this will not necessarily translate into increased 
organizational knowledge if the organizations failed to 
assign value to the knowledge they are transferring and 
receiving from the partnership. 

 
During IT outsourcing partnership, client and vendor can 
develop two forms of knowledge transfer in terms of a 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 52



 

 

reciprocal learning [13]; 1) the partners can obtain from 
each other technical knowledge and know-how, 2) they can 
learn from each other management and business skills that 
individually they are lacking. Both the service receiver and 
provider should have a shared vision and goals for 
partnership as well as a belief that their partners will not act 
opportunistically [14]. Knowledge transferring or sharing 
throughout the IT outsourcing progress management should 
be given more attention for both sides. One side, vendors 
can transfer their IT special knowledge to clients, which 
helps client to improve their IT function; on the other 
aspect, clients also transfer their business knowledge to 
vendors, which will improve vendor’s capability of 
understanding and implementing. Unfortunately, it appears 
that public sector organizations in developing countries 
especially Malaysia, have not received much attention in the 
research literature covering knowledge transfer especially in 
IT outsourcing. Most of the studies concentrate on the 
general knowledge management implementation or 
readiness at public agencies [15], Malaysian SME industries 
[16], aerospace industry [17], bank [18], telecommunication 
industry [19], higher education [20] to cite a few. There is 
only one work recently done by [21] focusing on knowledge 
transfer success factors in Malaysia setting. From the 
success factors the authors developed a theoretical 
framework for future work. Apparently, those researches 
never address the need of organizational learning context 
for an effective knowledge transfer. Therefore, it is crucial 
for this study to be taken and significantly give an insight 
and better understanding of the knowledge transfer 
processes in ITO. 

2.2 Malaysia E-Government IT Outsourcing 

In today’s world, governments are increasingly under 
pressure for more profound change in structure and 
strategies to meet the requirements of contemporary society. 
Government needs to become more partnership-based, 
results-oriented, integrated, and externally focused. 
Therefore, government starts to serve their citizen thru 
electronic application. Malaysian government has starts 
their initiative in transforming their service delivery by 
launching seven flagship of e-government with the 
development of Multimedia Super Corridor (MSC) has 
become a jump starts of all current transformation. In order 
to focus more on servicing citizen, e-government 
outsourcing has become an important measure to reduce the 
pressures from cost, technical, as well as personnel. E-
government Outsourcing in the Malaysia public sector has 
become an accepted management practice. Yang et al. [22] 
classified e-government outsourcing into two types; (i) 
system construction outsourcing (project in nature) and (ii) 
maintenance outsourcing (process in nature). Usually e-
government outsourcing project will involve two or more 

vendors working together for one particular project. The 
relatively high complexity, high uncertainty, and high risk 
of large e-government service projects favour a partnership 
approach. This government (clients)-private (vendors) 
partnership make the knowledge transferring process more 
problematic due to differences in the development and 
implementation of IS across sectors. 
 
According to a joint publication by Outsourcing Malaysia 
and ValueNotes published in August 2009, revenues from 
the Malaysian ITO industry are expected to touch $1.1 
billion in 2009. The industry is expected to grow at a 
CAGR of 15% to reach $1.9 billion by 2013. Currently, 
ITO services in Malaysia have a greater share of the overall 
outsourcing market, followed by Business Process 
Outsourcing (BPO) services; while knowledge services 
outsourcing is still in its nascent stage, has a smaller 
share. The interest in outsourcing is still growing especially 
among players in the banking (e.g: CIMB & Maybank), 
airline (Malaysia Airline System), manufacturing, 
healthcare, and government sectors. IT outsourcing has 
been identified as one of the main ways to address some 
demanding challenges faced by government. The shortage 
of IT expert and the difficulty of attracting and retaining the 
right IT talent ranked as the number one barrier that fuel the 
Malaysian government decision to outsource. Current e-
government IT outsourcing activities in Malaysia are data 
entry, ICT hardware maintenance, network management 
service, web-hosting management and development and 
application system maintenance [2]. However, there is a 
trend for government and public agencies to shift to more 
interactive service delivery which are citizen-centered and 
based on networks and partnership between public, private 
and NGO and between levels of government. The use of 
application providers by government can help meet 
increasing e-government service demands by citizen and 
business alike. 
 
Currently, Malaysian government has been practicing three 
types of IT outsourcing model for e-government application 
namely [2]; (1) BOT (Build, Operate, Transfer), (2) BOO 
(Build, Operate, Own) and (3) Contract Services. For BOT 
approach the provider or vendor need to develop the 
application according to the agencies requirement and 
manage the system operation for a certain time as stated in 
the contract. After the contract terminate, the vendor will 
hand over the application to the agencies that owned the 
project. Example applications for BOT approach that have 
been implemented are e-procurement (e-perolehan) own by 
Ministry of Finance (MOF) and The Electronic Budget 
Planning and Control System (e-SPKB) own by National 
Accountant Department (ANM). In contrast with BOO 
outsourcing approach, the vendor will provide and manage 
the ICT service without hand in back to the agencies. The 
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ownership of the services is still under vendor supervision. 
The last outsourcing approach is contract basis service. For 
this approach, the owner agency will give a contract to the 
vendor to develop or maintain the whole ICT devices but 
the ownership of the device belongs to the agencies not the 
provider. Most of Malaysia Public Agencies ITO contracts 
were three years or less since this duration had higher 
success rate compared to contract duration greater than 
three years [23]. 
 
Malaysian government has massively outsourced many e-
government applications but scarce researches have focused 
on knowledge transfer processes in the outsourcing projects 
particularly for Malaysia environment. Although most of the 
success factors for ITO were rigorously considered based 
on principles and findings from previous research, which 
are frequently referred to [24], there are still some project 
that is not fully satisfied by the stakeholders or do not meet 
stated performance objectives [25]. Report from 
egov4dev.org (2009) has shown that e-government project 
failed because there is no lesson learned since knowledge 
about the failure was not captured, transferred or applied. 
As a result, mistakes were wastefully repeated. This claimed 
was also supported by [26] which examined the importance 
of knowledge transfer towards vendor’s development that 
can create added value to the organizations. Giannakis [26] 
asserts that the failure of many initiatives revealed a twofold 
problem: first there is great difficulty in the generation and 
transformation of knowledge into organizational action and 
subsequently and even greater difficulty in the transfer of 
knowledge to partners. In addition, the acquired application 
may not be customized enough to effectively streamline or 
transform the business process. Moreover, this relates to the 
criticism that the vendors have limited understanding of the 
clients’ business process [27]. IT outsourcing involves 
integrating and coordinating knowledge from many 
individuals of different disciplines and backgrounds, with 
varied experiences and expectations, located in different 
parts of the organization. Thus, both client and vendor 
should able to identify types of knowledge that is needed to 
be transferred during project execution, what mechanisms 
are appropriate and how the transferred knowledge can be 
retain in the organization for learning purposes and future 
use. To address the issues, we have drawn our research 
from two popular theories in Knowledge Management field 
as well as outsourcing field. 
 

3. Literature Review 

3.1 Theoretical Lens 

According to [28], the popular theories being used in ITO 
research is the economic theory (e.g. Transaction Cost 
Theory & Agency Theory), followed by sociology theory 

(e.g. Relational Exchange Theory & Social Exchange 
Theory) and lastly strategic management theory (e.g. 
Resource-Based Theory, Resource Dependence Theory). 
From the researcher literature review, for the past five years 
research in ITO and knowledge transfer, most researchers 
used multiple theoretical approaches rather than single 
theoretical approach. The most dominated theory behind the 
knowledge management activities in ITO project were two 
popular models; Resource-Based View Theory (RBV) and 
Knowledge-Based View Theory (KBV). From a sourcing 
perspective, RBV theorists have traditionally maintained 
that firms should not outsource any business function or 
activity that contributes to building and maintaining 
competitive advantage. According to this two theories 
postulated by [29] and [30], firms that established 
connections with external firms through mechanisms such 
as outsourcing run the risk of transferring vital knowledge 
and resources by engaging in sourcing partnerships. Other 
potential negative sourcing outcomes include creating 
competitors via vertical integration of sourcing partners and 
losing vital internal knowledge and resources by engaging 
in sourcing relationships with external partners. As a result, 
RBV called for a protectionist stance regarding outsourcing, 
recommending that firms should only outsource support 
functions that do not directly contribute to the firm’s value 
added and competitive advantage generating mechanisms.  
 
From a more proactive perspective, RBV and KBV tenets 
denote that firms may engage in outsourcing as a means of 
identifying, exploring, and transferring knowledge and 
resources from external sourcing partners to internal 
control. KBV proposes that IT outsourcing is a way to 
utilize vendor’s professional knowledge and skills [31]. 
Although the knowledge-based view emphasizes the unique 
knowledge of the client firm [32], IT projects needs an 
integration of mix experience and new knowledge from the 
vendor. Client and vendor firms can create shared 
understanding from a successful exploration of specialized 
external knowledge. The exploration of external knowledge 
in IT outsourcing needs a knowledge integration of client 
domain knowledge and vendor technical knowledge during 
the development process. Without such integration, the 
unique knowledge of the client firm cannot be successfully 
leveraged in the outsourced custom-software development 
process. Consequently, IT outsourcing can be viewed as a 
boundary crossing mechanism through which firms can use 
sourcing relationships to gain access to resources critical to 
the firm’s competitive advantage development or 
maintenance [33]. In such cases, client establishes a short-
term relationship with an established outsourcing partner 
with the intent of transferring knowledge, human capital, 
and technologies from the client to the vendor. 
Additionally, [33] asserts, mechanisms emphasized in 
outsourcing strategy can range from the (i) transferring of 
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knowledge to help develop internal capabilities, (ii) by the 
hiring an experts personnel from the sourcing firm to build 
up internal capabilities for the partner, (iii) by the outright 
acquisition of the sourcing firm to internalize capabilities 
previously existing externally and lastly (iv) by aligning 
client’s needs with vendor possessing complementary 
resources and capabilities. In such cases, outsourcing 
partners may provide the combination of complementary 
knowledge bases with a lack of direct competition that can 
fuel innovation of a new application/technology and service 
development. Hence, RBV and KBV perspectives provide 
valuable insights for the business rationale of IT 
outsourcing practices. Many researchers have found them 
useful in explaining specific aspects of outsourcing 
decisions, processes and outcomes using KBV and RBV 
theoretical lens. Thus, many researchers [39],[35] have 
placed these two theories as the theoretical lens to the KT 
model or their framework specifically for ITO environment. 

3.2 Knowledge Transfer Model 

King et al. [4] appointed two important element in 
developing effective organizational knowledge; (i) 
communication and (ii) information processing. There are 
three models dominated within the knowledge transfer area. 
Most of the existing KT models were rooted from 
communication model, group information processing model 
and knowledge creation model. Communication based 
model was elucidated by [36] and later being improvised by 
[37] while the second is based from Hinsz’s [38] model. 
The third one is based from Nonaka’s [39] knowledge 
creation model. Within the communication-based approach, 
the transfer of knowledge is regarded as a message encoded 
in a medium by a sender to a recipient in a given context. 
Schramm’s [36] communication model initially consisted of 
three elements; (i) Sender, (ii) Recipient and (iii) Message. 
The receiver becomes the “recipient” or “user”, since it is 
the subject who learns or acquires knowledge (not simply 
the message receiver) whereas; the “sender” is the 
knowledge holder. The message becomes the “object”, as it 
can be produced by complex knowledge. Scharmm’s [40] 
later enhanced the model by including Media. Media is the 
channels used to communicate the message, palliate its 
passage, and enhance its chances of completing a 
communicative act. Scharmm’s [40] model becomes the 
most referred basic model in many knowledge transfer 
framework. Subsequently, [37] improvised the basic model 
developed by Schramm’s [40] by considers six factors: 
Knowledge source, Message, Knowledge receiver, Channel, 
Feedback and Environment or Organizational context. 
 
Apart from viewing KT from communication lens, scholars 
started to integrate the communication model with group 
information processing model to enhance the existing KT 

model. In order for the organization to learn something, the 
members need to process the data or information that they 
got to better suit the organization. Hinsz et al. [38] has 
postulated three components in the information processing 
model: encoding (i.e. forming knowledge representations 
through interpretation, evaluation and transformation), 
storing (i.e. entering representations in the memory system), 
and retrieval (i.e. accessing and using representations from 
the memory system). This concept is closed to human 
cognitive system. Later, Gibson [41] starts to improvised 
Hinsz’s model by expending the information processing into 
four stages; accumulation, interaction, examination and 
accommodation. However, Gibson’s model is applicable if 
the accumulated knowledge is highly ambiguous and the 
processing does not occur in a linear time order. The main 
similarity between these two models is the need of social 
interaction along each phase. 
 
From [42] framework of knowledge generation, the transfer 
of knowledge is seen as the creation of knowledge through 
four modes of knowledge conversion of explicit and 
implicit forms of knowledge: externalization (from implicit 
to explicit), combination (from explicit to explicit), 
socialization (from implicit to implicit) and internalization 
(from explicit to implicit). Nonaka and Takeuchi [42] 
visualized the knowledge conversion process as cyclic 
process and happen mainly through informal networks of 
relations in the organization starting from the individual 
level, then moves up to the group (collective) level and 
eventually to the organizational level. However, according 
to [43], Nonaka’s model does not describe how to initiate 
the macro level process for individuals or groups to manage 
the knowledge and to be innovative. Gourly [44] further 
claimed that Nonaka only proposed two modes of 
knowledge creation; internalization and externalization, 
whereas; socialization and combination are modes of 
knowledge transfer. Based from the discussed constraint, 
[45] develops an integrative cognitive architecture model 
for groups with the combination of three subsystem; 
selection subsystem, memory subsystem and 
communication subsystem. Curseu [45] claimed that the 
comprehensive group information processing models should 
consist of communication based view, knowledge creation 
based and memory based system. The proposed information 
processing model can be integrated with communication 
model, Gibson’s model, Nonaka’s Model and Transactive 
Memory theory. This model is suitable at the organizational 
level unit of analysis for example this model appropriate for 
distributed group members and virtual project team. 
However, the group members must be anonymous. 

 
Besides the three basic models as the basis to the KT model 
developed by past researchers, scholars have also embodied 
KT antecedents and consequences in the model. Prior 
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studies have investigated the role of knowledge 
characteristics, such as ambiguity, in determining 
knowledge transfer [10]. Other studies have examined 
sender-receiver characteristics, such as absorptive capacity 
and motivation [46],[47] or organization context [48],[49]. 
Inspite of that, current trends in knowledge transfer research 
have also comprised project nature [5][35] factors in 
developing the model since most of the transferring process 
occurred during the project execution or alliances. Table 1 
summarized a few KT components that being derived from 
the past research. These components have been reviewed by 
most of the scholars in KT research and significantly gives 
effect on KT process in ITO. 
 
In spite of all factors discussed above, organization 
information system is claimed to be an effective tools to 
support knowledge transfer process. However, most of the 
organizational knowledge is based on the information stored 
in legacy information systems which have been developed 
in an isolated way [59]. Therefore, such information can be 
inconsistent, redundant and difficult to retrieve and link. 
The information that ends up in the most organizational 
information system has a poor structure (e.g., PDF 
documents), which makes the system unmanageable and 
chaotic, limiting the possibility to deal with other system 
requirements, such as information privacy and fast and 
flexible retrieval methods [59]. It was suggested that the 
organizational information memory system should have the 
capability to provide an experts database with points of 
contact on various topics [60], support both formal and 
informal knowledge besides the automatic privacy 
mechanism [59]. Hence, recent scholars have connected 
organizational information memory system (OMIS) with the 
Transactive Memory System (TMS) to facilitate the 
interaction of organizational knowledge [61],[62],[63]. 

Table 1: Knowledge Transfer Component 

Components Characteristics Authors 

Source 

Disseminative Capacity 
Reliability 
Credibility 
Willingness to share 

 

[10],[35],[50], 
[47],[49] 

Recipient 

Absorptive Capacity 
Motivation 
Learning intent 
Retentive Capacity 

[50],[51] 
 

Knowledge 

Knowledge Ambiguity 
Stickiness 
Complexity 
Tacitness 

[47],[51],[52] 

Organizational 

Organizational Culture 
Personnel Movement 
Community of Practices 
Management Practices 
Organizational Structure 
Organizational Learning 
Strategy 

[53],[54],[55] 
[56] 
 

Communication Codification Interpretation 
Communication Channel 

[57] 
 

Relationship 

Arduous Relationship 
Dyadic relation 
Strength of ties 
Network density 
Social Similarity 

[10],[58],[57] 
 

Project Nature 

Prior collaboration history 
Team size 
Project complexity Project 
phase 

[35] 

 

3.3 Organizational Memory System and Knowledge 
Transfer: The Role of Transactive Memory System 
(TMS) 

KT process comprises four activities; knowledge 
conversion, knowledge routing, knowledge dissemination 
and knowledge application [64]. Within these practices, 
effective transfer and use of organizational knowledge 
depends to a large extent on the organization’s ability to 
create and manage its collective memory. The organization 
itself has been seen as a repository of knowledge [65]. The 
organization’s knowledge repositories or knowledge stock 
are found in individual members, roles and organizational 
structures, standard operating procedures and practices, 
culture and physical layout of the workplace [64]. This 
collective memory is often referred to as organizational 
memory (OM). To support effective management of 
organizational memory, [66] proposed the use of 
information technology to accomplish four specific 
processes related to organizational memory: acquisition, 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 56



 

 

retention, maintenance, and search and retrieval. In 
addition, they outline a design for an organizational 
memory information system (OMIS).  
 
However, [67] argued that the proposed OMIS architecture 
by [66] faced several challenges. According to them, much 
of the knowledge in the OM is contextualized and 
consequently the knowledge interpreted wrongly. A second 
challenge regarding the locations of knowledge since OM 
generally resides in different types of retainers. These 
retainers of OM may be in dispersed location and their 
memories might be difficult to combine.  A third problem 
with OM management is that knowledge is often tacit which 
is difficult to track and maintain in large organizational 
memories. A fourth problem concerns with the 
unpredictability of organizational knowledge. This 
unpredictability results in frequent changes to the contents 
of the OM measure of the retainer’s legitimacy and 
reliability is required. These five problems create 
difficulties for members of the organization in retrieving 
and using knowledge that resides in OM. Therefore, to gain 
a better understanding of possible ways to overcome the 
barriers for efficient OM management, [67] proposed the 
concept of Transactive Memory Systems (TMS) being 
incorporated with OM.  
 
One of the philosophical theories that have been embedded 
in the concept of organizational memory is Transactive 
Memory theory. Transactive Memory theory becomes 
Transactive Memory System when [68] started to model 
human memories in a concept of computer network. 
Transactive memory is a system for encoding, storing, and 
retrieving information in groups [68]: it is a set of 
individual memory systems in combination with the 
communications that take place between individuals. 
Originally, TMS was used to describe the ways in which 
dyads (such as married couples) that are close to one 
another share knowledge and allocate responsibilities for 
knowing. Extending the notion of TMS beyond groups and 
pairs, several authors have speculated on how organizations 
might function as TMS with an input of information system 
architecture. Anand et al. [46] proposed certain forms of 
information systems, such as intranets, search engines, 
standardized concepts and vocabularies, could be used to 
enhance the functioning of TMS. Nevo and Wand [67] 
proposed directories of meta-knowledge to overcome the 
knowledge storage and location problems as stated before. 
The computerized directories of meta-memory can 
compensate for the lack of the group’s tacit knowledge. 
Even so, the work on organizational TMS has been 
conceptual rather than empirical. There have been no 
descriptions of working organizational TMS in the 
literature.  
 

Therefore [62] have proposed a model of the operation of 
an organizational TMS. This model focused more on 
organizational KM codification strategy rather than 
personalization strategy since the aim of suggested model 
was to connect people with reusable codified knowledge. 
Jacobson and Klobas [62] have divided organizational TMS 
into four main activities instead of three activities 
postulated by [68]. The nucleus of organizational TMS is 
the directory or the knowledge repositories. The directory 
consists of metadata about people, including name, 
organizational role and formal group membership, work 
experience, areas of expertise and other information such as 
availability and reliability as a source of knowledge. Some 
of the metadata for some people in a TMS will be stored in 
a person's head, but other metadata can be stored externally, 
in a CV or expertise database, a document management or 
knowledge management system, on the organization's 
intranet or in handbooks, or in the heads of intermediaries 
such as managers, administrators and other colleagues who 
act as gatekeepers or links in a chain to the ultimate source 
of the knowledge. The second activity is directory 
maintenance. According to them, directory can be 
maintained by formal and informal procedures. Formal 
procedures might include the updating of metadata and 
other information in organizational information systems 
whereas informal procedures include discussions held 
alongside formal meetings or serendipitous meetings in the 
corridor or coffee room. The third activity is retrieving 
process from the directory. The directory allows knowledge 
to be retrieved from one's own work group(s) and from 
others in the organization. Much of the information retrieval 
from one's own group might be in the form of conversations 
although this retrieval might be supported by information 
systems that record knowledge in the form of documents. 
Finally, knowledge allocation would be the fourth activity 
evoked [62]. They argued that knowledge is allocated and 
stored on the basis of several activities ranging from formal 
allocation of responsibility and transfer of knowledge 
among people in the organization to individual learning. 
This view provides a framework to guide development of a 
holistic TMS for a particular organization. It allows a view 
of what an information system might provide and what is 
best done (or indeed must be done) through interpersonal 
means. 

4. Conceptual Framework 

The underpinned framework for this study is derived from 
the in-depth study on IT/IS outsourcing, knowledge 
transfer, information processing literature and 
organizational learning. Previous research has examined a 
range of antecedents of organizational knowledge transfer. 
For this research purposes, this study included only 
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antecedents that have been studied extensively across 
multiple studies and align conceptually. This enabled 
researcher not only to compare antecedents, but also to 
make sure the antecedents studied are deemed relevant by 
the research community. Consistent with prior literatures, 
the researcher classifies antecedents of inter-organizational 
knowledge transfer into four domains: organization memory 
system factors, client-related factors, vendor-related factors 
while project management factors as controlled variables. 
This paper contributes to the existing literature by 
examining how organization memory system can facilitate 
the knowledge transfer process between client and vendor 
involved in IT outsourcing relationship besides the other 
three most cited determinants. From the IT project 
management perspectives, organization shared cognition are 
able to successfully manage project interdependencies [69]. 
Fig. 1 illustrates the proposed conceptual framework for the 
study. 
 
4.1 Variables 
 
The dependent variable in the research framework is 
‘knowledge transfer’. The operationalize definition of 
knowledge transfer for this research was drawn upon the 
communication theories, whereby transfer of knowledge is 
define as a method that involves two-way communication 
between the client and the vendor exchange and share their 
useful information/ skill/ competencies or routines about the 
project and both parties is affected by changes in recipient 
replication and adaptation capabilities and changes in 
skills/knowledge. Knowledge from this research context is 
organizational knowledge whereby “knowledgeable” 
organization can be seen through daily basis routines and 
the systematic structure of workflow. A vendor corresponds 
to the knowledge source involved in transferring knowledge 
or the generalized knowledge resource, whereas; client act 
as knowledge receiver, and the destination or the entity 
which receives and internalizes the knowledge content. 
Further, within the knowledge transfer context, the 
transmission element corresponds to the activities and 
processes, such as communication activities, through which 
knowledge is transferred from one entity to the other. 
 
Meanwhile, the independent variables are measured by 
three domains; vendor characteristics, client characteristics 
and organizational memory context. Each of the domains is 
observed by several items that have been selected from 
Table 1.  Researchers only take the items that empirically 
give significant or positive impact towards knowledge 
transfer. The negative impact has been eliminated to ensure 
the high validity and reliability of each construct. Client in 
this research context is the Malaysian public agencies act as 
the recipient of knowledge that outsourced the E-
government application to the third parties. Meanwhile, 

vendor is conceptualize as a third-party entity act as the 
source of knowledge that develop, manages and 
distributes E-government application and solutions to public 
agencies. Vendor characteristics are measured by vendor 
credibility, willingness to share, disseminative capacity and 
knowledge integration. For client characteristics, 
researchers have chosen four measurable item; absorptive 
capacity, retentive capacity, conjecture and motivation. 
Researchers have also incorporated Transactive Memory 
System (TMS) as proposed by [62] and [61]. Although the 
most popular measurement of TMS is elucidated by [70], by 
which TMS is measured by specialization, coordination and 
credibility, we argue that the early measurement developed 
by [71] is based from the activities memory recall of dyads 
that working together and it is most suitable of TMS form 
individual’s perspective rather from organizational 
perspective. Therefore, we have extracted the main 
organizational routines that involves during outsourcing 
project as presented in [61][71] and [72] interpretive 
research. Therefore, TMS is measured from the 
organizational project routines that encoding and updating 
directories, coordinating and retrieval, allocating and 
storing and lastly directory content. 
 
Much of the academic research on information system 
project management has been done in the context of 
software development and maintenance in the “traditional” 
computing paradigm in which the majority of software 
projects involve the custom development of applications 
[35]. There is a lack of empirical investigation of the issues 
related to the IT outsourcing projects. Control variables in 
this model are derived from project management literature, 
but we labelled it as project nature. Thus in this research, 
four control variables are included in the framework: prior 
collaboration history, team size, project complexity and 
project phase. 
 
4.2 Framework Hypotheses 
 
Generally there are two main stream of KT approaches 
[73]; (1) Information Science approach (knowledge as an 
object) and (2) Constructivist approach (knowledge as 
process, a set of dynamic skills and know-how). The 
Western or Europe companies prefer Information Science 
approach. In contrary, Japan companies much emphasized 
on constructivist approach [74]. In this study, we 
developed our framework by integrating both approaches. 
We viewed TMS from Information Science approach. 
Within this approach, knowledge is viewed as an object 
that can be created, stored, and retrieved. Meanwhile, the 
other three variables (client characteristics, vendor 
characteristics and knowledge transfer) are from 
constructivist approach. In this approach, knowledge is 
primarily viewed as a process, a set of dynamic skills and 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 58



 

 

know-how that is constantly changing. Constructivist 
approach is involved with assessing, changing, and 
improving IT outsourcing team skills and behaviour. We 
integrate both approaches depending on the type of 
knowledge in IT outsourcing project. IT outsourcing 
project consists of procedural and domain specific 
knowledge. Procedural knowledge is tacit in nature while 
domain specific knowledge is explicit in nature. The 
proposed conceptual framework is presented in Fig. 1. We 
derived 12 hypotheses from each constructs that relates. 
 
4.2.1 Vendor Characteristics 
 
Many studies have examined the effect of knowledge 
source on knowledge transfer. The knowledge source in 
this research refers to the vendor that develops or provides 
the e-government applications or infrastructures. There are 
four characteristics of vendor that being measured in this 
study; vendor’s credibility, vendor’s willingness to share, 
vendor’s disseminative capacity and vendor’s capability to 
integrate knowledge from various units/departments. 
Vendor’s credibility is generally defined as the extent to 
which a client perceives a vendor to be trustworthy and 
reputable [35]. Thus from the definition, the credibility 
concept has two dimensions: trust and reputation. 
Knowledge transfer researchers have indicated trust as the 
core ingredient in order for individuals to transfer 
knowledge [10].  Trust ‘reflects the belief that a partner’s 
word or promise is reliable and that a partner will fulfil its 
obligations in the relationship’ [65]. When client 
credibility is high, client are likely to be more open and 
receptive to information from the vendor; ideas in the asset 
are perceived to be worthy of consideration. The 
knowledge conveyed is thus more likely to be seen as 
useful, and to influence the behavior of the recipient [10]. 
The importance of a client’s credibility is amplified in the 
context of a knowledge transfer process because this 
process is not amenable to enforcement by contract [75].  
 
Besides vendor’s credibility, we also measures knowledge 
sharing initiatives in the project. Lee [14] and [35] have 
showed that knowledge sharing is a major indicator of 
whether or not the outsourcing activity succeeds. Those 
studies confirms that knowledge sharing is one of the 
major predictors for outsourcing success because IT 
outsourcing posses highly valuable knowledge relating to 
the product development, the software development 
process, project management and technology in general 
[76]. Therefore we operationalized willingness to share as 
vendor attitude which vendor is willingly to provide access 
towards others about knowledge and his experiences. 
Willingness to share is operationalized based on the 
intensity level of vendor in doing tacit and explicit 
knowledge sharing with his client in ITO project. 

Willingness to share also relates to the vendor’s 
disseminative capacity.  
 
Disseminative capacity refers to the vendor capacity to 
contextualize, format, adapt, translate and diffuse 
knowledge through a social or technological network and 
to build commitment from stakeholders [77]. In the context 
of IT outsourcing, individual members who control and 
distribute resources, information and knowledge can 
largely affect the performance of the whole project team 
[78]. The fourth constructs is knowledge integration. 
Knowledge integration is defined as individual members 
who control and distribute resources, information and 
knowledge can largely affect the performance of the whole 
project team [78]. In an IT outsourcing project, the users 
from the client organization communicate system 
requirements to the vendor’s IT consultants who use their 
software expertise and knowledge from the users to build 
the system. Users then assimilate the system by making 
necessary changes to their work. Knowledge integration is 
essential since if knowledge from a particular cluster is 
missing or is not integrated. Therefore, we derived four 
hypotheses from vendor characteristics: 
 
H1a:  Vendor credibility significantly gives an impact 
towards vendor characteristics for knowledge transfer 
processes in IT outsourcing at public agencies  
 
H1b: Vendor willingness to share significantly gives an 
impact towards vendor characteristics for knowledge 
transfer processes in IT outsourcing in public agencies 
 
H1c: Vendor disseminative capabilities significantly give 
an impact towards vendor characteristics for knowledge 
transfer processes in IT outsourcing in public agencies 
 
H1d: Vendor knowledge integration significantly gives an 
impact towards vendor characteristics for knowledge 
transfer processes in IT outsourcing in public agencies 

 
4.2.2 Client Characteristics 
 
Second independent variables involved in this research are 
the client factors. There are four independent variables has 
been identified in this research that influence the process 
of transferring knowledge in IT outsourcing project; 
absorptive capacity, retentive capacity, communication 
competence and motivation. Most scholars stress that the 
studies of knowledge transfer should concern not only 
whether knowledge owners have a willingness to share, but 
also whether knowledge receivers can learn and absorb. 
Therefore, absorptive capacity affects vendor ability to 
recognize the importance and value of new knowledge, to 
assimilate the knowledge, and to apply it to solve the 
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problem. We defined absorptive capacity as the ability of 
the client to acquire new external knowledge, assimilate or 
transform the knowledge into usable knowledge then apply 
it to business ends. The definition emerges two subsets; 
potential absorptive capacity and assimilation and realized 
absorptive capacity. The client needs to actually know 
their prior knowledge and their ability to valued new 
knowledge that they received from vendor for example 
through training or project maintenance. A transfer of 
knowledge is effective only when the knowledge 
transferred is retained. The ability of a recipient to 
institutionalize the utilization of new knowledge reflects its 
'retentive' capacity [10].  According to [7], clients retentive 
capacity is differs from absorptive capacity because 
absorptive capacity refers to an indication of initial short-
term memory, whilst; retentive capacity refers to long-term 
memory. 
 
Communication competence can be defined as the extent 
by which the client and vendor have a frequent routine of 
formal (in term of task-achieving issues) or informal (out 
of role) interaction and conversation regarding project-
relevant information. The uncertainty situation in IT 
outsourcing, my impacts the process of knowledge transfer 
among clients’ and vendors’ that emerged the important of 
communication competence. On top of that, client needs 
the motivation to accept and absorb the new external 
knowledge. The motivation of the client refers to the client 
desire to implement the knowledge or technology being 
transferred. Lack of motivation in knowledge transfer will 
result in passiveness, feigned acceptance or 
implementation, hidden sabotage, intentionally slow 
implementation, or directly reject the practice. From the 
above argument, we posit four hypotheses from client 
variables; 

 
H2a: Client absorptive capacity significantly gives an 
impact towards client characteristics for knowledge 
transfer processes in IT outsourcing in public agencies 

 
H2b: Client retentive capacity significantly gives an impact 
towards client characteristics for knowledge transfer 
processes in IT outsourcing in public agencies 

 
H2c: Client communication competence significantly gives 
an impact towards client characteristics for knowledge 
transfer processes in IT outsourcing in public agencies 

 
H2d: Client motivation significantly gives an impact 
towards client characteristics for knowledge transfer 
processes knowledge transfer in IT outsourcing in public 
agencies 
 
4.2.2 Organizational Memory Context: TMS 

 
Knowledge transfer in group encompasses various 
practices of managing organizational knowledge. Effective 
transferring and use of organizational knowledge depend 
on a large extent of the organization’s ability to create and 
manage its collective memory. This collective memory is 
often referred to as organizational memory (OM). In 
relation to IT outsourcing, such memory resides in 
business professionals from clients’ side and IT specialist 
from vendors’ side, policies, contract/agreement, and 
culture. These retainers of OM may be in different 
locations and their memories might be difficult to combine. 
There are three processes of TMS that affects the 
knowledge transfer within IT outsourcing team [79]; first, 
the directory updating functions allows group members to 
be aware of the location of the expertise possessed by 
specific individual. Secondly, information allocation and 
function represents the process of distributing knowledge 
to the members whose expertise is best suited for its 
storage. Third the retrieval coordination function shows 
how to retrieve needed information on any topics based on 
related knowledge from individual expertise in the memory 
system. In this paper, we enhanced the TMS concepts by 
incorporating other information processing activities like 
encoding, coordinating, storing and relevant organizational 
directories content to support the knowledge transferring 
processes. Thus, scholars have increasingly considered the 
concept of the TMS as an enhancer of inter-organizational 
knowledge transfer [61][67] and to develop organizational 
knowledge memory system [62]. While the concept of 
TMS has been studied in the context of traditional 
organizational forms and co-located teams, little is known 
about the process through which a TMS in distributed 
teams could be created and could support knowledge 
transfer between remote sites like a case in IT outsourcing. 
We measures TMS in terms of the project routines to 
encoding and updating the directories, coordinating and 
retrieval process, allocating and storing of project 
information or data in the organizational memory systems. 
Thus, we believe that TMS will facilitate the knowledge 
transferring process; 
 
H3a: The relevant organizational directories content will 
facilitate knowledge transfer in IT outsourcing at public 
agencies  
 
H3b: The project routines of encoding and updating 
project document will facilitate knowledge transfer in IT 
outsourcing at public agencies  
 
H3c: The project routines of coordinating and retrieval 
project document will facilitate knowledge transfer in IT 
outsourcing at public agencies  
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H3d: The project routines of allocating and storing project 
document will facilitate knowledge transfer in IT 
outsourcing at public agencies 
 
 

 
Fig. 1 Proposed Conceptual Framework. 

 

 

5. Final Remarks 
 
This conceptual paper proposed an integrative preliminary 
framework that links four groups of key domains namely; 
client related characteristics, vendor related characteristics, 
Transactive Memory System context and project nature 
factors while discussing the theories and models behind the 
proposed model. This conceptual model is still based on 
literature study. Therefore, it needs further research to 
empirically validate the model. We believed that the 
application of the framework may provide useful insights 

into ITO specifically for Malaysia e-government 
initiatives. 
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Abstract 

This works aims to design a statistical machine translation from 
English text to American Sign Language (ASL). The system is 
based on Moses tool with some modifications and the results are 
synthesized through a 3D avatar for interpretation. First, we 
translate the input text to gloss, a written form of ASL. Second, 
we pass the output to the WebSign Plug-in to play the sign. 
Contributions of this work are the use of a new couple of 
language English/ASL and an improvement of statistical machine 
translation based on string matching thanks to Jaro-distance. 
Keywords: Sign Language Processing, Machine Translation, 
Jaro Distance, Natural Language Processing. 

1. Introduction 

For many centuries, Deaf have been ignored, considered 
mentally ill. And there wasn’t effort to try to contact them. 
Only close deaf communicated with each other. In the 18th 
century, deaf people are beginning the use of a Sign 
Language (SL) based on gestural actions. Gestures that can 
express human thought as much as a spoken language. 
This gestural language was not a real methodical language 
what follows an anarchic development of sign language 
for a long time. Within seventies that hearing persons 
wishing to learn the language of the deaf and the deaf 
willing to teach find themselves in the school to learn. It is 
therefore necessary to develop teaching materials and 
accessible educational tools. It is very unfortunate but 
there is no universal sign language, each country has its 
own sign language. Communication between the deaf and 
hard of hearing from different countries or community is a 
problem, knowing that most deaf people do not know how 
to read or write. From the Eighties, researchers begin to 
analyze and process sign language. Next, they design and 
develop routines for communication intra-deaf and 
between hearing and deaf people. Starting from the design 
of automatic annotation system of the various components 
of sign language and coming to the 3D synthesis of signs 
through virtual avatars. In recent years, there was the 
appearance of a new line of research said automatic Sign 
Language Processing noted SLP. SLP is how to design, 
represent and process sign language incompletely 

described [1]. After that, there was the appearance of some 
works towards translate automatically written text to sign 
language. There are two types of machine translation. First, 
those which generate a 3D synthesis through a virtual 
character who plays the role of an interpreter in sign 
language. Second, those generate glosses from written text. 
Usually, any automatic processing of language (natural or 
signed) requires corpus to improve treatment outcomes. 
Note that sign languages are made up of manuals 
components and non-manual components such as gaze, 
facial expressions and emotions. The purpose of this paper 
is to focus on how to use statistics to implement a machine 
translation for sign language. This paper begins with an 
overview of various kind of machine translation for sign 
language. Next, an overview of our contribution and 
structure is introduced. Section 4 is a short description of 
the parallel data English/ASL. Alignment and training 
steps are shown in section 5. Section 6 describes our 
contribution in statistical machine translation. Phrase-base 
model and decoding are explained in section 7.  Results 
and word alignment matrix are illustrated in section 8. 
Conclusions are described in section 9. 

2. Machine Translators to Sign Language 

Machine translators have become more reliable and 
effective through the development of methodology for 
calculating and computing power. The first translators 
appeared in the sixties to translate Russian into English. 
The first machine translator considered this task as a phase 
of encryption and decryption. Today and following 
technological developments, there was appearance of new 
systems. Some based on grammatical rules and other based 
on statistics. Not forgetting that there are translators which 
are based on examples. The translation stage requires 
preprocessing of the source language as sentence boundary 
detection, word tokenization, chunking… And, these 
treatments requires corpus. After the evolution of corpora 
size of and diversity for written language, there were 
multitudes of machine translators for the majority of 
languages in the world. But for sign language, we found 
only a few projects that translate a textual language to sign 
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language or sign language to written text. In what follows 
we present various existing projects for sign language. 

2.1 TEAM Project 

TEAM [2] was an English-ASL translation system. It built 
at the University of Pennsylvania that employed 
synchronous tree adjoining grammar rules to construct an 
ASL syntactic structure. The output of the linguistic 
portion of the system was a written ASL gloss notation 
system [3] with embedded parameters. This notation 
system encoded limited information about morphological 
variations, facial expressions, and sentence mood. For 
synthesis, the authors took advantage of the virtual human 
modeling research by using an animated virtual character 
as signing avatar. The project had particular success at 
generating aspectual and adverbial information in ASL 
using emotive capabilities of the animated character. 

2.2 English to American Sign Language: Machine 
Translation of Weather reports 

As is common with machine translation systems, the 
application [4] consists of four components: a lexical 
analyzer, a parser, a transfer module and a generation 
module.  In addition, there is an initial module that obtains 
the weather reports from the World Wide Web.  Several of 
the components use freely available Perl modules, 
packages designed to assist in those particular tasks for 
spoken or computer languages. The ASL generation 
module uses the notion of “sentence stems” to generate 
fluent ASL.  The Perl script first takes an inventory of the 
kinds of information present in the semantic representation, 
and generates a formulaic phrase for each one.  These 
formulas all use ASL grammar, including topic-comment 
structure and non-manual grammatical morphemes.  The 
content that is output by the transfer module is then 
plugged in to the formulas, producing fluent ASL.   

2.3 The South African Sign Language Machine 
Translation 

The aim of the South African Sign Language 
Machine Translation (SASL-MT) project [5] is to increase 
the access of the Deaf community to information by 
developing a machine translation system from English text 
to SASL for specific domains where the need is greatest, 
such as clinics, hospitals and police stations, providing 
free access to SASL linguistic data and developing tools to 
assist hearing students to acquire SASL. The system 
reuses the same concept of TEAM Project [2]. So, authors 
constructed SASL grammar rules, and rule-based transfer 
rules from the English trees to SASL trees. These trees 
were built manually from a set of sentences. The system 
transferred all pronouns detected in the sentence to objects. 
Then, it placed them into signing space.  

This project is still under development. The authors 
have completed the tag parser for the English, the 
metadata generator for pronoun resolution and generation 
of emotional, stress and accent flags, and the signing 
avatar. Also, there aren’t experimental results. 

2.4 Multipath-architecture for SL MT 

Huenfaurth [6] described a new semantic 
representation that uses virtual reality scene. The aim of 
his work was to produce spatially complex American Sign 
Language (ASL) phenomena called “Classifier Predicates” 
[7]. The model acted as an Interlingua within new multi-
pathway machine translation architecture. As opposed to 
spoken and written languages, American Sign Language 
relied on the multiple simultaneous channels of hand shape, 
hand location, hand/arm movement, facial expression and 
other non-manual gestures to convey the meaning. For this 
reason, the author used a multi-channel architecture to 
express additional meaning of ASL.  

2.5 Czech Sign Language Machine Translation 

The goal of this project was to translate spoken Czech 
to Signed Czech [8]. The system included a synthesis of 
sign by the computer animation. The synthesis employed a 
symbolic notation HamNoSys [9]. An automatic process 
of synthesis generated the articulation of hands from the 
notation. The translation system has built in the statistical 
ground. The inventory of Czech Sign Language used for 
the creating of complete vocabulary of signs. This 
dictionary had more than 3000 simple or linked signs and 
covers the fundamental vocabulary of Czech Deaf 
community. 

2.6 ViSiCAST Translator 

Marshall et al. at the University of East Anglia 
implemented a system for translating from English text 
into British Sign Language (BSL) [10]. Their approach 
used the CMU Link Parser to analyze an input English text. 
And they used Prolog declarative clause grammar rules to 
convert this linkage output into a Discourse Representation 
Structure. During the generation half of the translation 
process, Head Driven Phrase Structure rules are used to 
produce a symbolic SL representation script. This script is 
in the system’s proprietary ‘Signing Gesture Markup 
Language (SiGML)’, a symbolic coding scheme for the 
movements required to perform a natural Sign Language.  

2.7 ZARDOZ System 

The ZARDOZ system [11] was a proposed English-
to-Sign-Languages translation system using a set of hand-
coded schemata as an Interlingua for a translation 
component. Some of the researches focused of this system 
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were the use of artificial intelligence knowledge 
representation, metaphorical reasoning, and blackboard 
system architecture; so, the translation design is very 
knowledge and reasoning heavy. During the analysis stage, 
English text would undergo sophisticated idiomatic 
concept decomposition before syntactic parsing in order to 
fill slots of particular concept/event/situation schemata. 
The advantage of the logical propositions and labeled slots 
provided by a schemata-architecture was that 
commonsense and other reasoning components in the 
system could later easily operate on the semantic 
information. 

2.8 Environment for Greek Sign Language Synthesis 

The authors [12] present a system that performs SL 
synthesis in the framework of an educational platform for 
young deaf children. The proposed architecture is based on 
standardized virtual character animation concepts for the 
synthesis of sign sequences and lexicon-grammatical 
processing of Greek sign language (GSL) sequences. A 
major advantage of the proposed architecture is that it goes 
beyond the usual single-word approach which is 
linguistically incorrect, to provide tools to dynamically 
construct new sign representations from similar ones. 
Words and phrases are being processed and the resulting 
notation subset of a lexical database, HamNoSys [9] 
eventually transformed into GSL and animated on the 
clients’ side via an H|Anim compliant avatar.  

2.9 Thai - Thai Sign Machine Translation 

The authors [13] propose a multi-phase approach, 
Thai-Thai Sign Machine Translation (TTSMT), to 
translate Thai text into Thai Sign language. TTSMT begins 
the translation process by segmenting the input sentence 
since Thai is a non-word boundary language, converting 
the segmented sentence into simple sentence forms since 
most Thai Sign are expressed in a sequence of such form, 
and then generating the intermediate sign codes which link 
a Thai word to its corresponding Thai Sign. The most 
appro-priate sign codes will be selected and rearranged in 
the spatial grammatical order for generating the Sign 
language with pictures. The distinction between the Thai 
text and Thai Sign Language in both grammar and 
vocabulary are concerned in each processing step to ensure 
the accuracy of translation. The developed system was 
implemented and tested to translate Thai sentences used in 
everyday life. 
In this section, we talked about several projects aiming to 
translate written text to sign language. In what follows, we 
introduce our contribution. 

3. Contribution and structure 

3.1 Problematic 

American Sign Language has emerged as the most 
structured Sign Language in the World. More than 20 
countries, that their deaf communities sign ASL. In USA, 
the community of Deaf counts between one and two 
millions that uses ASL for communication. Deaf people 
can’t read or write English. This is the main problem in 
their life. Nowadays, Internet and any tool for 
communication are very important in our life. So, they are 
not accessible for Deaf. This work aims to design a 
machine translation for the pair English/ASL toward 
helping Deaf people. It will be very helpful for interpreters, 
hearing people and Deaf education. 

3.2 Approach 

Figure 1 describes the full process of our statistical 
machine translation for sign language between English 
/ASL. In the beginning we prepare our parallel data. In 
fact, this data is a simple file that contains a pair of 
sentences, one in English and the second one in ASL that 
is described in the next section. This pipeline is inspired 
from the work of Koehn, Och and Marcu [14]. For word 
alignment, we used the GIZA++ statistical word alignment 
toolkit. This tool extracted a set of high-quality word 
alignment from the original unidirectional alignments sets. 
We include in this step a string matching algorithm. For 
Statistical Machine Translation (SMT) Decoder, we use 
MOSES [15].  

4. Parallel Data: Sign Language Corpus 

A corpus is a scientifically prepared collection of 
examples of how a language is commonly used. A corpus 
can contain a large number of written texts, or recorded or 
filmed conversations. Such data collections are used to 
explore the usage of a language or to find out about the 
vocabulary and grammar of this language. Sign Language 
is characterized by its interactivity and multimodality, 
which cause difficulties in data collection and annotation. 
Our corpus is composed by a pair of sentences English vs. 
American Sign Language (ASL). They are stored in a text 
file. ASL is annotated by gloss. Glosses [3] are written 
words, where one gloss represents one sign. Additional 
markings provide further information, e.g. non-manual 
signs. Unfortunately no gloss standard exists, which 
results in inconsistent annotated corpora. Figure 2 is a 
short dialogue between two deaf peoples. The 
conversation is stored into a file and ready for training. 
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“Figure 1. Statistical Sign Language Machine Translation Pipeline” 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Example of conversation between 2 deaf peoples. Bold text is 
the ASL gloss and italic text is the English written version 

5. Alignment and training 

5.1. Word-based models 

We present in this section a simple model for sign 
language machine translation that is based on lexical 
translation, the translation of words [15]. This 
method requires a dictionary that maps words from 

source language to target language, for example, 
from English to American Sign Language (ASL). If 
we take the word ‘your’, we may find multiple 
translations to ASL like ‘YOUR’ or ‘YOU’. Most 
words have multiple translations and some are more 
likely than others. For this reason, in some case, we 
cannot find the best translation if we use a dictionary 
to translate a sentence or a text. We refer to the use of 
statistics based on the count of words in a corpus or 
bilingual corpus. Table 1 displays the possible 
outcome of the word ‘your’. This word occurs 148 
times in our hypothetical text collection. It is 
translated 119 times into ‘YOU’ and 29 times in 
‘YOUR’, and so on if there are other possible 
translations. 
According to Koehn [15], we put formally the 
estimation of the lexical translation probability 
distribution from these counts. This function will 
returns a probability, for each choice of ASL 
translation   e , that indicates how likely that 
translation is. 

𝑃𝑃𝑓𝑓 = 𝑒𝑒 → 𝑃𝑃𝑓𝑓(𝑒𝑒) 

Table 1. Hypothetical counts for different translations of the English 
word ‘your’ 

 

Translation of ‘your’ Count 
YOU 119 

YOUR 29 
 
Thanks to probability distribution for lexical 
translation, we can make a leap to our first model of 

A: (get-attention) TOMORROW I GO  
PICK-up BOOK  NEW I BUY YOU DON'T-
MIND I BORROW YOUR TRUCK? 
“Tomorrow I'm going to pick up some new books 
I just bought. Do you mind if I borrow your 
truck?” 
B: TOMORROW TIME WHAT? 
“What time tomorrow?” 
A: AROUND 10 “give-or-take” 
“Maybe around 10.” 
B: NO NOT WORK MY TRUCK me-BRING  
MECHANIC FIX TOMORROW MORNING.  
TOMORROW AFTERNOON BETTER. 
“No, that won't work; I need to take the truck to 
get serviced tomorrow morning. The afternoon 
would work better.” 
A: FINE. YOU 2 TOMORROW FINE ? 
“That's fine. Would 2 work for you?” 
B: SURE-SURE FINE. 
“Yes, that works fine.” 
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statistical sign language machine translation, which 
use only lexical translation probabilities. We denote 
the probability of translating an English word 𝑓𝑓 into 
an ASL word 𝑒𝑒  with the conditional probability 
function 𝑡𝑡(𝑒𝑒|𝑓𝑓). The alignment between input words 
and output words can be illustrated by a diagram: 

 
I play piano
| | |

PRO-1st PLAY PIANO
 

 
An alignment can be formalized with an alignment 
function a. This function maps, in our example, each 
ASL output word at position i to an English input 
word at position j: 𝑎𝑎: 𝑗𝑗 → 𝑖𝑖 
This is a very simple alignment, since the English 
words and their ASL counterparts are in exactly the 
same order. While many languages do indeed have 
similar word order, a foreign language may have 
sentences in a different word order than is possible in 
ASL. This means that words have to be reordered 
during translation, as the following example 
illustrates: 

 

 

We have just laid some examples for alignment 
model based on words. Note that, in our alignment 
model, each output can be linked with one or more 
than input words, as defined by the alignment 
function. Several works implement this model, for 
example, the IBM Model for word alignment that is 
based on lexical translation probabilities [16]. There 
is 5 IBM Model for mapping words from a source 
language and a target language. For sign language 
machine translation and through the experimental 
results, we will implement only the three first models 
with an improvement algorithm based on string 
matching. In what follows, an implementation of 
three IBM Model is described. 

5.2 IBM Model 1, 2 and 3 

IBM Model 1 defines the translation probability for 
an English sentence f = (f1, … , flf ) of length lf  to an 
ASL sentence e = (e1, … , ele )  of length le  with an 
alignment of each ASL word ej to an English word fi 
according to the alignment function a: j → i  as 
follows: 

𝑝𝑝(𝑒𝑒,𝑎𝑎|𝑓𝑓) =
𝜖𝜖

�𝑙𝑙𝑓𝑓 + 1�𝑙𝑙𝑒𝑒
�𝑡𝑡�𝑒𝑒𝑗𝑗 |𝑓𝑓𝑎𝑎(𝑗𝑗 )�
𝑙𝑙𝑒𝑒

𝑗𝑗=1

 

Let us take a look at how the algorithm words on a 
simple example. Table 2 presents a few iterations on 
a tiny three-sentence corpus with four input words (i, 
understand, play, piano) and four output words (I, 
UNDERSTAND, PLAY, PIANO). Initially, the 
translation probability distributions from the English 
words to the ASL words are ¼=0.25. Given this 
initial model, we collect counts in the first iteration 
of the EM algorithm. All alignments are equally 
likely. 

Table 2. Application of IBM Model 1 EM Training: Given the three 
sentence pairs, the algorithm converges to values for t(e|f) 

e f initial 1st it. 2nd it. 3rd it. .. Final 

I i 0.25 0.41 0.53 0.64 .. 1.0 

I understand 0.25 0.50 0.45 0.38 .. 0.0 

I play 0.25 0.33 0.27 0.23 .. 0.0 

I piano 0.25 0.33 0.27 0.23 .. 0.0 

PIANO i 0.25 0.16 0.12 0.09 .. 0.0 

PIANO play 0.25 0.33 0.36 0.38 .. 0.5 

PIANO piano 0.25 0.33 0.36 0.38 .. 0.5 

PLAY i 0.25 0.16 0.12 0.09 .. 0.0 

PLAY play 0.25 0.33 0.36 0.38 .. 0.5 

PLAY piano 0.25 0.33 0.36 0.38 .. 0.5 

UNDERSTAND i 0.25 0.25 0.21 0.17 .. 0.0 

UNDERSTAND understand 0.25 0.50 0.55 0.61 .. 1.0 

In IBM Model 2, we add an explicit model for 
alignment. In IBM Model 1, we do not have a 
probabilistic model for this aspect of translation. As 
consequence, according to IBM Model 1 the 
translation probabilities for the two examples cited 
previously are the same. IBM Model 2 addresses the 
issue of alignment with an explicit model for 
alignment based on the positions of the input and 
output words. The translation of an English input 
word in position i to an ASL word in position j is 
modeled by an alignment probability distribution:  

𝑎𝑎�𝑖𝑖|𝑗𝑗, 𝑙𝑙𝑒𝑒 , 𝑙𝑙𝑓𝑓� 
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Recall that the length of the input sentence f  is 
denoted as lf, and the length of the output sentence e 
is le . We can view translation under IBM Model 2 as 
a two-step process with a lexical translation step and 
an alignment step: 

 
The first step is lexical translation as in IBM Model 1, 
again modeled by the translation probability t(e|f). 
The second step is the alignment step. For instance, 
translating ‘understand’ into ‘UNDERSTAND’ has a 
lexical translation probability of : 

t(UNDERSTAND | understand) 

 and an alignment probability of a(2|3,4,5) - the 2th 
ASL word is aligned to the 3rd English word. 
Note that the alignment function a maps each ASL 
output word j to an English input position a(j) and 
the alignment probability distribution is also set up in 
this reverse direction. The two steps are combined 
mathematically to form IBM Model 2: 

𝑝𝑝(𝑒𝑒, 𝑎𝑎|𝑓𝑓) = 𝜖𝜖�𝑡𝑡�𝑒𝑒𝑗𝑗 |𝑓𝑓𝑎𝑎(𝑗𝑗 )�𝑎𝑎�𝑎𝑎(𝑗𝑗)|𝑗𝑗, 𝑙𝑙𝑒𝑒 , 𝑙𝑙𝑓𝑓�
𝑙𝑙𝑒𝑒

𝑗𝑗=1

 

Table 3 shows that in only three iterations we achieve 
the same results of IBM Model 1.  
In IBM Model 3, we account the NULL token. In 
other words, you can get a word in English that is not 
translated into ASL. The probability of generating a 
NULL token is: 

𝑝𝑝(∅0) = �𝑙𝑙𝑒𝑒 − ∅0
∅0

� 𝑝𝑝1
∅0𝑝𝑝0

𝑙𝑙𝑒𝑒−2∅0  

Table 3. Application of IBM Model 2 EM Training 
e f initial 1st it. 2nd it. 3rd it. 
I i 0.64 0.73 0.96 1.00 
I understand 0.38 0.32 0.09 0.00 
I play 0.23 0.18 0.03 0.00 
I piano 0.23 0.18 0.03 0.00 

PIANO i 0.09 0.06 0.00 0.00 
PIANO play 0.38 0.40 0.48 0.50 
PIANO piano 0.38 0.40 0.48 0.50 
PLAY i 0.09 0.06 0.00 0.00 
PLAY play 0.38 0.40 0.48 0.50 
PLAY piano 0.38 0.40 0.48 0.50 

UNDERSTAND i 0.17 0.13 0.01 0.00 
UNDERSTAND understand 0.61 0.67 0.90 1.00 

 

Due to the problem of incomplete and according to 
Koehn, we are facing a typical problem for machine 
learning. We want to estimate our model from 
incomplete data. So, we will use the expectation 
Maximization algorithm, or EM Algorithm that 
addresses the situation of incomplete data. It is an 
iterative learning method that fills in the gaps in the 
data and trains a model in alternating steps. We apply 
EM for IBM Model 1, 2 and 3. 

6. String Matching 

Words in American Sign Language are very similar 
to English written text. So, we think to use others 
techniques to learn data quickly and efficiency, for 
example, string-matching. String-matching is a very 
important subject in the wider domain of text 
processing. String-matching algorithms are basic 
components used in implementations of practical 
software existing under most operating systems. 
Moreover, they emphasize programming methods 
that serve as paradigms in other fields of computer 
science. They also play an important role in 
theoretical computer science by providing 
challenging problems. String-matching consists in 
finding one, or more generally, all the occurrences of 
a string in a text or with another string. The pattern is 
denoted by x = x[0 . . m − 1]; its length is equal to m. 
The text is denoted by y = y[0 . . n − 1]; its length is 
equal to n. Both strings are build over a finite set of 
character called an alphabet denoted by with size is 
equal to. Several algorithms and methods exist like 
Jaro-Winkler distance that does will be used in word 
alignment process from statistical sign language 
machine translation. 

6.1 Jaro-Winkler distance 

The Jaro–Winkler distance [17] is a measure of 
similarity between two strings. It is a variant of 
the Jaro distance metric and mainly used in the area 
of record linkage. The higher the Jaro–Winkler 
distance for two strings is, the more similar the 
strings are. The Jaro–Winkler distance metric is 
designed and best suited for short strings such as 
person names. The score is normalized such that 0 
equates to no similarity and 1 is an exact match. The 
Jaro distance 𝑑𝑑𝑗𝑗  of two given strings 𝑆𝑆1 and 𝑆𝑆2 is: 
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𝑑𝑑𝑗𝑗 =
1
3
�
𝑚𝑚

|𝑠𝑠1| +
𝑚𝑚

|𝑠𝑠2| +
𝑚𝑚− 𝑡𝑡
𝑚𝑚

� 

Where: 
- m is the number of matching characters 
- t is the number of transpositions 
Jaro–Winkler distance uses a prefix scale 𝑝𝑝  which 
gives more favorable ratings to strings that match 
from the beginning for a set prefix length l. Given 
two strings 𝑆𝑆1 and 𝑆𝑆2, their Jaro–Winkler distance dw  
is: 𝑑𝑑𝑤𝑤 = 𝑑𝑑𝑗𝑗 + �𝑙𝑙. 𝑝𝑝. �1 − 𝑑𝑑𝑗𝑗 �� 

Where: 
- dj is the Jaro distance between s1 and s2. 
- l is the length of common prefix at the start of the 

string up to maximum of 4 characters. 
- p is constant scaling factor for how much the 

score is adjusted upwards for having common 
prefixes. p should not exceed 0.25, otherwise the 
distance can become larger than 1. The standard 
value for this constant in Winkler's work is p = 
0.1. 

The next Table presents some examples: 

Table 4. Jaro-Winkler distance applied to 5 pairs word 

S1 S2 
Jaro  

distance 
Jaro-Winkeler 

distance 
I i 1.00 1.0000 
I understand 0.00 0.0000 

PIANO play 0.38 0.4550 
PIANO piano 1.00 1.0000 

UNDERSTAND understand 1.00 1.0000 

6.2 String Matching for EM for IBM Model 1 

Starting from the formula: p(a|e, f) = p(e,a|f)
p(e|f)  

We improve the result by adding the dw  between e 
and f, we have: 

p(a|e, f) =
α. p(e, a|f) + (1 − α). dw (e, f)

p(e|f)
 

Where α is the coefficient of similiraty between the 
two words e and f. The standard value of αused for 
experiments is 0.5. Table 2 presents comparative 
results applied to a small corpus composed by two 
pair-sentences.  

Table 5. Application of IBM Model 1 EM Training with string matching 

e f initial 
3 

iterations 

3 iterations   
+ String 

Matching 
I i 0.2500 0.6412 0.9684 
I understand 0.2500 0.3879 0.0532 

I play 0.2500 0.2307 0.0316 
I piano 0.2500 0.2307 0.0839 

PIANO i 0.2500 0.0929 0.0475 
PIANO play 0.2500 0.3846 0.3738 
PIANO piano 0.2500 0.3846 0.7977 
PLAY i 0.2500 0.0929 0.0049 
PLAY play 0.2500 0.3846 0.8170 
PLAY piano 0.2500 0.3846 0.3741 

UNDERSTAND i 0.2500 0.1727 0.0123 
UNDERSTAND understand 0.2500 0.6120 0.9467 

6.3 String Matching for EM for IBM Model 2 

Table 6. Application of IBM Model 2 EM Training with string 
matching 

e f initial 2 iterations 
2 iterations 

+ string 
matching 

I i 0.6412 0.7343 0.9986 
I understand 0.3879 0.3258 0.0030 
I play 0.2307 0.1899 0.0010 
I piano 0.2307 0.1899 0.0380 

PIANO i 0.0929 0.0657 0.0345 
PIANO play 0.3846 0.4050 0.3169 
PIANO piano 0.3846 0.4050 0.9047 
PLAY i 0.0929 0.0657 0.0000 
PLAY play 0.3846 0.4050 0.9044 
PLAY piano 0.3846 0.4050 0.3129 

UNDERSTAND i 0.1727 0.1341 0.0001 
UNDERSTAND understand 0.6120 0.6741 0.9969 

 
Like to IBM Model 1, we add an α coefficient for 
string matching to alignment process. Results show 
that we converge to 1 after 2 iterations only in a 
small corpus. We note that the corpus contains two 
similar words but have not the same semantic and 
role ‘piano’ and ‘play’. The next table presents the 
experimental results. 

7. Phrase-based model and Decoding 

In phrase-based translation, the aim is to reduce the 
restrictions of word-based translation by translating 
whole sequences of words, where the lengths may 
differ. We use MOSES tool to learn phrase 
alignment. After that, we exploit the decoding tool. 
This step is the main function in the system. The 
input is an English sentence. The role of the decoder 
is to find the best translation. The probabilistic model 
for phrase-based translation is: 

𝑒𝑒𝑚𝑚𝑎𝑎𝑚𝑚 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑎𝑎𝑚𝑚𝑒𝑒�∅�𝑓𝑓𝑖𝑖�|𝑒𝑒𝑖𝑖��𝑑𝑑(𝑠𝑠𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑖𝑖 − 𝑒𝑒𝑒𝑒𝑑𝑑𝑖𝑖−1

𝑙𝑙

𝑖𝑖=1
− 1)𝑃𝑃𝐿𝐿𝐿𝐿(𝑒𝑒) 
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Where: 
- Phrase translation: picking phrase 𝑓𝑓𝑖𝑖� to be 

translated as a phrase 𝑒𝑒𝑖𝑖� . We look up score 
∅�𝑓𝑓𝑖𝑖�|𝑒𝑒𝑖𝑖�� from phrase translation table. 

- Reordering: Previous phrase ended in 𝑒𝑒𝑒𝑒𝑑𝑑𝑖𝑖−1, 
current phrase starts at 𝑠𝑠𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑖𝑖. We compute 
𝑑𝑑(𝑠𝑠𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑖𝑖 − 𝑒𝑒𝑒𝑒𝑑𝑑𝑖𝑖−1 − 1). 

- Language Model : For n-gram model, we need to 
keep track of last (𝑒𝑒 − 1) words. We compute 
score 𝑃𝑃𝐿𝐿𝐿𝐿�𝑊𝑊𝑖𝑖|𝑊𝑊𝑖𝑖−(𝑒𝑒−1), … ,𝑊𝑊𝑖𝑖−1� for added 
words 𝑊𝑊𝑖𝑖 . 

8. Results and Word alignment matrix 
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Figure 3. Word alignment matrix: Words in the ASL (columns) are 
aligned to words in the English sentence (rows) as indicated by the filled 

points in the matrix 

 
One way to visualize the task of word alignment is 
by a matrix as in Figure 3. Here, alignments between 
words (for instance between the English ‘play’ and 
the ASL ‘PIANO’) are represented by points in the 
alignment matrix. Word alignments do not have to be 
one-to-one. Words may have multiple or no 
alignment points. For instance, the ASL word 
assumes is aligned to the two English words ‘do you’. 
However, it is not always easy to establish what the 
correct word alignment should be. Experimentation 
and results 
In this evaluation, we trained a small 3-gram 
language model using data in Table 7.  
Results are very encouraged. Table 8 shows some 
alignment sentences with scores.  
For interpretation, we use WebSign tool [18]. 
WebSign is a project that carries on developing tools 
able to make information over the web accessible for 
deaf. 

Table 7. Statistics of Parallel data 

Language Sentences Tokens 
English 431 632 
ASL 431 608 
n-gram 1 = 609 - n-gram 2 = 1539 - n-gram 3 = 257 

9. Conclusions 

We describe several experiments with English-to-
American Sign Language statistical sign language 
machine translation. Employing a technique of string 
matching is crucial. In conclusion, phrase-based 
statistical MT for sign language from English to 
American Sign Language performs well, despite the 
expectations arising from linguistic knowledge about 
the properties of ASL. This work we experimented 
with is currently the best performing machine 
translation evaluated on this pair of languages. 
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Table 8. Some alignments sentences (English / American Sign Language) with scores 

ASL Sentence pair  
English sentence + alignment 

Length : 
Source / Target 

Score 

DEAF YOU ? 
NULL ({ }) are ({ }) you ({ 2 }) deaf ({ 1 }) ? ({ 3 }) 

Source : 4 
Target : 3 

0.0016781 

YOU UNDERSTAND SHE , YOU ?  
NULL ({ 4 }) do ({ 5 }) you ({ 1 }) understand ({ 2 }) her ({ 3 }) ? ({ 6 }) 

Source : 5 
Target : 6 

5.387e-07 

YOU FAVORITE- [ prefer ] , HAMBURGER [ body-shift-or ] HOTDOG ?  
NULL ({ 6 }) do ({ }) you ({ 1 }) prefer ({ 2 5 10 }) hamburgers ({ 7 9 }) or ({ 3 8 }) hotdogs ({ 4 11 
}) ? ({ 12 }) 

Source : 7 
Target : 12 

2.195e-16 

last-YEAR TICKET HOW-MANY YOU ?  
NULL ({ }) how ({ }) many ({ 3 }) tickets ({ 1 2 }) did ({ }) you ({ 4 }) get ({ }) last ({ }) year ({ }) 
? ({ 5 }) 

Source : 9 
Target : 5 

3.661e-06 

TOPIC YOU DON 'T-CARE WHAT ?  
NULL ({ }) what ({ }) do ({ }) you ({ 2 }) not ({ 3 }) care ({ 1 4 }) about ({ 5 }) ? ({ 6 })  

Source : 7 
Target : 6 

5.444e-06 

DRESS YOU LIKE USE- [ wear ] YOU ?  
NULL ({ }) do ({ 8 }) you ({ 2 }) like ({ 3 }) to ({ }) wear ({ 1 4 6 }) dresses ({ 5 7 }) ? ({ 9 })  

Source : 8 
Target : 7 

2.799e-11 

WET-WIPES YOU KEEP CAR ?  
NULL ({ }) do ({ }) you ({ 2 }) keep ({ }) wet ({ 1 }) wipes ({ 3 }) in ({ }) your ({ }) car ({ 4 }) ? ({ 
5 })  

Source : 9 
Target : 5 

4.286e-05 

STRIPES- [ vertical ] , YOU FACE- [ look ] GOOD YOU ?  
NULL ({ }) do ({ 6 }) you ({ 12 }) look ({ 4 7 10 }) good ({ 2 8 11 }) in ({ 5 }) stripes ({ 1 3 9 }) ? 
({ 13 })  

Source : 7 
Target : 13 

6.651e-19 

# Sentence pair (430) source length 6 target length 4 alignment score :  
WHAT YOU ENTHUSIASTIC ?  
NULL ({ }) what ({ }) are ({ }) you ({ 2 }) enthusiastic ({ 3 }) about ({ 1 }) ? ({ 4 }) 

Source : 6 
Target : 4 

0.0006027 
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Abstract 
Fingerprints are the oldest and most widely used form of 
biometric identification. Everyone is known to have unique, 
immutable fingerprints. As most Automatic Fingerprint 
Recognition Systems are based on local ridge features known as 
minutiae, marking minutiae accurately and rejecting false ones is 
very important. However, fingerprint images get degraded and 
corrupted due to variations in skin and impression conditions. 
Thus, image enhancement techniques are employed prior to 
minutiae extraction. A critical step in automatic fingerprint 
matching is to reliably extract minutiae from the input fingerprint 
images. This paper presents a review of a large number of 
techniques present in the literature for extracting fingerprint 
minutiae. The techniques are broadly classified as those working 
on binarized images and those that work on gray scale images 
directly.  
Keywords: fingerprint images, minutiae extraction, ridge 
endings, ridge bifurcation, fingerprint recognition. 

1. Introduction 

Biometrics is the science of uniquely recognizing humans 
based upon one or more intrinsic physical or behavioral 
traits. Fingerprints are the most widely used parameter for 
personal identification amongst all biometrics. Fingerprint 
identification is commonly employed in forensic science to 
aid criminal investigations etc. A fingerprint is a unique 
pattern of ridges and valleys on the surface of a finger of 
an individual. A ridge is defined as a single curved 
segment, and a valley is the region between two adjacent 
ridges. Minutiae points (fig. 1) are the local ridge 
discontinuities, which are of two types: ridge endings and 
bifurcations. A good quality image has around 40 to 100 
minutiae [1]. It is these minutiae points which are used for 
determining uniqueness of a fingerprint. 
Automated fingerprint recognition and self authentication 
systems [2] can be categorized as verification or 
identification systems. 

                                                                                                                                                                                                                           

 
Fig. 1 Minutiae Points.   (a) ridge ending   (b) bifurcation 

The verification process either accepts or rejects the user’s 
identity by matching against an existing fingerprint 
database. In identification, the identity of the user is 
established using fingerprints. Since accurate matching of 
fingerprints depends largely on ridge structures, the quality 
of the fingerprint image is of critical importance. 
However, in practice, a fingerprint image may not always 
be well defined due to elements of noise that corrupt the 
clarity of the ridge structures. This corruption may occur 
due to variations in skin and impression conditions such as 
scars, humidity, dirt, and non-uniform contact with the 
fingerprint capture device. Many algorithms [3-14] have 
been proposed in the literature for minutia analysis and 
fingerprint matching and classification for better 
fingerprint verification and identification. Recently, 
techniques [15, 16, 17, 18] have been proposed that use 
other features apart from minutiae for fingerprint 
recognition. Chen et al [15] propose to reconstruct the 
fingerprint’s orientation field from minutiae and utilize it 
in the matching stage to improve the system’s 
performance. Cao et al [16] have introduced two novel 
features to deal with non linear distortion in fingerprints. 
These features are the finger placement direction and the 
ridge compatibility. Choi et al [17] proposed to incorporate 
ridge features like ridge count, ridge length, ridge 
curvature direction and ridge type together with minutiae 
to increase the matching performance. Current scientific 
studies show that application of evolutionary algorithms 
may improve the performance of biometric systems 
significantly [19].  There are a number of instances in the 
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literature [20, 21] where evolutionary algorithms are used 
for matching minutiae of a fingerprint with that of a 
database of fingerprint images. The results of all such 
techniques depend on the quality of the input image. Thus, 
image enhancement techniques are often employed to 
reduce the noise and to enhance the definition of ridges 
against valleys so that no spurious minutiae are identified. 
In fact, matching latent fingerprints from crime scenes is 
difficult because of their poor quality and the fingerprint 
matching accuracy is improved by combining manually 
marked minutiae with automatically extracted ones [22]. 
Several methods have been proposed for enhancement of 
fingerprint images which are based on image 
normalization and Gabor filtering (Hong’s algorithm) [1], 
Directional Fourier filtering [23],  Binarization Method 
[24], enhancement using directional median filter[25], 
fingerprint image enhancement using filtering 
techniques[26], image retrieval based on color histogram 
and textual features[27] and many others[28-32]. The 
Hong’s algorithm inputs a fingerprint image and applies 
various steps for enhancement. Several other enhancement 
techniques present in literature are based on fuzzy logic 
and neural networks [33-40]. Choonwoo et al [41] 
presented a novel approach to enhance feature extraction 
for low quality fingerprint images using stochastic 
resonance (SR). SR refers to a phenomenon where an 
appropriate amount of noise added to the original signal 
can increase the signal-to-noise-ratio. Experimental results 
show that Gaussian noise added to low quality fingerprint 
images enables the extraction of useful features for 
biometric identification. The rest of the paper is organized 
as follows: Section 2 discusses fingerprint features and 
section 3 explains fingerprint recognition. Section 4 lists 
the techniques available for minutiae extraction in the 
literature and finally, section 5 concludes the paper. 
 
2. Fingerprint Features 

Fingerprint features can be classified into three classes [1]. 
Level 1 features show macro details of the ridge flow 
shape, Level 2 features (minutiae point) are discriminative 
enough for recognition, and Level 3 features (pores) 
complement the uniqueness of Level 2 features. 

 
2.1 Global Ridge Pattern 

A fingerprint is a pattern of alternating convex skin called 
ridges and concave skin called valleys with a spiral-curve-
like line shape (fig. 2). There are two types of ridge flows: 
the pseudo-parallel ridge flows and high-curvature ridge 
flows which are located around the core point and/or delta 
point(s). This representation relies on the ridge structure, 
global landmarks and ridge pattern characteristics. The 
commonly used global fingerprint features are: 

                  
Fig. 2 Global fingerprint ridge patterns 

• Singular points – They represent discontinuities 
in the orientation field. There are two types of 
singular points as shown in fig. 3. A core is the 
uppermost of the innermost curving ridge [1], and 
a delta point is the junction point where three 
ridge flows meet. They are usually used for 
fingerprint registration and classification. 
 

 
Fig. 3 Singular points (SPs), where “O” and “⊕” denote core and delta, 

respectively.  
• Ridge orientation map – This represents the local 

direction of the ridge-valley structure. It is 
commonly utilized for classification, image 
enhancement and minutia feature verification and 
filtering. 

• Ridge frequency map – It is the reciprocal of the 
ridge distance in the direction perpendicular to 
local ridge orientation. It is extensively utilized 
for contextual filtering of fingerprint images.  

 
2.2 Local Ridge Pattern 

This is the most widely used and studied fingerprint 
representation. Local ridge details are the discontinuities 
of local ridge structure referred to as minutiae. Sir Francis 

                 
     Fig. 4 Some of the common minutiae types 

 
Galton (1822-1922) was the first person who observed the 
structures and permanence of minutiae. Therefore, 
minutiae are also called “Galton details”. They are used by 
forensic experts to match two fingerprints. There are about 
150 different types of minutiae [3] categorized based on 
their configuration. Among these minutia types, “ridge 
ending” and “ridge bifurcation” are the most commonly 
used, since all the other types of minutiae can be seen as 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 75



 

 

combinations of “ridge endings” and “ridge bifurcations”. 
Some minutiae are shown in fig. 4. The American National 
Standards Institute-National Institute of Standard and 
Technology (ANSI-NIST) proposed a minutiae-based 
fingerprint representation. It includes minutiae location 
and orientation [42]. Minutia orientation is defined as the 
direction of the underlying ridge at the minutia location 
(fig. 5). Minutiae-based fingerprint representation can also 
assist privacy issues since one cannot reconstruct the 
original image from using only minutiae information. 
Actually, minutiae are sufficient to establish fingerprint 
individuality.  

 
Fig. 5 (a) A ridge ending minutia: (x, y) are the minutia coordinates; θ is 
the minutia’s orientation; (b) A ridge bifurcation minutia: (x, y) are the 
minutia coordinates; θ is the minutia’s orientation. 
 
The minutiae are relatively stable and robust to contrast, 
image resolutions, and global distortion as compared to 
other fingerprint representations. However, to extract the 
minutiae from a poor quality image is not an easy task, 
although most of the automatic fingerprint recognition 
systems are designed to use minutiae as the main 
fingerprint feature for recognition. 
 
3   What is Fingerprint Recognition? 

The fingerprint recognition [43, 44, 45] problem can be 
grouped into three sub-domains: fingerprint enrollment, 
verification and fingerprint identification. In addition, as 
different from the manual approach for fingerprint 
recognition by experts, the fingerprint recognition here is 
referred as AFRS (Automatic Fingerprint Recognition 
System), which is program-based. Verification is typically 
used for positive recognition, where the aim is to prevent 
multiple people from using the same identity. Fingerprint 
verification is to verify the authenticity of one person by 
his fingerprint. There is one-to-one comparison in this 
case. In the identification mode, the system recognizes an 
individual by searching the templates of all the users in the 
database for a match. Therefore, the system conducts a one 
to many comparisons to establish an individual’s identity.  
Both verification and identification use certain techniques 
for fingerprint matching as indicated in the following 
subsection. 

3.1   Techniques for Fingerprint Matching  

Various fingerprint matching techniques discussed in 
literature are as follows: 

• Minutiae based technique:  Most of the finger-
scan technologies are based on Minutiae. Minutia 
based techniques represent the fingerprint by its 
local features, like terminations and bifurcations 
[46-80]. Two fingerprints match if their minutiae 
points match. This approach has been intensively 
studied, also is the backbone of the current 
available fingerprint recognition products.  

• Pattern Matching or Ridge Feature Based 
Techniques: Feature extraction and template 
generation are based on series of ridges as 
opposed to discrete points which forms the basis 
of Pattern Matching Techniques. This includes 
context aware similarity search techniques 
applicable to all types of content based image 
retrieval (CBIR) [81]. The advantage of Pattern 
Matching techniques [82, 83] over Minutiae 
based techniques is that minutiae points may be 
affected by wear and tear and the disadvantages 
are that these are sensitive to proper placement of 
finger and need large storage for templates. 

• Correlation Based Technique [84, 85, 86] : Let 
I(∆x, ∆y, θ) represent a rotation of the input 
image I by an angle θ around the origin (usually 
the image center) and shifted by Δx and Δy pixels 
in directions x and y, respectively. Then the 
similarity between the two fingerprint images T 
and I  can be measured as : 

           (1) 
where CC(T, I) = TTI is the cross-correlation 
between T and I. The cross-correlation is a well 
known measure of image similarity. It allows us 
to find the optimal registration. The direct 
application of eq. (1) rarely leads to acceptable 
results, mainly due to the following problems: 
a) Non-linear distortion makes impressions of the 
same finger significantly different in terms of 
global structure; the use of local or block-wise 
correlation techniques can help to deal with this 
problem. 
b) Skin condition and finger pressure cause image 
brightness, contrast, and ridge thickness to vary 
significantly across different impressions. The 
use of more sophisticated correlation measures 
may compensate for these problems. 
c) The technique is computationally very 
expensive. Local correlation and correlation in 
the Fourier domain can improve efficiency. 

•  Image Based Techniques: Image based 
techniques try to do matching based on the global 
features of a whole fingerprint image. It is an 
advanced and newly emerging method for 
fingerprint recognition. It is useful to solve some 
intractable problems of the first approach. 
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4.       Minutiae Extraction 

An accurate representation of the fingerprint image is 
critical to automatic fingerprint identification systems, 
because most deployed commercial large-scale systems 
are dependent on feature-based matching (correlation 
based techniques have problems as discussed in the 
previous section). Among all the fingerprint features, 
minutia point features with corresponding orientation 
maps are unique enough to discriminate amongst 
fingerprints robustly; the minutiae feature representation 
reduces the complex fingerprint recognition problem to a 
point pattern matching problem. In order to achieve high-
accuracy minutiae with varied quality fingerprint images, 
segmentation algorithm needs to separate foreground from 
noisy background which includes all ridge-valley regions 
and not the background. Image enhancement algorithm 
needs to keep the original ridge flow pattern without 
altering the singularity, join broken ridges, clean artifacts 
between pseudo-parallel ridges, and not introduce false 
information. Finally minutiae detection algorithm needs to 
locate efficiently and accurately the minutiae points. 

There are a lot of minutiae extraction methods available in 
the literature. We can classify these methods broadly into 
two categories (fig. 6): 

• Those that work on binarized  fingerprint images 
• Those that work directly on gray-scale fingerprint 

images. 
The following subsections elaborate on the above 
mentioned categories. 
 
4.1       Minutiae detection from binarized fingerprints  

A number of binary image based methods are available 
which detect minutiae by inspecting the localized pixel 
patterns. They can be further classified into two classes, 
those that work on unthinned binarized images and those 
that work on thinned binarized images. 
 
4.1.1 Unthinned  Binarized images  

Most fingerprint minutia extraction methods are thinning-
based where the skeletonization process converts each 
ridge to one pixel wide. Minutia points are detected by 
locating the end points and bifurcation points on the 
thinned ridge skeleton based on the number of neighboring 
pixels. The end points are selected if they have a single 
neighbor and the bifurcation points are selected if they 
have more than two neighbors. However, methods based 
on thinning are sensitive to noise and the skeleton structure 
does not conform to intuitive expectation. This category 
focuses on a binary image based technique of minutiae 
extraction without a thinning process. The main problem 
in the minutiae extraction method using thinning processes 
comes from the fact that minutiae in the skeleton image do 
not always correspond to true minutiae in the fingerprint 
image. In fact, a lot of spurious minutiae are observed 
because of undesired spikes, breaks, and holes.  Therefore, 
post processing is usually adopted to avoid spurious 
minutiae, which is based on both statistical and structural 
information after feature detection. This category discusses 
three major techniques of minutiae  extraction from 
unthinned binarized images based on chaincode processing 
[46], run based methods[47,48] and ridge flow and local 
pixel analysis based methods [49-51]. 
 
4.1.1.1 Chaincode processing  

Chaincode representation of object contours is extensively 
used in document analysis.  Unlike thinned skeletons, the 
pixel image can be fully recovered from the chaincode of 
its contour. In this method, the image is scanned from top 
to bottom and right to left. The transitions from white 
(background) to black (foreground) are detected. The 
contour is then traced counterclockwise and expressed as 
an array of contour elements [46]. Each contour element 
represents a pixel on the contour. It contains fields for the 
x, y coordinates of the pixel, the slope or direction of the 
contour into the pixel, and auxiliary information such as 
curvature. 

Minutiae Extraction 
Techniques

Binarized 
Fingerprint Images

Unthinned Binarized 
Images

Chaincode Based 
[46]

Run Representation 
Based [47, 48]

Ridge flow and local 
pixel analysis Based 

[49-51]

Thinned Binarized 
Images

Crossing Number 
Based [52-68]

Morphology Based
[69, 70]

Gray Scale 
Fingerprint Images

Ridge Line following 
Based [70-78]

Fuzzy Based 
[79, 80]

Fig. 6   Classification of Minutiae Extraction Techniques 
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In a binary fingerprint image, ridge lines are more than one 
pixel wide. Tracing a ridge line along its boundary in 
counterclockwise direction, a termination minutia (ridge 
ending) is detected when the trace makes a significant left 
turn. Similarly, a bifurcation minutia (a fork) is detected 
when the trace makes a significant right turn (fig. 7(a)). 
Let a vector Pin go in to a contour point P and a vector Pout 
go out of P. The computations of Pin and Pout use several 
neighboring contour points. This is to avoid local noise 
and at the same time obtain a better estimation of the 
vectors using the average of more than one point. The 
significance of the direction change at P is determined by 
the angle made between Pin and Pout: 

                                                 (2) 
After size normalizations, let the two vectors be Pin = 
(x1,y1) and Pout = (x2,y2). Then,  
      θ = arccos(x1y1 + x2y2)                                               
(3)  

 
Fig. 7 (a) Minutia location in chaincode contours, the counter wise 
tracing along the boundary of a ridge line turns left at a termination 
minutia and turns left at a bifurcation minutia. (b) To calculate the 
significant turns, the distance between the thresholding line and the y-
axis gives a threshold for determining a significant turn [46].  

A threshold T is selected so that any significant turn 
satisfies the condition:  
                                  x1y1 + x2y2 < T 
If  the vectors are placed in a Cartesian coordinate system 
with Pin along the x-axis (fig. 7(b)), then the threshold T is 
the x-coordinate of the thresholding line. The turning 
direction is determined by the sign of sin h since the angle 
h is always in the range -90 to +90. Therefore, 
x1y2  - x2y1   > 0  indicates a left turn and  
x1y2 - x2y1  < 0  indicates a right turn.  
This method of direction field generation using chaincode 
for image enhancement is more efficient and robust for the 
following reasons: (i) chaincode generation depends on a 
pre-binarization algorithm, (ii) the adaptive binarization 
algorithm and the chaincode generation algorithm are both 
efficient, and (iii) the orientation field is directly computed 
by tracing the chaincode over a discrete grid. The 
objective is to attain the ridge orientation for the entire 
window rather than at every pixel.  
 
4.1.1.2 Run Representation  

This method results in fast extraction of fingerprint 
minutiae that are based on the horizontal and vertical run-
length encoding from binary images without a 
computationally expensive thinning process [47, 48]. 
Fingerprint images are represented by a cascade of runs 
after run-length encoding. Then runs' adjacency is checked 
and characteristic runs are detected. But all characteristic 
runs cannot be true minutiae. So, some geometric 
constraints are introduced for checking validity of 
characteristic runs.  As shown in fig. 8, the image is 
preprocessed for enhancement, which is based on the 
convolution of the image with Gabor filters tuned to the 
local ridge orientation and frequency. Firstly, the image is 
segmented [87-90] to extract it from the background. Next, 
it is normalized so that it has a prespecified mean and 
variance. After calculating the local orientation and ridge 
frequency around each pixel, the Gabor filter is applied to 
each pixel location in the image. As a result the filter 
enhances the ridges oriented in the direction of local 
orientation. Hence the filter increases the contrast between 
the foreground ridges and the background, while 
effectively reducing noise to set the parameters with 
respect to the orientation and the frequency, respectively.  
 

 
Fig. 8 Block diagram of proposed minutiae extraction algorithm using 
run-length encoding. 

Next, the image is binarized. The simplest way to use 
image binarization is to choose a threshold value, and 
classify all pixels with values above this threshold as 
white, and all other pixels as black. The problem is how to 
select the correct threshold. In many cases, finding one 
threshold compatible to the entire image is very difficult, 
and in many cases even impossible. Therefore, adaptive 
image binarization is needed where an optimal threshold is 
chosen for each image area [91, 92].  

 

                 
Fig. 9 The minutiae in run representation. (a) Termination in horizontal 
runs  (b) Bifurcation in horizontal runs. 
 
A run-length encoding is an efficient coding scheme for 
binary or labeled images because it can not only reduce 
memory space but also speed up image processing time. In 
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the binary image, successive black pixels along the scan 
line are defined as a run. Generally, a run-length encoding 
of a binary image is a list of contiguous horizontal runs of 
black-pixels. For each run a location of the starting pixel 
of a run and either its length or the location of its ending 
pixel must be recorded. Fig. 9 shows runs in a binary 
fingerprint image. 

The following five cases are identified: 
Case 1 : There are no adjacent runs both on the previous 
and the next scan line.  
Case 2: There are two adjacent runs on the previous and 
the next scan line. 
Case 3: There is one adjacent run on either the previous or 
the next scan line.  
Case 4: There are two adjacent runs on either the previous 
or the next scan line. 
Case 5: There are more than two adjacent runs on either 
the previous or the next scan line.     
 
The first case means the run is one pixel spot or an isolated 
line with more than one pixel width. The second case 
means the run is part of a ridge flow. The third case means 
the run is a ridge termination, either the starting or the 
ending points of ridge flow. The fourth case means two 
runs on the previous scan line are merging or one run is 
splitting into two runs on the next scan line. Finally, the 
fifth case has not been considered in the current 
experiment because a confluence point which is composed 
of more than two ridge flows is not a minutia in AFRS. 
The runs in both the third and the fourth cases are called 
characteristic runs, whereas the runs in the second case are 
called regular runs. Characteristic runs of the third case 
correspond to candidates for termination minutiae in a 
fingerprint image and those of the fourth case stand for 
bifurcation in a fingerprint image. Some false minutiae are 
also detected in the process (fig. 10), hence some post 
processing is necessary for their validation. 
 

                    
Fig. 10  Examples of false run structures. (a) island  (b) spike   (c) hole   
(d)  bridge  
 
4.1.1.3 Ridge flow and local pixel analysis 

Gamassi et al [49] also proposed a square based method to 
extract minutiae from unthinned binarized images. Around 
each pixel in the fingerprint image, the method creates a 

3x3 square mask and computes the average of pixels. If the 
average is lesser than 0.25, the pixel is identified as a ridge 
termination minutiae and if the average is greater than 
0.75, the pixel is treated like a bifurcation minutiae. 
Alibeigi et al [50] further used this method and proposed a 
hardware scheme based on pipelined architecture for the 
same.  Maddala et al [51] described the implementation 
and evaluation of an existing fingerprint recognition 
system developed by the National Institute of Standards 
and Technology (NIST). The fingerprints are first 
enhanced and binarized. The binarized image is then 
scanned both horizontally and vertically using a 2x3 pixel 
window size to identify ridge endings and bifurcations. A 
post processing stage is employed to minimize the number 
of false minutiae.  
 
4.1.2 Skeletonization-based Minutiae Extraction (Minutiae 
Extraction from thinned binarized images with Image Post 
processing) 

Here again the image is preprocessed for enhancement. As 
explained in the previous section the image is segmented 
and binarized. Next, the binarized image is thinned. The 
thinning algorithm removes pixels from ridges until the 
ridges are one pixel wide [93]. There are other methods 
also available for thinning [94, 95, 96]. Then the minutiae 
are extracted from the enhanced, binarized and thinned 
image. Following the extraction of minutiae, a final image 
post processing stage is performed to eliminate false 
minutiae.  Most of the techniques in this category are 
based on the concept of crossing  number while some are 
morphology based. 

4.1.2.1      Crossing Number 

The most commonly employed method of minutiae 
extraction in this category is the Crossing Number (CN) 
concept. A large number of techniques for minutiae 
extraction available in the literature [52-69] belong to this 
category.  
 

                              
                         Fig. 11   3X3 neighbourhood     

 
This method is favored over other methods for its 
computational efficiency and inherent simplicity. This 
method involves the use of the skeleton image where the 
ridge flow pattern is eight-connected. The minutiae are 
extracted by scanning the local neighbourhood of each 
ridge pixel in the image using a 3X3 window (fig. 11). The 
CN value is then computed as follows: 
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where P9=P1. It is defined as half the sum of the 
differences between pairs of adjacent pixels in the eight-
neighbourhood.  Using the properties of the CN as shown 
in fig. 12, the ridge pixel can then be classified as a ridge 
ending, bifurcation or non-minutiae point. For example, a 
ridge pixel with a CN of one corresponds to a ridge 
ending, and a CN of three corresponds to a bifurcation. 
                                                    

 
Fig. 12   Properties of crossing number. 
 
Other authors such as Jain et al. [4] have also performed 
minutiae extraction using the skeleton image. Their 
approach involves using a 3X3 window to examine the 
local neighbourhood of each ridge pixel in the image. A 
pixel is then classified as a ridge ending if it has only one 
neighbouring ridge pixel in the window, and classified as a 
bifurcation if it has three neighbouring ridge pixels. 
Consequently, it can be seen that this approach is very 
similar to the Crossing Number method. 
False minutiae may be introduced into the image due to 
factors such as noisy images, and image artifacts created 
by the thinning process. Hence, after the minutiae are 
extracted, it is necessary to employ a post processing stage 
in order to validate the minutiae. Fig. 13 illustrates some 
examples of false minutiae structures, which include the 
spur, hole, triangle and spike structures [52]. It can be seen 
that the spur structure generates false ridge endings; 
whereas both the hole and triangle structures generate false 
bifurcations. The spike structure creates a false bifurcation 
and a false ridge ending point. 
The majority of the proposed approaches for image post 
processing in literature [52, 60, 61, and 62] are based on a 
series of structural rules used to eliminate spurious 
minutiae. For example, a ridge ending point that is 
connected to a bifurcation point, and is below a certain 
threshold distance is eliminated. However, rather than 
employing a different set of heuristics each time to 
eliminate a specific type of false minutiae, some 
approaches incorporate the validation of different types of 
minutiae into a single algorithm.  

 
Fig. 13 Examples of typical false minutiae structures. 

 
They test the validity of each minutiae point by scanning 
the skeleton image and examining the local neighbourhood 
around the minutiae. The algorithm is then able to cancel 
out false minutiae based on the configuration of the ridge 
pixels connected to the minutiae point. 
In [67], the authors propose fingerprint preprocessing 
before feature extraction. The preprocessing included 
obtaining the vertical oriented fingerprint image followed 
by the core point detection and region of interest selection. 
Then feature extraction is done in the extracted region of 
interest image. 
Leung et al [68] proposed a neural network based 
approach to minutiae extraction where preprocessing 
techniques are first applied to a clean and thinned binary 
fingerprint ridge structure, which is ready for feature 
extraction and then a multilayer perceptron network of 
three layers is trained to extract the minutiae from the 
thinned fingerprint image. 
 
4.1.2.2     Morphology based 

There are minutiae extraction techniques [69, 70] which 
are based on mathematical morphology.  They preprocess 
the image so as to reduce the effort in the post processing 
stage. One such technique [70] preprocesses the image 
with morphological operators to remove spurs, spurious 
bridges etc. and then uses the morphological Hit or Miss 
transform to extract true minutiae. Morphological 
operators are basically shape operators and their 
composition allows the natural manipulation of shapes for 
the identification and the composition of objects and 
object features. The technique develops structuring 
elements for different types of minutiae present in a 
fingerprint image to be used by the HMT to extract valid 
minutiae. Ridge endings are those pixels in an image 
which have only one neighbour in a 3X3 neighbourhood.  

 

 
    (i)        (ii)      (iii)      (iv)      (v)       (vi)       (vii)    (viii)   

 
   (ix)      (x)      (xi)      (xii)     (xiii)    (xiv)     (xv)     (xvi) 
Fig. 14 (i) to (viii) The structuring element sequence J1 = (J1
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    (ix)     (x)      (xi)      (xii)     (xiii)    (xiv)     (xv)     (xvi) 
Fig. 15  (i) to (viii) The structuring element sequence J1 = (J1

1 , J1
2 , J1

3 , 
J1

4, J1
5 , J1

6 , J1
7 , J1

8 ). (ix) to (xvi) The structuring element sequence J2 = 
(J2

1 , J2
2 , J2

3 , J2
4 , J2

5 , J2
6 , J2

7 , J2
8 ).  

The minutiae image M1 containing ridge terminations is 
given by applying Hit or Miss transform on I by J as 
follows: 
 M1 = I  ⊗ J                                                                      
(5)  

where, I is the thinned image and J is the sequence of 
structuring element pairs (J1, J2 ) shown in fig. 14. Ridge 
bifurcations are those pixels in an image which have only 
three neighbours in a 3X3 neighbourhood and these 
neighbours are not adjacent to each other. The minutiae 
image M2 containing ridge terminations are given by: 

 M2 =  I  ⊗ J                                                                    
(6)  

where, I is the thinned image and J is the sequence of 
structuring element pairs ( J1, J2 ) shown in fig. 15. As 
mentioned earlier, the problem with other techniques is the 
generation of a large number of spurious minutiae together 
with true ones whereas this algorithm results in efficient 
minutiae detection, thereby saving a lot of effort in the 
post processing stage. 
 

4.2 Minutiae Extraction from Gray-Level images  

Minutiae detection can also be done directly from gray-
level fingerprint images. A number of techniques exist, but 
it is still a topic of research. Extracting features directly 
from a gray scale image without binarization and thinning 
is of great relevance because of the following reasons: 

• A lot of information may be lost during 
binarization process. 

• Binarization and thinning are time consuming. 
• The aberrations and irregularity of the binary 

fingerprint image adversely affect the fingerprint 
thinning procedure and a relatively large number 
of spurious minutiae are introduced by the 
binarization thinning operations. 

• Most of the binarization techniques prove to be 
unsatisfactory when applied to low quality 
images. 

 
4.2.1 Minutiae Extraction by following ridge flow lines 

Based on the observation that a ridge line is composed of a 
set of pixels with local maxima along one direction, Maio 

and Maltoni [71, 72] proposed extracting the minutiae 
directly from the gray-level image by following the ridge 
flow lines with the aid of the local orientation field. This 
method attempts to find a local maximum relative to the 
cross-section orthogonal to the ridge direction. From any 
starting point Pts(xc, yc) with local direction θc in the 
fingerprint image, a new candidate point Ptn(xn, yn) is 
obtained by tracing the ridge flow along the θc with fixed 
step of µ pixels from Pts(xc, yc). A new section Ω 
containing the point Ptn(xn, yn)  is orthogonal to θc. The 
gray-level intensity maxima of Ω becomes Pts(xc, yc) to 
initiate another tracing step. This procedure is iterated till 
all the minutiae are found. The optimal value for the 
tracing step µ and section length σ is chosen based on the 
average width of ridge lines. Jiang et al. [73] improved the 
method of Maio and Maltoni by choosing dynamically the 
tracing step µ according to the change of ridge contrast 
and bending level. A large step µ is used when the bending 
level of the local ridge is low and intensity variations 
along the ridge direction are small. Otherwise a small step 
µ value is used. Instead of tracing a single ridge, Liu et al. 
[74] proposed tracking a central ridge and the two 
surrounding valleys simultaneously. In each cross section 
Ω a central maximum and two adjacent minima are located 
at each step, and the ridge following step µ is dynamically 
determined based on the distance between the lateral 
minima from the central maximum. Minutiae are extracted 
where the relation <minimum, maximum, minimum> is 
changed. Linear Symmetry (LS) filter in [75, 76] is used to 
extract the minutiae based on the concept that minutiae are 
local discontinuities of the LS vector field. Two types of 
symmetries - parabolic symmetry and linear symmetry are 
adapted to model and locate the points in the gray-scale 
image where there is lack of symmetry (fig. 16).  A 
window size of 9 × 9 is used to calculate the symmetry 
filter response. Candidate minutiae points are selected if 
their responses are above a threshold. 

               
Fig. 16 Symmetry filter response in the minutia point. Left-ridge 
bifurcation, Right-ridge ending. 
 
Gao et al [77] proposed a minutia extraction method based 
on Gabor phase. Differing from most existing methods, the 
approach works in the transform domain of the fingerprint 
image where, the image is convolved by a Gabor filter, 
resulting in a complex image. It is then transformed into 
the amplitude and phase part. A minutiae extractor then 
extracts minutiae directly from the Gabor phase field. 
Ratha et al [78] proposed a minutiae extraction algorithm 
in which the flow direction of ridges is computed by 
viewing the fingerprint image as a directional textured 
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image. A ridge segmentation algorithm based on a 
waveform projection is then used to accurately locate the 
ridges and a thinned ridge image is obtained and smoothed 
using morphological operators. Finally the minutiae are 
extracted from the thinned ridges based on the number of 
crossings and a post processing step applied to remove 
spurious minutiae.  
 
4.2.2 Fuzzy techniques for minutiae extraction from gray 
level images 

Some fuzzy techniques have also been suggested in 
literature to extract minutiae from gray scale images 
directly.  Sagar et al [79, 80] proposed that a gray scale 
image consists of two distinct levels of gray pixels. The 
darker pixels, constituting the ridges form one such level. 
The lighter pixels, constituting the valleys and furrows 
form another such level. Using human linguistics, these 
two levels of gray can be described as DARK and 
BRIGHT levels correspondingly. By using fuzzy logic, 
these two levels are modeled and used along with 
appropriate fuzzy rules to extract minutiae accurately. For 
this purpose, rough line thinned structures for both ridges 
and valleys are obtained. Since bifurcations can be seen as 
valley endings, the same algorithm that determined ridge 
endings could be applied to determine valley endings. A 
5x5 pixel test window is placed at every point of the line 
thinned structure. The average value of the 25 pixels is 
obtained. In addition, the average value of pixels within a 
2-pixel border surrounding the test window is also 
obtained. These two averages form the linguistics variable 
of brightness. For ridge endings detection, the first average 
determines the DARK full membership and the second 
average determines the BRIGHT full membership. This is 
reversed for the bifurcation detection. 
 
5. Conclusions 

Image quality is related directly to the ultimate 
performance of automatic fingerprint authentication 
systems. Good quality fingerprint images need only minor 
preprocessing and enhancement for accurate feature 
detection algorithm. This paper reviewed a large number 
of techniques described in the literature to extract minutiae 
from fingerprint images. The approaches are distinguished 
on the basis of several factors like:  the kind of input 
images they handle i.e. whether binary or gray scale, 
techniques of binarization and segmentation involved, 
whether thinning is required or not and the amount of 
effort required in the post processing stage, if exists. But 
low quality fingerprint images need preprocessing to 
increase contrast, and reduce different types of noises as 
noisy pixels also generate a lot of spurious minutiae as 
they also get enhanced during the preprocessing steps. 
Further, more emphasis is to be laid on defining the local 
criteria, in order to establish the validity of a minutia point, 

which is particularly useful during fingerprint matching 
and adopting more sophisticated identification models, for 
instance extending minutiae definition by including 
trifurcations, islands, bridges, spurs etc. Also, the paper 
leads to the further study of the statistical theory of 
fingerprint minutiae. In particular approaches can be 
investigated to determine the number of degrees of 
freedom within a fingerprint population which will give a 
sound understanding of the statistical uniqueness of 
fingerprint minutiae.   
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Abstract 
 
Vehicular Ad Hoc Networks are highly mobile wireless ad hoc 
networks. Routing of data in VANETs is a challenging task due 
to rapidly changing topology and high speed mobility of vehicles. 
Geographic routing protocols are becoming popular due to 
advancement and availability of GPS devices. In this paper, we 
review the existing non DTN Geographic Routing Protocols for 
VANETs and also provide a qualitative comparison of them. 
 
Keywords: Vehicular Ad Hoc Networks, Mobility, Geographic 
Routing, DTN. 

1. Introduction 
Vehicular Ad hoc Networks (VANET), a new 

technology to build a wireless network between vehicles 
(V2V) and vehicles to infrastructure(V2I).VANETs are 
based on short-range wireless communication (e.g., IEEE 
802.11) between vehicles[1]. The Federal Communication 
Commission (FCC) has allocated 75 MHz in 5.9 GHz 
band for Dedicated Short Range Communication (DSRC). 
DSRC was conceived to provide architecture for vehicles 
in Vehicular Network to communicate with each other and 
with infrastructure. In DSRC, subsequently specialized as 
Wireless Access in Vehicular Environment (WAVE), 
GPS-enabled vehicles that are equipped on-board units can 
communicate with each other. Each vehicle’s wireless 
network range may be limited to a few hundred meters, so 
providing end-to-end communication across a larger 
distance requires message to hop through several nodes. 
Routing refers to move a data packet from source to 
destination and if required the assignment of a path to the 
destination. In multi-hop regime routing means to forward 
packets that contain information through other vehicles 
[14]. This information refers to alerts about events that 
already happened, like local danger warnings and traffic 
flow information. If no vehicle is within the 
communication range a packet is stored and forwarded as 
soon as a new vehicle comes into reach. 
          Routing is one of the key research issues in 
vehicular networks as long as it supports most emerging 

applications.  Recent research showed that existing routing 
solutions for mobile ad hoc networks (MANETs) are not 
able to meet the unique requirements of vehicular 
networks. Thus, a lot of effort has been devoted during the 
last years to design VANET-specific routing protocols 
being able to exploit additional information available in 
VANET nodes [7](e.g., trajectories of nodes, city maps, 
traffic densities, constrained  mobility, etc.). 
Geographic routing is a technique to deliver a message to a 
node in a network over multiple hops by means of position 
information. Routing decisions are not based on network 
addresses and routing tables; instead, messages are routed 
towards a destination location. With knowledge of the 
neighbors’ location, each node can select the next hop 
neighbor that is closer to the destination, and thus advance 
towards the destination in each step. 

The rest of the paper is organized as follows. An 
overview of geographic routing protocols for VANET is 
presented in section II. A comparison of Non DTN 
Routing Protocols in VANET will present in section III 
and a brief overview of security in VANET and Non DTN 
geographic routing protocols present in section IV and V 
respectively. Finally this paper is concluded in sectionVI. 

 

2. Overview of protocols 

A routing protocol governs the way that two 
communication entities exchange information; it includes 
the procedure in establishing a route, decision in 
forwarding, and action in maintaining the route or 
recovering from routing failure. This section describes 
recent unicast routing protocols proposed in the literature 
where a single data packet is transported to the destination 
node without any duplication due to the overhead concern. 
Some of these routing protocols have been introduced in 
MANETs but have been used for comparison purposes or 
adapted to suit VANETs’ unique characteristics. Because 
of the plethora of MANET routing protocols and surveys 
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written on them, we will only restrict our attention to 
MANET routing protocols used in the VANET context. 
Table-1 illustrates geographic routing protocols in 
Vehicular Ad Hoc Networks. 

In geographic (position-based) routing, the forwarding 
decision by a node is primarily made based on the position 
of a packet’s destination and the position of the node’s 
one-hop neighbors. The position of the destination is 
stored in the header of the packet by the source. The 
position of the node’s one-hop neighbors is obtained by 
the beacons sent periodically with random jitter (to prevent 
collision). Nodes that are within a node’s radio range will 
become neighbors of the node. Geographic routing 
assumes each node knows its location, and the sending 
node knows the receiving node’s location by the 
increasing popularity of Global Position System (GPS) 
unit from an onboard Navigation System and the recent 
research on location services [2], respectively. Since 
geographic routing protocols do not exchange link state 
information and do not maintain established routes like 
proactive and reactive topology-based routings do, they 
are more robust and promising to the highly dynamic 
environments like VANETs. In other words, route is 
determined based on the geographic location of 
neighboring nodes as the packet is forwarded. There is no 
need of link state exchange nor route setup. 
The fundamental principle in the greedy approach is that a 
node forwards its packet to its neighbor that is closest to 
the destination. The forwarding strategy can fail if no 
neighbor is closer to the destination than the node itself. In 
this case, we say that the packet has reached the local 
maximum at the node since it has made the maximum local 
progress at the current node. The routing protocols in this 
category have their own recovery strategy to deal with 
such a failure. 

3.  Non-DTN Routing Protocols in VANET 

The fundamental principle in the greedy approach 
is that a node forwards its packet to its neighbor that is 
closest to the destination. The forwarding strategy can fail 
if no neighbor is closer to the destination than the node 
itself. In this case, we say that the packet has reached the 
local maximum at the node since it has made the maximum 
local progress at the current node. The routing protocols in 
this category have their own recovery strategy to deal with 
such a failure. 

3.1 GSR-Geographic Source Routing 
Using the location of the destination, the map of the 

city and the location of the source node, GSR computes a 
sequence of junctions the packet has to traverse to reach 
the destination. The protocol aims to calculate the shortest 
route between origin and destination applying Dijkstra’s 

algorithm over the street map. The calculated path is a list 
of junctions that the packet should go through [3, 13]. 

  From here, it applies greedy forwarding, where the 
greedy destination is the position of the next junction of 
the list. That is, a node forwards the packet to one that is 
the closest to next junction. Once a junction of the path is 
reached, the greedy destination is changed to the next 
junction and greedy forwarding is applied again. 
The protocol works in this way until that packet eventually 
reaches the destination node. 
 

3.2 A-STAR-Anchor-based Street-and Traffic- 
Aware Routing 
This routing follows the approach of anchor-based 

routing with street awareness. This is having 
consciousness of the physical environment around the 
vehicles; the protocol can take wiser routing decisions [4]. 
On the other hand, the use of anchor-based routing is not 
novel either. It consists of including within the packet 
header the list of junctions (anchors) that the packet must 
traverse. This approach has been employed in the GSR 
protocol. In fact, A-STAR relies on GSR to perform the 
routing task. 
However, one novelty provided by A-STAR is the 
inclusion of traffic density information to weigh the streets 
of the scenario. This contribution modifies the behavior 
when computing the route of junctions that a packet must 
go through. In this way, every streets’ weights are defined 
as a function of their traffic density, and the Dijkstra’s 
algorithm is employed to compute the shortest route 
between source and destination. With this improvement, 
data packets are expected to be routed through those 
streets with more vehicles and, therefore, higher 
connectivity among nodes. 
 
3.3 CAR- Connectivity-Aware Routing 
 

The protocol is aimed at solving the problem of 
determining connected paths between source and 
destination nodes. VANETs’ nodes present a high degree 
of mobility, and nodes cannot know the position of the rest 
of the vehicles due to several well-known scalability 
problems [5, 13]. This lack of information makes it 
impossible to determine, a priori, which streets have 
enough vehicles to allow messages to be routed through 
them. 

CAR’s algorithm is designed to deal with these 
problems, and to do that it is divided into three stages: (i) 
finding the location of the destination as well as a 
connected path to reach it from the source node, (ii) using 
that path to relay messages, and (iii) maintaining the 
connectivity of the path in spite of the changes in the 
topology due to the mobility of vehicles. 
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In the first stage, the source node broadcasts a route 
request message. The idea behind this initial broadcast is 
the following. The reception of, at least, one of these route 
request messages at the destination means that, at least one 
connected path exists. The destination node answers the 
route request message with a response message including 
its current location so that the first problem is solved. But 
the source node also needs to know the path to reach the 
destination. 

3.4 GPCR- Greedy Perimeter Coordinator Routing 
 

Because nodes are highly mobile in 
VANETs, node planarization can become a 
cumbersome, inaccurate, and continuous process. 
GPCR have observed that urban street map naturally 
forms a planar graph such that node planarization can 
be completely eliminated. In this new representation 
of the planar graph using the underlying roads, nodes 
would forward as far as they can along roads in both 
greedy and perimeter mode and stop at junctions 
where decision about which next road segment to 
turn into can be determined[6,7]. 

3.5 GPSR- Greedy Perimeter Stateless Routings 
Using this routing is an algorithm that consists of 

two methods for forwarding packets: greedy forwarding, 
which is used wherever possible, and perimeter 
forwarding, which is used in the regions where greedy 
forwarding cannot be. 

The greedy forwarding algorithm [8] uses packets 
that carry the locations of their destinations. The packets 
are stamped by the source node. This way, the packets are 
always forwarded to the neighbor that is geographically 
closest to the destination. 
The drawbacks of pure greedy forwarding [9]: 
• The position accuracy drops if the nodes move 
(mobility). It is possible that a location server node 
changes its position and before update process is 
performed some nodes remain without location server. 
This may lead to packet loss. Also, due to outdated 
neighbor table entries excessive re-sending of data may 
occur. 
• Additional network load due to the beacons 
• Missing of recovery from failure due to the link-layer     
   broadcast of the beacons. 
This leads to failure in transmission, because nodes being 
close to each other are not recognized as such. 
The recovery strategy of the GPSR called Perimeter Mode 
[3,8] is used in order to avoid the lost packets that may 
occur in pure greedy technique when there is no neighbor 
available that is closer to the destination than the current 
forwarding hop. The perimeter mode of GPSR consists of 
two elements. First, a distributed planarization algorithm 

that locally transfers the connectivity graph into a planar 
graph by the removal of “redundant” edges. Second, an 
online routing algorithm for planar graphs that forwards a 
packet along the faces of the planar graph towards the 
destination node. 
 
3.6 CBF-Contention Based Forwarding 
 

Contention-Based Forwarding (CBF) [10] is a 
mechanism for position-based unicast forwarding, without 
the use of neighborhood knowledge. Instead, all suitable 
neighbors of the forwarding node participate in the next 
hop selection process and the forwarding decision is based 
on the actual position of the nodes at the time a packet is 
forwarded. This algorithm eliminates the drawbacks of 
pure greedy solution. 

In position based routing [9] the principle is that 
the forwarding of the packet, from one hop to another, is 
done based on the local geographical position of the nodes. 
Being based on local position information of each node, it 
is not necessary to create and maintain a global route. 
Therefore, the algorithm is generally highly scalable and 
robust against network mobility. 

The CBF mechanism [10] uses a contention-
based algorithm to determine the next node forwarder and 
to keep silent the other nodes. Normally, CBF supports 
unicast routing, but can be used in VANET’s with 
information dissemination, so that the packet would be 
disseminated in several directions at the same time. Its 
main advantages are: 
• All relevant nodes are involved in the decision making, 
i.e.: decision is based on the current position of all 
neighboring nodes. 
• Low overhead, high scalability and high adaptability to 
the network mobility due to the missing of neighborhood 
table or knowledge as well as beacons. 

3.7 RDGR-Reliable Directional Greedy Routing 
 

RDGR is a reliable position based greedy routing 
approach which uses the position, speed, direction of 
motion and link stability of their neighbours to select the 
most appropriate next forwarding node [11]. It obtains 
position, speed and direction of its neighbouring nodes 
from GPS. If neighbour with most forward progress 
towards destination node has high speed, in comparison 
with source node or intermediate packet forwarder node, 
then packet loss probability is increased. In order to 
improve DGR protocol and increase its reliability, the 
proposed strategy introduces some new metrics to avoid 
loss of packets. The packet sender or forwarder node, 
selects neighbour nodes which have forward progress 
towards destination node using velocity vector, and checks 
link stability of those nodes. Finally, it selects one of them 
which has more link stability and sends packet to it. It uses 
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combination metrics of distance, velocity, direction and 
link stability to decide about to which neighbour the given 
packet should be forwarded. 

Unlike DGR this approach not only uses the one hop 
neighbor’s position, speed and direction of motion 
information, it also considers all neighbours position, 
speed, and direction of motion information and link 
stability. This routing approach incorporates potential 
score based strategy, which reduces link breaks, enhances 
reliability of the route and improves packet delivery ratio. 
 

3.8 LOUVRE-Landmark Overlays For Urban 
 

Lee introduces a routing solution called “Landmark 
Overlays for Urban Vehicular Routing Environments” 
(LOUVRE), an approach that efficiently builds a landmark 
overlay network on top of an urban topology. Also define 
urban junctions as overlay nodes and create an overlay link 
if and only if the traffic density of the underlying network 
guarantees the multi-hop vehicular routing between the 
two overlay nodes. LOUVRE [7, 12] contains a distributed 
traffic density estimation scheme which is used to evaluate 
the existence of an overlay link. Then, efficient routing is 
performed on the overlay network, guaranteeing a correct 
delivery of each packet. 

4. Security in Vehicular ad hoc network 
As in any major public network, VANETs, when deployed 
without considering the security requirements, lend 
themselves vulnerable to a host of attacks. The danger 
involved in possible road accidents and loss of life further 
impress upon the need for fail-proof security for VANETs. 
For example, safety-related applications need a high level 
of security, as a single vehicle sending out false warnings 
can disrupt the traffic of a whole highway. 
A number of research efforts are on in the field of VANET 
security.  
 
The IEEE Standard 1609.2 specifies security services for 
the Wireless Access in Vehicular Environments (WAVEs) 
networking stack and for applications that are intended to 
run over that stack [15, 16]. Services include encryption 
using another party’s public key and non anonymous 
authentication. The safety-critical nature of many 
Dedicated Short-Range Communications/WAVE 
applications makes it vital that services be specified that 
can be used to protect messages from attacks such as 
eavesdropping, spoofing, alteration, and replay. It also 
takes into account the owner’s privacy rights. This means 
the security services must be designed to respect this right 
and not leak personal, identifying, or linkable information 
to unauthorized parties. 

5. Comparison of Non DTN geographic 
Routing protocols in VANETs 

 
In table 1 we give a comparison of the existing Geographic 
Routing protocols in vehicular ad hoc networks. We 
classified geographic routing protocols based on greedy 
forwarding. Some protocols are aimed at providing 
vehicle-to-vehicle services, while others focus on vehicle-
to-roadside communication. In the set of characteristics 
criteria, we categorize based on the various strategies used 
by each protocol. All of the protocols are position-based, 
using knowledge of vehicles' positions and velocities to 
route messages. These protocols also utilize the greedy 
forwarding strategy for sending messages to the farthest 
neighbor in the intended direction. We also observe 
several predictive approaches, where some speculation is 
made about characteristics of the nodes involved in a 
route. Some algorithms make predictions on the current 
locations of nodes based on the last known position, and 
velocity of the node. Other algorithms use this same 
information to make predictions about the stability or 
estimated lifetime of a route. To provide higher rates of 
delivery in sparse networks, a buffering (carry-and-
forward) strategy is often used. In this strategy, a node 
may hold a packet in a local buffer until a forwarding 
opportunity is available, instead of simply dropping the 
packet. We use a similar term, traffic-aware, to refer to a 
protocol's ability to utilize traffic information to select an 
efficient route which includes those protocols that make 
probabilistic assumptions about traffic density by using 
static knowledge such as bus routes and lane information. 
The criterion route-repair or recovery refers to protocols 
which either uses a strategy to recover from a greedy local 
optimum in a position-based route or have a mechanism 
for repairing broken routes. And moving destination is 
different scenarios and when vehicles can move fast 

6. Conclusions 

In this paper, we have presented a review of non 
DTN Geographic Routing Protocol for Vehicular Ad Hoc 
Networks then we summarized the protocols and 
categorized them in terms of map required, transport route 
required, moving destination. 

All these protocols utilize the absolute or relative 
locations of each node to greedily route message toward a 
next anchor or a destination vehicle. 
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TABLE 1: QUALITATIVE COMPARISON OF VANET ROUTING PROTOCOLS 

 
 

 characteristics 
 
 
 
Routing 
Protocols 

 Position-based/geographic 

 Vehicle  to Vehicle 

Buffering(Carry- 
and-forw

ard) 

 Greedy forw
arding 

 M
ap-required 

 Transport routes required 

M
oving destination 

 

GSR       √ 
 

      √ 
 

       √ 
 

      √ 
 

  

   A-STAR       √ 
 

      √ 
 

       √ 
 

      √ 
 

      √ 
 

 

   CAR       √ 
 

      √ 
 

      √ 
 

      √ 
 

   

   GPCR       √ 
 

      √ 
 

       √ 
 

   

   GPSR       √ 
 

      √ 
 

       √ 
 

   

   CBF       √ 
 

      √ 
 

       √ 
 

      √ 
 

  

  RDGR 
 

      √ 
 

      √ 
 

      √ 
 

      √ 
 

      √ 
 

       √ 
 

LOUVRE 
 

     √      √        √      √   
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Abstract 
Adaptive hypermedia is the answer to the "lost in hyperspace" 
syndrome, where the user has normally too many links to choose 
from, and little knowledge about how to proceed and select the 
most appropriate ones to him/her. Adaptive hypermedia thus 
offers a selection of links or content most appropriate to the user. 
Until very recently, little attention has been given to the complex 
task of authoring materials for Adaptive Educational Hypermedia. 
An author faces a multitude of problems when creating a 
personalized, rich learning experience for each user. 
The purpose of this paper is to present an authoring tool for 
adaptive hypermedia based courses. Designed to satisfy 
guidelines of accessibility of the W3C recommendation for 
authors and learners that present disabilities, the authoring tool 
allows several authors geographically dispersed to produce such 
courses together. It consists of a shared workspace gathering all 
tools necessary to the cooperative development task. 
Keywords: Elearning, Adaptive Hypermedia, Accessibility, 
Cooperative  Authoring Systems. 

1. Introduction 

One limitation of traditional "static" hypermedia 
educational applications is that they provide the same page 
content and the same set of links to all learners.  
 
Due to the differences in background knowledge, learning 
styles and preferences, individual students may take very 
different approaches towards learning. Therefore, Adaptive 
Educational Hypermedia (AEH) have been developed to 
offer students personalized learning content to improve 
their learning outcome. 
 
Adaptive educational hypermedia is the answer to the "lost 
in hyperspace" syndrome, where the learner has normally 
too many links to choose from, and little knowledge about 
how to proceed and select the most appropriate ones to 
him/her. 
 
The domain of AEH is a relatively new direction of 
research on the crossroads of hypermedia and learner 
modeling. This domain is an alternative to the traditional 
"one-size-fits-all" approach in the development of 

hypermedia systems. Adaptive educational hypermedia 
systems build a model of the goals, preferences and 
knowledge of each individual learner, and use this model 
throughout the interaction with the learner, in order to 
adapt the hypertext to the needs of that learner. Fig 1 
summarizes the Brusilovsky's taxonomy of adaptive 
hypermedia technologies [1,2]. 
 
The year of 1996, the start of the  rapid increase in the use 
of the Word Wide Web, could be considered a turning 
point in adaptive hypermedia research. The Web, with its 
clear demand for adaptivity, served to boost adaptive 
hypermedia research, providing both a challenge and an 
attractive platform. All the early systems were essentially 
lab systems, built to explore some new methods, which 
used adaptivity in an educational context. [1,2].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1. Brusilovsky's taxonomy of adaptive hypermedia technologies. 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 92



 

 

Despite the efforts carried out during the last few years, the 
AEH systems development remains a difficult task to 
undertake. This task requires often the constitution of 
interdisciplinary group. Experts from different fields such 
as education and psychology must cooperate with 
computer engineers to design such systems.  
 
In order to improve the productivity in this domain and 
allow a wide community to be involved, AEH authoring 
systems are used and some of them allows the users to 
develop adaptive hypermedia courses, sometimes, without 
knowledge in programming art.  Thus, the task is reduced 
in a way that the teachers need only to introduce course 
material  into a generic AEH predetermined by the system.  

 
Authoring tools can enable, encourage, and assist authors 
in the creation of accessible content through prompts, 
alerts, checking and repair functions, help files and 
automated tools. It is just as important that all people be 
able to author content as it is for all people to have access 
to it. The tools used to create this information must 
therefore be accessible themselves.  
 
The authoring tool may be accessible to authors regardless 
of disability, it produces accessible content by default, and 
it supports and encourages the author in creating accessible 
content. Because most of the content of the Web is created 
using authoring tools, they play a critical role in ensuring 
the accessibility of the Web. Since the Web is both a 
means of receiving information and communicating 
information, it is important that both the Web content 
produced and the authoring tool itself be accessible 

 
Some of authoring systems are discussed in [3,4], other 
examples of authoring  tools are: [5,6]. However, all these 
authoring systems were designed to work in a single-user 
mode. 
 
Recently, thanks to the networks and groupware, virtual 
meetings involving many people are made possible. 
Several works in this area are already available in such 
domains as the cooperative writing [7,8,9], the multimedia, 
the cooperative design of objects, etc. The common point 
between all these systems is that they allow several 
participants to work together in synchronous or 
asynchronous manner to realize a common task.   
 
Since the cooperative aspect, through a computer network, 
has been experimented successfully in a lot of domains, 
this leads us to think that it would be desirable that the 
designers of authoring tools should integrate this 
cooperation functionality for AEH production. This is the 
object of this paper. We investigate this idea through an 

authoring system called TALABAH (Teaching And 
LeArning By Adaptive Hypermedia). 

 
We organize the rest of this paper as follows. Section 2 
summarizes briefly the concept of accessibility and the 
authoring systems. Section 3 presents the general concept 
of authoring systems and discusses the different 
approaches used when designing cooperative authoring 
tools; the organizational aspect of our system TALABAH 
will be presented in this context.  Section 4 describes the 
courseware model and the design of the adaptive 
hypermedia based course generated by this authoring tool.  
Section 5 presents the architecture of TALABAH and the 
different levels and the whole functionalities it covers. 
Section 6 describes the system implementation and shows 
some experimental results and discussions. Finally, Section 
7 briefly concludes this paper. 

2. Accessibility and authoring systems 

There is a huge advantage in using authoring tools to 
create content. In theory, such tools actually promote Web 
accessibility by allowing easy access to Web content 
contribution from individuals without expertise in Web 
authoring. 
 
However, content created by authoring tools can present 
problems. Often, they do not promote insertion of 
accessibility features such as alternative text for images. 
The lack of awareness of many content providers in 
accessible design issues is accentuated by the relative 
failure of popular authoring tools to promote the creation 
of accessible resources. 
 
The W3Cs Authoring Tool Accessibility Guidelines 
(ATAG) [19] provides a checklist of features with which 
authoring tools should comply in order to ensure that the 
Web content they produce is as accessible as possible. A 
similar effect is noticeable in authoring tools aimed 
specifically at the learning technology sector, and 
accessibility of courseware authoring tools is now being 
addressed.  
 
Even with an authoring tool specifically designed to create 
fully accessible content, it is vital for content authors to be 
aware of accessible design techniques, particularly in light 
of the current constraints affecting Web development 
environments. Content developers should be aware of the 
limitations of authoring tools in creating accessible content 
and should ensure that all resources created are not only 
designed with accessibility in mind but are checked for 
accessibility throughout the design lifecycle of the resource 
[20]. 
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3. From individual authoring to cooperative 
authoring  

The most important shortcoming of an AEH is the 
authoring part. Developing knowledge space in AEH is not 
simple and it is very time consuming. In addition, 
courseware is usually non transferable and non reusable 
[10]. Some research has been done to address the problems 
by developing generic authoring systems, for example My 
Online Tutor  [10,11], based on LAOS authoring model 
[12, 13] that can be delivered by many AEH systems like 
AHA [14] and WHURLE [10, 15].  
 
Therefore, several works has been taken on the design and 
implementation of AEH authoring systems during this last 
decade. Murray [2,3] listed more than twenty references in 
his state of the art review of the authoring systems 
dedicated to intelligent tutoring systems and adaptive 
hypermedia systems. He has classified them in seven 
categories according to the type of adaptive learning 
system they produce. These categories are: (1) curriculum 
sequencing and planning, (2) tutoring strategies, (3) device 
simulation and equipment training, (4) domain expert 
system, (5) multiple knowledge types, (6) special purpose 
and (7) intelligent/adaptive hypermedia. 

 
Given that AEH is often described as having four main 
components (domain model, adaptive model, learner 
model, and learner interface), the authoring systems must 
therefore theoretically include all the necessary tools for 
building these components. However, it has to be 
recognized that, very few systems requires from the author 
to construct every thing needed, the major systems are 
usually limited to tools for building one, two or at limit 
three components among the four. The remaining 
components are generally predefined in a pattern of AEH 
and the author is solicited only to introduce necessary 
parameters for their functioning. 
 
TALABAH, the system presented in this paper, generates 
an adaptive based course that we classify as first and 
seventh category of the Murray classification mentioned 
above. This category of authoring systems generally 
structure the learning material as a network of Learning 
Units (LUs) where every LU satisfied some educational 
objectives. The LUs are linked together to show 
prerequisite-relations between them. Although that these 
authoring systems do not use any explicit representation of 
domain knowledge but hypertext representation, they 
investigated nevertheless the intelligence at the sequencing 
process of the LUs, the manipulation of the hypertext links 
and the adaptation of the course according to a student 
level of knowledge.  
 

The LUs to be presented to the learner are then adapted 
dynamically based on the learner model, the lesson 
learning objectives and the relations that exist between the 
different LUs. 

 
On the other hand, given that AEH systems rely generally 
on large knowledge bases and subject expertise, it would 
make sense to develop them collaboratively. The models 
support collaboration works on domain related knowledge 
for adaptive learning.  

 
To develop a cooperative AEH authoring system, several 
approaches can be proposed. We can classify them in two 
large categories [16]. A first approach, pragmatic, and 
more economic in implementation effort, consists to take 
an existing single-user authoring system and enrich it with 
other functionalities that makes it cooperative one. 
However, the rigidity induced by knowledge acquisition 
units of the single-user authoring systems, makes it very 
difficult to take into account group awareness control and 
the distributed management of the knowledge base. The 
produced authoring tools will lack certainly effectiveness 
and will use cooperation mechanisms only at a limited 
degree.   

 
The second method, which we adopted in the design of 
TALABAH, consists in taking into account the paradigm 
of cooperation and the needed tools to do it, at the design 
step of the system architecture. This approach, although 
expensive, allows us to apply rigorously the mechanisms of 
the cooperation metaphor. Though, we must provide 
through this software architecture, a common work-space 
to the authors involved in the cooperative construction of 
an AEH. However, we should notice that the software does 
not constitute the only aspect in the success of such 
cooperative system. Also, we have to take into account the 
human factors involved due to the group activities because 
of their importance. Thus, to avoid the inherent conflicts 
due to the human nature, we propose a group organization 
that allows an optimal way the construction of the AEH. 

 
This organization facilitates also the manipulation of 
different components of the AEH during all steps of the 
project advancement. So, we define three roles through 
which the authors can participate during the AEH building 
process: main author, constructor coauthor and 
commentator coauthor. 
 
- The role of the main author is to coordinate the whole 

work and to verify that the calendar is well respected.  
He defines the AEH logical structure to be produced by 
decomposing it in several components (chapters, LU, 
figures, images, etc.), then he affects the roles to different 
co-authors. He has free access to all AEH components. 
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- A constructor coauthor is authorized to create, modify or 

delete only the components assigned to him. On the 
remaining AEH components he will have only the role of 
commentator. 

 
- A commentator coauthor is authorized only to read and 

/or comment the components assigned to him. 

3. The adaptive hypermedia based course 

3.1. Courseware model 

Two learning modes are presented to the learner in the 
adaptive learning environment (ALE): “information mode” 
(free exploration) and “training mode” (learning with auto-
evaluation). The learning process is organized around 
adaptive hypermedia components. The learning material is 
structured in three abstraction level hierarchy according to 
three level hierarchy of learning objectives defined in [17]: 
parts (satisfying the general objectives), chapters 
(satisfying the specific objectives) and the Hypermedia 
Learning Units (HLU) (satisfying the operational 
objectives).  
 
To intelligently sequencing the curriculum and adapt it to 
each learner capacities, the management of these 
components, is ensured by rule based system that use five 
sets of production rules.  These rules (for which parameters 
can be set), called “Main Rules” (MRules), describe the 
different tutoring plans depending on the different learning 
situations. They constitute therefore a generic knowledge 
base that is instantiated in a suitable way for each AEH 
created by TALABAH. 
 
The instantiation process, producing “Generated Rules” 
(GRules), is carrying out automatically by the system on 
the base of parameters delivered by authors. These AEH 
parameters which are represented in predicates form, 
describe the quantitative aspect of the teaching material 
(number of parts, number of chapters, number of learning 
units, number of questions, number of exercises, etc.). 
 
For reusability and independence from the domains criteria, 
the Main Rules invoke abstracted structures called 
Hypermedia Learning Units (HLUs). These HLUs have no 
knowledge about the AEH domain. They are supposed to 
receive all kinds of knowledge about the domain via 
instantiation, under all media types that are allowed by the 
X/HTML language (text, image, sound, video, applet). 
 

To summarize, we can consider, two levels of knowledge 
in the curriculum definition: 
 
- Level 1. A higher level corresponding to the tutoring 

plans: These plans consist of five sets of rules that invoke 
HLU of the lower level.  Every set of rules has a specific 
function. These functions are the following: 
“negotiation” of the start entry point in the course and/or 
the objectives to reach; “deduction” of HLUs assumed to 
be understood after a negotiation phase; “planning” the 
learning session; “searching and filtering” the content of 
HLU; and finally “auto-evaluation”.   

 
- Level 2. A lower level corresponding to the HLU space: 

This space consists of a hierarchical network that is 
constituted of six HLU sub-levels where the first four 
sub-levels correspond to the courseware-type HLU 
(module abstract, part abstract, chapter abstract, HLU 
classes) and the last two sub-levels correspond to 
evaluation-type HLU (questions and exercises). 

3.2. Adaptive learning environment architecture 

The adaptive learning environment (ALE) architecture is 
composed of five (5) modules:  
 
1. A “free-exploration module” that allows the learner to 

navigate freely through the different HLUs, as a book. 
 
2. Three modules representing the “training mode”: 

- A “domain-expert module” using generated rules to 
search and filter concept-indexed HLU asked by a 
pedagogical module at a given moment. 

- A “pedagogical module” that allows the negotiation of 
learning session objectives with the learner and 
generates in turn sequencing plan for the adaptive 
presentation of the lesson. Two sub-modules realize 
these two tasks: the “negotiator” using the negotiation 
generated rules and the “planer” using the planning 
generated rules. 

- A “diagnosis module” that allows the learner evaluation 
and the maintenance of an overlay type learner model. 
This module is made up of three sub-modules: an 
“evaluator” using evaluation generated rules; a 
“deduction agent” using the deduction generated rules; 
and a “learner model manager” managing its persistent 
content. 

 
3. A “supervisor module” that allows on one side, the 

communication with the learner, and on another side, 
the coordination between the three modules: domain-
expert module, pedagogical module and diagnosis-
module. This coordination is carried out via message 
sending. 
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4. The cooperative authoring of the course 

In order to motivate more authors to use the adaptive 
hypermedia, the authoring process should be made much 
simpler than in some existing GUI-based authoring tools. 
The authoring component should enable the 
straightforward creation of concepts, the linkage of 
concepts by prerequisite relationships, and easy generation 
of the test questions. It should be user-friendly enough to 
enable a person who is not a computer expert to design the 
courseware. That includes the development of a graphic 
editor for concept networks, which will enable the authors 
to define the prerequisite relationships with a drag-and-
drop interface. 
 
From an author point of view, building a courseware using 
TALABAH consists in introducing, via a cooperative 
editor, a set of objects that will be manipulated in the 
adaptive learner environment (ALE). These objects are 
made up with learning material in the form of hypermedia 
learning units (HLU), prerequisite-network in the form of 
an oriented graph, course parameters in the form of 
predicates and pedagogical knowledge in the form of 
production rules.  
 
The cooperation task in TALABAH is introduced at the 
editing level of the teaching material and at the editing 
level of the prerequisite-network. These two components 
are well structured: the teaching material is organized as 
parts, chapters and HLU, and the prerequisite-network is 
organized as sub-networks form (part-prerequisite network, 
chapter-prerequisite network, HLU-prerequisite-network 
and concept-prerequisite network). 
 
These structures are well convenient for the fragmentation 
and then constitute the basis of our cooperative editing 
approach as in Alliance [7]. The two concept-keys on 
which is based the design of TALABAH are the 
“fragmentation” and “edition roles” [7]. As previously said, 
we defined three edition roles of participation for the 
authors: main author, constructor coauthor and 
commentator coauthor. 
 
At the beginning of the course construction task, a 
negotiation step is necessary. The main author assigned the 
edition roles to different co-authors around different 
fragments of course structure in accordance with their 
competences and availability. Five learning principles had 
been incorporated into the authoring process [18]: a clear 
definition of educational objectives, definition of pre-
requisite knowledge, providing a variety of presentation 
styles (tell, show and do), enhanced feedback and testing, 
and permitting the learner to control the direction of the 

learning session by choosing himself the educational 
objectives. 

4.1. Cooperation modes and group awareness 

The cooperative developing process of the course is 
characterized by a steps-sequence during which the authors 
can work either individually or collectively. In this way, 
we defined three cooperation modes: individual 
responsibility, alternate version and collective 
responsibility. The first two modes are typically 
asynchronous cooperation modes. Especially, the second 
one is inspired from the real principle “let us reflect 
separately on the question and then compare our results 
after”.   
 
The last one is a typically synchronous mode that allows, 
to relatively reduced number of authors chosen by main 
author, to finalize the course version when the project 
reaches its final phase [21]. The notification and group 
awareness functions constitute an important point in the 
cooperative application design [22]. It includes all the 
interface functions and all systems functions that allow the 
users to perceive the activities of the other users, as well as 
to control and to act on the distributed environment. 

4.2. The cooperative editor architecture 

The cooperative editor is organized according to 
centralized client/server architecture where all the 
communications pass automatically through the central site 
(the server). We associate to every client-site a client 
process (CPR) that accomplishes all the tasks that are 
processed locally (the editing tasks for example). We 
define a server process (SPR) that manages all the 
communications between the different CPRs and keeps up 
to date the content of the course central copy and the 
course logical structure.   
 
The software architecture offers several functionalities that 
we can decompose them in three layers: server layer, editor 
layer and presentation layer.  Every layer is structured as a 
collection of modules where each module consists of 
several objects implementing some functionalities (see 
Figure 2 for client side and Figure 3 for server side). 

 
The need for information exchange between the two client 
layers on one side, and between the client and the server on 
the other side, implies the presence for “dialog controllers”. 
We interpose therefore between every presentation layer 
and every editor layer a Dialog Controller (DC), and 
between the server layer and every editor layer a Main 
Dialog Controller (MDC).  Messages exchanged between 
layers transits automatically by the dialog controllers. 
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According to message-type, the convenient objects are 
then executed among those that are defined in a layer. 
 
1 - Presentation Layer (Figure 2): This layer gathers an 
organized set of interactive objects defining the graphical 
user interface (buttons, icons, scrolling bar, pull-down 
menus, etc.). Thus, for every object, modeling a part of our 
application domain, we associate a presentation technique 
accomplished by a reactive object that reacts to the 
different authoring actions. 
 
Besides the pull-down menus achieving the different 
functions, we especially find a toolbox containing 
graphical icons that refer to the frequently used functions 
and specialized widget-based palette allowing the 
graphical construction of the prerequisite-networks. 
 
2 - Editor Layer (Figure 2): This software layer gathers 
many types of functionalities allowing every author to 
manipulate the objects that constitutes the course. These 
functionalities include not only the support of individual 
actions, but also the sharing aspect and transparency 
management. For example, the access to a file in a single 
user editor delivers directly its content. But in our case, 
this process consists in several tasks such as access rights 
verification, locking state of the object and warning the 
authors working on this file in the same time.  
 
At each author site, some associated functionalities allow 
the author to save locally the objects that are accessible to 
him. He will solicit regularly the server to update the 
versions of these objects. The components of the editor 
layer are: 
 

a) HLU/prerequisite-network-Editor: Two modules 
are designed to implement this component software. 
They allow the creation task and the maintenance of 
different course objects. The first module allows the 
wisiwig HLU edition using X/HTML language. The 
second module allows the author to edit the 
prerequisite-network in a graphical form. This 
oriented network is made up of linked nodes where 
the links indicates the different possible progressions 
between the teaching material components. Four 
levels are used in the network. One level shows the 
concept-prerequisites, the second shows parts- 
prerequisites, the third one shows the chapter-
prerequisites of a particular part, and the fourth level 
shows the HLU-prerequisites of a chapter.  

b) Parameters acquisition module: This module allows 
the main author to specify the course parameters that 
indicate the manner in which the teaching material is 
decomposed (number of parts, number of chapters in 
every part, number of HLU in every chapter, etc.).  

These parameters are saved in the predicates form 
and then used to instantiate the  Main Rules. For 
example the predicate nbhlu(1,2,4) indicates that 
chapter 2 in part 1 contains 4 HLUs.  

c) GRules generator module: This module allows the 
author to generate the five packages of generated 
rules that represent different tutoring plans. Based on 
the course parameters introduced via the previous 
module, this generation consists of an instantiation of 
the five packages of the MRules.   

d) Verification module: As most authoring systems, 
TALABAH offers a tool to help the author in the 
diagnosis of errors and bugs. It facilitates detection of 
incoherencies that can be occurred during the course 
construction. For example, at the end of the 
construction process of the course, it is necessary to 
check the compatibility of course parameters with the 
effective structure of the teaching material. 

 

Fig 2. Architecture of the system - Client Side 

3 - Server Layer (Figure 3): This software layer gathers 
several types of functionalities, among which those that 
concern the course logical structure management, as well 
as the content of the course components. They allow the 
authors to save and retrieve course objects whose logical 
structure is declared, as well, at the central level as at the 
local level. This software layer is responsible for access 
rights control, events handling and events notification. In 
the case of events notification, for example, the concerned 
module manages a set of queues such as engagement queue, 
locking-queue, etc. At every time, if an event occurs, this 
process identifies the concerned authors and proceeds to 
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structure the notifications as a message form to transmit. 
These messages then will be made available to another 
sender module that sends the message. 
 

Fig 3. Architecture of the system - Server Side 

4 - Dialogue Controllers DC and MDC (Figure 4): Each 
dialog controller is composed of three independent 
modules performing respectively, “message reception”, 
“message control” and “message sending”. The Control 
module allows the coordination and synchronization of the 
running of the different modules within the three layers, in 
accordance with the actions of the different authors. At any 
time, it used all necessary information to determine exactly 
what are the functionalities to invoke within the layers for 
which it is responsible. Every time that an event occurs, the 
associated receiver delivers the message materializing this 
event to the control module. The control module reacts 
then following three steps:  analyze the event, draw up an 
action plan and then carry out the established plan. 

Fig 4. Dialogue Controllers between server and client layers 

5. Discussion 

The AEH (course) pattern is implemented in PHP/MySQL 
and resides on a server; it can therefore be accessed 
simultaneously by different distant learners. The authoring 
tool, implemented in JSP and Java, is organized as 
centralized client-server architecture (Figure 5 shows an 
interface screen). It makes it possible to several authors to 

be connected to a working session characterized by a 
cooperative space and a control strategy. The cooperation 
space is represented by a set of structured components 
(HLU, prerequisite-networks, course parameters and the 
five packed rules) and tools, which make it possible the 
edition and communication tasks. 

Fig 5. An interface-screen of  the authoring tool 

The control strategy manages the negotiation of the access 
right to a component of the AEH and then participation of 
users during the work session. Five learning principles had 
been incorporated into the authoring process [19]. These 
principles are: a clear definition of educational objectives, 
definition of pre-requisite knowledge, providing a variety 
of presentation styles (tell, show and do), enhanced 
feedback and testing, and permitting the learner to control 
the direction of the learning session by choosing himself 
the learning objectives. 
 
Two different approaches were used to test the validity that 
the system actually incorporated pedagogy and effective 
cooperative design concepts as part of the developmental 
process. To evaluate the system, a group of four teachers 
were surveyed to seek their opinion if the authoring system 
did incorporate the five learning principles into its design. 
Their survey results validated that the system would 
prompt developers to build a course based on pedagogy. In 
addition a high agreement was noted in the self-direction 
of the lesson offered to the learner. 
 
In a second means to validate the system, five teachers 
geographically dispersed were invited to develop a course 
on the “Relational Data Bases”, via local network, and 
were surveyed to seek their opinion if the authoring system 
offers all cooperative tools necessary to construct the 
course in a synchronized manner (Figure 6). We were also 
interested in the group interaction through accounting of 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 98



 

 

various exchanges operated between the authors during a 
work session. Especially, we record the aspects related to 
notification and group awareness. 

Fig 6. One “Data bases” course developing screen 

Although the system does exhibit positive results after a 
pilot test in the local network context, a question for future 
research is the experimentation of the system in the 
internet/web context. This research would provide 
evidence that the concepts incorporated into the system do 
impact learning in a positive manner. On the positive side 
the survey results from the two different experimentations 
provides indication that the system is a positive benefit to 
teachers and developers of adaptive educational 
hypermedia. 

6. Conclusion 

The legislation in Algerian universities was introduced to 
ensure that disabled people have the same opportunities as 
non-disabled people and it is expected that the educational 
community should do as much as possible to ensure that 
this happens. Assistive technologies have an important role 
to play in ensuring that inclusive learning is available to all 
students without discrimination. 
 
In this way, we have presented an authoring tool that assist 
disabled users to access teaching and learning activities 
over the web. The cooperative authoring system, called 
TALABAH, is designed to satisfy guidelines of 
accessibility of the W3C recommendation for disabled 
authors and learners especially with mobility impairments. 
Integrating cooperation paradigm in AEH authoring 
systems is the original idea of this paper. This authoring 
tool allows geographically distant disabled authors to 
cooperate to produce an accessible courseware according 
to a predefined course pattern. 
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Abstract 
Modern finical banks are running in complex and dynamic 
environment which may bring high uncertainty and risk to 
them. So the ability to intelligently collect, mange, and analyze 
information about customers is a key source of competitive 
advantage for an E-business. But the data base for any bank is 
too large, complex and incomprehensible to determine if the 
customer risk or default. This paper presents a new algorithm 
for extracting accurate and comprehensible rules from database 
via fuzzy genetic classifier by two methodologies fuzzy system 
and genetic algorithms in one algorithm. Proposed evolved 
system exhibits two important characteristics; first, each rule is 
obtained through an efficient genetic rule extraction method 
which adapts the parameters of the fuzzy sets in the premise 
space and determines the required features of the rule, further 
improve the interpretability of the obtained model. Second, 
evolve the obtained rule base through genetic algorithm. The 
cooperation system increases the classification performance 
and reach to max classification ratio in the earlier generations. 

Keywords: fuzzy system, genetic algorithm, rule extraction, E-
business 

1. Introduction 

Bank customer classification plays an important role for 
commercial banks to keep away from default risks in 
customer loan market. A complete customer profile has 
two parts; factual and behavioral. The factual profile 
contains information such as name, gender, date of birth 
that personalization system obtained from the customer’s 
factual data. The behavioral profile models the 
customer’s actions and is usually derived from 
transactional data. Personalization begins with collecting 
customer data from various sources, web purchasing, and  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
browsing activities [1]. After the data is collected, it must 
be stored in the data warehouse. Extracting rule from a 
given database for cluster customers data is important, 
there are several algorithms proposed by several 
researchers,[2,7] used computational intelligence, neural 
network, genetic algorithms, swarm intelligence (PSO), 
fuzzy system, rough sets for extracting accurate rules that 
solve the problem of classification customers with large 
and incomprehensible database.[5] employed BP neural 
network to classify customers into 5 groups according to 
the actual need, [6]use genetic algorithm to predict 
customer purchasing behavior.  
 
In practical customer classification, there are two 
problems that can influence the accuracy. On the one 
hand, in credit scoring areas, we usually cannot label one 
customer as absolutely good who is sure to repay in time, 
or absolutely bad who will default certainly. On the other 
hand, there usually exist many irrelevant variables in the 
sample data. These redundant irrelevant variables spoil 
the classification, and increase many unwanted 
calculations and decrease the accuracy of customer 
classification. A good computerized classification tool 
should possess two characteristics, which are often in 
conflict. First, the tool must attain the highest possible 
performance, i.e. classify the presented cases correctly as 
being either normal or risk. Moreover, it would be highly 
desirable to be in possession of a so-called degree of 
confidence: the system not only provides a binary 
classification (normal or risk), but also outputs a numeric 
value that represents the degree to which the system is 
confident about its response. Second, it would be highly 
beneficial for such a classification system to be human-
friendly, exhibiting so-called interpretability. The 

Fuzzy-Genetic Classifier algorithm for bank’s 
customers 
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proposed method combines two methodologies fuzzy 
systems and genetic algorithms which exhibit two 
important characteristics; first, each rule is obtained 
through an efficient genetic rule extraction method which 
adapts the parameters of the fuzzy sets in the premise 
space and determines the required features of the rule, 
further improve the interpretability of the obtained 
model. Second, evolve the obtained rule base through 
genetic algorithm by enabling the automatic production 
of fuzzy systems based on a database of training cases 
(fitness) for extract good rules. The cooperation among 
the fuzzy system and genetic algorithm increase the 
classification performance and reach to max 
classification ratio in the earlier generations. 

 
2. Preliminaries 
 
2.1 Fuzzy systems 
 
Fuzzy logic is a computational paradigm that provides a 
mathematical tool for representing and manipulating 
information in a way that resembles human 
communication and reasoning processes. A fuzzy 
variables (also called a linguistic variable) is 
characterized by its name tag, a set of fuzzy values (also 
known as linguistic values or labels), and the 
membership functions of these labels; these latter assign 
a membership value, µ label (u) to a given real value u(R, 
within some predefined range known as the universe of 
discourse). While the traditional definitions of Boolean 
logic operations do not hold, new ones can be defined. 
Three basic operations, and, or, and not, are defined in 
fuzzy logic as following equations: 
 

               (1) 

           (2) 

               (3) 
 
Where A and B are fuzzy variables. Using such fuzzy 
operator’s one can combine fuzzy variables to form 
fuzzy-logic expressions, in a Boolean logic. For 
example, in the domain of control, where fuzzy logic has 
been applied extensively, one can find expressions such 
as: if room temperature is Low, then increase ventilation 
fan speed [8, 9, 10, and 15]. A fuzzy inference system is a 
rule-based system that uses fuzzy logic, rather than 
Boolean logic, to reason about data. Its basic structure 
includes four main components, as depicted in Figure 
(“1”): (1) a fuzzifier which translates crisp (real-valued) 
inputs into fuzzy values; (2) an inference engine that 
applies a fuzzy reasoning mechanism to obtain a fuzzy 
output; (3) a defuzzifier which translates this latter 

output into a crisp value; and (4) a knowledge base 
which contains both the rule base, and the initial 
database. The decision-making process is performed by 
the inference engine using the rules contained in the rule 
base. These fuzzy rules define the connection between 
input and output fuzzy variables [7]. 
 

 

Fig.1 Basic structure of a fuzzy inference system 

 
2.2 Genetic algorithm 
 
GA is a combinatorial optimization technique based 
mechanics of the natural selection process (biological 
evolution) of a randomly chosen population of 
individuals can be thought of as a search through the 
space of possible chromosome values or search for an 
optimal solution to a given problem. The basic concept is 
that the strong tend to adapt and survive while the weak 
tend to die out. The evolutionary search process is 
influenced by the following main components of a GA 
[8]:  an encoding of solutions to the problem as a 
chromosome or genome; a function to evaluate the 
fitness; Initialization of the initial population; Selection 
operators; and Reproduction operators. During each 
temporal increment, the structures in the current 
population are rated for their effectiveness as domain 
solutions (called a generation). GA has been successfully 
used in a wide variety of problem domains (Goldberg, 
1989) [8, 11, 12, and 13]. 

2.3 Data mining 
 
Data mining, “discovering hidden value in your data 
warehouse”, is frequently described as the process of 
extracting valid and actionable information from large, 
complex databases. In other words, data mining derives 
patterns and trends that exist in data. These patterns and 
trends can be collected together and defined as a mining 
model. Mining models can be applied to specific 
business such as forecasting sales, determining specific 
customers and likely products to be sold [14, 16]. The 
evolved system trains the data base to classify customers 
in two groups normal and risk. According to some 
variables in specific period can define customer as 
normal or default. This classification helps bank to 
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remote the system for better customer relationship 
management. 
 
3. Fuzzy genetic classifier model: 
 
 In the customer classification, there are two problems 
that can influence its accuracy. First, in credit scoring 
areas bank usually cannot label one customer as 
absolutely good who is sure to repay in time, or 
absolutely bad who will default certainly. Second, 
database is large, often complex and incomprehensible 
with many irrelevant variables. These redundant 
irrelevant variables spoil the classification, and increase 
many unwanted calculations and decrease the accuracy 
of customer classification. Moreover, it would be highly 
desirable to be in possession of a so-called degree of 
confidence: the system not only provides a binary 
classification (normal or risk), but also outputs a numeric 
value that represents the degree to which the system is 
confident about its response. Second, it would be highly 
beneficial for such a classification system to be human-
friendly, exhibiting so-called interpretability. The 
proposed method combines two methodologies fuzzy 
systems and genetic algorithms, by using a simple GA 
with binary coding, to produce new generation of fuzzy 
rules based on a database of training cases (fitness) and 
formation of gene pool for extract good rules. The binary 
coding will represent all the membership functions 
associated to the linguistic labels belonging to each one 
of the linguistic term sets into a single chromosome, 
where are shifted along the x-axis freely. All the 
individuals in the population will represented by 
chromosomes with fixed same length. The individual 
(rule) will represented by the following form as Eq. (4): 
 

 (4) 
 

Where the linguistic labels 𝐴𝐴ᵢ  and 𝐵𝐵ᴷ  associated to the 
linguistic variables  �i�𝑉  and 𝑌𝑌  respectively, where 𝑖𝑖 =
 1, … ,𝑛𝑛, 𝑘𝑘 =  1, . . ,𝑚𝑚,ɉ =  0, … , 3 where 𝑛𝑛 is the number 
of the variables. As shown in figure (“2”), fuzzy variable 
u with two possible fuzzy values labeled Low and High, 
so the associated membership function are two points (p, 
d), each point is represented by a binary number with a 
fixed number of bits determined by  𝑢𝑢𝑛𝑛  which is the 
number of possible values for the variable �i�𝑉. P defines 
the start point to measure the degree of membership 
versus input values, and d defines the length of 
membership function edges which separates between two 
labels (Low, High).  
 

 

Fig. 2 example of a fuzzy variable 
 

Each rule will be encoded in pieces of the 
chromosome  𝐶𝐶ᵣᵢ , 𝑖𝑖 =  1, … ,𝑛𝑛  where 𝑛𝑛  is the number of 
the variables in the following way: 

              (5) 
The proposed model for classification problem consists 
of a fuzzy system and threshold system as shown in 
figure (“3”). The fuzzy system computes a continuous 
appraisal value of the risky customers, based on the input 
values. The threshold unit then outputs a normal or risk 
classifier according to the fuzzy system’s output. 
 

 
Fig.3 The proposed classifier system, note that the fuzzy 

subsystem displayed in Fig. 1 
 
The proposed algorithm used to search for three 
parameters the relevant variables, the input membership 
function values, and the antecedents of rules. They are 
constructed as follows: 
• Membership function parameters. There are i variables 
(�i�𝑉–𝑉𝑉𝑛𝑛 ), each with two parameters P and d. 
• Antecedents. The i-th rule has the form:  
if (𝑉𝑉1  is 𝐴𝐴ɉ1  ) and…and (𝑉𝑉8  is 𝐴𝐴ɉ8  ) then (output is 
normal) 
So  𝐴𝐴𝑖𝑖𝑖𝑖  represents the membership function applicable to 
variable �i�𝑉. 𝐴𝐴𝑖𝑖𝑖𝑖  takes the values: 1(Low), 2 (High), and 0 
or 3 (Other). 
• Relevant variables are searched for reduction by letting 
the algorithm chooses number of existent membership 
functions as valid antecedents; in such a case, the 
respective variables is considered irrelevant. For 
example, the rule   

if (𝑉𝑉1 is High) and (𝑉𝑉2 is Other) and (𝑉𝑉3 is Other) and 
(𝑉𝑉4 is Low) and (𝑉𝑉5 is Other) 

and (𝑉𝑉6 is Other) and (𝑉𝑉7 is Other) and (𝑉𝑉8 is Low) then 
(output is normal), 

is interpreted as: 
if (𝑉𝑉1 is High) and (𝑉𝑉4 is Low) and (𝑉𝑉8 is Low) then 

(output is normal). 
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The parameters encoding are shown in figure (“4”), 
which form a single individual’s genome. For each �i�𝑉 
have two points (p, d) with the same number of bits for 
each one and relevant variable (𝐴𝐴𝑖𝑖𝑖𝑖 ) where 𝑖𝑖 =  1, … ,𝑛𝑛 
and  ɉ =  0, … , 3 . Each chromosome has a fixed length 
for all individuals can be calculated according to 
following equation: 

                (6) 
 𝑛𝑛 is the number of variables which represented in the 
chromosome in bits. 
 
𝑃𝑃1 𝑑𝑑1 𝐴𝐴1 …… 𝑃𝑃4 𝑑𝑑4 𝐴𝐴4 …… n …… 

1 0 1 0 0 1 1 1 0 0 1 1 1 0 0 0 1 0 1 1 

Fig. 4 encoding of the chromosome 
 
The structure of the chromosome generated randomly 
with initial database that used to tune the database 
parameters (p,d) and rule base constituted by m control 
rules. 
 
3.1 Cluster explanation:  
 
The proposed method starts with a set of solutions to the 
problem under examination, the solutions set 
(represented by chromosomes in GA) is called the 
population which generated randomly. Every 
evolutionary step, known as a generation, the individuals 
in the current population are decoded and evaluated 
according to some predefined quality criterion, referred 
to as the fitness, or fitness function. 
Each individual generates a fuzzy rule. This rule is 
trained by the database values which presented as input 
values to the fuzzy system. The membership value of 
each variable is then computed as µ𝐿𝐿𝐿𝐿𝐿𝐿(𝑢𝑢) 
andµ ℎ𝑖𝑖𝑖𝑖ℎ(𝑢𝑢), as shown in figure (“2”). Therefore, the 
inference engine goes on to compute the truth value of 
each rule by applying the fuzzy logic operator (i.e. 
complement, intersection, union) to combine the 
antecedent clauses (the membership values) in a fuzzy 
manner (1), this results in the output truth value, namely, 
a continuous value which represents the rule’s degree of 
activation [15]. The defuzzifier producing the final 
continuous value of the fuzzy inference system; this 
latter value is the appraisal value that is passed on to the 
threshold unit, Figure (“3”) which calculated as follow: 

(7) 
 
where 𝑊𝑊(𝑎𝑎) and 𝑊𝑊(𝑑𝑑) are weights of the active rule and 
default rule, respectively. The continuous appraisal value 
would be in the range of (𝐵𝐵𝑚𝑚𝑖𝑖𝑛𝑛 ,𝐵𝐵𝑚𝑚𝑎𝑎𝑚𝑚 ) discrete values of 

output membership function. This value is then passed 
along to the second subsystem threshold subsystem 
which produces the final binary output (𝐵𝐵𝑚𝑚𝑖𝑖𝑛𝑛  or 𝐵𝐵𝑚𝑚𝑎𝑎𝑚𝑚 ). 
The threshold subsystem simply the outputs 𝐵𝐵𝑚𝑚𝑎𝑎𝑚𝑚  if the 
appraisal value is above a fixed threshold value and 
outputs 𝐵𝐵𝑚𝑚𝑖𝑖𝑛𝑛  otherwise as illustrated in figure (“3”). The 
threshold value can be rewritten as follows: 

                   (8) 
 

Then the system computes the fitness function  𝛿𝛿𝑎𝑎ᴷ ; 
means the percentage of cases correctly classified by the 
following equation:  

               (9) 
where the 𝑘𝑘 =  1, . . ,𝑚𝑚, 𝑚𝑚 is the output decision for the 
rule and the 𝑑𝑑ᴷ (𝐸𝐸)  is the desired output for the case and 
𝑎𝑎ᴷ (𝐸𝐸)  is the actual output of case estimated by the 
system. The proposed model uses genetic algorithm with 
a fixed population size of μ individuals to evolve the 
fuzzy inference system, and fitness-proportionate 
selection (higher fitness more likely) and genetic 
operators. To form a new population (the next 
generation), individuals are selected according to their 
fitness. Thus, high-fitness (‘good’) individuals stand a 
better chance of ‘reproducing’, while low-fitness ones 
are more likely to disappear. The evolved system puts 
these individuals in mating pool to generate good 
children by using genetic operators. Crossover operation 
is used to obtain a new individual by combining different 
chromosomes to generate new better child using 
crossover operator pc, the new solution carried out by 
flipping bits at random; with usually small probability 
pm [12]. The evolved system made it changeable to get 
optimized solution and small to ensure that the good 
solutions are not distorted too much. In each iteration, 
the evolved system runs the generating method for 
choosing the best chromosome. The algorithm terminates 
when the maximum number of generations is reached.  
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3.2 The fuzzy genetic classifier algorithm: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Results 
 
According to the database which was collected from 
Barclays bank in the period from 30/12/2008 to 
30/5/2009 as a six month used for training data the new 
model exhibits classification of the bank’s customers in 
two groups normal and risk. The database consists of 
eight measured variables (𝑉𝑉1 -𝑉𝑉8 ) as follow :( Average 
Revenue as 𝑉𝑉1, Internal Transfer as 𝑉𝑉2, Foreign Transfer 
as 𝑉𝑉3 , Loan Count as 𝑉𝑉4 , Loan Over Due as 𝑉𝑉5 , 
Guarantees as 𝑉𝑉6, Insurance as 𝑉𝑉7, CC _ Over Due as 𝑉𝑉8 ) 
as shown in table(“1”). 
 

Table 1: customer classification 
Customer 

id 
V1 V2 ……. V8 Decision 

100 1300 8 …… 5 Normal 
101 3000 6 …… 10 Risk 
…… …… ….. …… ….. …… 
970 450 6 …… 3 Normal 

  
 
 

The fuzzy system setup 
 
Logical parameters 
• Reasoning mechanism: singleton-type fuzzy system. 
• Fuzzy operators: min. 
• Input membership function type: orthogonal. 
Structural parameters 
• Number of input membership functions: two 
membership functions denoted Low and High. 
• Number of output membership functions: two   
singletons are used, corresponding to the normal and risk 
classifier. 
• Number of rules: The rule itself is to be found by the 
genetic algorithm. 
Connective parameters 
• Antecedents of rules: to be found by the algorithm. 
• Consequent of rules: the algorithm finds rules for the 
normal class; the risk class is an else condition. 
• Rule weights: active rules have a weight value 1 and 
the else condition has a weight of 0.25. 
Operational parameters 
• Input membership function values: to be found by the 
evolutionary algorithm. 
• Output membership function values: we used a value of 
3 for normal and 5 for risk. 
• Threshold value: 4. 
 
The evolutionary algorithm setup 
 
•ℓℂ : length of the chromosome = 124 bit. 
• Selection method: roulette wheel selection. 
• Population size: 200. 
• Crossover operator: 0.60.  
• Mutation operator: 0.032. 
 
The evolutionary performed into eight categories 
according to partitioning data into two distinct sets 
training set and test set as shown in table (“2”); The table 
lists the average performance over all 100 evolutionary 
runs, where the averaging is done over the best 
individual of each run. The performance value denotes 
the percentage of cases correctly classified. Three such 
performance values are shown, (1) performance over the 
training set; (2) performance over the test set; and (3) 
overall performance, considering the entire database. The 
choice of the training set is done randomly. The number 
of rules per system was fixed between one and six 
determined by the final structure of the genome. 
 
 
 
 
 

 

Input: training set, control parameters 
Output: the optimized rule set 
Begin: 
1) Initialize control parameters;  
2) t=0 , generation counter  
3) Generate initial population randomly, C(0), of μ 
individuals; 
     for each individual, 𝑋𝑋𝑖𝑖  (t) ∈ C(t) do 
                Evaluate the fitness, f (𝑋𝑋𝑖𝑖  (t)); 
     End 
4) For each generation 
        

a)  Choose  2 parents at random; 
b)  Create offspring 𝑋𝑋′ 𝑖𝑖  (t) through application 

of crossover operator on parent genome 
c) Mutate offspring according to mutation 

operator; 
d) Evaluate the fitness of offspring, f(𝑋𝑋′ 𝑖𝑖(t)) 
e)  If   f(𝑋𝑋′ 𝑖𝑖 (t))    >   f(𝑋𝑋 𝑖𝑖  (t))  then 

                            add 𝑋𝑋′ 𝑖𝑖 (t) to  c (t+1) 
                Else      add 𝑋𝑋𝑖𝑖  (t) to c (t+1), 
              
 
5) Select the individuals to form rule set, which satisfy 
the higher fitness; 
 End 
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Table 2: results summary of 100 evolutionary runs 

Training/test 
cases 

Performance 
training set 

 
Test 
set 

 
Overall 

870/0 - - 97.2 
750/120 97.2 96.4 96.8 
650/220 97.4 96 96.7 
550/320 97.7 94.7 96.2 
450/420 97.9 94.1 96 
350/520 98 93.8 95.9 
250/620 98.3 93.3 95.8 
150/720 98.6 92.8 95.7 

 
Figure (“6”) shows the accuracy of the proposed model 
according to number of used cases in the training, the 
classification rate accuracy increases with the number of 
cases used after 100 evolutionary runs. 
 

 
Fig. 6 classification rate 

 
Finally, table (“3”):  delineates the best one-rule system 
found through proposed evolutionary approach with its 
initial database and its rule base. It obtains 97.2% correct 
classification rate overall the customer cases. 
 
 
Table 3: the best evolved fuzzy classification system with one 

rule 
Data base 

 V1 V2 V3 V4 V5 V6 V7 V8 
P 4773 9 2 2 1 39 7736 1 
d 7257 18 6 2 5 95 6593 7 
A 3 2 1 0 1 2 0 3 

Rule base 

Rule 
If (v2 is high ) and (v3 is low) and (v5 is 
low) and (v6 is high)then (output is 
normal) 

default Else (output is risk) 

 
[18] Uses fuzzy decision trees for classification of 
customers’ problems by automatically creating fuzzy 
regions around tree nodes. [19] Proposes a fuzzy ‘if-
then’ rule based classifier to predict bankruptcy in banks. 
After comparison with the proposed method on the data 
base of Barclays bank the following results achieved as 
shown in the figure (“7”). The proposed method (F.G) 
achieved higher classification accuracy on the data base 
than the other previous methods. 

 
Fig. 7 comparison between classification rates 

 
5. Conclusion 
 
The paper explains the proposed algorithm (hybrid 
fuzzy- genetic algorithm) to solve the bank customers’ 
classification problem. Proposed evolved fuzzy system 
presents both characteristics, first: attain high 
classification performance with possibility of measure to 
the output, second the results provide simple rules with 
its interpretable. Proposed model powerful in financial 
treatments because it could determine if the customer 
good or otherwise, with few determined measured 
variables. Fuzzy-natural computing hybrid techniques 
have been successfully applied to several fields of soft 
computing for intelligent data mining. For future work 
will add artificial immune systems as a natural 
computing technique with fuzzy logic for better 
classification.  
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Abstract 
Essentially, motive behind using control system is to generate 
suitable control signal for yielding desired response of a 
physical process. Control of synchronous generator has always 
remained very critical in power system operation and control. 
For certain well known reasons power generators are normally 
operated well below their steady state stability limit. This raises 
demand for efficient and fast controllers. Artificial intelligence 
has been reported to give revolutionary outcomes in the field of 
control engineering. Artificial Neural Network (ANN), a branch 
of artificial intelligence has been used for nonlinear and 
adaptive control, utilizing its inherent observability. The overall 
performance of neurocontroller is dependent upon input features 
too. Selecting optimum features to train a neurocontroller 
optimally is very critical. Both quality and size of data are of 
equal importance for better performance. In this work filter 
technique is employed to select independent factors for ANN 
training. 

Keywords: neural network, mlp, feature selection, regression 
analysis, generator excitation 

1. Introduction 

In recent years it has been recognized to impart more 
flexible control systems, it is necessary to incorporate 
other elements, such as course of thoughts, reasoning and 
heuristics into algorithmic techniques of conventional 
adaptive and optimal control theory. For proper designing 
of adaptive controller flexibility is main characteristic to 
incorporate and Artificial Neural Network (ANN) offers 
highly flexible structure. The use of an ANN with its 
learning ability avoids complex mathematical analysis in 
solving control problems when plant dynamics are 
unpredictably complex and highly non-linear [1]. This is a 
distinctive advantage over the traditional non-linear control 
methods.  
ANNs are parallel distributed processing systems capable 
of synthesizing a complex and highly nonlinear mapping 
from input feature space to output space [2]. The parallel  

processing element distribution not only gives higher 
degree of tolerance but also the capability of fast 
information processing. Another important feature of ANN 
is learning and adaptation. A well trained ANN has the 
ability to generalize training pattern. In addition to their 
ability to produce high quality results for large, noisy or 
incomplete data sets, ANNs have been found effective in 
identifying patterns and other underlying data structures in 
multidimensional data [3].  

Importance of input variables is evident as the input vector 
needs to capture all characteristics of complex functions. 
Features, variables, attributes, parameters are used 
alternatively for input vectors given to ANN. Feature 
selection is a problem of selecting the subset of features 
that is needed to describe the target concept in a give data 
set, indeed [4-6]. Keeping this in mind, one can say that it 
is not necessary that best individual feature correspond to 
best set of feature.  Therefore, for best subset of features 
researcher better undergo all possible combinations of 
features available in feature set for optimum efficiency.  

Feature selection is fundamental because it allows us to 
reduce the various effects causing information overlapping, 
noise induction, highly complex computation, cost of 
computation, memory requirement, time to compute and 
inter variable correlation [7]. Alternatively, too few 
features may carry very low content information and too 
many may cause irrelevant features, complex mapping and 
data over fitting  [3]. However, it should be pointed out 
that a larger number of training data should always be 
favored as opposed to smaller number. Hence, it is issue of 
harmonizing irrelevant data and information.      

There are two techniques employed for feature selection. 
One is filter-based approaches employing statistical tests 
for feature selection. Another is called wrappers methods 
exploit the knowledge of the specific structure of the 
learning algorithm and cannot be separated from it [8]. In 
the absence of valid and reliable evaluation, there currently 
exists no consensus on which methodology should be 
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applied under which data condition [9]. Wrapper technique 
based feature selection is computationally very expensive 
[7] and this is big flaw behind not being used so 
frequently. In comparison filters based feature selection 
methodology is most frequently used for efficient feature 
evaluation [9]. In this research work forward selection 
based on statistical methods is used to select optimum sub 
set of features.  

Since the discovery of Multi Layer Perceptrons’ (MLP) 
nonlinear problem solving ability, there has been an 
explosive growth in application of ANN into control 
problems. MLP is most commonly used ANN topology 
and type is a type of feed-forward network. MLPs are 
finding more applications because of their simplicity and 
requirement of lesser features to approximate any function 
up to same degree of certainty. It contains one or more 
hidden layers. The number of nodes in the hidden layers 
defines the complexity and the power of the neural 
network model to describe underlying relationship and 
structure inherent in training data [3]. ANNs have a 
specific nonlinear function associated with every number 
of hidden layer size. However, it cannot be interpreted 
because of poor interpretability of ANN. Generally, one 
hidden layer with sigmoidal activation function is used 
with sufficient accuracy to approximate any nonlinear 
function. A key challenging aspect of the MLP-ANN is the 
optimization of network training protocols that include 
network architecture and training stopping criterion [10]. 

Due to the nonlinear and highly dynamic nature of power 
system and complexity involved in realization of optimal 
and nonlinear controllers, artificial intelligence particularly 
ANNs are finding wide variety of applications in operation 
and control of power system [11-17]. There are thousands 
of papers published in this area but literature reviewed here 
is as per scope of this paper focusing on excitation of 
synchronous generator. Work proposed by [18] has used 
Functional Link Net (FLN) and technique researched in 
[19] has proposed a method equivalent to conventional self 
tuning adaptive control utilizing RBF feedforward 
network. Research proposed in [1] , [20] and [21] is based 
on indirect adaptive control, utilizing three layer MLP to 
realize model and neurocontroller. Adaptive Critic Design 
(ACD) based control utilizes Hamilton–Jacobi–Bellman 
equation based optimal control algorithm. Duel Heuristic 
Programming (DHP) based ACD has been shown to 
perform better [22]. Work proposed by [23] use MLP 
based critic control, whereas MLP and RBF based critic 
control comparison was carried out in [24]. RBF showed 
better performance for low magnitude disturbances. In [25] 
by using RBF based adaptive critic neurocontroller, it is 
showed that performance of neurocontroller is better even 
when conventional excitation system is equipped with 
power system stabilizers (PSS). 

In indirect adaptive based control, since link between 
current system state and the controller parameters are 
totally ignored [26] and the identified model has error of 
considerable percent [27], then may controller generate 
erroneous signal and lead to oscillatory response. Whereas 
in ACD, complicated control algorithm needs more 
computational time to calculate control signal [28] and 
response time is key to close loop control system 
performance specifically dynamic system such as power 
system. Additionally, reliability of ACD based control loop 
is also low. On the contrary, if not impossible at least it is 
time-consuming to train neurocontroller offline for every 
operating condition.  

Generalization means to capture trend in data instead of 
fitting every training data set. Alternatively, close inputs 
ought to generate close outputs. For better generalization 
early stopping criterion plays very important role. Apart 
from that, early stopping of ANN training saves training 
time. However, if criterion to stop training is not 
appropriately chosen that may lead to under trained 
network. In this research work, ANN training was stopped 
on the basis of the network’s performance on validation 
data set. This early stopping criterion is not used in the 
realm of power system control and operation. This is 
explained in the last section.    

As explained, a highly challenging task to train ANN for 
power system control and operation is selection of input 
features. Aforementioned literature review reveals that 
variables given in Table 1 were used for ANN training to 
control excitation of synchronous generator. The output of 
the excitation system is called excitation voltage (Vf) and 
it is a dependent parameter. Detailed explanation of 
excitation system’s impact on generator operation is given 
in next section.  

Table 1 Input feature used in ANN training 

∆VT is deviation of terminal voltage from reference voltage i.e. VREF-VT  

No proper procedure has been reported for selecting input 
features for generator excitation neurocontroller training. 
More input features may require many processing elements 
and hence more information processing time. On the other 
hand, multicollinearity between input features may inhibit 
a neurocontroller’s learning capability. In addition, un-
correlated input and output space make the mapping very 
complex. Furthermore, generator terminal voltage can be 
sensed by different combinations of Table 1 parameters 
and even with few additional factors. This analysis is first 

∆VT Terminal Voltage 

ω Rotor Speed 

P  Active Power 

Q  Reactive Power 
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of its own kind, to the authors best knowledge such 
analysis was not carried keeping statistical and engineering 
constraint both at a time.  

Statistical methods and ANN have been used for prediction 
and approximation, with ANN giving higher accuracy in 
high dimensional problems. In fact, the most commonly 
used ANN topology, called multilayer perceptron is 
nothing more than nonlinear regression. By using statistical 
methods optimum parameters can be found [29] for 
enhancing neuro controller learning capability while 
generator dynamics remain unaffected. Objective of this 
paper is to generate optimal set of training features and to 
compare performance of statistical regression and ANN.  
This paper is divided into three parts. The immediate 
section discusses the model considered for data generation. 
Second segment describes data analysis based on statistical 
methods and last part focuses on ANN output and 
comparison.  

2. Power System Modeling 

Power system is spread over very wide region from one 
end of country to another end and sometime from one 
continent to another, comprising of generation, 
transmission and distribution sections. The primary 
element of generation section is synchronous generator 
also termed as alternator. Synchronous generator consists 
of stator called armature and rotor also known as field. 
Field is responsible for keeping air gap magnetic flux 
constant leads to constant terminal voltage. The key to 
proper operation of synchronous generator is maintenance 
of synchronism between rotating armature flux and 
revolving field flux. The strength of synchronism largely 
depends upon the strength of air gap magnetic flux and 
alternatively dependent upon excitation system 
performance. Synchronism can be jolted by faults induced 
anywhere in a power system, but the extreme disturbance 
is fault introduced at terminals of a generator. Fault 
deteriorates the strength of magnetic flux as explained by 
armature reaction phenomenon and so has the effect on 
synchronism. The mechanical angle between rotor 
magnetic field and armature magnetic flux of a generator is 
known as the load angle or power angle, δ.  

The ability of power system to regain a state of operating 
equilibrium after being subjected to a physical disturbance 
or fault is called power system stability. In addition, 
neither a unit at generating station nor a portion of power 
system should lose synchronism with respect to the 
generating station or the power system [30]. Power system 
stability enhancement has captured growing attention of 
researchers in recent times after occurrence of major 
blackouts [31].The excitation system’s output is based on 

the difference (∆V) between reference voltage and terminal 
voltage. The fault causes a decrease in air gap flux density, 
depending upon the direct and quadrature axis sub-
transient and transient time constant. Moreover duration of 
fault, and decrease in terminal voltage have great influence 
on air gap flux density reduction. This leads to increase in 
∆V, so the output of generator excitation will shoot up to 
compensate error. Stability may be enhanced by rapidly 
increasing excitation current [32]. ANN requires quite 
considerable time to tune weights but it is fast and accurate 
once tuned properly. In this research work besides 
variables given in Table 1, the effect of one more new 
variable, deviation of quadratic voltage from reference 
voltage i.e. ∆Vq = Vref – Vq was analyzed on excitation 
voltage (Vf). Terminal voltage is the vector sum of direct 
and quadratic voltage components. Quadratic voltage was 
preferred over direct voltage because of higher correlation 
constant. The reference value for quadratic voltage is 
achieved by putting one instead of terminal voltage in 
equation combining direct, quadratic and terminal voltage. 

Power system stability enhancement is referred to reducing 
risk of losing stability by inserting additional signals into 
the system to smooth out the system dynamics. During 
steady state excitation system should be driven by only 
voltage difference. Contrastingly, during transient state 
rotor swings ∆V undergoes oscillations caused by change 
in rotor angle. It is compulsory to add additional 
information to neurocontroller for damping out 
oscillations. Rotor speed, active power or both are usually 
used variables for generating stabilizing signals [11, 33, 
34]. In this research work one more parameter load angle 
(δ) is also included for analyzing learning performance 
based on its correlation with excitation voltage and active 
power. Selection of load angle will not affect negatively 
the generator dynamics because active power and load 
angle are proportional as evident from equation 
                               *

*sinf T

S

E V
P

X
δ=                        (1) 

where P is active power, Ef is internal generated voltage, 
VT is terminal voltage, XS is synchronous reactance of 
generator and δ is load angle. Single machine infinite bus 
system (SMIB) power system model is considered for 
generating data, as shown in Figure 1. This model 
simulates a generator connected with the rest of power 
system.  
 
 
 
 
 

 
Figure 1 A single machine-infinite bus system 

Simulation of the model was carried out on 
Matlab/Simulink Toolbox with generator rating 13.8KV, 
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150MVA, 50Hz at load (0.09+j0.056) Ω. The generator 
parameters and excitation system parameters are given in 
Table 2 and 3 respectively. A three phase to ground fault 
was simulated to analyze system transient stability. Figure 
2 and 3 show terminal voltage and load angle behavior 
after simulation of 120ms fault at generator terminals. Both 
figures depict stable behavior of the generator. This 
implies data were collected from a stable system. 

Table 2 SYNCHRONOUS GENERATOR PARAMETERS 

Xd   =   1.83 Xq      
= 1.7 RStator     =  0.003 

X’d   =    .24 X’q     
=   0.43 Inertia   = 3.6 

X’’d   =    .20 X’’q   = 0.26 Hz          = 50 

T’d    =    0.3s T’’d   =  0.04s T’’q        = 0.031s 

Table 3 EXCITATION PARAMETERS 

 

The field of statistics deals with the collection, 
presentation, analysis and use of data to make decisions. 
Statistical methods are used to assist for describing and 
appreciating variability. Variability means the successive 
observations of a system or phenomenon do not always 
produce exactly the same result. Hence statistical thinking 
gives us a useful way to incorporate variability into 
decision making process. 

Statistical analysis was carried out using Minitab software. 
In statistical modeling data generation play an important 
role in model acceptance. In this work aforesaid model 
simulation include ±10% change in Vref, self clearing and 
not self clearing three phase to ground fault at generator 
terminals and transmission line tripping and addition as the 
types of disturbances. Data were sampled at 200Hz 
sampling frequency. Then fifty random samples were taken 
for further analysis. Care was taken that the sample should 
be a true representation of whole population space 

2. Data Analysis 

Since power system requires high degree of reliability, 
hence fewer inputs are preferred to use. The efficiency of 
control signal is increased by using time delayed values as 
power system is dynamic system. This is the main reason 
why this analysis did not use stepwise regression analysis 
and only relied on linear regression. The statistical 
modeling process involved three steps [35]: (i) correlation 

analysis, (ii) regression analysis, and (iii) model 
assessment [36]. These steps are discussed below. 

(a) Correlation is the process for determining the 
strength of relation between dependent and independent 
variables. Table 4 shows Pearson correlation between 
various independent parameters and the dependent factor, 
excitation voltage (Vf). The table also shows significance, 
called probability value (P-value). Pearson correlation was 
chosen because the data is scaled type, i.e. value varies 
from -∞ to +∞.  
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Figure 2 Terminal voltage after 120ms fault at generator terminals 
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Figure 3 Load angle (δ) transition after fault 
Table 4. Statistical Correlation Test Output 

Independent 
Variables 

Correlation 
coefficient 

Significance 
P-Value 

∆VT 0.587 0.000 

ω -0.06 0.486 

P 0.648 0.000 

Q 0.635 0.000 

∆Vq 0.759 0.000 

Correlation is between Excitation Voltage (Vf) and parameters given. 
 

For 95% confidence level, the significance of less than 
0.05 considered statistically meaningful. The table 
suggests strongest correlation between quadratic voltage 
(Vq) and excitation voltage (Vf), followed by active (P) 
and reactive power (Q). The results suggest no relationship 

Ka        = 2.50 Ta               = 0.001s 

Ke        = 1.5 Te              = 0.3s 

Kf        = 1 Tf              = 0.003s 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 111



 

 

between rotor speed and excitation voltage and this 
parameter is currently being used as auxiliary stabilizing 
signal. Keeping in view correlation results rotor speed is 
eliminated from further analysis.  

(b) Regression Analysis gives the prediction of dependent 
variable based on independent factors of an empirical 
model. The regression equation is given as below [37], 

                           
1

n

i
o i iβ β ε

=

ϒ = + Χ +∑                         (2) 

where β are constants and X is the independent variable 
and Y is the dependent variable. The random error term ε  
is assumed to have zero mean, constant variance σ2 and 
normally distributed [38].  

The accuracy of regression model is determined by 
coefficient of multiple determination i.e. R2. Higher R2 
value indicates good prediction accuracy of model. 
Nevertheless, using only R2 is not always a good indicator 
of model adequacy. Seeing that R2 increases with addition 
of another regressor variable irrespective of whether 
additional variable is statistical significant or not. The 
adjusted coefficient of multiple determination i.e. R2(Adj) 
is a better reflection of the model adequacy along with R2. 
R2(Adj) will increase only when additional factor is 
statistically significant. Lower standard deviation (S) is 
also conceived an indicator for better performance of the 
model. The low S means data set tends to be very close to 
mean and assumed mean in regression definition is zero. 

Table 5 gives the regression analysis results of the models 
without having stabilizing signal. Model 1contains ∆Vq 
and model 2 comprises of ∆VT. Coefficient of multiple 
determination (R2) of model 1 is higher than model 2. 
Therefore, it can be concluded that ∆Vq has higher 
prediction accuracy than ∆VT. Hence it is expected, neuro 
controller trained on model 1 may give less error than 
model 2. Value of R2(Adj) is higher for model 1 than 
model 2. Since in this analysis each model contains only 
one element R2(Adj) does not serve its purpose here. 
However, this value is given here to compare in next step 
when stabilization signals are added and compared in 
different combinations.  

Nonetheless, only high gain excitation system can produce 
low frequency oscillations which ultimately lead to 
unstable system. Therefore, auxiliary stabilizing signals 
addition to excitation system is essential for stability 
enhancement [39]. The following explanation considers the 
models comprising of additional signals. Table 6 describe 
the regression output of models containing active power 
(P) and reactive power (Q) as stabilizing input feature in 
combination  to voltage deviation signals.  

After contemplating Table 6 it can be concluded that not 
only the additional signals stabilize the system but also 

increase prediction accuracy. With additional signal 
addition R2(Adj) is also increased, which is another 
evidence to believe higher prediction accuracy of Table 6 
models.  However, authors are reluctant to select P and Q 
as stabilizing parameter owing to higher VIF factor. 
Variance Inflation Factor (VIF) predicts correlation among 
predictors. From statistical analysis perspective VIF value 
up to 10 is considered normal. Nevertheless, lesser VIF 
value means better performance, since ANNs output is 
highly sensitive to VIF value. In addition, active power and 
reactive power being electrical signals have lower response 
time. These quantities are very sensitive to noise in 
comparison to mechanical signals conceived here onward.  

Table 5 Regression output of Models without Stabilizing Signals 

Table 6 Performance index for Regression of Models with Stabilizing 
Signals 

 Model 3 Model 4 Model 5 Model 6  

Constant 2.718 7.140 4.490 3.953 

∆Vq(Coefficient) 22.441 - 17.982 - 

Significance 0.000 - 0.000 - 

VIF 5.6 - 6.9 - 

∆VT(Coefficient
) 

- 9.653 - 19.620 

Significance - 0.251 - 0.021 

VIF - 9.8 - 8.3 

P (Coefficient) - 8.151 3.525 - 

Significance - 0.001 0.071 - 

VIF - 6.4 7.8 - 

Q (Coefficient) 22.441 - - 17.879 

Significance 0.493 - - 0.03 

VIF 5.7 - - 4.9 

S 0.985 1.108 0.955 1.1839 

R2 75.5 69.0 77.2 64.7 

R2(Adj) 73.9 67.0 75.5 62.3 

Table 7 also shows regression analysis output but with 
different stabilizing signal in combination to voltage. 
Higher prediction accuracy and low VIF value prophecy 
better performance of Table 7 models than Table 6 models. 
Models 7 and 8 consisting of load angle (δ) in 
combinations of terminal voltage (Vt) and quadratic 
voltage (Vq). R2 of model containing quadratic voltage is 

 Model 1 Model 2 

Constant 1.879 -0.214 

∆Vq(coefficient) 24.944 - 
Significance 0.000 - 

∆VT(coefficient) - -35.617 
Significance - 0.000 

S 0.95 1.233 

R2 73.3 59.8 

R2(Adj) 70.2 56.1 
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higher than model comprising terminal voltage and value 
of R2(Adj) is also higher. The S of model 8 is lower than 
model 7 too, shown in Table 7. However, VIF value of 
model 7 and model 8 is almost equal. It can be deduced 
from Table 7 figures, set of input parameters containing 
quadratic voltage has higher prediction accuracy than set 
consisting of terminal voltage. Hence it is anticipated, 
neurocontroller trained on model 8 may give less error 
than model 7.  

TABLE 7 Performance index for Regression of Models with Stabilizing 
Signals 

 Model 7 Model 8 

Constant -1.825 -9.230 

∆Vq(Coefficient) - 29.697 

Significance - 0.000 

VIF - 2.4 

∆VT(Coefficient) 36.522 - 

Significance 0.000 - 

VIF 2.9 - 

δ(Coefficient) 0.0419 0.2995 

Significance 0.744 0.005 

VIF 1.6 1.5 

S 1.2451 0.9073 

R2 60.9% 79.2% 

R2(Adj) 58.3% 77.9% 

(c) Model Assessment step is carried out after regression 
model is developed. Acceptability and reliability of model 
are carried out in this step.  Fitting a regression model 
requires few assumptions, meeting them tells credibility of 
the model. It is assumed while fitting data that the residuals 
are randomly distributed and lie within ±2. The residuals 
of a regression model are given by  

                          e = ydes-yest                                                                                   

(3) 

where e is the error, ydes is the desired output and yest is the 
estimated output. Analysis of residuals is helpful in 
checking assumption that the errors are approximately 
normally distributed with constant variance. For 95% 
confidence interval more  than or equal to 95% residuals of 
model ought to lie within ±2 range [36]. 

Performance analysis of models 3 to 6, using steps 
suggested in model assessment depicts pretty poor picture 
too. Therefore, their assessment is not shown here. Only 
assessment comparison of Table 7 models is described 
here.  

Model adequacy is analyzed by beholding the behavior of 
model residuals. Figure 4, 5, and 6 are related with 
residuals of model 8 whereas Figure 7, 8 and 9 are 
associated with residuals of model 7. Residual plots 
comparison, Figure 4 and 7, of both models exhibit that the 

residual distribution of both model is satisfactory. The 
points at (0.72,-4.5) and (1.29,-0.2) are not outliers, but 
these represent one of many different disturbances 
simulated during data generation phase.  More than 95% 
residuals of model 8 lie in the range of ±2, which indicates 
that the assumptions of randomly distributed residual is 
satisfied, as shown by Figure 5 and 6. Whereas less than 
95% of residuals of model 7 lie within range of ± 2, as 
indicated by Figure 8 and 9.   

The distribution of residuals along regression fit is 
shown in Figure 5 and 8 for model 8 and model 7, 
respectively. The comparison of both plots expose that 
distribution of model 8 residuals is approaching normality 
more than model 7 residuals.  
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4. Artificial Neural Network 

In this section ANN output is discussed. In this research 
work MLP was chosen because of its simplicity and it is 
most usually used neural network [35]. A perceptron 
network with its adjustable hidden layer values is 
nonlinearly parameterized. MLP was trained using 
Levenberg-Marquardt Error Back Propagation. A highly 
challenging characteristic for a trained ANN is how well it 
performs when presented with new data i.e. generalization 

Advantages of generalization lie in adaptability, fault 
tolerance and model-free estimation by constructing input 
output mapping. As discussed in introduction, to avoid the 
over fitting problem, early training-terminating method 
called validation was employed. In this work, generated 
data were divided into three parts; training, validation and 
testing. The best MLP was selected based on one with the 
smallest test error. MLPs were trained on randomized data 
for enhancing learning capability. Basic work stages are 
shown in the flow chart Figure 10. The network growing 
technique was used to obtain an optimal MLP size. 
Network growing basically adds one hidden node at a time 
into an ANN. 

MLP was trained from one to thirty hidden layer neurons, 
results support the selected range. Each network with each 
number of hidden layer neuron was trained thirty times 
with random initial free parameters. MLP performance was 
analyzed based on mean square error (MSE) and mean 
absolute error (MAE). The MLP with the lowest errors out 
of thirty run was selected for further comparison. Value of 
error varies in a particular fashion. Initially error value was 
high but decreasing with increase of hidden layer size, 
after touching low it starts either increasing or floating. 
Out of these one to thirty hidden nodes, size of 
neurocontroller was chosen based on minimum MAE and 
MSE and it is given in Table 8. 

Table 8: ANN and Statistical Regression (SR) output comparison 

 Model 7 Model 8 

Features 
∆VT ∆Vq 

δ δ 

ANN 

MAE 0.277 0.245 

MSE 0.430 0.395 

HLN 23 12 

Time 0.024 0.016 

SR 
MAE 1.0937 0.8428 

MSE 15.4445 8.0913 

SR=Statistical Regression; HLN= Hidden Layer Neurons 

The ANN output is almost in proportion to statistical 
regression output. However the difference between errors 
of different sets is not in proportion to difference using 
statistical methods. This manifests ANN’s ability to 
efficiently map highly complex functions. Table 8 gives 
the comparison of ANN output and statistical regression 
results. It also shows the size of hidden layer at minimum 
error value.  

Model 8 has lower ANN error at lower hidden layer size of 
twelve neurons than model 7. Table 8 also depicts 
performance comparison of ANN, trained on both models, 
based on time. Model 8 has higher prediction accuracy on 
regression analysis and also has lesser error at lesser 
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processing time. The lower processing time is because of 
smaller hidden layer size.  
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Figure 10 Flow chart showing MLP training stages 

5. Conclusion 

With the help of statistical analysis it is, revealed that 
strong correlation between input and output space enhance 
learning capability of ANN not only in terms of error value 
but also requires lesser hidden layer size. Combination of 
quadratic voltage and load angle (δ) is a better set of input 
features for synchronous generator excitation system 
neurocontroller training. Comparison imparts that the 
performance of ANN is superior to statistical regression. 
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Abstract 
With the fast growth of the Internet, more and more information 
is available on the Web. The Semantic Web has many features 
which cannot be handled by using the traditional search engines. 
It extracts metadata for each discovered Web documents in RDF 
or OWL formats, and computes relations between documents. 
We proposed a hybrid indexing and ranking technique for the 
Semantic Web which finds relevant documents and computes the 
similarity among a set of documents. First, it returns with the 
most related document from the repository of Semantic Web 
Documents (SWDs) by using a modified version of the 
ObjectRank technique. Then, it creates a sub-graph for the most 
related SWDs. Finally, It returns the hubs and authorities of these 
document by using the HITS algorithm. Our technique increases 
the quality of the results and decreases the execution time of 
processing the user's query. 
Keywords: Indexing, Ranking Semantic Web Documents, 
Search Engines, Semantic Web. 

1. Introduction 

The classical Information Retrieval (IR) models have been 
processed by using state-of-the-art models such as LSI and 
machine learning based models (i.e. artificial neural 
network, symbolic learning, and genetic algorithm) [1]. 
However, it has been shown that these models based on 
formal mathematical theories and they do not necessarily 
surpass the classical models [2]. In the classical IR models, 
matching between queries and documents is formally 
defined, but it is semantically imprecise. Most of these 
models make a plausible assumption that words in 
documents are independent.  
On the other hand, human users are able to interpret the 
significance of semantic features to understand the 
information being presented, but this may not be so easy 

for an automated process or software agent. The Semantic 
Web aims to overcome this problem by making Web 
content more accessible to automated processes. The 
ultimate goal of the Semantic Web is to transform the 
existing Web into a set of connected applications and 
forming a consistent logical Web of data [3,4]. This can be 
achieved by adding semantic annotations that describe the 
meaning of the Web content. 
Therefore, the Semantic Web will contain resources 
corresponding not only to media objects (such as Web 
pages, images, audio clips, etc.) as the current Web does, 
but also to objects such as people, places, organizations, 
and events [5]. Consequently, the Semantic Web will 
contain not just a single kind of relation (the hyperlink) 
between resources, but many different kinds of relations 
between the different types of resources. 
This paper is divided into five sections. In Section 2, an 
overview of the related work, which discusses some recent 
ranking systems on the Semantic Web, will be introduced. 
Section 3 represents the architecture of our proposed 
system. The proposed indexing and ranking technique is 
described in detail. Section 4 presents the implementation 
and some results of our system. Finally, we conclude our 
work in Section 5. 

2. Related Work 

There are many researchers who are working on Semantic 
Web and how to rank the pages according to their contents. 
For example, TAP [6,7] was created to be an infrastructure 
for applications on the Semantic Web. It provides a set of 
simple mechanisms for sites to publish data onto the 
Semantic Web and for applications to consume this data. 
TAP improves information search and retrieval results in 
two ways: on the one hand, it provides a simple mechanism 
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to help the Semantic search module to understand the 
denotation of the query; on the other hand, it augments the 
search results by considering search context and exploring 
closely related objects based on this context.  
Kiryakov et al. [8] introduced a holistic architecture of 
Semantic annotation, indexing, and retrieval for documents. 
Their system, which is called KIM, aimed to achieve fully 
automatic annotation and to improve search and retrieval 
by integrating information extraction (IE) (i.e. using GATE 
[9]), information retrieval and Semantic Web technologies.  
In [10-12], the authors viewed the documents 
representation on the Semantic Web as a combination of 
text, which is suitable for current Web search engines' 
indexing and Semantic markup. This can be used to 
perform inference over a knowledge-base and proposes an 
integrated approach to combine the inference capability 
and traditional information retrieval techniques. They 
implemented a prototype system, called OWLIR, for 
retrieving university event announcements.  
Squiggle [13] is another framework for building domain-
specific Semantic search applications. It provides 
capabilities for annotating, indexing, and retrieving 
multimedia items based upon the SKOS3 ontology. 
Swoogle [14,15] is also a Semantic search engine for 
retrieving Semantic Web document. Its primary use is 
found in searching the Web and locating relevant 
ontologies in order to help users access, explore, and query 
Semantic Web documents.  
Stojanovic et al. [16] have developed a domain 
independent approach for developing Semantic portals, viz. 
SEAL (SEmantic portAL), that exploits Semantics for 
providing and accessing information at a portal as well as 
constructing and maintaining the portals. They propose 
that the problem of Semantic ranking may be reduced to 
the comparison of two knowledge-bases. Query results are 
reinterpreted as "query knowledge bases" and their 
similarity to the original knowledge-base without axioms 
yields the basis for Semantic ranking. Thereby, they reduce 
their notion of similarity between two knowledge bases to 
the similarity of concept pairs. 
Yousefipour et al. proposed an ontology-based approach 
for ranking Semantic Web services. A generic and domain-
specific ontology is used to infer the Semantic similarity 
between the parameters of the request and the 
advertisement, which will be applied in the process of 
SWSs ranking. They studied how Semantic Web service 
ranking can be used in the context of Semantic Web 
service discovery. 
Therefore, there are many researches on Semantic Web 
and how to rank the pages according to their contents. As 
mentioned previously, these ranking techniques do not 
depend only on the keywords but also on the contents of 
the Web documents. Consequently, the Semantic Web 
ranking techniques need to be developed to present an 

efficient way to classify SWDs and to retrieve a precise 
result for the user's query. 
We developed an indexing and ranking technique which 
can be used in a Semantic Web search engine to facilitate 
the development of the Semantic Web and finding a proper 
ontology for the submitted search query. The entire 
documents are processed to extracted ontologies and find 
the relationships between these documents and the others. 
Therefore, our system is not based only on the extracted 
metadata from the document but also on extracted 
ontologies and the relations between documents. In other 
words, our main goals are to find a good measure for 
indexing the processed SWDs with extracting the proper 
ontologies, create a meaningful rank measure which 
reflects the importance of the processed document, and  
answer the user's queries efficiently. 

3. System Architecture 

The main architecture of our system is as shown in Fig. 1. 
Our system contains five components: (1) The JENA Web 
crawler which is used to crawl the Web and returns with 
SWDs to process them, (2) SWDs and metadata 
repositories which contain the retrieved Semantic Web 
Documents and their extracted metadata, (3) The Semantic 
ranking component which is used to index and rank the 
processed SWDs, (4) The pre-processing stage which 
stores SWDs in the repository and processes the SWDs to 
generate objective metadata about SWDs at both the 
syntax and the semantic levels, and (5) The user interface 
which accepts the query from the user and displays the 
result of the search. In the following subsections, we will 
discuss the components of our system in more detail. 

 

Fig. 1 The architecture of the proposed system. 
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3.1 Jena  

Jena [18] is a Java framework for building Semantic Web 
applications. It provides a programmatic environment for 
RDF, RDFS and OWL, and SPARQL. It includes a rule-
based inference engine. It is open source and grown out of 
work with the HP Labs Semantic Web Programme. Jena is 
developed to employ a number of heuristics for finding 
SWDs. It searches for documents of .rdf, .owl, .daml, 
and .n3 file extensions. 
Jena analyzes the content of a SWD and discovers new 
SWDs. First, it verifies if a document is a SWD or not, and 
it also revisits discovered URLs to check updates. 
Secondly, several heuristics are used to discover new 
SWDs through semantic relations: (1) The semantics of 
URIref shows that the namespace of a URIref is highly 
likely to be the URL of an SWD; (2) The semantics of 
OWL shows that owl:imports links to an external ontology, 
which is a SWD; (3) The semantics of FOAF ontology, 
shows that rdfs:seeAlso property of an instance of 
foaf:Person often links to another FOAF document, which 
often is a SWD. 

3.2 SWDs Repository 

SWDs repository contains the Semantic Web documents 
which are retrieved by the Web crawler. It keeps up-to-
date SWDs to use them in to answer user's query. SWDs 
are based on RDF which can be in RDFS, DAML+OIL, or 
OWL formats. They contain the following items: 

• General term statements which define the classes 
and the properties. 

• The terms' definition extensions. 
• Individuals Creation. 
• Make assertions about terms and individuals 

which are already defined or created.  
Therefore, SWD can be defined as an atomic information 
exchange object in the Semantic Web which can be found 
online and accessible to Web users and software agents.  

3.3 SWDs Pre-processing 

The stored SWDs in the repository are processed to 
generate objective metadata about SWDs at both the 
syntax and the semantic levels. The SWDs are classified in 
the repository into three types: the Semantic Web 
ontologies (SWOs) which is called T-Boxes, the Semantic 
Web databases (SWDBs) which is called A-Boxes, and 
hybrid which defines a set of terms to be used by others as 
well as a useful database of information about a set of 
individuals. 
SWD metadata is collected to make SWD processing and 
search more efficient and effective. SWD metadata 
classification can considered as a modified version of the 

one which is used in Swoogle. We added some additional 
items and changed others. Fig. 2 shows the types of SWDs 
metadata which are processed and stored in metadata and 
ontologies repository. 

 

Fig. 2 Types of SWDs metadata stored in metadata &ontologies 
repository. 

SWD metadata  is derived from the content of SWD as 
well as the relations among SWDs. They can be classified 
into three categories of metadata:  
• Basic Metadata: It considers the syntactic and 

semantic features of a SWD. It contains the 
following types: 
o Language feature: It refers to the properties 

describing the syntactic or semantic features 
of a SWD. It captures the following features: 
 Encoding: It shows the syntactic 

encoding of a SWD. 
 Language: It shows the language used by 

a SWD. 
 OWL Species: It shows the language 

species of a SWD written in OWL. 
o RDF Statistics: It refers to the properties 

summarizing node distribution of the RDF 
graph of a SWD. 

o Ontology annotation: It refers to the 
properties that describe a SWD as an 
ontology. 

• Relations: They consider the explicit semantics 
between individual SWDs. Table I shows the 
different types of relations which can classified into 
four categories: 
o TM/IN captures term reference relations 

between two SWDs. 
o IM shows that an ontology imports another 

ontology.  
o EX shows that an ontology extends another.  
o PV shows that an ontology is a prior version 

of another. 
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• Analytical Metadata: It contains the SWO/SWDB 
classification  and SWD ranking. The proposed 
indexing and ranking technique will discuss in the 
following subsection. 

Table 1: The Types of the relationships among SWDs. 

Type  Classes and Properties  

TM/IN  owl:termRef, daml:termRef  

IM  owl:imports, daml:imports  

EX  

rdfs:subClassOff, rdfs:subPropertyOf, 
owl:disjointWith, owl:equivalentClass, 
owl:equivalentProperty, owl:complementOf, 
owl:inverseOf,  owl:intersectionOf, owl:unionOf, 
daml:sameClassAs, daml:samePropertyAs, 
daml:inverseOf, daml:disjoinWith,  
daml:complementOf, daml:unionOf, 
daml:disjoinUnionOf, daml:ntersectionOf  

PV  
owl:priorVersion, owl:DeprecatedProperty, 
owl:DeprecatedClass, owl:backwardCompatibleWith, 
owl:incompatibleWith  

3.4 Indexing and Ranking Stage 

We propose a general approach for Semantic ranking to 
provide high quality, high recall search in databases and on 
the Web. A hybrid page ranking technique is proposed 
which integrate the strength of both ObjectRank [19] 
which is calculated offline and the Hits [20] search which 
is run online. Therefore, our hybrid approach is using a 
number of relatively small subsets of the data graph in such 
a way that any keyword query can be answered by high 
ranked documents with only one of the sub-graphs. Our 
proposed approach tries to find the trade-off between 
query execution time and quality of the results. 
Our technique is divided into two portions: pre-processing 
and query-time stages. At pre-processing stage, we will 
apply a modified version of the ObjectRank technique and 
HITS technique will be applied at the query time. We 
proposed a combination of these two techniques to avoid 
the pitfalls of each technique. We also want to benefit from 
the advantages of both of them. We will discuss these 
pitfalls and advantages in the following sub-sections.  
ObjectRank inspired by the idea of PageRank [21] 
technique. These algorithms that use PageRank require a 
query-time PageRank-style iterative computation over the 
full graph. This computation is too expensive for large 
graphs, and not feasible at query time, as it requires 
multiple iterations over all nodes and links of the entire 
database graph.  
On the other hand, one advantage of the HITS algorithm is 
its dual rankings. HITS presents two ranked lists to the 
user: one with the most authoritative documents related to 
the query and the other with the most "hubby" documents. 

Authoritative pages relevant to the initial query should not 
only have large in-degree; since they are all authorities on 
a common topic, there should also be considerable overlap 
in the sets of pages that point to them. Thus, in addition to 
highly authoritative pages, the researchers expect to find 
what could be called hub pages: these are pages that have 
links to multiple relevant authoritative pages. It is these 
hub pages that "pull together" authorities on a common 
topic, and allow us to throw out unrelated pages of large 
in-degree. A good hub is a page that points to many good 
authorities; a good authority is a page that is pointed to by 
many good hubs 
To solve the problems of the ObjectRank and HITS 
techniques, we join these techniques as follows. First, we 
calculate the ranking scores for all the SWDs in our 
database using a modified version of the ObjectRank 
algorithm save them in a repository indexed with keywords. 
ObjectRank gives the same initial values for all nodes. In 
our experiment, we initialized each node with the ratio of 
all links that the node receives as in-links instead of giving 
the same initial value for all the pages. The ratio offers an 
enhanced initial guess with minimal overhead. In 
experimental evaluation, we found that this initial 
hypothesis reduces the number of iterations required by 
about one third. When a user type a query the technique 
will work as follow: 

• We search in the repository for the most n ranked 
SWDs. this will reduce the time ObjectRank need 
to look at the entire database for a very large 
number of output. 

• Make a sub-graph around these SWDs by adding 
the in-links and out-links SWDs. 

• for each page in the sub-graph add only d pages 
from the pages that point to it (in-links), then add 
all pages that this page point to (out-links). 

• Calculate the hub score and authority score for 
each page in the sub-graph. 

• Output the most authoritative pages and the most 
hubby pages to the user.  

The PageRank algorithm evaluates the Web documents 
according to the following equation:  
 

))(/)(......)(/)()(/)(()1()( 2211 nn TCTPRTCTPRTCTPRddAPR ++++−=

 
where A is a document. T1; T2; .... ; Tn are Web 
documents that link to A; C(Ti) is the total out-links of Ti; 
and d is a damping factor, which is typically set to 0.85. 
This equation captures the probability that a user will 
arrive at a given page either by directly addressing it, or by 
following one of the links pointing to it. 
Unfortunately, this random model is not appropriate for the 
Semantic Web. Because there is different types of link 
between SWDs. Therefore, this leads to a non-uniform 
probability of following a particular outgoing link, So 
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ObjectRank uses a model which accounts for the various 
types of links that can exist between SWDs. 

 

Fig. 3 An example of a subset of the ObjectRank graph. 

Consequently, ObjectRank is developed as a system to 
perform authority-based keyword search on databases 
which is inspired by PageRank. Fig. 3 shows an example 
of a subset of ObjectRank graph. The ObjectRank 
algorithm applies authority-based ranking to keyword 
search in databases modeled as labeled graphs. 
Conceptually, authority originates at the nodes (objects) 
containing the keywords and flows to objects according to 
their semantic connections. Each node is ranked according 
to its authority with respect to the particular keywords. 
One can adjust the weight of global importance, the weight 
of each keyword of the query, the importance of a result 
actually containing the keywords versus being referenced 
by nodes containing them, and the volume of authority 
flow via each type of semantic connection. This algorithm 
as we can see is divided into two parts the preprocessing 
time and this what we are concerned about, and we will 
modify the query time stage of the ObjectRank technique. 

 

Fig. 4 The ObjectRank schema graph. 

They view a database as a labeled graph, which is a model 
that easily captures both relational and XML databases. 
The data graph D(VD, ED) is a labeled directed graph 
where every node v has a label λ(v) and a set of keywords. 
Each node represents an object of the database and may 
have a sub-structure. Without loss of generality, 
ObjectRank assumes that each node has a tuple of attribute 

name/attribute value pairs. One may assume richer 
semantics by including the metadata of a node in the set of 
keywords. For example, the metadata "Forum", " Year", 
"Location"  could be included in the keywords of a node. 
Each edge e from u to v is labeled with its role λ(e). For 
simplicity, we assume that there are no parallel edges and 
we will often denote an edge e from u to v as vu → .  
Fig. 4 shows the schema graph which is generated from 
Fig. 3. The schema graph G(VG, EG) is a directed graph 
that describes the structure of D. Every node has an 
associated label. Each edge is labeled with a role. We say 
that a data graph D(VD, ED) conforms to a schema graph 
G(VG, EG) if there is a unique assignment μ such that: 

1. For every node DVv∈  there is a node GVv ∈)(µ  

such that ))(()( vv µλλ = ; 
2. For every edge DEe∈ from node u to node v 

there is an edge GEe ∈)(µ that goes from )(uµ to 

)(vµ  and ))(()( ee µλλ = .  
From the schema graph G(VG, EG), we create the authority 
transfer schema graph $GA(VG, EA) to reflect the authority 
flow through the edges of the graph. This may be either a 
trial and error process, until we are satisfied with the 
quality of the results, or a domain expert's task. In 
particular, for each edge vueG →= of EG, two authority 

transfer edges, )( vue f
G →= and )( uveb

G →= are created. 

The two edges carry the label of the schema graph edge 
and, in addition, each one is annotated with a (potentially 

different) authority transfer rate - )( f
Geα and )( b

Geα  

correspondingly. We say that a data graph conforms to an 
authority transfer schema graph if it conforms to the 
corresponding schema graph. (Notice that the authority 
transfer schema graph has all the information of the 
original schema graph.) Fig. 5 shows the authority transfer 
schema graph that corresponds to the schema graph in Fig. 
4 (the edge labels are omitted). The motivation for 
defining two edges for each edge of the schema graph is 
that authority potentially flows in both directions and not 
only in the direction that appears in the schema. For 
example, a paper passes its authority to its authors and vice 
versa. Notice however, that the authority flow in each 
direction (defined by the authority transfer rate) may not be 
the same. For example, a paper that is cited by important 
papers is clearly important but citing important papers 
does not make a paper important. 

 

Fig . 5 The ObjectRank authority transfer schema graph. 
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Given a data graph ),( DD EVD  that conforms to an 

authority transfer schema graph ),( A
G

A EVG , ObjectRank 

derives an authority transfer data graph ),( A
DD

A EVD as 

follows. 
For every edge DEvue ∈→= )( the authority transfer data 

graph has two edges )( vue f →= and )( uveb →= . The 

edges fe and be  are annotated with authority transfer rates 

)( feα  and )( beα . Assuming that fe  is of type f
Ge , then 
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where ),( f
GeuOutDeg  is the number of outgoing edges from 

u, of type f
Ge . The authority transfer rate )( beα  is defined 

similarly. Fig. 6  illustrates the authority transfer data 
graph that corresponds to the data graph of Fig. 3 and the 
authority schema transfer graph of Fig. 4. Notice that the 
sum of authority transfer rates of the outgoing edges of a 
node u of type )(uµ  may be less than the sum of authority 
transfer rates of the outgoing edges of )(uµ  in the 
authority transfer schema graph, if u does not have all 
types of outgoing edges. 

 

Fig. 6 Authority transfer data graph. 

Then the total score of a page will be 
 

∑+−= ijG Addvr )1()(  

where )(eAij α=  if there is an edge ij vve →= in A
DE  and 

0 otherwise, the damping factor d determines the portion of 
ObjectRank that an object transfers to its neighbors as 
opposed to keeping to itself. It was first introduced in the 

original PageRank technique [21], where it was used to 
ensure convergence in the case of PageRank sinks. The 
value for d used by PageRank is 0.85. 
On the other hand, HITS is applicable in Semantic Web. 
The Semantic Web graph can be described by an 
adjacency matrix. For a network graph matrix M the well 
known authority ranking methods like HITS can be applied. 
HITS defines the authority ranking problem through 
mutual reinforcement between so-called hub and authority 
scores of graph nodes. The authority (relevance) score of 
each node is defined as the sum of hub scores of its 
predecessors. Analogously, the hub (connectivity) score of 
each node is defined as a sum of the authority scores of its 
successors. 
The HITS team makes use of the relationship between 
hubs and authorities via an iterative algorithm works as 
follow: with each page A, they associate a non-negative 
authority weight hpix  and a non-negative hub weight hpiy . 

They maintain the invariant that the weights of each type 
are normalized so their squares sum to 1:(Here also we 
need to take in our concern the type of the relations that 
exist between the SWDs we need to add this to the 
equations) 

1)( 2 =∑
∈

A

SA

x
σ

 

1)( 2 =∑
∈

A

SA

y
σ

 

They view the pages with larger x and y-values as being 
"better"  authorities and hubs respectively. If A points to 
many pages with large x-values, then it should receive a 
large y-value; and if A is pointed to by many pages with 
large y-values, then it should receive a large x-value. This 
motivates the definition of two operations on the weights, 
which denote by I and O. The I operation updates x-
weights as follows: 

∑
∈

←
EAqq

qA yx
),(:

 

The O operation updates the y-weights as follows: 

∑
∈

←
EAqq

qA xy
),(:

 

Thus I and O are the basic means by which hubs and 
authorities reinforce one another. Therefore, to find the 
desired "equilibrium"  values for the weights, one can 
apply the I and O operations in an alternating fashion, and 
see whether a fixed point is reached. 

3.5 Metadata and Ontologies Repository 

The metadata and ontologies repository is created to store 
the processed data for each SWD. The stored data can be 
used to derive analytical reports, such as classification of 
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SWOs and SWDBs, rank of SWDs, and the  IR index of 
SWDs.  

3.6 User Interface 

Every time a user submits a query, the proposed system 
analyzes it and tries to identify the ontological elements 
which are stored in the metadata and ontologies repository. 
Then, it is able to suggest to the user the potential 
meanings of his query that it recognized. The user is 
therefore presented with both the results of the syntactic 
search and the available meanings extracted from the query. 
This can help him to refine his request, disambiguating 
among its the possible acceptations. When a user query is 
re-conducted to a specific meaning, the proposed system is 
able not only to look up resources semantically related to 
that meaning, but also to seek other concepts that could be 
of interest for the user. This is possible because the system 
can navigate across the sub-graph of interconnected 
elements of the domain ontology to generate the 
corresponding hubs and authorities. 

4. Implementation And Results 

For our experiments, we implemented our system in Java. 
The experiments were performed on a single PC with an 
Intel 1.73 GHZ Duo processor with 3GB RAM. We run an 
experiment to measure the effect of the total size of the 
sub-graph on the quality of the result. The total size of the 
sub-graph depends on two parameters. The first parameter 
is n which represents the number of pages that the sub-
graph should start with. The second parameter is d which 
presents the number of pages a single page can bring into 
the sub-graph from the pages that pointing to it. 
For our experiment we generate a comprehensive set of 
sub-graphs with 24 combinations of n and d. for each 
combination we measure the performance of our rank, i.e. 
the query time an quality of two lists.  
Fig. 7 shows the effect of d on sub-graph construction time. 
Bigger d implies that more time to construct the sub-graph. 
Therefore, the quality of our rank algorithm is strongly 
affected by d. Thus, one has to strike balance between the 
quality of results and the time needed to construct the sub-
graph. 

5. Conclusion 

Search engines are becoming such a powerful tools not 
only to find textual resources but also to analyze the 
contents of the document to get precise search result. 
Therefore, syntactic techniques are used to extract 
ontologies and metadata from the SWDs to calculate an 
accurate classification of the processed documents. The 

lexical and conceptual characteristics of a domain in an 
ontology are captured to prove that Semantic Web 
technologies provide real benefits to end users in terms of 
an easier and more effective access to information. 
We developed an indexing and ranking technique which 
can be used in a Semantic Web search engine to facilitate 
the development of the Semantic Web and finding a proper 
ontology for the submitted search query. The entire 
documents are processed to extracted ontologies and find 
the relationships between the processed documents and the 
others. Therefore, our system is not based only on the 
extracted metadata from the document but also on 
extracted ontologies and the relations between documents. 
In other words, our main goals were to find a good 
measure for indexing the processed SWDs with extracting 
the proper ontologies, create a meaningful rank measure 
which reflects the importance of the processed document, 
and  answer the user's queries efficiently. 

 

Fig. 7 The effect of n and d values on processing time. 
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Abstract 

In this paper, we introduce an algorithm that automatically  plans 
a touristic trip by considering some hard and soft constrains. 
Opening and closing hours of POIs (Points of Interest), trip 
duration and trip allocated budget represent the hard constraints, 
while the satisfaction factors of the POIs and travelling distance 
in the trip are considered as soft constraints. We use the soft 
constraints to evaluate the generated solution of the algorithm. 
The algorithm is developed by utilizing the taboo search method 
as a meta heuristic. The operators of Swap, Insert and Delete are 
used to explore the search space. The Swap and Insert operator 
are used in each iteration of the algorithm loop, while the Delete 
operator is used whenever the algorithm tends to enter in an 
endless cycle. The algorithm is developed by using Java 
programming language, while the data repositories are created in 
the XML format. The algorithm is tested with 40 instances of 
POIs of the city of Vienna. Various entry parameters of the 
algorithm are used to test its performance. The results gained are 
discussed and compared in respect to the optimal solution.  
Keywords: point of interest, optimization, planning, Swap, 
Insert, Delete. 

1. Introduction 

Tourists that visit one city or region during a trip of a 
limited time, find it impossible to visit all POIs that exist 
in that particular area. Thus, they have to select some POIs 
that they consider as more interesting and worthy for them. 
Doing the plan of visit that includes most interesting POIs 
to visit, for the available time, is usually a complex task. In 
such situations, it would be helpful for the tourist to have a 
system that runs on a hand held device, which would 
enable him to automatically plan the touristic trip. In 
general, systems like that tend to fulfill as much as 
possible the satisfaction of tourist by making a 
personalized trip plan. Usually, the constraints considered 
by planning systems under discussion are: geographical 
locations of POIs and their opening and closing hours, 
personal score of each POI for the tourist, duration of the 
trip, etc. In order to produce a trip that fits all/most of 

these constraints, a heuristic that tends to find an 
optimized trip needs to be introduced.  

 
The simplest problem in trip planning can be compared to 
the Orienteering Problem (OP) [1], where a number of n 
locations are given, each of them having a score s. The 
goal is to have a single tour trip that includes as many 
points as possible, so the satisfaction factor of the trip is 
maximized. The Team Orienteering Problem (TOP) is an 
extended form of OP, which generalizes the problem for 
multiple tours [2]. Further, the Team Orienteering Problem 
with Time Windows (TOPTW) is an advanced version of 
TOP, where each location is associated with a time 
window that represents the timings when the visit could be 
realized [3]. In TOPTW the goal is to determine m routes, 
each limited by Tmax, that maximizes the total collected 
score. In fact, the TOPTW is a simplified version of the 
Tourist Trip Design Problem (TTDP) [4]. 

 
An additional feature associated to these planning systems 
is that they have to plan the trip in real time, so that they 
can respond to changing user requests and preferences as 
well as unexpected events. In order to achieve optimal 
values, for such hard planning problems, for the execution 
time of around tens of seconds, we need to use a meta-
heuristic to solve the problem. For instance, when more 
time than planned, is spent to visit a particular POI, 
tourists would like to be able to generate an updated trip 
plan in real time (possibly not lasting more than some tens 
of seconds). 

 
The main contribution of this paper is introduction of an 
algorithm that finds optimal solutions for trip planning 
problem, in the execution time of some tens of seconds 
(varying from the particular details of the trip). The goal is 
to find a solid solution (not the best possible) in less than 
10 seconds. This can be achieved by having a fast 
evaluation process of the candidate solutions, and by 
utilizing flexible operators to explore the search space. In 
this paper, we use taboo search heuristic as a guiding 
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method for the search process. The taboo search heuristic 
uses the memory lists to save the prior search information, 
which, afterwards, is used to guide the search process 
towards finding the global optimal solution. 

 
In the next section a literature review is presented and in 
Section 3 a problem definition is introduced. In Section 4 
the detailed description of the algorithm is given, while in 
Section 5 the experimental results are shown.  Discussions, 
conclusions and future work are elaborated in Section 6 
and 7 respectively. 

2. Literature review  

There are many algorithms that deal with OP, TOP or 
TOPTW that are discussed in the literature. These 
algorithms could be also applied for the purpose of trip 
planning. A taboo search heuristic that effectively solves 
the TOP is presented in [5]. Roughly, this heuristic finds 
the solution by iteratively repeating the steps of 
initialization, solution improvement and evaluation. It 
utilizes a number of input parameters, which are used to 
fine tuning the performance of the algorithm.  
 
Another algorithm, which is based on Guided Local 
Search (GLS) method [7] and can solve the TOP problem 
as well, is elaborated in [6]. In consecutive iterations of the 
algorithm, GLS method does the penalization of specific 
unwanted solutions. The penalization operator decreases 
the value of evaluation function for the specific solutions. 
This enables the algorithm to escape from getting stuck in 
the local optimum and carry on with further searches in 
different regions of search space. 
 
An algorithm that is based on Variable Neighborhood 
Search (VNS) method [8], is presented in [9]. VNS 
systematically searches for a better solution, by changing 
the procedure of neighborhood creation. This changes the 
search direction either towards the optimal solution (local 
search) or towards the opposite direction (shaking of 
search process). This method, in its basic version, has the 
advantage of not requiring too many input parameters, 
while being able to produce solutions of high quality.  
 
In [10] a simple algorithm that belongs to the family of 
Iterated Local Search (ILS) [11] is presented. Based on the 
experimental results, this algorithm is able of finding good 
solutions when applied for the data sets known in the 
literature. In a combined way, the operators of Insertion 
and Shake are applied. Instead of finding a number of 
random ILS solutions, the algorithm does build a sequence 
of solutions, obtained with the local search method. In this 
algorithm, it is important to have a balance between the 

number of iterations of algorithm execution and the 
frequency of Shake operator utilization. 

Greedy Randomized Adaptive Search Procedure (GRASP) 
[12] is first used to solve the TOP in [13]. In general, 
GRASP method is executed for a pre specified number of 
iterations, where initially the procedure for solution 
construction is executed, followed by a procedure for local 
search. The behavior of the procedure for solution 
construction is controlled by the so called parameter 
“Greediness”, which represents the quotient between the 
Greediness and Randomness of the algorithm. This 
quotient shows how much the algorithm uses Greediness 
approach compared to Randomness approach, or vice 
versa. Different iterations of the algorithm are independent 
from each other, which mean that they return independent 
results. 

In a Tourist Information System (TIS) presented in [14], 
authors use a trip planning algorithm that is developed 
using genetic algorithms. The path for visiting the selected 
POIs is created in two separate steps. The first step does 
the calculation of the shortest path between each and every 
POI, by using A* algorithm. The second step decides 
about the order of visits to particular POIs. In this case, the 
genetic algorithms are used to create a list of candidate 
solutions. Furthermore, regardless of the execution time of 
the algorithm, an approximated solution is always returned. 
By using genetic algorithms, the algorithm under 
discussion, is able to propose multiple paths to the tourists. 
This flexible feature will allow them to select one of the 
proposed routes. 

3. Formulation as mathematical problem 

The proposed algorithm lies on the field of optimizations 
of touristic tours, where a number of constraints are 
considered for planning and optimization of the tour. The 
goal is to plan a multiple day trip that will serve the tourist 
to visit a number of touristic sites/POI (Point Of Interests). 
This problem can be considered as a version of 
Orienteering Problem with Time Windows (OPTW). A set 
of n locations is given, where each of them (i=1,…, n) is 
associated with a satisfaction value Si ,an entrance fee fi,  a 
typical visit duration ti  an opening (Oi) and closing (Ci) 
hour.  Usually the trip has several tours, with breaks in 
between (night time and mid daybreaks). Each tour is 
limited to a maximal period of time Tmax and it starts at a 
particular fixed point and ends at another fixed point. In 
general, the starting / ending time and tour duration are 
variable for each particular day. Mostly, the starting and 
ending point are the same for a tour of a single day (e.g. 
the tour starts and finishes at the hotel). The time tij  

needed to travel from location i to j, and vice versa, is 
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known for all locations. In general, not all locations can be 
visited during the trip, since the duration of the trip is 
limited to m tours and the tours themselves are limited to 
Tmax. Each location can be visited at most once. The visit 
is associated with a maximum budget Bmax, which should 
not be exceeded throughout the entire trip. 
 
No waiting times are considered at the POIs, meaning that 
the tourist will not have to wait any time prior to the 
realization of the visit to the POIs. This determines an 
additional constraint that makes sure that the timings of 
visits  𝑣𝑣𝑖𝑖  are scheduled only when POIs are open. 
 
The aim is to find a trip with m tours that includes as many 
available POIs as possible, by ensuring that the trip 
remains under budget and also taking in to account the 
total satisfaction factor and travel time of the trip. The 
intention is to have a higher satisfaction factor and shorter 
travel time. The trip budget and duration is considered as 
hard constraint, while the constraints of satisfaction factor 
and travel time are taken as soft constraints, and as such 
take part in the evaluation of the proposed solution.  
 
The constraints of satisfaction factor and travel distance 
are non proportional between themselves. For instance, if 
there are more POIs in the trip, the satisfaction factor will 
be higher, while the travel time will be higher too, which 
conflicts with the travel time aspiration constraint. On the 
other hand, in order to degrease the travel time, it is 
needed to have less visits in the trip, which would 
minimize the satisfaction factor, which again opposes the 
intention to get a maximal satisfaction factor for the trip. 
Hence, defining an evaluation function of the trip that 
enables finding the optimal value, of both satisfaction 
factor and travel time constraints, is needed. 
 
Based on the facts elaborated above, the running planning 
problem can be defined with following mathematical 
expressions: 
 

𝑀𝑀𝑀𝑀𝑀𝑀{∑ (𝑆𝑆𝑖𝑖𝑛𝑛
𝑖𝑖=1 ∗ 𝑀𝑀𝑖𝑖)}   (1) 

 
∑ (𝐵𝐵𝑖𝑖𝑛𝑛
𝑖𝑖=1 ∗ 𝑀𝑀𝑖𝑖) ≤ 𝐵𝐵𝐵𝐵𝑀𝑀𝑀𝑀   (2) 

 
Where: 

𝑀𝑀𝑖𝑖 = �1,             𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑖𝑖𝑛𝑛𝑝𝑝 𝒊𝒊 𝑖𝑖𝑖𝑖 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑣𝑣𝑣𝑣 𝑣𝑣𝑑𝑑𝑑𝑑𝑖𝑖𝑛𝑛𝑑𝑑 𝑝𝑝ℎ𝑣𝑣 𝑝𝑝𝑑𝑑𝑖𝑖𝑝𝑝
0,     𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑖𝑖𝑛𝑛𝑝𝑝 𝒊𝒊 𝑖𝑖𝑖𝑖 𝑛𝑛𝑝𝑝𝑝𝑝 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑣𝑣𝑣𝑣 𝑣𝑣𝑑𝑑𝑑𝑑𝑖𝑖𝑛𝑛𝑑𝑑 𝑝𝑝ℎ𝑣𝑣 𝑝𝑝𝑑𝑑𝑖𝑖𝑝𝑝 

� 

n – Number of available POIs for visit 
Si – Satisfaction factor of point i 
Bi- Entry fee of point i  
 

𝑀𝑀𝑖𝑖𝑛𝑛 ��∑ �∑ 𝑝𝑝𝑖𝑖𝑖𝑖𝑛𝑛
𝑖𝑖=1
𝑖𝑖≠𝑖𝑖

∗ 𝑦𝑦𝑖𝑖𝑖𝑖 �𝑛𝑛
𝑖𝑖=1 � + ∑ (𝑝𝑝𝑖𝑖𝑖𝑖𝑛𝑛

𝑖𝑖=1 𝑑𝑑𝑖𝑖 + 𝑝𝑝𝑖𝑖𝑣𝑣𝑣𝑣𝑖𝑖)�    (3) 

  
Where: 

 

𝑦𝑦𝑖𝑖𝑖𝑖 = �1,           𝑖𝑖𝑖𝑖 𝑀𝑀 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝑝𝑝𝑝𝑝 𝒊𝒊 𝑖𝑖𝑖𝑖 𝑖𝑖𝑝𝑝𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓𝑣𝑣𝑣𝑣 𝑏𝑏𝑦𝑦 𝑀𝑀 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝑝𝑝𝑝𝑝 𝒋𝒋
0,   𝑖𝑖𝑖𝑖 𝑀𝑀 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝑝𝑝𝑝𝑝 𝒊𝒊 𝑖𝑖𝑖𝑖 𝑛𝑛𝑝𝑝𝑝𝑝 𝑖𝑖𝑝𝑝𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓𝑣𝑣𝑣𝑣 𝑏𝑏𝑦𝑦 𝑀𝑀 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝑝𝑝𝑝𝑝 𝑖𝑖 

� 

𝑑𝑑𝑖𝑖 = �1,             𝑖𝑖𝑖𝑖 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝒊𝒊 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑑𝑑𝑖𝑖𝑝𝑝 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝑖𝑖𝑛𝑛 𝑝𝑝ℎ𝑣𝑣 𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑
0,     𝑖𝑖𝑖𝑖 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝒊𝒊 𝑖𝑖𝑖𝑖 𝑛𝑛𝑝𝑝𝑝𝑝 𝑖𝑖𝑖𝑖𝑑𝑑𝑖𝑖𝑝𝑝 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝑖𝑖𝑛𝑛 𝑝𝑝ℎ𝑣𝑣 𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑 

� 

𝑣𝑣𝑖𝑖 = �1,             𝑖𝑖𝑖𝑖 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝒊𝒊 𝑖𝑖𝑖𝑖 𝑓𝑓𝑀𝑀𝑖𝑖𝑝𝑝 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝑖𝑖𝑛𝑛 𝑝𝑝ℎ𝑣𝑣 𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑
0,     𝑖𝑖𝑖𝑖 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝒊𝒊 𝑖𝑖𝑖𝑖 𝑛𝑛𝑝𝑝𝑝𝑝 𝑓𝑓𝑀𝑀𝑖𝑖𝑝𝑝 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝑖𝑖𝑛𝑛 𝑝𝑝ℎ𝑣𝑣 𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑 

� 

tij – travel time from point i to j 
tsi – travel time from start point to point i 
tei – travel time from point i to end point 
 

∑ 𝑧𝑧𝑖𝑖𝑖𝑖 ≤ 1𝐵𝐵
𝑖𝑖=1   (j=1, …, n)  (4) 

 
Where: 

𝑧𝑧𝑖𝑖𝑖𝑖 = �1,               𝑖𝑖𝑖𝑖 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝒊𝒊 𝑖𝑖𝑛𝑛 𝑝𝑝𝑑𝑑𝑖𝑖𝑝𝑝 𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑖𝑖𝑛𝑛𝑝𝑝 𝒋𝒋 
0,     𝑖𝑖𝑖𝑖 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝒊𝒊 𝑖𝑖𝑛𝑛 𝑝𝑝𝑑𝑑𝑖𝑖𝑝𝑝 𝑖𝑖𝑖𝑖 𝑛𝑛𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑖𝑖𝑛𝑛𝑝𝑝 𝒋𝒋  

� 

𝐵𝐵 – Number of POIs visited during the entire trip 
 
 

𝑝𝑝𝑖𝑖 ≤ 𝑣𝑣𝑖𝑖   &  𝑣𝑣𝑖𝑖 + 𝑝𝑝𝑖𝑖 ≤  𝑐𝑐𝑖𝑖 ,   𝑖𝑖 = 1, … ,𝐵𝐵   (5) 
 
 
Expression (1) defines the intended maximal satisfaction 
factor of the trip, while expression (2) ensures that trip is 
equal or lower than the budget allocated for the trip. 
Formula (3) expresses the minimal travel time aspiration, 
by considering the travel times between visited points 
themselves and also between them and the starting/ending 
points. Expression (4) makes sure that a particular point is 
visited at most one time, while expression (5) makes the 
trip feasible only when all the points of interests are open 
on their scheduled time.  

4. Description of the algorithm 

Overview 

Trip planning is done based on the entry data that describe 
the trip. The entry data sets are categorized in three 
different kinds: 
 
• Data that describe the trip, such as: start/end date of 

trip, allocated budget, accommodation location, and 
number of tours to be taken during the trip, coefficient 
of weight of satisfaction factor and travel time, tourist 
preferences for categories and types of POIs and an 
additional entry parameter that specifies one of the two 
possible regimes of work of the algorithm. 

• Data that describe the POIs, such as: name of the POI, 
typical visit duration, location, entry fee, working 
hours, type and category of POI. 

• Data about travel distances between each and every 
POI that is available. The travel distances are 
expressed in unit of minutes.  
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As seen in the figure 1, the trip planning algorithm 
consists of two separate modules. One of them deals with 
calculation of personal score for the POIs, while the other 
one does the actual planning of the trip. In this paper, 
calculation of personal score (satisfaction factor), which is 

the process that is known as matchmaking between tourist 
preferences and POIs, is done by utilizing a simple 
algorithm introduced by Souffriau & Maervoet et al [15]. 
The value range of satisfaction factor produced by this 
matchmaking algorithm is between 0 and 48. Since, in our 
case we assume that the range of values for satisfaction 
factors of POIs is between 0 and 100, we have used a 
transformation function to convert the range of values 
from [0 – 48] to the range [0 – 100]. 
 

𝑆𝑆𝑀𝑀𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑝𝑝𝑑𝑑(𝑀𝑀𝑀𝑀𝑀𝑀=100) = 
 100 ∗ [𝑆𝑆𝑀𝑀𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑝𝑝𝑑𝑑(𝑀𝑀𝑀𝑀𝑀𝑀=48)]

48
 

 

Module for trip planning 

The process of trip planning creates an itinerary that 
consists of predefined number touristic tours to be taken 
during the trip period. The optimization of the trip 
planning is done by utilizing the taboo search heuristic. In 
our case, the taboo search heuristic uses the operators of 
Swapping and Insertion for exploring the search space. 
The Delete operator is used in some iteration to escape the 
local optimum. The taboo search heuristic is known for its 
process of memorizing previous search information, which 
facilitates the escape from local optimum by changing the 
search direction. In our example, the planning module can 
be customized by nine different entry parameters, as 
shown in the pseudo code given below. 
 
 
 
Algorithm Main(TLS, MT, MTWI, MBTNTS, ACI, PC, FMH, DN,   

FTWMV) 
begin 
‘ Operators = {Swap, Insert}; 
‘ Initialize taboo memories; 
‘ Create initial solution Sc; 
‘ Evaluate Sc; 

‘ Sb = Sc; 
‘ iterationNumber = 0; IterationsWithoutImprovement = 0; 
‘ while (iterationNumber <= MT) do 
‘ ‘ ‘ Divert=(iterationsWithoutImprovement % DN) == 0; 
‘ ‘ ‘ for each operator in Operators do 
‘ ‘‘   ‘ Generate neighbourhood of Sc by using current 
operator; 
‘ ‘‘   ‘ Find best non taboo and taboo neighbour of Sc (Divert); 
‘ ‘‘   ‘ if IterationsWithoutImprovement greater than ACI  then 
‘ ‘‘   ‘     AspirationCriteria=best taboo nighbor >  
‘ ‘‘    ‘    best solution found so far; 
‘ ‘‘  ‘ else 
‘ ‘‘   ‘    AspirationCriteria= best taboo nighbor –  
‘ ‘‘   ‘   best non taboo nighbor > MBTNTS; 
‘ ‘‘   ‘ end 
‘                 ‘‘   ‘ if there is a feasible non taboo / taboo neighbour then 
‘ ‘‘   ‘      if AspirationCriteria is fulfilled then 
‘ ‘‘   ‘  ‘ Sc =Best taboo neighbour; 
‘ ‘‘   ‘   ‘  else 
‘ ‘‘   ‘  ‘ Sc =Best non taboo neighbour; 
‘ ‘‘   ‘  ‘   end 
‘ ‘‘   ‘ ‘   if operator is Swap then 
‘ ‘‘   ‘ ‘  ‘ acceptanceCriteria = Sc better than Sb; 
‘ ‘‘   ‘ ‘   else   
‘ ‘‘   ‘  ‘  ‘  if FTWMV then 
‘ ‘‘   ‘  ‘  ‘ acceptanceCriteria= Sc better than Sb or  
‘ ‘‘   ‘  ‘  ‘ number of visits in Sc >number of visits in Sb ; 
‘ ‘‘    ‘  ‘  ‘ else 
‘ ‘‘    ‘   ‘  ‘    acceptanceCriteria= Sc better than Sb; 
‘ ‘‘   ‘  ‘  ‘ end 
‘ ‘‘    ‘  ‘ end 
‘ ‘‘   ‘    ‘if acceptanceCriteria is fulfilled than 
‘ ‘‘  ‘   ‘    Sb = Sc; 
‘ ‘‘  ‘   ‘end 
‘ ‘‘  ‘ else 
‘ ‘‘ ‘      Delete a visit from trip; 
‘ ‘‘ ‘ end 
‘ ‘ ‘ next; 
‘ ‘    if there is improvement in current iteration then 
‘ ‘ ‘    IterationsWithoutImprovement=0; 
‘ ‘ ‘ else 
‘ ‘ ‘    IterationsWithoutImprovement +1; 
‘ ‘ ‘  end 
‘ ‘  ‘ if IterationsWithoutImprovement equals  MTWI then 
‘ ‘  ‘    Exit loop; 
‘ ‘  ‘ end 
‘ ‘  ‘ iterationNumber +1; 
‘ end 
end 
Return Sb; 
 
In the Table 1 we present the description for the entry 
parameters of the algorithm. 

 
Table 1: Algorithm parameter description 

Parameter  Abbrev. Description 

Taboo List 
Size 

TLS 

Specifies the number of iterations 
that a move will remain taboo. E.g. 
TLS=5 indicates that swapping 
between point i and j cannot be 
performed in next five iterations. 

Max Tries MT 
Indicates the total number of 
iterations that the algorithm will 
run. 

Fig.  1 Block scheme of the algorithm 
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Max Tries 
Without 
Improve-

ment 

MTWI 

Specifies the total number of 
iterations that the algorithm will 
run without any further 
improvement. 

Margin 
Between 

Taboo And 
Non Taboo 

Solution 

MBTNTS 

Indicates how much better a taboo 
solution should be, compared to a 
non taboo solution, such that it 
would fulfill the aspiration criteria.  

Aspiration 
Criteria 

Iterations 
ACI 

Defines the number of iterations 
without improvement, which will 
utilize the version of aspiration 
criteria with margin between taboo 
and non taboo solution. After 
passing the number of iterations, 
indicated by ACI, the aspiration 
criteria is calculated in its usual 
form (accepting a taboo solution 
only if it is better than the best 
solution found that far). 

Penalty 
Coefficient 

PC 

Takes a value between 0 and 1, 
which is used to penalize frequent 
moves that have occurred during 
the search process. 

Frequency 
Memory 
Horizon 

FMH 

Determines the number of 
iterations after which the frequency 
based memory will be reset.  

Diversifica-
tion 

Number 
DN 

Specifies how often the search 
process will be diversified. Every 
DN iterations the diversification 
process will take place. 

Find Trip 
With 

Maximum 
Visits 

FTWMV 

It is a logical parameter that 
defines one of the two possible 
regimes of work of the algorithm. 
If its vale is True, the algorithm 
will try to find the best trip with 
maximal number of POIs. 
Conversely, if its value is False, 
the algorithm will focus only in 
finding the best evaluated trip, 
even though the resulting trip may 
not have the maximal number of 
POIs. 

 
The algorithm uses two operators for exploring the search 
space, which are shown in the initial part of the pseudo 
code. The Swap operator does the swapping of POIs that 
are on trip with POIs that are currently out of the trip. 
Insertion of new POIs into the trip is made by Insert 
operator. The so called Taboo Memories are used to save 
information about the recency and frequency of swaping 
and inserting individual POIs. These memories will enable 
the search process to avoid getting stuck in the local 
optimum and also direct the search process in the new 
regions of search space (that far not explored). Before the 
algorithm starts looping, an initial solution is created, 
which is than evaluated and accepted as best current 

solution. In general, the initial solution is created by 
randomly inserting new POIs, until there is no left space. 
 
The algorithm will be iteratively executed by MT 
iterations. The Boolean variable Divert will be calculated 
for each iteration of the algorithm and it is used to decide 
whether the search diversification operator shall be applied 
in current iteration. Its value is True if division of variable 
iterationsWithoutImprovement and parameter DN returns 
an integer, otherwise its value is False. 
 
Inside the main algorithm loop, another loop (named the 
operator loop) is executed for two times. In the first 
execution, the operator loop uses the Swap operator, while 
in the second time it uses the Insert operator. In both 
executions, with Swap and Insert operator, the generation 
of neighborhood is full, which means that all possible 
combinations are considered. Swap operator swaps each 
POI on trip with each POI out of the trip, while the Insert 
operator inserts each non included POI before and after 
each included POI. 
 
After the process of neighborhood generation, each valid 
neighbor is evaluated and the best non taboo and neighbor 
of current iteration are selected. In case the evaluation is 
done for the neighborhood generated by Swap operator, 
for some specific iterations (exactly every DN iterations) 
the operator of penalizations is used.  
 
After finding the best two solutions (one of them taboo 
and the other one non taboo), the algorithm checks 
whether the aspiration criteria is fulfilled. This algorithm, 
depending on the value of ACI parameters, works with 
two sorts of aspiration criteria. If value of variable 
IterationsWithoutImprovement is greater than value of 
parameter ACI, then the aspiration criteria is defined as: 
“Best taboo neighbor must be better than best solutions 
found so far, so that the taboo neighbor could be accepted 
as actual solution”, otherwise, the aspiration criteria is 
defined as “result of subtraction between taboo and non 
taboo solution should be greater than the value of 
parameter MBTNTS, so that the best taboo solution is 
accepted as actual solution”. 
 
If at least one of the neighbor solutions (taboo or non 
taboo) represents a feasible solution, the algorithm carries 
on with selection of the aspiration criteria, otherwise, the 
operator that deletes a POI from the trip, is applied. The 
POI deletion is conducted randomly in one of the tours of 
the trip. If aspiration criteria is fulfilled, then best taboo 
neighbor is accepted as the actual solution, otherwise the 
best non taboo solution is accepted as current solution.  
 
Next, the variable acceptanceCriteria is defined, which is 
used to determine whether the current solution could be 
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accepted as best solution found so far. Depending on the 
value of logical parameter FTWMV, the variable 
acceptanceCriteria could be defined in two different ways. 
If its value is False, than the varable acceptanceCriteria 
will be set to allow a current solution to become the best 
solution found so far, only if it is better. Otherwise, when 
parameter FTWMV is True, a current solution can become 
the best solution if it has more visit on the trip, regardless 
that it may not have a greater evaluation then the best 
solution found so far.  
 
Inside the algorithm loop, the number of iterations without 
improvement is counted. If this number reaches the value 
defined by parameter MTWI or the predefined number of 
maximum iterations MT exceeds, than the algorithm 
execution stops and the best found solution is returned. 

Determining the legality of the neighbor 

A neighbor would be legal if it fulfills the hard constraints: 
• All visits in the trip are scheduled when 

respective POIs are open, 
• The trip budget is not exceeded, and 
• The length of each tour in the trip remains in the 

pre specified duration 
The pseudo code for determining candidate feasibility is 
given in the following: 
 

Determine legality of neighbor 
begin  
 legality=false; 
 if  new vist is open in scheduled time do 
  if neighbor cost is under budget do 
   if neighbor is viable in time do 
    legality= true; 
   end 
  end 
 end 
end 
return legality; 
 
Determine time viability of neighbor(changed tour) 
begin 
 viability=false; 

if length of changed tour is not grater than orginla tour  
length do 

  vilabilty=true; 
 end 
end 
Return viabilty; 
 

Evaluation function 

Evaluation of the candidate solution is done by 
considering two soft constraints, namely the total trip 
satisfaction factor and total trip travel time. The goal is to 
find an optimal trip that has the total satisfaction factor as 
higher as possible, while the travel time remains as low as 
possible. In order to realize this, we have used an 

evaluation/fitness function that consists of two 
components: 
 

𝐸𝐸𝑣𝑣𝑀𝑀𝑓𝑓𝑑𝑑𝑀𝑀𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑑𝑑𝑛𝑛𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 = 
𝑓𝑓1 ∗ [ 𝑖𝑖𝑀𝑀𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑝𝑝𝑑𝑑𝑛𝑛𝑝𝑝𝑑𝑑𝐵𝐵 ] + 

𝑓𝑓2 ∗ [𝑝𝑝𝑑𝑑𝑀𝑀𝑣𝑣𝑣𝑣𝑓𝑓 𝑝𝑝𝑖𝑖𝐵𝐵𝑣𝑣𝑛𝑛𝑝𝑝𝑑𝑑𝐵𝐵 ] 
  

Parameters 𝑓𝑓1  and 𝑓𝑓2  represent the weight coefficients 
for the particular components of the evaluation function. 
In order to have a proportional effect in to the evaluation 
function, when the value of individual components 
changes, we have used the normalized values of both 
components: 
 

𝑖𝑖𝑀𝑀𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑝𝑝𝑑𝑑𝑛𝑛𝑝𝑝𝑑𝑑𝐵𝐵 = 

100 ∗
𝑝𝑝𝑝𝑝𝑝𝑝𝑀𝑀𝑓𝑓 𝑖𝑖𝑀𝑀𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑝𝑝𝑑𝑑

𝐵𝐵𝑀𝑀𝑀𝑀𝑖𝑖𝐵𝐵𝑀𝑀𝑓𝑓 𝑖𝑖𝑀𝑀𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑝𝑝𝑑𝑑
 

 
Where: 
 
𝑝𝑝𝑝𝑝𝑝𝑝𝑀𝑀𝑓𝑓 𝑖𝑖𝑀𝑀𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑝𝑝𝑑𝑑 = ∑ 𝑆𝑆𝑆𝑆𝑖𝑖𝑛𝑛

𝑖𝑖=1   
   

𝐵𝐵𝑀𝑀𝑀𝑀𝑖𝑖𝐵𝐵𝑀𝑀𝑓𝑓 𝑖𝑖𝑀𝑀𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛 𝑖𝑖𝑀𝑀𝑐𝑐𝑝𝑝𝑝𝑝𝑑𝑑 = 100 ∗ MNP  
SDT  

∗ [TDWB ]
    
 
𝑆𝑆𝑆𝑆𝑖𝑖–Satisfaction factor of POI with index i,  
n – Number of POIs included into the trip, 
MNP – Maximal Number of POIs that are aimed to be 
visited per day 
SDT – Standard Duration of a Tour  
TDWB – Trip Duration Without Breaks 
 
Based on the practical experience, we consider that the 
maximal desired number of POIs to be visited during one 
day tour is 20, while the duration of the tour of one day is 
usually 8 hours. In order to have a realistic view for the 
maximal satisfaction factor, we have considered only the 
time when the tourist is supposed to be active in his trip 
(TDWB), by omitting the breaks that the tourist may take 
(e.g. such as sleeping at the hotel at night). 
 
Since we use the approach of maximizing the value of 
evaluation function, mathematically, we would need to 
maximize the values of both its components. While for the 
satisfaction factor component this is right, for the travel 
time component it should be the opposite aim. Hence, in 
order to facilitate the maximization of both components 
and aim in minimizing the travel time, we try to maximize 
the complementary value of travel time, which in fact will 
minimize the travel time, by using: 
 

𝑝𝑝𝑑𝑑𝑀𝑀𝑣𝑣𝑣𝑣𝑓𝑓 𝑝𝑝𝑖𝑖𝐵𝐵𝑣𝑣𝑛𝑛𝑝𝑝𝑑𝑑𝐵𝐵 = 100 ∗ (1 −
𝑝𝑝𝑑𝑑𝑀𝑀𝑣𝑣𝑣𝑣𝑓𝑓 𝑝𝑝𝑖𝑖𝐵𝐵𝑣𝑣

TDWB 
) 
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5. Experimental results 
The algorithm is tested by utilizing 10 different instances 
of tourist profiles. In addition, we have used 40 instances 
of POIs of the city of Vienna. As a starting/ending point of 
each tour of the trip we have used a hotel in the same city. 
Travel distances between POIs are expressed in the unit of 
minute. 
All calculations are made by using a PC with an Intel Core 
2 processor with 2.0 GHz and the RAM memory of 2.55 
GB. 
 
In the following experiments, if not differently stated, we 
have used a trip with execution details as shown in table 2. 

 
Table 2: Default data for experiments 

Parameter  Value 
Trip duration Two tours, five hours 

each 
Trip Budget 200 euro 
Tour start time 11:00 
Tour end time 16:00 
Weight of satisfaction factor 70% 
Weight of travel time 30% 
Execution time of the algorithm 5 minutes 

 

Our experiments aim in obtaining the optimal values for 
the entry parameters of the algorithm, such as: finding the 
optimal taboo list size, margin of aspiration criteria, 
frequency of applying the operator for search 
diversification etc. If not differently stated, the algorithm 
is executed 10 times for each instance, and then, the 
average values of the results of particular executions are 
taken.  

Tests with various versions of initial solutions 

We have tested the algorithm with three different kinds of 
versions of initial solutions: 
 

1. Random initial solution – where POIs are 
randomly entered into the trip itinerary, as much 
as there is room in it. 

2. Initial solution with POIs sorted in ascending 
order – where POIs are entered into the trip based 
on the value of satisfaction factor. The POIs that 
have lower satisfaction factor are prioritized for 
earlier insertion into the trip itinerary.  

3. Initial solution with POIs sorted in descending 
order –in this case, as well as in the previous 
case, the POIs are entered into the trip based on 
the value of satisfaction factor. Conversely, in 
this case the POIs that have higher satisfaction 
factor have higher chance for earlier insertion into 
the trip itinerary. 

 
By using instance 8, the algorithm is executed 10 times for 
each three different initial solutions. Respective results of 
the execution of the algorithm for each different initial 
solution are compared, and then the maximal value from 
one of the three initial solutions is recorded.  The number 
of maximums shown in figure 2, indicate that random 
initial solution performs better than the other two initial 
solutions, because it has been better in seven executions 
compared to the other initial solutions. On the other hand, 
the ordered lists versions (both in ascending and 
descending order) have never resulted better than the other 
ones. In three executions, at least two of the three different 
initial solutions have produced the same evaluation of the 
produced solution. 
 

Variance of the algorithm result for different 
executions 

Instance 8 is executed 10 times and the variance between 
different executions is shown in the following figure. 
 

 
Fig.  3 Variance of the algorithm performance for different executions 
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It can be stated that for almost all executions, the best 
solution is found for approximately 40 seconds (except 
execution 1), and the solution with average evaluation is 
found for approximately 10 seconds. 

Selection of taboo list size 

In this experiment, all instances are executed 10 times with 
taboo list sizes 3, 6 and 9. Afterwards, the average values 
of individual executions of instances are calculated. Then 
the average values for individual taboo list sizes for all 
instances are taken. The results are shown in the below 
table.  
 
Table 3 : Comparison of taboo list size 

Taboo 
list 
size Minimum Maximum Average 

Standard 
deviation  

3 31,376 31,599 31,444 0,072 

6 31,680 31,947 31,769 0,084 

9 31,392 31,510 31,430 0,041 

 
Furthermore, we have also counted the number of 
instances for which a particular taboo list size produces 
better results (cf. figure 4). 

 
Fig.  4 Selection of taboo list size 

 
From table 3 and figure 4, it can be conclude that taboo list 
size of 6 produces better results. In general, the solutions 
obtained by using the taboo list size of 6, are better for 
average 0.3 points than the solutions gained by two other 
taboo list sizes used in the experiment. 

Diversification of search process 

The diversification process ensures that the algorithm 
continues to search for the global optimal solution. This 
process is applied every N iterations. The experiment 
shows that applying the search diversification process 
yields to better results. Furthermore, if we apply it more 
often, we would gain better results. 
  
             

Best trip versus trip with maximum POIs 

The algorithm under discussion works in two different 
kinds of modes. The first one tries to find the highest 
evaluating trip, while the second one, aims in finding the 
best evaluating trip that has maximum number of POIs. 
The working mode of the algorithm is specified by the 
user. 
The following figure, expresses a comparison between the 
two algorithm regimes in terms of execution time, number 
of POIs and evaluation. 

 
As seen in the figure, the overall trip score and number of 
POIs do not have a significant increase in the second mode 
(Best trip with maximum POIs) compared to the first 
mode (Best trip). Conversely, it only increases the average 
execution time for around 28 seconds.  

Comparison of algorithm results for different tourist 
instances  

In figure 7, we show the variation of trip score for 
different tourist instances. It can be noticed that for all 
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instances, for the period of around 10 seconds, we gain 
solutions that evaluate near to final solutions. During this 
10 second period, almost all instances are improved for 
about three points compared to their initial solution. After 
this period, no significant improvements are made (in most 
cases the improvement is less than one point). Hence, it 
can be concluded that further execution of the algorithm 
does not bring to significant improvement. Conversely, it 
will only have the negative impact of increasing the 
execution time of the algorithm.   

 
Fig.  7 Execution of the algorithm for different tourist instances 

 

Comparison of different implementation of Swap 
operator 

The basic implementation of Swap operator swaps each 
POI that is on the trip itinerary with each POI outside the 
trip itinerary. We have called this as “Large Swap”, since 
the solution neighborhood is created with all possible 
combinations enabled by Swap operator. In addition, by 
using Min/Max Conflicts method, we have implemented 
the Swap operator in its “Small Swap” mode, where only 
three POIs of the current trip itinerary that have the largest 
travel time (travelling time from previous POI to the 
current POI) are considered for swapping with the POIs 
out of the trip itinerary. The third version of the Swap 
operator is implemented by using the Hill climbing 
method. 
 

In figure 8, we have shown the execution of instance no. 8 
with the three different versions of Swap operator. The 
instance no. 8 is executed 10 times with each different 
implementation of Swap operator, and the average values 
of 10 executions are presented in the figure. 

 
Fig. 8 Performance of the algorithm for different implementation of Swap 

operator 
 
Figure 8 shows that the “Large Swap” version yields to 
better results, while the “Small Swap” version and the Hill 
Climbing method evaluate nearly to the same value. The 
Hill Climbing method performs faster than the other two 
versions (best solution is found in around 5 seconds), but 
quality of the solutions found by this method is worse. In 
addition, “Large swap” version is quicker (best solution 
found in approximately 210 seconds) than the “Small 
swap” version (best solution found in about 260 seconds).  
 

Comparison of different implementation of Swap 
operator for various number of tours 

In table 4, we show results gained by executing the 
algorithm (using instance No. 8) with different Swap 
operator implementation and different trip lengths. 
 
For small number of tours (one or two tours), the “Large 
Swap” mode performs better than the other two 
implementations of Swap operator. It is noticeable that for 
a short duration of the trip (one or two tours), the “Large 
Swap” version takes only about 10 seconds more than the  
“Small Swap” version. On the other hand, for larger trips 
(three or more tours) the “Small Swap” version is quicker 
for about 50 seconds. Furthermore, when the trip consists 
of five tours, the “Small Swap” version is faster for around 
130 seconds than the “Large Swap” version. Considering 
these results, sometimes it may be more appropriate to 
sacrifice a little bit in the quality of the found solution (by 
using the “Small Swap” version), in order generate the trip 
plan faster. The Hill Climbing method does not take so 
much time to find the final solution (in average 86 
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seconds), but the quality of the found solutions and the 
small number of POIs on those solutions, makes this 
method as not successful as the other two methods. 
 

Table 4: Performance of the algorithm for different trip lengths 
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1 37,4 4 53,6 37,35 4 52 35,15 2,6 40,2 

2 35,7 8 87,9 35,41 7,9 67,9 35,47 6,7 80,7 

3 34,5 11,8 
127,
8 33,86 11,4 81,7 34,07 10 97 

4 33,4 15,5 
168,
1 32,76 14,3 73,3 32,86 13,2 

105,
6 

5 32,0 18,1 
226,
2 31,70 17,4 96,3 31,82 15,7 

109,
1 

 

Av-
era-
ge 34,63 11,48 

132, 
7 34,22 11,00 74,2 33,88 9,64 86,5 

6. Discussions  

In this paper we presented an algorithm that is used for 
planning the touristic trip, by considering a number of soft 
and hard constraints. The hard constraints consist of 
opening and closing hours of POIs, the trip budget and 
duration. The solutions generated by the algorithm are 
evaluated by using a fitness function that considers the 
overall trip satisfaction factor and tourist travel time 
throughout the entire trip, which in fact represent the soft 
constraints for the algorithm. The calculation of personal 
satisfaction factors for the POIs is done by using a simple 
algorithm introduced by [15]. The algorithm is created by 
using the taboo search metaheuristic, where four different 
kinds of initial solutions are tested. The exploration of 
search space is done by using the operators of Insertion, 
Swapping and Deletion. In order to test the performance of 
the algorithm, the Swap operator is implemented in three 
different formats. First two implementations are done by 
using the small and large Swap approach, respectively, 
while the third one is done by using the Hill Climbing 
method. In each iteration of the algorithm, the Insert 
operator tries to insert a POI in one of the available tours. 
The Delete operator is applied in occasional iterations, so 
would let the algorithm to escape from getting stack in an 
endless loop.  
 
Algorithm performance test is done by conducting a 
number of experiments, which are mainly realized to 
obtain the optimal values of the entry parameters of the 
algorithm. The experiment with the initial solution shows 
that random initial solutions perform slightly better than 
the other ones. In addition, it is obvious that the variance 

between the results of different executions of the algorithm 
is less than one. The optimal number of iterations for 
which a solution would remain taboo is six. In general, 
solutions gained when using the taboo list size of six, 
score for 0.3 points more than when the taboo list size is 
three or nine.  
 
It is evident that the utilization of search diversification 
process yields to better results. In the conduced 
experiments, we notice an average improvement of 0.3 
points when diversification is applied. Furthermore, 
experimental results show that the more often we apply the 
diversification, the better results we gain. The penalty 
coefficient of 0.8 has a slight advantage in comparison to 
the other tested values.  
 
Depending on the working mode of the algorithm, finding 
the best trip or the best trip with maximal POIs, will take 
approximately an average time of 40 or 60 seconds, 
respectively. The quality of found solutions in both 
regimes is nearly the same.  
 
In terms of quality, the experiments with different 
implementation of Swap operator show that the “Large 
Swap” version outperforms the other two versions. The 
“Large Swap” version scores better than the “Small Swap” 
version and the Hill climbing method for 0.7 and 0.8 
points, respectively. The Hill climbing method is able to 
find the final solutions in about 5 seconds, whereas the 
“Large and Small Swap” need much more time, which 
may be up to 200 or 250 seconds, respectively.  
 
The experiments with different trip lengths show that for a 
trip of one or two tours, it may be more appropriate to use 
the “Large Swap” mode, since the quality of the solutions 
is better, whereas the execution time remains nearly the 
same to that of “Small Swap” mode. In addition, for larger 
number of tours (3 or more), it may be acceptable to 
sacrifice a little bit the quality of solutions, so that we 
could gain the final solution quicker by using the “Small 
Swap” mode.   
  
Finally, based on the experimental results, the algorithm is 
able to produce a personal trip itinerary in margins of tens 
of seconds. Further, in order to meet specific requirements, 
the algorithm can be configured by using nine different 
parameters. The presented results indicate that for a 
reasonable time of execution, the algorithm generates a 
near to optimal trip plan. 

7. Conclusions and future work 

The main contribution of this paper is the introduction of 
an algorithm for touristic trip planning that is comparable 
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to the well known problem of Team Orienteering Problem 
with Time Windows (TOPTW). In general, the trip 
planning can be done in an average time of 70 seconds. 
The solution evaluation is made by using a fitness function 
that consists of two separate components, where one of 
them considers the overall trip satisfaction factor and the 
other one the total traveling time. A such fitness function 
makes the trip plan more personal for the tourist and the 
algorithm suitable for use in personal trip planning 
systems. The algorithm performance is tested by using 40 
instances of POIs of the city of Vienna and 10 different 
tourist profiles. The future work includes testing the 
algorithm with larger test instances. Additionally, testing 
the algorithm with test dates known in the literature will 
make it comparable to the existing similar algorithms. It 
may also be important to design new and more specific 
test instances, for example concerning the number of 
possible visits, number of tours, and the length of the time 
windows of POIs etc.  
 
The relative long time to finding the optimal solution that 
mainly comes as the result of the process of verifying the 
legality of proposed solutions, may be a focus of research 
of work in the future. Furthermore, adding new planning 
constraints such as, context factors (weather, unexpected 
events, traffic jams, weekends etc.) could lead to more 
personalized trip plans.  
  
In the real life, it often happens that a group of tourists go 
for a joint touristic trip. Hence, introduction of an 
algorithm that is able to plan a trip for group of tourists 
may be desired. The consideration of personal interests of 
individual tourists would be preferable. It would be ideal, 
if the algorithm could create a master trip (for the whole 
group) that in some portions of it could be spread into 
some sub trips, so that it would match interests of sub 
groups of tourist, who may have different preferences for 
specific POIs. The evaluation of the trip would need to be 
a general one, for the whole group of tourists, by 
considering a number of soft and hard constraints 
concerning the touristic trip. 
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Abstract 
Recently, the use and deployment of web services has 
dramatically increased. This is due to the easiness, 
interoperability, and flexibility that web services offer to the 
software systems, which other software structures don't support 
or support poorly. Web services discovery became more 
important and research conducted in this area became more 
critical. With the increasing number of published and publically 
available web services, speed in web service discovery process is 
becoming an issue which cannot be neglected. This paper 
proposes a generic non-functional based web services 
classification algorithm. Classification algorithm depends on 
information supplied by web service provider at the registration 
time. Authors have proved mathematically and experimentally 
the usefulness and efficiency of proposed algorithm. 
Keywords: Web services, web service discovery, web service 
classification. 

1. Introduction 

Finding suitable web services for the end user or a service 
oriented system developer requires skills until now, and 
takes remarkable time even the number of web services is 
not very big. classification of web services is one 
methodology that can be used in order to enhance the 
speed of web service discovery process. Until now, and 
after the termination of the UDDI project [1], the biggest 
web services registry to the best of authors knowledge is 
Seekda [2] with 28 thousand registered web services. 
Another web service registry is BioCatalogue [3] with two 
thousand registered web services specialized in 
bioinformatics. Newly beta-release Service-Finder [4] 
claims to have 25 thousand registered web services, 
however most queries produced handing error while 
authors were testing its capabilities. In both first two 
portals, results takes remarkable time to load. Moreover, 
many of the returned results are not related to the user 
need. For example, if a user is looking for a free weather 
forecasting web service, Seekda will retrieve web services 
with term "free" in the description without confirming that 
this web service is actually free to use or not. Moreover, 
the user need to read descriptions of retrieved web services 
in order to confirm if it is free or commercial.  Authors are 
trying with this work to provide discovery processes with 
a classification solution to enhance discovery speed, and to 

help retrieve only classes of web services that have been 
selected by user during the search.  

2. Related Work 

Classification of web services is the act of grouping 
similar web services into groups. The similarity among a 
group of web services depends on different criteria, which 
leads to different classification methods. Classification 
enhances the speed of web service discovery process. 
Moreover, classification of web services increases the 
accuracy of discovering the right service for the specified 
need. Web services can be classified in different criteria. 
The following are the criteria being used in classification 
of web services in recent publications. 

2.1. Behaviour 

Classifying web services by the functionalities it provide. 
For example, informative web services is a category were 
web services provide information without required input 
from the consumer. For example, weather forecasting, 
money exchange rates, and global time services. Hongbing 
in [5] proposes an automated classification algorithm 
which depends on functional features such as inputs and 
outputs extracted from web services description files. 
Hongbing classification criteria depends on a standard 
taxonomy by UNSPSC. 

2.2. Ontology and semantics 

Crasso [6] proposed ontological based classification of 
web services inspired by vector space model. Each word 
from a web service description file has a weighting 
scheme based on TF-ITF scheme. His work shows 
flexibility in managing web services description, even 
though sources of words representing web services was 
not precisely determined. One defect of ontology based 
classification is the fact that different ontologies may 
cause different classification for the same web service, 
which may lead to ambiguity in web services discovery. 
Kehagias [7] proposed a semantic based classification of 
WSDL files through 3 layers of categorization. His work 
deployed WordNet [8] as ontology references and 
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PorterStemmer [9] for unique keywords extraction from 
WSDL description files. 

2.3. Context Domain 

Context domain classification has shown good results in 
clustering and grouping of web services. This is because 
consumers normally look for a web service by searching 
its domain. Abujarour et al [10] proposed an automatic 
classification algorithm which retrieve crawled web 
service description files from the web, stem their 
description and tags, then hash features of each web 
service using SimHash [11] function and classify web 
services depending on a domain classification extracted 
from programmableweb.com web page. 

2.4. Quality of service (QoS) 

Lee et al. proposed at [12] a web service quality 
management system WSQMS, which they have integrated 
with UDDI registry tModel component in order to link 
each web service with its quality of service parameters, 
and then used deployed these parameters in classifying 
web services. The problem of qos categorization is the 
lack of semantics, which is highly needed by discovery 
algorithm. However, QoS categorization is very helpful 
for web services clustering and filtering, which highly 
helps end user on making decision of what web service to 
choose among a group of similar functionality web 
services. 

3. Proposed Classification Algorithm 

Web services will be classified and stored into classes 
according to a non-functional criteria. These classes 
belongs to different criterions, which are predefined and 
provided by the web service registry. Fig 1 illustrates two 
non-functional criteria used in our proposed model. 
Classification attributes values are provided by web 
service provider during registration of the web service to 
the registry. However, for the experiment authors are 
building, and the examples illustrated later, classification 
of web services are generated randomly for each web 
service. 

3.1. Definitions 

This section will contain definitions of classification terms 
used in the classification criteria in this work: 
 Free Unlimited: a web service is totally free and can be 

used for unlimited times. 
 Free Limited: the web service is free for a limited time 

or number of usage times (trial). 
 Subscription: the web service can be used only if the 

user is a subscribed customer, which means he pays 

some fee for some period of time to use the service, 
such as accessing a commercial magazine. 

 Pay-per-use: the web service performs its functionality 
every time the customer pays for it, such as ordering 
flowers or buying software online. 

 Collective: the web service has no output. Means that it 
does not respond to the end user with any information 
rather than a notification that the invocation was 
successful. An example of this type of web services is 
reporting web services. 

 Notifying: in this case, the web service does not 
require any input from the end user in order to 
function. It only publishes information, such as 
weather forecasting and money exchange rates. 

 Interactive: the web service receives input and 
produces output while interacting with the end user. An 
example of this category of web services is a credit 
card verification service, or a ticket booking service. 

 

 

Fig. 1: non-functional classification criteria levels. 

Our proposed classification model is meant to be supplied 
by web service provider by selecting the classification 
criteria that suits their web service while they are 
registering it at the web service registry. An algorithm will 
translate the web service provider selections into an id. 
This id will represent the non-functional classes of the web 
service. The algorithm gives each classification level two 
digits to be represented. Since the proposed classification 
has three levels, classification id will consist of 6 digits. 
Fig. 2 illustrates an example of a classification id 
generation. 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 151



 

Fig. 2: classification ID generation example. 

Considering three levels of classification, the highest level 
is behaviour-based, the second and third levels cost-based. 
Fig. 2 shows an example of generating a classification ID 
for a totally free and collective web service. 

4. Experiment 

In order to proof efficiency of proposed algorithm 
empirically, a prototype named WSDis was developed, 
which implements classification and discovery algorithms 
with QoS filtering model. Discovery algorithm and QoS 
filtering model are not reported in this paper. 
 

 

Fig. 3 WSDis main form "Web Services Registration" 

WSDis is developed in C# and it has two main stages, 
(1)Registration: were web service description files are 
categorised and indexed, the second stage is (2)Discovery: 
where a GUI is provided for searching the web services 
registered in the earlier stage.  
 

 

Fig. 4 WSDis experiment form "Web Service Discovery" 

Since experiment targets enhancement of speed, web 
services are distributed randomly under the classification 
criteria during registration stage. classification criteria was 
described earlier in this paper. Fig. 3 shows the main form 
of WSDis where web services description documents are 
imported and registered , and Fig. 4 shows search form 
where discovery stage takes place assisted with selection 
process, where classification algorithm functions. 

4.1. Web Services Distribution and Coverage 

This expression "web services distribution" implies the 
arrangement of web services in categories under the 
specified classification criterion. 
 
The expression "web services coverage" implies the web 
services which are included in the discovery process which 
are included in the categories of classification criteria. 
 
It is important to show the distribution of web services in 
order to relate the amount of time saving with the 
percentage of web services covered by selection process. 
Table 1 lists the classification distribution for the five 
datasets used in our experiment. 

Table 1: Distribution of web services in classification criteria 
Dataset Size: 100 500 1000 5000 10000 

Collective 23% 31% 33% 34% 33% 
Notifying 42% 35% 32% 31% 33% 

Interactive 35% 32% 33% 33% 33% 
Free Limited 35% 26% 23% 25% 24% 

Free Unlimited 31% 25% 26% 24% 25% 
Pay-per-Use 11% 24% 24% 25% 24% 

Subscribe 23% 23% 25% 24% 25% 
 
Size of dataset represents the number of WSDL files used. 
Classification criteria are Behaviour-based (Collective, 
Notifying, and Interactive) and Cost-based (Free limited, 
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Free unlimited, Pay-per-use, and Subscribe). Numbers in 
Table 1 shows distribution in each criterion separated from 
the other. 

4.2. Implementation 

For each dataset, web services are imported and registered 
in the WSDis prototype, then a query was conducted 4 
times: 
 With one category selected. 
 With two categories selected. 
 With six categories selected. 
 With all categories selected: means that the selection 

algorithm is not used and all web services are covered. 
 
The same query were used in all runs over all datasets in 
order to make the comparison valid. For each run, the 
prototype records the time elapsed, which we compare 
each time with the 4th run result (all categories selected) in 
order to calculate the percentage of time saving. The 
following section discusses the results and compares 
experimental results with mathematical calculation. 

5. Results and Discussion 

Since our proposed classification is generic, authors find it 
necessary to prove its efficiency and usefulness 
mathematically. Then followed by an experiment 
conducted on an ontology-based discovery algorithm 
proposed by authors of this paper. 

4.1. Mathematical Proof  

In this section, authors will provide a mathematical proof 
for what it was claimed earlier, that the non-functional 
classification of web services will enhance discovery 
speed.  
 
Hypothesis: non-functional classification of web services 
enhances discovery speed. 
 
Proof: during search for a match to a value of a non-
functional id of a web service record, if a match took 
place, a further processes should take place, otherwise, the 
matching process should continue and check the next 
record.  
 
Let's say that the time required for checking a match/non-
match status for a non-functional id is tnf, and the time 
required for the discovery matching process to check a 
record  tdisc. 
 
This means that for each  record, the time spent is either tnf 
or tnf + tdisc. Let's say that number of matched records is x 
and non matched records is y. Total time used to run 

through all records and find matching records can be 
calculated in the following formula: 
 
Time =  x ∗ (tnf  + Tdisc )  +  y ∗ (tnf )                           (1) 
 
Time spent for discovery matching process is definitely 
bigger than time used for non-functional matching. This is 
due to the reasoning nature of matching and the 
involvement of several components in discovery 
algorithms, especially ontology reasoning or novel 
proposed additional web service descriptions like semantic 
descriptions. However, we consider the simplest discovery 
matching process may require time at least equal to the 
non-functional matching process. Having this 
consideration in mind, we can simplify the previous 
formula making tRnfR ≈ tRdiscR = t. 
 
Time =  x ∗ (2t)  +  y ∗ (t)                                            (2) 
 
Now, let us calculate the time needed to check matching of 
both non-functional and discovery matching processes. 
For each record, there will be tRnf Rand tRdiscR. Which means: 
 
Time = (x + y) ∗ (2t)                                                     (3) 
 
Time saving by deducting Eq. (2) from Eq. (3) can be 
calculated as in Eq. (4) as follows: 
 
Time saving = (2xt + 2yt) − (2xt + yt) = yt              (4) 
 
Since y > 0, and t > 0, thus, time saving > 0. In case y = 0, 
it means that user decided not to user non-functional 
classification during discovery, which yields the system 
will go through all records matching non-functional and 
ontology. It is obvious that there will be no time saving. 
Percentage of time saving out of total time can be 
calculated by Eq. (5). TSP is the abbreviation for Time 
Saving Percentage as. 
 

 TSP =  time  saving
whole  time

=  Yt
2xt +yt

=  Y
2x+y

                                (5) 

 
Fig. 5 shows the relation between web service 
classification coverage and time saving. Classification 
coverage means the number of web services included in 
the discovery process using selected classification criteria 
by the user. 
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Fig. 5 Relationship of non-functional classification coverage and time 
saving. 

Coverage is inversely proportional with time saving as 
Fig. 5 illustrates. However, experimental results depends 
on the distribution of web services among the categories, 
and real relation should vary slightly from Fig. 5. as Table 
1 shows. In the next section, experimental results will be 
exposed. 

4.2. Experimental Results  

Five datasets of web services were generated using a 
customized version of WSBen [13] framework. Authors 
have made the customization to WSBen in order to 
generate web services with meaningful name and 
documentation. dataset 1 contains 100 web service WSDL 
description files, dataset 2 contains 500, dataset 3 contains 
1000, dataset 4 contains 5000, and dataset 5 contains 
10000 WSDL files. Each dataset was deployed four times, 
each time with different classification coverage. First time 
with 1 category covered, second time with 2, third time 
with 6, and the last time with all categories included (this 
is equal to not using classification at all for discovery). 
Fig. 6 illustrates time saving in the 5 different datasets 
mentioned earlier. 
 

 

Fig. 6: time saving for different non-functional classification coverage. 

Results have shown remarkable saving of time - 50% to 
90% - when using one or two categories, especially when 
the number of web services is big, such as in dataset 5 of 
10000 web service description files. this is due bypassing 
the reasoning logic of matching, which consumes 
nontrivial time in most cases of discovery algorithms. 

6. Conclusion 

Number of web services that being publically available is 
increasing tremendously recently, and the discovery 
process speed issue is coming to the surface. Classification 
of web services adds remarkable benefits to web service 
discovery processes. It helps categorize web services and 
contributes to the discovery process speed enhancement. 
Our proposed non-functional classification depends on 
three layers of classification criteria. Mathematical and 
experimental proofs has been conducted, and they have 
validated that our proposed classification is useful and 
efficient. 
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Abstract 
The QoS issue in the Internet have become essential for the 
successful transmission of  multimedia applications . The basic 
problem of QoS routing is to find a path satisfying multiple 
constraints. It is concerned with identifying the path that will 
consider multiple parameters like bandwidth, delay, cost, 
hopcount  etc. instead of one .To provide user- or application-
level Quality of Service (QoS) guarantee Multipath routing 
strategy can be used for the transmission of QoS sensitive traffic 
over the network. Multipath  routing means using multiple paths 
instead of using single path  to forward the traffic.If multiple 
paths are being used for the transmission of the traffic then the 
traffic will be redirected to the back up path if active path fails. 
In this  way robustness can be achieved. On the other hand load 
balancing  for communication network  to avoid network 
congestion & optimize network throughput also requires multi 
paths to distribute flows . Robustness & load balancing are 
aspects of QoS routing . So  multipath can be proved very 
valuable for Quality of service. This paper investigates the 
approaches of mingling Multipath & Quality of service. The 
approaches considered are based on Dijkstra algorithm, Bellman 
ford algorithm, Resource reservation & MPLS. 
 
Keywords: Multipath routing, Multiple paths, Single shortest 
path, Quality of Service.  

1. Introduction 

In today’s era of  Internet ,the demand of real time  
multimedia  applications have been increased .To fulfill 
this requirement, Quality of Service(QoS)  factors have 
become necessary to be present in the network. For 
example, transmission of video over a computer network 
should be  without undesirable delays and jitter and a 
medical image or a robot control packet may be required to 
be transmitted over a network with the minimum end-to-
end delay. The present Internet routing mechanisms (based 
on the best-effort paradigm) are unlikely to provide such 
end to- end performance guarantees required in these 

applications. Here is  a  need of the mechanism which will 
consider these factors(delay ,jitter, bandwidth etc.) for the  
transmission. One of the components of that mechanism  is  
QoS routing. Multipath approach can be merged into QoS 
Routing to catch its maximum advantage as  in some 
situation a single path is not able to fulfill all the QoS 
requirements. 
 
The benefits of provisioning multiple QoS paths are 
reliable QoS support and uniformly balanced network load. 
In addition to ground network, it is also important to 
provide QoS support in the presence of network failures. 
The approach is to take advantage of multiple alternate 
paths in the face of network failures. The scheme shows 
major improvement of fault tolerance .  

 
In this paper, we have discussed four approaches of 
multipath algorithms based on QoS criteria. The 
approaches are based on Dijkstra , Bellman Ford 
,Resource reservation & MPLS. The layout of the paper is 
as follows: Section 2 describes Multipath routing. Section 
3 describes Quality of service. Section 4 discusses 
approaches of combining QoS with Multipath. Section 5 
concludes the paper. 

2. Multipath Routing 

Unlike traditional routing schemes that route all traffic 
along a single path ,multipath routing strategy uses 
multiple paths. Single path routing may lead to unbalanced 
traffic distribution and congestion. It can not achieve the 
proper utilization of resources. In contrast to  single path 
approach, multipath routing can better utilize network 
bandwidth  and balance network traffic. There are two 
strategies for allocating traffic over available path .First is 
to distribute traffic among multiple paths instead of routing 
all the traffic along a single path. Second is  to forward 
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traffic using only the path with the best metric and keep 
other discovered paths  as backups that can be used in case 
of congestion or blocking.  Thus multipath routing is an 
alternative to single shortest path routing to distribute load 
and lighten congestion in the network . 

2.1Benefits of Multi path Routing 

Multipath routing would offer many benefits as 
following- 
 

 Fault Tolerance : When multiple path are 
available ,traffic can move to an alternate path  on the 
occurrence of  congestion. This will lead to less delay and 
packet loss. 
 
Increased Bandwidth: If multiple path exists ,an 
application can access more bandwidth by using multiple 
path simultaneously. As multipath routing has the potential 
to aggregate bandwidth allowing a network to support data 
transmission rates higher than what is possible with any 
one path. 
 
Improved Reliability: If multiple path exists ,traffic can 
switch quickly to an alternate path when a link or router 
fails. 
   
Load Balancing: By using multiple path 
simultaneously ,network resources can be more used by 
distribution of traffic among several paths . This is reverse 
to single shortest path routing scheme where one path is 
completely busy and others are under loaded . So with 
multipath routing load balancing can be achieved. 

3 . Quality Of Service 

 
The fundamental problem of routing in a network that 
provides QoS guarantee is to find a path between specified 
source and destination node pair that simultaneously 
satisfies multiple QoS Constraints such as cost, delay & 
reliability. 
 
Quality of Service(QoS) puts some restrictions in the form 
of certain constraints on the path. These constraints may be 
desired bandwidth, delay, variation in delay experienced 
by receiver(jitter),packet loss that can be tolerated, no of 
hops, cost of links etc. 
 
QoS Constraints are represented in the form of metrics. 
One metric for each constraint is to be specified like 
bandwidth metric, jitter(variation in delay) metric, delay 
metric, no of hops metric, packet loss ratio etc. for one 

node to all other nodes in the network. Metric for a 
complete path with respect  to each parameter is 
determined by the composition rules of metrics. 
 
By combining a set of QoS metrics in a single metric, it is 
possible to use existing polynomial-time path computation 
algorithms, such as Bellman–Ford or Dijkstra. The three 
basic   rules are- 
 
Additive Metric: The value of that constraint for a path is 
the addition of all links constituting path. For Example-  
delay,  hop count, cost, jitter. 
It can be represented as 
D(pi )=∑(d(e)) 
   eε pi 
It means delay of path is sum of all its edges. 
 
 Multiplicative Metric: Using this metric, The value for 
the complete path  is multiplication of all its edges . 
Examples are – reliability(1-lossratio) and   error free 
Transmission (probability) 
It can be represented as  
R(pi )=∏(r(e)) 
     eε pi 
The reliability of  the path  is multiplication of   all its 
edges. Multiplicative metric can be converted into additive 
by taking logarithm. 
 
Concave Metric: In this metric, either we can take min 
value or max value among all the edges for a path.     For 
Example- Bandwidth 
It can be represented as- 
B(p)=min/max (b(e)) 
 
 For a complete path, the constraints may be required 
either as a constrained form or in a optimization form. In 
constrained form, some condition is put on constraint value 
e.g.  Choose that path only which has delay less than or 
equal to 60 ms. The path obeying the condition is called 
feasible. On the other hand optimization refers to path 
having minimum or maximum value for a constraint e.g.   
Choose the path that has minimum delay among all the 
paths. This path is called optimal path .The further  QoS 
issues  have been discussed in[4]. 
 

4. Multipath Approach And Quality Of 
Service 

The  two main concerns to implement  multipath routing 
scheme are  the calculation of multiple paths and  traffic 
distribution among multiple paths. To determine the 
multiple paths various k-shortest path algorithms  have  
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been used. The k-shortest means determining not only  the 
shortest ,but also the second, the third ………….the kth 
shortest path (for given integer k>1).Regarding this, two 
different types of problems are usually considered : the 
unconstrained and the constrained k-shortest path problem. 
While in the former no restriction is considered in the 
definition of path. In the constrained k shortest path 
problem all the paths have to satisfy some condition . e.g. 
to be loop less and to be disjoint. A path from s to t is a 
loop less path, if all its nodes are different . A path is 
disjoint if it is link  disjoint or node disjoint. Paths between 
a given pair of source and destination nodes in a network 
are called link disjoint if they have no common (i.e. 
overlapping) links and  A pair of paths is considered  node-
disjoint if, besides the source and destination nodes, they 
have no common nodes. Node disjoint paths provide more  
reliability then the link disjoint paths. 
 
In general a link-disjoint paths algorithm can be extended 
to a node-disjoint algorithm with the concept of node 
splitting, i.e. replacing one node with two nodes that are 
linked together via a link with zero-valued weights[15]. 
 
To find the k-shortest path, shortest path  algorithms 
Dijkstra & Bellman-ford-Moore algorithms can be used in 
the generalization form [5]. The K-shortest paths  are 
limited to defining  alternate paths without consideration of 
QoS constraint. 
 
So here is a need of enhancing the above mentioned 
algorithms to consider QoS parameters. 
 
The main Multi path QoS approaches to provide multiple 
QoS paths are as follows- 

4.1 Using BellMan ford algorithm- 

 In considering with multiple constraints, it has been 
noticed that the BF algorithm can potentially solve a two 
metric  routing problem  [1].It is a property of the BF 
algorithm    that, at its h-th iteration, it identifies the 
optimal path between the source and each destination, 
among paths of at most  h  hops .It searches  for a 
minimum path cost (or maximal bandwidth) in ascending 
order of no of hops .The cost    of a path is a function of its 
available bandwidth  i.e. the    smallest available 
bandwidth on all links of the path, and finding a    
minimum cost path amounts to finding a maximum 
bandwidth path.   However, because the BF algorithm 
progresses by increasing hop count,   it inherently provides 
for the hop count of a path as a second    optimization 
criteria. 

So the result of the algorithm comes with the path that is  
the one with maximal available bandwidth among all the 
feasible paths with the minimum no of hops. 
.                     
 Thus Bellman Ford is very powerful in solving most 
multiple constrained routing problem if the minimum hop 
is the main objective function. BF algorithm is also 
capable of solving delay ,delay jitter, loss & bandwidth  
constrained routing problem[2].This Bellman ford 
algorithm is single QoS path computation algorithm. This  
Single  path computation algorithm has been extended to 
perform multiple QoS computations [3].Each of the QoS 
metric is manipulated in the same way as in single path 
algorithm by increasing hop count. The algorithm has been 
designed in order to improve  fault tolerance & load 
balancing . The  multiple path computation  algorithm 
searches for maximally disjoint paths(minimally 
overlapped paths)  so that impact of link failure is reduced 
& links are more evenly utilized  by spreading  the network 
load over multiple paths .In order to search for multiple 
alternate paths to provide fault tolerance and load 
balancing yet satisfying QoS constraints ,it has defined 
alternate paths with the following conditions – 
-Satisfying given QoS constraints 
-Maximally disjoint from already computed paths 
-Minimizing hopcount. 
 
The algorithm searches for multiple  maximally  disjoint 
paths (i.e with the least overlap with each other) such that 
the failure of a link in any of the paths will still leave (with 
high probability) one or more of the other paths 
operational  
 
Based on this algorithm [13] has presented the multiple 
QoS path algorithm  with some enhancements for 
maximally disjoint paths i.e PDMA  (partially disjoint  
multiple QoS  path algorithm with  multiple iteration)and 
also presented fully disjoint multiple QoS path algorithm 
(FDMA). 

4.2 Using Dijkstra Algorithm 

Dijkstra    algorithm can generate a minimum hop path that 
can accommodate the required    bandwidth and also has 
maximum bandwidth. But it  requires some  modification 
in order to be able to  calculate the minimum hop path 
computation as  it does not search for a minimum path cost 
in ascending order of no of hops as  Bellman-Ford does. 
The    modification required for supporting them is 
straightforward. Firstly  on    a graph from which all edges, 
whose  available bandwidth is less than  that requested by 
the flow triggering the computation, have been    removed.  
This can be performed either through a pre-processing step,    
or while running the algorithm by checking the available 
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bandwidth    value for any edge that is being considered. 
Another modification to a standard Dijkstra based 
minimum    hop count path computation, is that the list of 
equal cost next    (previous)  hops which is maintained as 
the algorithm proceeds, needs    to be sorted according to  
available bandwidth.  This is to allow selection of the 
minimum hop path with maximum available bandwidth. 
Alternatively, the algorithm could also be modified to, 
only keep among equal hop count paths the one with 
maximum available  bandwidth.  This would essentially 
amount to considering a cost that  is function of both hop 
count and available bandwidth[1]. 
 
Bellman ford algorithm used in computing k shortest paths 
ignores equal hop multiple count  but equal hop multiple 
paths impairs the performance  of routing protocol if the 
link state information is inaccurate 
 
[6][9] have presented a bandwidth  constrained multipath  
routing algorithm  based on Dijkstra . Besides specifying  
the optimality criteria  that define the best paths , it has 
also described the construction  & selection strategies  for 
multiple  paths. The path construction is performed  each 
time  link state information  becomes available , while the 
path selection  is performed  for each connection request . 
 
This algorithm is based on k best one to one non loop less 
paths. It has modified the algorithm to find k one to all 
loop less paths instead of one to one non loop less paths. 
The algorithm generates k paths that are either shortest  in 
terms of number of hops(hop based) or widest in terms  of 
bottleneck bandwidth(bandwidth based).It has considered 
2 metrics bandwidth & hop count. It has developed 2 
categories of k-shortest algorithms-hop based & bandwidth 
based  & five selection algorithms. It has concluded that 
hop based algorithm outperforms the bandwidth based one. 
It has also presented five path selection schemes as Best-
K-Widest(BKW),Random-K-Widest(RKW),Shortest-K-
widest(SKW),Best-K-Shortest(BKS),Widest-K-
Shortest(WKS). 

4.3 Using Resource Reservation 

In order to use the network resources efficiently, 
bandwidth reservations are made to ensure high probability 
of data arrival to its destinations. 
 
Bandwidth reservation means If certain amount of 
bandwidth is reserved for  a program and then  when the 
program accesses the network, up to that much bandwidth 
is guaranteed to be available to the program.  
 
By reserving bandwidth, it is possible to provide 
reasonable levels of QoS. The idea is to identify traffic 

flows, which are streams of packets (voice, video, file 
transfers, and so on) going to the same destination IP 
address and port number. Reservations are negotiated with 
each network device along a route to a destination. If each 
device has resources to support the flow, a reserved path is 
set up. 
 
[16] has presented a QoS routing algorithm in which the 
QoS constraint is specified by bandwidth guarantee. 
Therefore, the goal of  QoS routing algorithm is to find the 
best path with sufficient bandwidth. Here  the best path as 
the path with least cost. To find the least cost path, the 
algorithm  can run either Dijkstra or Bellman-Ford shortest 
path algorithm. 
 
[11] has presented  a family of algorithms  that route  and 
reserve resources  along parallel sub routes i.e. fast 
algorithm ,slow algorithm super fast algorithms. 
 
[12] has presented a framework in which bandwidth can be 
reserved on the communications links, and, once reserved, 
is guaranteed for the required time period. The  algorithms 
finds  multi paths, consisting  of possibly overlapping 
paths, based on the available bandwidths on various links 
of the network. It considers delay as a second 
consideration criteria. It has presented the algorithms 
based on two  problems. The first problem requires that a 
message of finite length be transmitted from s to d within r 
units of time. The second problem requires that a 
sequential message of r units be transmitted at a rate of  n 
such that maximum time difference between two units 
received out of order is no more than q. 

4.4 Algorithms for  MPLS  

Multi-Protocol Label Switching (MPLS) networks do 
routing based on connections  . QoS routing and traffic 
engineering goals are normally achieved by finding 
optimal or near-optimal explicit routing MPLS 
algorithms .The MPLS can provide fast packet 
forwarding .It is a new internet technology  that is rapidly  
emerging as a core technology  for next generation 
networks . MPLS uses  a technique  known as label 
switching  to forward the data through the network. Multi-
protocol label switching (MPLS) has many attractive 
features. First of all, the MPLS can create easily an 
explicit-route label switched path as needed and it can 
easily map traffic trunks that consist of traffic flows with 
similar characteristics of traffic requirements. 
 
[10]Proposed two multipath constrained  based routing 
algorithms using MPLS. The algorithms proposed in this 
paper  find multiple LSPs between ingress and an egress 
LSR satisfying a given bandwidth constraint. When there is 
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no single path through the network satisfying a whole 
bandwidth constraint, the  suggested algorithms divide the 
bandwidth constraint into two or more sub-constraints and 
find a constrained path for each sub-constraint. First, the 
algorithms  calculate the least-cost path between source 
and destination, and allocate the path bandwidth (minimum 
bandwidth of all links along the path) to that path. Next, it 
calculate the next shortest path through the network after 
removing links having no available bandwidth and allocate 
the path bandwidth to that path. The  process is continued  
until it can allocate the whole bandwidth constraint to the 
successive shortest paths.   If a single path satisfies the 
whole bandwidth constraint, there is no need to balance the 
traffic load. However, if there are  multiple paths the traffic 
load  should be  partitioned  optimally for mapping to 
multiple paths. 
 
[14] proposed  a new constraint based routing algorithm 
for MPLS networks. It has used bandwidth & delay 
constraint. In this algorithm the best path is  selected  
based on Best –fit strategy. In step1, the algorithm 
eliminates all the links with bandwidth value less than the 
bandwidth constraint. In step2 ,it finds the path  with delay 
value less than (or equal to) delay constraint value. In 
step3 , if the path  with minimum hop count is used, the 
minimum of network resources are consumed. In step 4, 
the load is distributed & balanced. The best fit load 
balancing strategy selects path from all feasible paths  
which has the nearest bandwidth value to the bandwidth 
constraint value. 
 
 [17] proposed  a localized  proportional routing approach  
where each source  node collects information about the 
traffic originating  from itself  and computes proportions 
based solely on this local information. Global schemes 
have to gather system wide  traffic metrics and thus slower 
to react  to changes. Localized schemes , on the other hand  
use only local information and thus can adapt to change 
faster. It has assumed that flow  from source  to destination  
arrive randomly with a Poisson distribution  and their 
holding times are exponentially distributed. The algorithm  
has used the strategy   equalization  of blocking 
probabilities (ebp) of candidates paths. This ebp strategy 
requires  only path level information.: the amount of 
offered load  and the corresponding blocking probability. 
The objective of ebp strategy is to find a set of proportions 
such that flow blocking probabilities on all the candidate 
paths are equalized. The strategy can be implemented 
using the following procedure to compute new proportions 
in each iteration .First, the current average blocking 
probability is computed. Then the proportion of load onto 
a path is decreased if its current blocking probabilities 
higher than the average and increased if lower than the 
average. When we talk about path selection, the algorithm  

selects  the candidate paths of a pair  that do not share 
bottle neck  links .In this way of path selection, the 
blocking probability can be reduced. To judge the 
goodness of paths, It has introduced the notion of width for 
a set of  paths, which is defined as the maximum flow 
carriable by paths in the set. The amount of flow carriable 
by a link is given by its average available bandwidth. So 
the width of a set of paths can be computed given the 
average available bandwidth information about each link in 
the network. Based on the notion of width of a path set, the 
algorithm  proposed a path selection procedure that adds a 
new candidate path only if its inclusion increases the width. 
It deletes an existing candidate path if its exclusion does 
not decrease the total width. So this  proportional routing 
scheme yields  higher throughput with lower overhead. 

5. Conclusion  

The multiple paths are utilized in parallel  making the 
entire network system less prone to  network failure. 
Multipath approach can be used as an architecture for 
implementing quality of service  by aggregation of flows. 
In connection oriented networks with QoS guarantees ,they 
reduce blocking probabilities. By provisioning multiple 
QoS paths, the network system can provide backup paths 
when one or more paths are detected as corrupted. Besides, 
the spreading of network traffic over the provisioned 
multiple QoS paths favors even network resource 
utilization 
 
There are various ways to combine  QoS and Multi path 
approach. This combination should be further enhanced for 
the current need of the Internet  applications .  
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Abstract 
When the speech signal corrupted by noise is processed 
using different transforms like the Discrete Fourier 
Transform, Discrete Cosine Transform and the Discrete Sine 
Transform , a comparative analysis proves that the Discrete 
Sine Transform (DST) is most suitable for de-noising and 
therefore reconstruction of the original speech. The 
experimental results show that the discrete sine transform 
coefficients at the low frequency regions are predominantly 
speech, and at the high frequency regions are predominantly 
noise. According to this, a new noise estimation method 
based discrete sine transform is proposed in this paper. The 
usage of DST coefficients reveals that the energy distribution 
throughout the segment of speech is uniform.  
Keywords: Digital Speech Processing, Discrete Sine 
Transform, Discrete Cosine Transform, Noise Estimation. 

1. Introduction 

Digital speech processing is an important part of the 
communication domain, in the course of speech 
technology. However, because of the presence of noise, 
the speech which the receiver gets is not the original 
speech. In order to obtain as pure as possible speech 
signal, we need to estimate the noise, but, because the 
noises are root in a large number of origins and are a 
mass of kinds, it is almost impossible to obtain the 
completely pure speech from the noised speech. The 
mainstream algorithms for speech enhancement 
nowadays are mainly based on Fourier Transform 
(DFT).  
DST, DFT, DCT as well as K-L transform are reduced 
into an identical transformation family in comparison 
with the first order Markov process called the “sine 
family”. This means that the DST has the similar nature 
with these three kinds of transformations. DFT, DCT as 
well as K-L transformation are all applied to the speech 
enhancement and there is no correlated literature on 
sine transform.  

The binding energy ability of DST is not as strong as 
DFT and DCT but that does not imply that the 
strongest is the best. The experiment shows that DST is 
better in the processing of white noise as compared to 
DFT and DCT.  

2. Definition and Characteristics of DST 

The Discrete Sine Transform (DST) is a Fourier-
related transform similar to the discrete Fourier 
Transform (DFT), but using a purely real matrix. It is 
equivalent to the imaginary parts of a DFT of roughly 
twice the length, operating on real data with odd 
symmetry (since the Fourier transform of a real and 
odd function is imaginary and odd), where in some 
variants the input and/or output data are shifted by half 
a sample. 
For an assigned sequence x(n), its DST transform and 
inverse transform are defined separately as: 

∑
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Where n=1, 2, 3…N; k=1, 2, 3…N. 
DST, which was originally, developed by Jain (type I) 
and Kekra and Solanka (type II), belong to the family 
of unitary transform. This unitary family includes the 
DST, discrete cosine transforms (DCT) and the discrete 
Fourier transforms (DFT). 
Figure 1 presents the waves of a length of speech signal 
and the waves after three kinds of transforms, for 
convenience of comparison only the absolute parts are 
drawn for DFT. We can see from the figure that DCT is 
the best in binding energy. The transformed speech 
energy mainly concentrates on the low frequency area 
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and the noise mainly concentrates on the high 
frequency area.  

 

 

Figure 1. Speech signal transformations 

3. Reconstruction of Original Speech 

The inverse of the transformed signal results in the 
signal itself. However, the conversion of the signal to 
its transform and then inverse of the transformed signal 
to reconstruct the original speech waveform causes a 
shift in the coefficients thereby introducing noise in the 
original signal. The speech signal mainly concentrates 
on the low frequency part, and the noise energy mainly 
concentrates on the high frequency unit, so the 
estimation of noise is mainly done the high frequency 
area. 
Figure 2 represents the waves of the reconstructed 
speech signal after performing the three inverse 
transformations.  
 

 

Figure 2. Reconstructed speech 

3.1 Calculation of SNR 

After the reconstruction of the signal using the three 
different transforms, we can calculate the Signal-to-
Noise Ratios (SNR).The lower the signal to noise ratio 
is, the more accurate the noise estimate is. 
We can compute the SNR as follows, where x(n) is                      

the clean speech, )(~ nx  is the de-noised speech: 
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The computed values of SNR for the three transforms 
are as follows for a speech signal with length N, which 
is set to 11220. 

Table 1: SNR Comparisons 

Transformation Used SNR value 
DST 683.3081 
DCT 703.4444 
DFT 701.4479 
 
The SNR values computed in Table1 imply that DST 
has the lowest value. This proves that the noisy 
components are maximum due to sine transformation, 
thereby making it suitable for noise estimation. 

3.2 Noise Estimation using DST 

For noise estimation, take the discrete sine transform 
on signal with length L, then take estimation in the last 
N/2 sine coefficients, that is the high frequency region. 
 

)2/(2
1 icientsofDSTcoeffThelastNVarv =σ

    (4) 
 
The discrete sine transform is an orthogonal 
transformation, so it cannot keep the energy of the 
signal to be invariable after transformation; therefore 
the variance we estimated from (4) is not the true noise 
variance. We add the white Gaussian noise to a speech 
with length L, which L is set to 11220, then take the 
DST of the signal and compute the estimated noise by 
the formula: 

                               
Lvv /2 2

1
2 σσ =

                       (5) 
 
By estimating the noise we get the following data: 

Table 2 Estimated Variance and Errors. 
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SNR  Actual 
Variance 

Estimated 
Variance 

Error  

-15 9.0092e+004 16.0593 9.0076e+004 
-10 2.7287e+004 4.8640 2.7282e+004 
-5 9.1577e+003 1.6324 9.1561e+003 
0 2.8220e+003 0.5030 2.8215e+003 
5 879.5745 0.1568 879.4177 
10 283.8823 0.0506 283.8317 
15 88.1087 0.0157 88.0930 
 
The set of experiments done in Table2 were then 
repeated for DCT and DFT. Figure3 shows the noise 
estimation using the three different transformations. 

 

Figure 3. Noise estimation using various transformations 

Figure4 is the error chart between estimated noise level 
and actual noise level under different signal to noise 
ratio, it can be seen from the chart that the lower the 
signal to noise ratio is, the more accurate the noise 
estimation is.  

 

Figure 4. Error chart 

4. Experiment 

The proposed estimation method was tested on the 
speech data of the word “Hi”, spoken by a male. The 
segment length of the speech signal was about 10ms. 
The speech data used was sampled at 11220 Hz. 
The speech signal was the processed using different 
transformations like the DST, DCT and DFT. Inverse 
transformations were then applied to the transformed 
signals to reconstruct the original speech. Signal to 
noise ratios were computed for all the three waveforms. 
White Gaussian noise of variable SNR values were 
then added to the original speech for noise estimation. 

5. Conclusions 

This paper adopts discrete sine transform as the method 
that generates better results for noise estimation as 
compared to DCT and DFT. The improvement is 
noticeable for white noise. In the future research, 
speech reconstruction using DST can be considered; 
the further improvement of the effect of de-noising may 
be seen. 
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Abstract 
In this paper, a salient region extraction method for creating 
picture collage based on stereo vision is proposed. Picture 
collage is a kind of visual image summary to arrange all input 
images on a given canvas, allowing overlay, to maximize visible 
visual information. The salient regions of each image are firstly 
extracted and represented as a depth map. The output picture 
collage shows as many visible salient regions (without being 
overlaid by others) from all images as possible. A very efficient 
Genetic algorithm is used here for the optimization. The 
experimental results showed the superior performance of the 
proposed method. 
Keywords: Picture Collage, Image Summarization, Depth Map 

1. Introduction 

Detection of interesting or ”salient” regions is a main sub-
problem in the context of image tapestry and photo collage. 
An ideal image summary should contain as many 
informative regions as possible on a given space [1]. The 
image mosaic can be considered as a simple form of photo 
collage, in which the images are placed on a canvas, side 
by side, without any rotation or considering informative 
regions. Google’s Picasa overlays images without 
considering any salient regions. 
Figure 1 shows the left images of a collection of stereo 
images used in this paper.  
Figure 2 shows some collages produced by the 
aforementioned methods or software over the images 
shown in figure 1. Images are randomly placed on a canvas. 
In figure 2 even the whole of all images are  

 
Fig. 1 

LEFT IMAGES OF SOME STEREO IMAGES USED IN THIS PAPER. 

 
visible or the images are occluded, the importance of 
regions are discarded. 
An approach named saliency-based visual attention model 
[2] is used in [1] for extracting interesting regions. This 
model combines multi scale image features (color, texture, 
orientation) into a single topographical saliency map. In [3] 
three options are considered for saliency regions: 

• A heuristic assumption that the image center 
Is more informative about the image’s content than the 
border, 

• it is assumed that blocks with high contrast are 
Salient, and 

• it is assumed that typically tapestry is on a 
Personal collection and a face detection module is used. 
In recent years, capturing stereo images for various 
purposes such as 3D reconstruction has been usual. Here 
with this assumption that the focused object is the 
important part of the image and these parts are close to the 
camera, we used the depth map image of stereo image 
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pairs for estimation of informative regions in a photo 
collage application. 
The rest of the paper organized as follow: section 2 
explains the proposed method. Section 3 provides the 
experimental results and section 4 is dedicated to the 
concluding remarks. 
 

Table 1 
SOME STEREO IMAGES WITH THEIR IMPORTANT REGIONS 

BASED ON SALIENCY MAP AND DEPTH MAP. 

 

2. The Proposed Method 

In order to obtain a pleasant photo collage the following 
properties should be considered [1], [4]: 

• Salience Maximization, to maximize the total 
amount of visible important regions as possible 
(Aocc); 

• Blank space minimization, to minimize the 
portions of the canvas which is not covered by 
any image (B), 

• Salience Ratio Balance, for avoiding those cases 
in which a very small region of some images is 
visible (V ). 

The fitness function is a combination of the above three 
parameters: λA.Aocc + λB.B + λV. V . 
Computing the depth map has been done here with a 
dynamic programming approach [5]. Table 1 shows two 
instance image pairs and their important regions with 
Saliency toolbox[2]1 and stereo depth map. 
Saliency map is about to left image. As can be seen, the 
depth map image is more informative than saliency map. 
The overall framework of the proposed method is shown in 
figure 3.  
 

 
Fig. 2 

SOME COLLAGE OUTPUTS OF GOOGLE PICASSA. 

                                                           
1 http://www.saliencytoolbox.net/ 
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Fig. 3 

THE OVERALL FRAMEWORK OF THE PROPOSED METHOD. 

3. Experimental Results 

The implementation has been done using MATLAB 7. The 
population size of GA was 40, number of generations was 
150. In the fitness function, we set the weights λA, λB and 

λV as 10/30, 9/30 and 11/30 respectively. The canvas is 
square and its size is set so that its area is about half of the 
total area of all input images. The input images (shown in 
figure 1) are gathered by searching over the Internet. 
Figure 4 show the value of GA fitness function over 150 
generation. 
Figure 5(a) shows the collage initiated at the first iteration 
of GA, 5(b) shows the final result of the proposed 
approach. Figure 5(c) shows depth map (as saliency 
region) occlusion, canvas usage, image rotations and 
cropping at the final stage of GA. As can be seen in figure 
5(c) the most important regions of each image is visible in 
the final result. 
Instead of the depth map image, we used saliency map for 
comparison purposes. Since the important regions with 
these two methods are different, the quantitative 
comparisons of these methods - via GA fitness function- is 
not possible. Hence we compared them by visual 
inspection of the produced collage with each method. Each 
method has been executed 20 times, and 2 of the best 
produced collages has been selected visually and 
illustrated in figure 6 . As can be seen the proposed 
method is competitive with the saliency map. 
 

 
Fig. 4 

THE VALUE OF FITNESS FUNCTION OVER GA ITERATIONS. 
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4. Conclusion 

Until now in the photo collage context, only the mono 
images has been used; but here the stereo images were 
used for creating photo collage. In the previous works, the 
main source for determining important regions was based 
on: contrast, color, face detection and so on. Here with this 
assumption that usually the interested object is closer to 
the viewer with respect to other parts of the scene, the 
depth map of the stereo images has been used as an 
estimation of the image regions’ importance. 

 The experimental results showed the good performance of 
the proposed method. Although in this paper only the 
stereo images has been used, but whenever some mono 
images and some stereo images are in hand, it is easy to 
use depth map for stereo images and another salient map 
extraction method for mono images. As future works we 
plan to implement the aforementioned idea and to extend 
our method to video collage. 

 

 
Fig. 5 

THE FIRST AND FINAL COLLAGE PRODUCED BY GA AT THE 
FIRST AND LAST ITERATIONS. 
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Fig. 6 

THE RESULT OF THE GA, WHEN EACH OF THE SALIENCY MAP 
(A,B) OR DEPTH MAP (C,D) ARE USED FOR DETERMINING THE 

INFORMATIVE REGIONS. 
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Abstract 

 
Multi-agent systems [1]  is an approach  which  allows to 
study  population dynamics from a qualitative  point of view  
by defining  the attributes and the behaviors for the interacting 
individuals of the system  . So,  multi  
agent  systems allow the design and the implementation 
of  the individual models proposed for the study of  
population dynamics  which have major advantages  compared  
to the aggregate models. The present paper presents a multi agent 
based framework for the simulation of the impact of viral 
infections on a population of cows which may be modern (only 
females) or mixed. This simulation 
creates an artificial life [2] [3] which will make it 
possible to the user to feel in a virtual laboratory and will 
facilitate to him the forecasts of the impact of viral 
infections on the evolution of the targeted population..  
Keywords:  multi agent systems, viral infection, 
modeling and simulation, population dynamics, artificial life. 

1 – Introduction 

The dairy production estimated to two   Billion liters per 
year covers only the 2/3 of the Algerian citizens 
needs. The remainder is a billion liters of milk, imported in 
the form of dried 
milk and represents an invoice exceeding a Billion of 
Dollars. This involves enormous economic losses and does 
not allow Algeria to have its food independence as 
regards dairy production. To cure in this irrefutable 
fact, Algeria tries to 
develop the bovine breeding, by importing 
of cows with high genetic potential. Unfortunately these an
imals, too selected for the dairy 
production, became too sensitive to various pathologies, in 
particular the viral 
diseases. These last are often underhand and with fast trans
mission, so that when the veterinary 

surgeons decide for a decision 
making, it is often too late. The ideal would be to 
have tools able to 
envisage the evolution of these diseases, and which make 
it possible to anticipate the fatal consequences of these 
viral diseases by fast and suitable decision making.  
The discounted objective of this work is the creation of thi
s kind of tools. It is a question of proposing a unified  
framework allowing the study of the evolution of the viral 
infections within a population of dairy 
cows. The dynamics of the interactions between the indivi
duals (cows) is a nonlinear dynamics (nonlinear evolution 
in time), which will encourage us to 
call upon the individual models of the dynamics of the pop
ulations “the individual is the handled basic entity” [4]. In 
this tool each individual will be represented by an agent to 
which we assign a set of attributes and 
behaviors allowing us to follow 
its evolution [5]. The agents carry 
out their procedures simultaneously and are 
distinguished from/to each 
other; the addition or the withdrawal of an agent or a set 
of agents is easy [6], which will enable us to 
be closer to reality.  
The proposed tool is able to study all the viral 
diseases within a high bovine population in a modern way 
or on a mixed population. The first type of population is 
only made up of females since the males are 
sold after 3 months as of their birth and 
then stockbreeders use artificial 
insemination for the reproduction of these cows. The 
second type of population is made up of males and females 
with various ages. To carry 
out simulations, the user of this tool will limit himself to 
introduce the parameters of the disease on which he wants 
to 
make a study and the characteristics of the studied populati
on (for example: the number 
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of  patients at the time of the declaration of the disease and 
the number of  males in the population). 

2.   Related work   

In the first work [7], the authors used the Multi agent 
system approach to 
model the impact of the Virus of the Human Immunodefici
ency (HIV) on a population made 
up of cells intervening during the infection. In order 
to show the effectiveness of the individual model compare
d 
to the aggregate model based on mathematics. In this work
 the objective consists 
in creating a virtual environment in which the various agen
ts evolve and interact between them. It is an environment 
with three dimensions corresponding 
to 1 mm3 of blood. Three classes of agents were 
conceived simulating cells which are: The agents cells CD
4, the agents infected cells CD4, the agents virus VIH besi
des another agent representing body THYMUS responsibl
e for the production of cells CD4. The results 
obtained show the benefits of the Multi agent system 
approach making it possible to bring us closer to the 
reality. 
The second work [8] aiming to 
study the impact of the practices of breeding and measure
ments of control on the dynamics of CIRCOVIRUS type-2 
infection within a porcine 
population. In this work, a stochastic mathematical model 
in discrete time describing the dynamics of population in a
 porcine breeding of the standard   borne -fattener, was 
developed. The results of this study show in 
particular the effect of the preventive measures, such as 
vaccination on the attenuation of the epidemic propagation
.   

The first work uses an individual model and implements it 
by a multi agent system but takes into account only 
one type of infection. In the second work, besides its takin
g into account of only one type of infection, rests on a 
discrete and stochastic 
model of the epidemic thus supposes automatically that the
 individuals have similar behaviors but each individual is 
primarily influenced by the behavior of the individuals of 
its entourage. 

3.  The Adopted approach 

Contrary to similar work, our approach tries to 
propose a general framework of multi agent simulation tak
ing into account a large 
range of viral infections within a population of cows. The 

discounted goal is to 
provide a powerful tool for simulation to be used 
by veterinary surgeons and 
epidemiologists enabling them to 
envisage the evolution of these diseases on a modern or mi
xed population and to 
prevent the consequences of these last by adequate 
decision making at the convenient period. We tried to 
approach to the maximum of reality by 
taking into account of two types of modern and traditional 
breeding, the consideration of the horizontal/vertical trans
mission of the diseases. Also, and by preoccupation with   
extensibility, the various parameters of the viruses are mod
ifiable by the user because these factors can vary during th
e duration of study, for 
example increase in the virulence of the virus. Before desc
ribing our multi agent based approach, we will 
make a panorama on the domain  

of  discourse. 
 
3.1 Description of the domain of discourse 

The cows produce, in general a calf a 
year, they give their first calf when they are three years 
old.  Their average lifetime is 15 years, during which, they
 can produce 10 calves. They live in certain promiscuity an
d have an average space 
of 10 m2 by cow. The exploitation is only made 
up of females (dairy 
cows and heifers of replacement), the males are sold as 
of their birth. The stockbreeder uses artificial 
insemination for the reproduction of his cows. According 
to the objectives of the stockbreeders, we can find two typ
es of populations: population only made 
up of females (dairy 
cows and heifers of replacement), the males are sold as 
of their birth. The stockbreeder uses artificial 
insemination for the reproduction of his cows (modern bre
eding). The second type of population is 
called “mixed”, i.e. composed of males and females at vari
ous ages.  
During their diseases the animals can transmit microbes to 
other animals. This transmission of disease is 
called   “contagion” and its rate varies according to the 
nature of disease. The sick 
animals can cure if they develop antibodies which confer i
mmunity to them. The time necessary to 
obtain an immunity (lasted of immunity) depends on the ty
pe of the disease. The chances so that a sick 
animal acquires immunity depend on its conditions of bree
ding (food, hygiene, and 
parasitism). Indeed weak animals are unable to 
resist, they are more 
sensitive to the disease, and can die throughout installation
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 of immunity (mortality 
rate during the acute phase). The more 
resistant animals, can resist the disease and develop immu
nity (chance of survival), some among can, nevertheless to 
die, but mortality 
rate in this case is weaker. Besides these parameters, it is 
necessary to 
take into account the fact that certain diseases are transmis
sible from mothers to calves during their birth. 

 
3.2 Agents of   our system and their interactions 
 
Each agent is characterized by a set 
of attributes and of behaviors. The attributes selected are:  
Age, Disease_ Counter, Number_ of _ 
Children, sex (M/F), Immunized (O/N), Patient (O/N). The
 agents are 
distinguished by behaviors common to all the individuals: 
(Ageing, Displacement), behaviors common to animals of 
female sex (Reproduction) and behaviors of the sick 
animals: (Infected,Recovered).  
The interactions between the agents are 
expressed by the transfer of the disease (contagion) which 
is 
concretized in the behaviors Infected and Displacement. Fi
gures 1 and 2 illustrate these interactions.  

4. Implementation and results of simu
lation 

We used Netlogo platform [9] which is a multi-
agent programming 
language and an environment for the simulation of 
natural and social phenomena. It is particularly well 
adapted for the simulation of complex systems evolving 
through time. 

 
Fig. 1 Interaction between agents 
 

 
Fig.  2 Another representation of the Interaction   between 
agents 

Modelers can allot instructions to hundreds or thousands o
f the independent agents in order 
to make operations simultaneously. This is 
why, one can explore connections between small degree be
haviors of agents and the great degree ones 
which emergent 
after their interactions. The world of Netlogo consists of re
active and mobile agents which can carry 
out behaviors in a simultaneous way. Three types of agents 
exist under Netlogo: Patches, 
Turtles and Observer. Turtles represent 
agents. The patch represents the environment of the agents
. The evolution of simulation is managed by the Observer 
agent. Figure 3 and figure 
4 show part of the developed code.  With an aim of 
illustrating the interest of our application, we will 
take as example certain typical viral 
diseases (See Table 1). We will base 
ourselves on the specific parameters which characterize ea
ch disease namely: rates of contagion, of mortality in acute
 phase, duration of immunity acquisition of and the chance 
of survival and we will 
establish a forecast of the impact of these diseases on the e
volution of the population namely: patient, healthy, immun
ized (Figures 5,6; Figures 7,8; Figures 9,10;  Figures 
11 ,12). 
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 Fig. 3 A part of the developed code 
 

 
Fig. 4 Another part of the developed code 
 

Table 1: parameters of certain typical  
Viral diseases 

 
 
 
 
 
 
 
I.B. R 
 

 

 
Fig. 5 Appearance of immunized individuals 
 

 
                      
  Fig. 6   Stabilization 

 
 
 
 
B.V.D 
 

 
 
Fig. 7 Appearance of immunized individuals       
 

 
 
Fig. 8 Stabilization 

Plague of  the ruminants 
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Fig. 9 Appearance of immunized individuals     
                  

 
                       Fig. 10 Stabilization 
 
 
Foot-and-mouth disease  
 

 
 
    Fig.  11 Appearance of immunized individuals 
                         

 
Fig. 12 Stabilization 

 

5. Conclusion 

Population dynamics behaves as 

a complex system with an unforeseeable evolution in time,

 the study of this kind of systems must be done using 

the individual directed model 

which justified our choice for the use of agent based 

modeling and simulation approach. Indeed, the use of the a

gent paradigm enabled us to 

represent the individuals as agents, distinguished from 

each other, each one being able to move, reproduce 

and transmit the disease. Also, it enabled us to 

produce a tool able to envisage the impact of the viral 

diseases in a reliable and perennial way, very useful for the

 epidemiologists, offering a practical complement to them t

o their biological theories in the fight against the underhan

d and unforeseeable effects of the viral 

diseases. The only disadvantage would 

be the fact that the simulation of the typical cases takes 

much time but on the other hand gives better results. 

Nevertheless, our work remains open to other improvemen

ts namely: 

- Generalizing our tool so that it will be able to deal 

with any type of population. 

-  Introducing   fuzzy parameters enabling us to 

create classes of cases of simulation thus facilitating decisi

on making for the users of this tool. 
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Abstract 

 Mobile Ad-Hoc Network (MANET) is a collection of wireless 
mobile hosts forming a temporary network without the aid of 
any stand-alone infrastructure or centralized administration. 
Most of the proposed MANET protocols do not address 
security issues. In MANETs routing algorithm is necessary to 
find specific routes between source and destination. The 
primary goal of any ad-hoc network routing protocol is to meet 
the challenges of the dynamically changing topology and 
establish an efficient route between any two nodes with 
minimum routing overhead and bandwidth consumption. The 
existing routing security is not enough for routing protocols. 
An ad-hoc network environment introduces new challenges that 
are not present in fixed networks. A several protocols are 
introduced for improving the routing mechanism to find route 
between any source and destination host across the network.  In 
this paper present a logical survey on routing protocols and 
compare the performance of AODV, DSR and TORA. 
Keywords:  DSR, AODV, TORA, MANET. 

1. Introduction 

 Wireless networking is an emerging technology that 
allows users to access information and services 
electronically, regardless of their geographic position. 
Wireless networks have become increasingly popular in 
the computing industry. The applications of the ad hoc 
networks are vast [9]. Mobile Ad hoc network (MANET) 
is a self-organized network because it is an infrastructure 
less feature of networks. MANET is a collection of 
nodes. Each node can connect by wireless 
communication links, without any fixed station such as 
base station. In MANET each node can act as a router 
and connectivity is achieved in the form of multihop 
graph between the nodes [8]. 
 
 A routing is a core problem in network for sending data 
from one node to another. Several protocols have been 
developed under the authority of Mobile Ad hoc 
networking group. MANET is a charter of Internet 
Engineering Task Force (IETF). Lots of research has also 
been done about the performance of ad hoc networks 
under varying scenarios. Different kind of metrics or 

Characteristics may be used to analyze the performance 
of an ad hoc network [7, 9]. 
   

 
Fig. 1 Wireless Network Structures (Infrastructure less Networks) 

1.1 Characteristics of MANET 

• Dynamic Topology:  
Nodes can move arbitrarily with respect to other 
nodes in the network. 

• Bandwidth-Constrained: 
MANET’s nodes are mobile, so they are using 
radio links that have far lower capacity than 
hardwired link could use. In practice the 
realized throughput of a wireless network is less 
than a radio’s theoretical maximum rate.  

• Energy Constrained Operation: 
Mobile nodes are likely to relay on batteries, 
that is why the primary design criteria may 
sometimes be energy conservation.   

• Limited Physical Security: 
Normally, radio networks are vulnerable to 
physical security threats compared to fixed 
networks. The possibility of eavesdropping, 
spoofing and Denial of Service attacks is higher. 
Existing link security techniques can be applied. 
However, a single point failure in an ad hoc 
network is not as crucial as in more centralised 
networks. 

• Unpredictable Link Properties: 
Wireless media is very unpredictable. Packet 
collision is intrinsic to wireless network. Signal 
propagation faces difficulties such as signal 
fading, interference and multi-path cancellation. 
All these properties make the measures, such as 
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bandwidth and delay of a wireless link, 
unpredictable. 

• Hidden and Exposed Terminal Problems: 
 In the MAC layer with the traditional carrier 
sense multiple access (CSMA) protocol, multi-
hop        packet relaying introduces the “hidden 
terminal” and “exposed terminal” problems. 
The hidden terminal problem happens when 
signals of two, say B and C, which are out of 
the transmission range of each other, collide at a 
common receiver, say node A. An exposed 
terminal is created when a node A, is within 
range of and between two other nodes B and C, 
which are out of range of each other. When A 
wants to transmit to one of them, node B for 
example, the other node, C in this case, is still 
able to transmit to a fourth node, D which is in 
C’s range (but out of the range of node A). Here 
A is an exposed terminal to C but can still 
transmit to B. 
 
 

 
   Fig.2: Hidden Terminal Problem                    Fig.3: Exposed 

                                                    Terminal Problem                                

• Route Maintenance: 
The dynamic nature of the network topology 
and the changing behavior of the 
communication medium make the precise 
maintenance of network state information very 
difficult. Thus the routing algorithms in ad hoc 
networks have to operate with inherently 
imprecise information. Furthermore, in ad hoc 
networking environments, nodes can join or 
leave anytime. The established routing paths 
may be broken even during the process of data 
transfer. So, need for maintenance and 
reconstruction of routing paths with minimal 
overhead and delay. 
 QoS-aware routing would require reservation 
of resources at the routers (intermediate nodes). 
However, with the changes in topology the 
intermediate nodes also change and new paths 
are created. Thus the reservation maintenance 
with the updates in the routing path becomes 
cumbersome. 

1.2  Issues in MANETs: 

• Multicasting: 
This is the ability to send packets to multiple 
nodes at once. This is similar to          
broadcasting except the fact that the 
broadcasting is done to all the nodes in the 
network. This is important as it takes less time 
to transfer data to multiple nodes. 

• Loop Free:  
A path taken by a packet never transits the same 
intermediate node twice before it arrives at the 
destination. To improve the overall, we want the 
routing protocol to guarantee that the routes 
supplied are loop-free. This avoids any waste of 
bandwidth or CPU consumption. 

•  Multiple routes: 
 If one route gets broken due to some disaster, 
then the data could be sent through some other 
route. Thus the protocol should allow creating 
multiple routes. 

• Distributed Operation:  
The protocol should of course be distributed. It 
should not be dependent on a centralized node.  

• Reactive:  
It means that the routes are discovered between 
a source and destination only when the need 
arises to send data. Some protocols are reactive 
while others are proactive which means that the 
route is discovered to various nodes without 
waiting for the need. 

• Unidirectional Link Support:  
The radio environment can cause the formation 
of unidirectional links. Utilization of these links 
and not only the bi-directional links improves 
the routing protocol performance. 

• Power Conservation: 
The nodes in an ad-hoc network can be laptops 
and thin clients, such as PDAs that are very 
limited in battery power and therefore use some 
sort of stand-by mode to save power. It is 
therefore important that the routing protocol has 
support for these sleep-modes. 

• Proactive Operation: 
This is opposite to demand based operation. If 
additional delays that occur in demand based 
operation are unacceptable, proactive approach 
can be used especially when energy and 
bandwidth capacities support the use of 
proactive operation. 

•  Security: 
Ad hoc routing protocols are exposed too much 
kind of attacks. Maintaining link layer security 
is in practice harder with ad hoc networks than 
with fixed networks. Sufficient routing 
protocols security is desirable. Sufficient within 
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this context covers prohibiting disruption or 
modification of protocol operation.   

• “Sleep” Period Operation: 
Since nodes in ad hoc networks may have 
energy constraints or because of some other 
need, nodes may want to stop sending and/or 
receiving data from arbitrary time periods. A 
routing protocol should be able handle such 
“sleep” periods without overly unfavourable 
consequences. 

1.3 Applications of MANET: 

• Sensor Networks for environmental monitoring. 
• Rescue operations in remote areas. 
• Remote construction sites and Personal Area 

Networking. 
• Emergency operations. 
• Military battlefield. 
• Civilian environments. 
• Law enforcement activities. 
• Commercial projects. 
• Educational Class rooms.  

2. MANET Routing Protocol 

MANET protocols are used to create routes between 
multiple nodes in mobile ad-hoc networks. IETF 
(Internet Engineering Task Force) MANET working 
group is responsible to analyze the problems in the ad-
hoc networks and to observe their performance [7, 9]. 
There are different criteria for designing and classifying 
routing protocols for wireless ad-hoc networks. The 
MANET protocols are classified into three huge groups, 
namely Proactive (Table-Driven), Reactive (On-
Demand) routing protocol and hybrid routing protocols 
[1, 2]. The following figure shows the classification of 
protocols. 

Proactive (Table-Driven) routing protocol: -   In 
proactive routing protocol perform consistent and up-to-
date routing information to all the nodes is maintained at 
each node. 
 

 

Fig.4 Different type of routing protocols in wireless Ad-hoc network 
 
 
Reactive (On-Demand) routing protocol: - This type of 
protocols find route on demand by flooding the network 
with Route Request packets 

2.1. Proactive vs. Reactive Routing 

Proactive Schemes determine the routes to various nodes 
in the network in advance, so that the route is already 
present whenever needed. Route Discovery overheads 
are larger in such schemes as one has to discover all 
routes. Examples of such schemes are the conventional 
routing schemes, Destination Sequenced Distance Vector 
(DSDV). Reactive Schemes determine the route when 
needed. Therefore they have smaller Route Discovery 
overheads. Examples for such schemes are Ad Hoc On-
Demand Distance Vector (AODV) routing protocol.   

 2.2. Single-Path vs.  Multi-Path 

There are several criteria for comparing single-path 
routing and multi-path routing in ad-hoc networks. First, 
the overhead of route discovery in multi-path routing is 
much more than that of single-path routing. On the other 
hand, the frequency of route discovery is much less in a 
network which  uses multi-path  routing,  since  the  
system  can  still operate even if one or a few of the 
multiple paths between a source  and  a  destination  fail.  
Second, it is commonly believed that using multi-path 
routing results in a higher throughput. Third, multi-path 
networks are fault tolerant when dynamic routing is used, 
and some routing protocols, such as OSPF (Open 
Shortest Path First), can balance the load of network 
traffic across multiple paths with the same metric value 
[2, 6, 10].  

 2.3. Proactive vs.  Source Initiated 

 A proactive (Table-Driven) routing protocols are 
maintaining up-to-date information of both source and 
destination nodes. It is not only maintained a single 
node’s information, it can maintain information of each 
and every nodes across the network. The changes in 
network topology are then propagated in the entire 
network by means of updates. Some protocols are used 
to discover routes when they have demands for data 
transmission between any source nodes to any 
destination nodes in network, such protocol as 
DSDV(.Destination Sequenced Distance Vector ) routing 
protocol. These processes are called initiated on-demand 
routing. Examples include DSR (Dynamic Source 
Routing) and AODV (Ad-hoc On Demand Distance 
Vector) routing protocols [2]. 
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3.  AD-HOC on Demand Vector Protocol 
(AODV) 

AODV combines some properties of both DSR and 
DSDV. It uses route discovery process to cope with 
routes on-demand basis. It uses routing tables for 
maintaining route information. It is reactive protocol; it 
doesn’t need to maintain routes to nodes that are not 
communicating. AODV handles route discovery process 
with Route Request (RREQ) messages. RREQ message is 
broadcasted to neighbour nodes.  The message floods 
through the network until the desired destination or a 
node knowing fresh route is reached. Sequence numbers 
are used to guarantee loop freedom. RREQ message 
cause bypassed node to allocate route table entries for 
reverse route. The destination node unicasts a Route 
Reply (RREP) back to the source node. Node 
transmitting a RREP message creates routing table 
entries for forward route [14].   

For route maintenance nodes periodically send HELLO 
messages to neighbour nodes. If a node fails to receive 
three consecutive HELLO messages from a neighbour, it 
concludes that link to that specific node is down. A node 
that detects a broken link sends a Route Error (RERR) 
message to any upstream node. When a node receives a 
RERR message it will indicate a new source discovery 
process [5, 14]. 

 
 

Fig. 5 AODV routing protocol with RREQ and RREP message 

 

 

Fig 6   AODV routing protocol with RERR message  

                                                                           

4. Dynamic Source Routing (DSR) 

The Dynamic Source Routing Protocol (DSR) is a 
reactive routing protocol .By the means of this protocol 
each node can discover dynamically a source route to any 
destination in the network over multiple hops. It is 
trivially loop free owing to the fact that a complete, 
ordered list of the nodes through which the packet must 
pass is included in each packet header. The two main 
mechanisms of DSR are Route Discovery and Route 
Maintenance, which work together to discover and 
maintain source routes to arbitrary destinations in the 
network [1, 5]. The following figure shows the route 
discovery method. 

 Salvaging: An intermediate node can use an alternate 
route from its own cache, when a data packet meets a 
failed link on its source rout e. 

Gratuitous route repair: A source node receiving a RERR 
packet piggybacks the RERR in the following RREQ. 
This helps clean up the caches of other nodes in the 
network that may have the failed link in one of the 
cached source routes. 

Promiscuous listening: When a node overhears a packet 
not addressed to it, it checks if the packet could be routed 
via itself to gain a shorter route. If so the node sends a 
gratuitous RREP to the source of the route with this new, 
better route. Aside from this, promiscuous listening helps 
a node to learn different routes without directly 
participating in the routing process [5, 6].  

 

 Fig.7  Creation of the route record in DSR 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 179



 

 

  

Fig. 8 Building of the route record during route discovery 

5. Temporary Ordered Routing Algorithm 
(TORA) 

The Temporary Ordered Routing Algorithm (TORA) is a 
highly adaptive, efficient and scalable distributed routing 
algorithm based on the concept of link reversal. TORA is 
proposed for highly dynamic mobile, multi-hop wireless 
networks. It is a source-initiated on-demand routing 
protocol. TORA finds multiple routes between source 
node and destination node. The main feature of TORA is 
that the control messages are localized to a very small set 
of nodes near the occurrence of a topological change. To 
achieve this, the nodes maintain routing information 
about adjacent nodes. The protocol has three basic 
functions:  

• Route Creation, 

•  Route Maintenance and  

• Route Erasure. 

 TORA can suffer from unbounded worst-case 
convergence time for very stressful scenarios. TORA has 
a unique feature of maintaining multiple routes to the 
destination so that topological changes do not require 
any reaction at all. The protocol reacts only when all 
routes to the destination are lost. In the event of network 
partitions the protocol is able to detect a partition and 
erase all invalid routes [19, 20]. 

  

Fig. 9: Route Creation of TORA 

 

 Fig. 10: Route Maintenance 

  
Fig. 11: Erase Invalid Routes after a failure which Partitions the 

network  

6. Simulation 

The simulations were performed using Network 
Simulator 2 (Ns-2), particularly popular in the ad hoc 
networking community. The traffic sources are CBR 
(continuous bit –rate). The source-destination pairs are 
spread randomly over the network. The mobility model 
uses ‘random waypoint model’ in a rectangular filed of 
500m x 500m with 50 nodes. During the simulation, each 
node starts its journey from a random spot to a random 
chosen destination. Once the destination is reached, the 
node takes a rest period of time in second and another 
random destination is chosen after that pause time. This 
process repeats throughout the simulation, causing 
continuous changes in the topology of the underlying 
network. Different network scenario for different number 
of nodes and pause times are generated [18]. 

Table 1: Simulation Parameters 
SL.NO. PARAMETER VALUE 

1. Simulator ns-2 
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2. Protocols studied AODV, DSR and 
TORA 

3. 
Simulation time 

200 sec 

4. Simulation area 500×500 

5. Transmission range 250 m 

6. Node movement model Random waypoint 

7. Bandwidth 2 Mbps 

8. Traffic type CBR 

9. Data payload Bytes/packet 

7. Metrics for Performance Analysis 

• Throughput: Ratio of the packets delivered to 
the total number of packets sent. 

• Packet Delivery:  Packet Delivery Ratio in this 
simulation is defined as the ratio between the 
number of packets sent by constant bit sources 
(CBR) and numbers of packets received by 
CBR sink at destination.  

 

• Minimum Delay: Minimum Time taken for the 
packets to reach the next node. 

• Maximum Delay: Maximum Time taken for the 
packets to reach the next node. 

• Average End-to-End Delay: Time taken for the 
packets to reach the destination. 

 

• Simulation Time: The time for which 
simulations will be run i.e. time between the 
starting of simulation and when the simulation 
ends. 

• Network size: It determines the number of 
nodes and size of area that nodes are moving 
within. Network size basically determines the 
connectivity. Very lesser nodes in the same area 
mean fewer neighbours to send request to, but 
also smaller probability of collision. 

• Number of Nodes: This is constant during the 
simulation. We used 50 nodes for simulations. 

• Pause time: Node will stop a “pause time” 
amount before moving to another destination 
point.    

• Jitter: Jitter describes standard deviation of 
packet delay between all nodes. 

• Power Consumption: The total consumed 
energy divided by the number of delivered 
packet.  

• Average Packet Delay: It is the sum of the times 
taken by the successful data packets to travel 
from their sources to destination divided by the 
total number of successful packet. The average 
packet delay is measured in seconds. 

• Average Hop Count:  It is sum of the times 
taken by the successful data packets to travel 
from their sources to destination divided by the 
total number of successful packets. The average 
hop count is measured in number of hops. 

• Node Expiration time (NET): it is the time for 
which a node has been alive before it must halt 
transmission due to battery reduction. The node 
expiration is plotted as number of nodes alive at 
a given time, for different point in time during 
the simulation. 

 8. Result Analysis 

 8.1. Packet Delivery Fraction (PDF) or Throughput 

• TORA performs buffer at high mobility but in 
other cases it shows to have lower throughput. 

• As per result AODV have the best overall 
performance. 

• On-Demand protocols (DSR and DSDV) drop a 
considerable number of packets during the route 
discovery phase; a route acquisition takes time 
proportional to the distance between the source 
and destination. 

• Packet drops are fewer with proactive protocols 
as alternate routing table entries can always be 
assigned in response to link failures. 

• TORA can be quite sensitive to the loss of 
routing packets compared to the other protocols. 

• Buffering of data packets while route discovery 
in progress, has a great potential of improving 
DSR, AODV and TORA performance. 

• AODV has a slightly lower packet delivery 
performance than DSR because of higher drop 
rates. 

• AODV uses route expiry, dropping some packets 
when a route expires and a new route must be 
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Fig.12: Packet delivery fraction vs. Pause time for 50-nodes 
with 10 sources. 

8.2. End-to-End Delay 

• AODV and DSR show poor delay 
characteristics as their routes are typically not 
the shortest over a period of time due to node 
mobility. 

• AODV performs a little better delay-wise and 
can possibly do even better with some fine-
tuning of this timeout period by making it a 
function of node mobility. 

• TORA too has the worst delay characteristics 
because of the loss of distance information with 
progress. 

• TORA route construction may not occur 
quickly. 

• In DSR Route Discovery is fast, therefore 
shows a better delay performance than the other 
reactive protocols at low pause time (high 
mobility). 

• In case of congestion (high traffic) DSR control 
messages get loss thus eliminating its advantage 
of fast establishing new route. 

• Without any periodic hello messages, DSR 
outperforms the other protocols in terms of 
overhead. 

• In most cases, both the packet overhead and the 
byte overhead of DSR are less than a quarter of 
AODV’s overhead. 

• The excellent routing load performance of DSR 
is due to the optimizations possible by virtue of 
source routing. 

• TORA’s performance is not very competitive 
with the distance vector and on-demand 
protocols. 

• TORA shows a better performance for large 

networks with low mobility rate. 
 

 
 
Fig.13: End- to -End Delay vs. Pause time for 50-node model with 10 
sources. 
 
Table 2: Comparison between AODV, DSR and TORA 

 

Sl.No Protocol 
Property 

AODV DSR TORA 

1. Multi-Cost 
Routes 

NO YES YES 

2. Distributed YES YES YES 

3. Unidirectional 
Link 

NO YES YES 

4. Multicast YES NO NO 

5. Periodic 
Broadcast 

YES NO YES 

6. QoS Support NO NO YES 

7. Routes 
Information 

Maintained in 

Route 
Table 

Route 
Cache 

Adjacent 
Routers(One-

Hop-
Knowledge) 

8. Reactive YES YES YES 

9. Provide Loop-
Free Routers 

YES YES YES 

10 Route 
Optimization 

YES YES YES 

11. Scalability YES YES YES 

12. Route 
Reconfiguration 

Erase 
Route 
Notify 
Source 

Erase 
Route 
Notify 
Source 

Link 
Reversed 

Route 
Repair 

13. Proactive NO NO YES 

14. Routing 
Philosophy 

FLAT FLAT FLAT 
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9. Conclusion 

This work is an attempt towards a comprehensive 
performance evaluation of three commonly used mobile ad 
hoc routing protocols (DSR, TORA and AODV). Over the 
past few years, new standards have been introduced to 
enhance the capabilities of ad hoc routing protocols. As a 
result, ad hoc networking has been receiving much 
attention from the wireless research community. In this 
paper, using the latest simulation environment NS 2, we 
evaluated the performance of three widely used ad hoc 
network routing protocols using packet-level simulation. 
The simulation characteristics used in this research, that is, 
packet delivery fraction and end-to-end delay are unique in 
nature, and are very important for detailed performance 
evaluation of any networking protocol. We can summarize 
our final conclusion from our experimental results as 
 

• Increase in the density of nodes yields to an 
increase in the mean End-to-End delay. 

• Increase in the pause time leads to a decrease in 
the mean End-to-End delay. 

• Increase in the number of nodes will cause 
increase in the mean time for loop detection. 
 

In short, AODV has the best all round performance. DSR 
is suitable for networks with moderate mobility rate. It has 
low overhead that makes it suitable for low bandwidth and 
low power network. TORA is suitable for operation in 
large mobile networks having dense population of nodes. 
The major benefit is its excellent support for multiple 
routes and multicasting. 
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Abstract 

Natural language processing (NLP) began as a branch of 
Artificial Intelligence is a field of computer science and 
linguistics and is concerned with interaction between human 
language and computer. Major tasks of NLP such as Machine 
Translation (MT), Information Retrieval (IR) and 
Summarization require extensive knowledge of the language 
for the effective identification of semantic information in the 
text. Meaning or semantics of a text is mainly decided by the 
named entities which are the role carrying agents in a text. The 
system presented here is a Named Entity (NE) Identifier created 
using Statistical methods based on linguistic grammar 
principles. Malayalam NER is a difficult task as each word of 
named entity has no specific feature such as Capitalization 
feature in English. NERs in other languages are not suitable for 
Malayalam language since its morphology, syntax and lexical 
semantics is different from them. For testing this system, 
documents from well known Malayalam news papers and 
magazines containing passages from five different fields   are 
selected. Experimental results show that the average precision 
recall and F-measure values are 85.52%, 86.32% and 85.61% 
respectively. 
 
Keywords: Malayalam compound word, Finite state 
Transducer, Extended Conditional Random Field, Feature 
vector. 

1. Introduction 

NER is an important tool in almost all natural language 
processing applications such as IE, IR and Question 
Answering (QA) systems. Proper identification and 
classification of NEs are very crucial and pose a big 
challenge to the NLP researchers. The level of ambiguity 
in NER makes it difficult to attain human performance 
[1]. 
NER is the process of identifying and categorizing names 
in text. The NE task was first introduced as part of the 
MUC 6 (MUC 1995) evaluation exercise and was 

continued in MUC 7(MUC 1998).This formulation of 
NE task defines 7 types of NE: PERSON, 
ORGANISATION, LOCATION, DATE, TIME, 
MONEY and PERCENTAGE. NER also known as entity 
identification and extraction is a subtask of IE that seeks 
to locate and classify atomic elements in text into 
predefined categories. In the expression named entity the 
word named restricts the task to those entities for which 
one or many rigid designators as defined by Kripke 
stands for the referent [2].  
 
The term named entity is not strict but has to be 
explained in the context where it is used. Entity names 
form the main context of a document. NER is a very 
important step towards more intelligent IE and 
management. NER performs what is known as surface 
parsing ,delimiting sequences of tokens that answer 
important questions such as “what”, “where” and “how” 
in a sentence. 
 
Malayalam belongs to the Dravidian family of languages 
and is one of the 4 major languages of this family. It is 
one of the 22 scheduled languages of India with official 
language status in the state of Kerala. It is spoken by 35.9 
million people.  Malayalam is a morphologically rich 
agglutinative language and relatively of free order. Also 
Malayalam has a productive morphology that allows the 
creation of complex words which are often highly 
ambiguous [3]. A lot of work has been done in the field 
of NER for English and European Languages. In English 
Capitalization is a major clue for identifying person 
names. Some efforts have been made for Telugu, Hindi 
and Bengali. As of now we have no information 
regarding Malayalam NER work and no tag set is been 
identified so far. 
 
Conditional Random Field (CRF) is a probabilistic 
framework for labeling or segmenting data. It is a form of 
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undirected graphical model in which each edge represent 
conditional dependencies between random variables at 
the nodes. Each random variable Yi   is conditioned on 
an input sequence X. The conditional dependency of the 
random variable on X is normally represented by some 
feature functions [4] [5]. This feature function varies 
according to the application. CRF is commonly used for 
the labeling of natural language text or biological 
sequences. They were first used for the task of shallow 
parsing by Lafterly et al (2001) where CRF were mainly 
applied for Noun Phrase (NP) chunking. In CRF, with 
respect to figure 4, Y is dependant only on X while high 
order CRF or Extended CRF represent a model  in which 
each Yi is dependants on X as well as on n number of 
previous variables Yi-n, …., Yi-1    

 
Regular Expression is the standard notation for 
characterizing text sequences. Finite State Automata 
(FSA) is a mathematical device used for implementing 
texts represented by regular expression. A variation of 
FSA called a Finite State Transducer (FST) is a machine 
that reads a string and outputs another string. Formally an 
FST is represented by a 6-tuple [6]. FST’s applications 
are in speech recognition, phrase chunking, POS tagging 
etc. 
 
Most of the Question Answering systems require answers 
which are either nouns, adjectives, adverbs or phrases. 
Deriving these NEs from large collection of documents is 
a difficult task. Currently there are QA systems available 
in different languages where they are using keyword 
extraction techniques.  

2. Related Works 

NER is a process of finding mentions of specific things in 
running text. It is an essential tool for QA and IR. But 
research indicates that NER systems are brittle meaning 
that NER systems developed for one domain do not 
typically perform well on another domain. Various 
approaches available for solving such problems are 
statistical machine learning techniques, rule based 
systems and hybrid approaches. 
 
Machine learning methods are using either supervised 
learning or unsupervised learning techniques. Statistical 
methods require large amount of manually annotated 
training data. Few commonly used statistical methods are 
Hidden Markov Model (HMM), Maximum Entropy 
Model (MEMM) and Conditional Random Field (CRF). 
Sequence labeling problem can be solved very efficiently 
with the help of HMM. The conditional probabilistic 
characteristics of CRF and MEMM are very useful for 

the development of NER systems. MEMM is having a 
POS label biasing problem. But all machine learning 
techniques require large relevant corpuses which is 
unavailable in Malayalam. Machine learning methods are 
cost effective and no need of much language expertise. In 
[7] authors describe a NER system using CRF. This 
system uses different contextual information of the words 
along with both language independent and language 
dependant features. Paper [8] proposes a HMM based on 
the mutual information independence assumption where 
they claimed that their system reaches ‘near human’ 
performance. NER system based on MEMM is presented 
in [9]. 
 
Grammar based techniques are used for creating NER 
systems that obtain better precision but at the cost of 
lower recall and months of work by experienced 
computational linguistics. Rule based approaches lack the 
ability of coping with the problems of robustness and 
portability. Each new source of text requires significant 
tweaking of rules to maintain optional performance and 
the maintenance cost is quite high. Rule based systems 
performs the best especially for specialized applications. 
[10] Introduces a rule based system that use handcrafted 
rules and this approach gave them better performance 
than the CRF method. 
 
Hybrid Methods either use combinations of different 
machine learning methods or combinations of rule based 
and machine learning methods. [11] Presented a tool for 
the recognition of NE in Portuguese. It has two 
components-rule based components for recognition of 
number expressions and hybrid component for names.Lot 
of work has been reported in the field of NER for English 
and European languages where one of the main features 
used is capitalization which is not present in Malayalam 
Language. 

3.  Malayalam Named Entity Identifier 

NER is the process of identifying and categorizing names 
in text. In the taxonomy of computational linguistics 
NER falls under the domain of IE which extracts specific 
kinds of information from documents as opposed to more 
general task of document management which extracts all 
of the information found in a document. 
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Figure 1: Named Entity Identifier 
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NE’s are identified by using phonological, morphological, 
semantic, and syntactic properties of linguistic forms and 
that act as the targets of linguistic rules and operations. 
Two kinds of features that have been commonly used are 
internal and external, internal features are provided from 
within the sequence of words that constitute the entity-, in 
contrast, external features are those that can be obtained by 
the context in which entities appear [12].Based on the 
above investigation we have categorized an entity as either 
sole-entity, Constituent-entity, Dependant-entity or Not-an-
entity. 

3.1 Tokenizer 

Input to the Tokenizer block in Fig 1 is a document in 
Malayalam. During the tokenization process each sentence 
of the document is taken and split into words or co-
occurrence patterns. 

3.2 NE Marker 

This block checks each token to see whether it is present in 
the lexicon or not. Lexicon has all the root words along 
with its POS information. If it is present in the lexicon then 
it is a simple word, then the word details are retrieved from 
the lexicon. Based on this information token is marked 
with the possible NE tags. 
 
Also, a word in the dictionary has information about their 
possible roles or named entities. But it is not possible to 
include all proper nouns in the dictionary. And another 
factor is that 85% of the words in Malayalam texts are 
compound words. Therefore obtaining NE tags from 
dictionary practically impossible. 

3.3 NE Identifier 

If the token M is a compound word then it is to be 
decomposed into its constituents M1 to Mi.To find each 
constituent,   the longest match method is adopted.   When 
one component   Mi is separated the remaining portion is 
sent to modification algorithm. The component M is 
searched in the lexicon, if it is not found transformation 
algorithm is called to obtain various forms of M and again 
searching is carried out. If not found process is repeated 
with next smaller string M. Based on the constituents, NE 
Identifier assigns suitable tags to each token [13]. 
 
Methodology - Finite State Transducer (FST) 
 
Formally, a finite transducer T is a 6-tuple (Q, Σ, Γ, I, F, δ) 
such that:  Q is a finite set, the set of states; 
Σ is a finite set, called the input alphabet; 
Γ is a finite set, called the output alphabet; 
I is a subset of Q, the set of initial states; 

 

 
F is a subset of Q, the set of final states; and δ is the 
transition relation. 
Representation of the transducer in Fig.2 is 
T=({0,1,2,3},{a,b,c,h,e},0,{3},{0,a,b,1},{0,a,c,2}, 
{1,h,h,3},  {2,e,e,3}) 
 FST is a machine which accepts a string and translates it 
into another string. FST can also be used for generating 
and checking sequences [6]. A compound word is a string 
of Malayalam characters. To split this string into substrings 
an FST can be used.    
Compound word splitter uses an FST with the following 
definition. 
In the 6-tuple, set of states Q = {A,B,C,D,E,F,G,H} 
Initial state I= {A} 
Final states F= {C,D,E,F,G,H} 
Input alphabet Σ  = {compound words} 
Output alphabet Γ = { valid simple Malayalam words} 
Transition function  δ= 
{NOUN,VERB,ADJECTIVE….,SUFFIX} 
FST for compound word splitter is given in FIG.3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This system operates in optimal time since the time to 
assign the tag to sentence corresponds to the time required 
to follow a single path in a deterministic finite state 
machine. 

3 

0 

1 

2 

    a/b 
h/h 

    a/c e/e 

Fig 2     Finite State Transducer 
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Fig.3 FST for Compound Word Splitter 
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3.4  NE Tag Disambiguator 

Previous blocks assigns each input token a single/multiple 
NE tags. Tokens with multiple tags are sent to the 
Disambiguator to solve the tag ambiguity which removes 
all tags except one. Output of tag Disambiguator is a string 
of all tokens along with their NE tags.  
 
Methodology: Extended Conditional Random Field 
 
Tag Disambiguator is implemented using high order CRF 
or extended CRF. It is an undirected graphical model in 
which each vertex represents a random variable whose 
probability distribution is to be inferred and each edge 
represents a dependency between two random variables. 
CRF’s avoid the label bias problem, a weakness exhibited 
by MEMM. The primary advantage of CRF’s over HMM 
is their conditional nature [4], 
 

 
 
Let X={X1 …XN} and Y= {Y1…YN} be two sets of 
random fields.  For the given input sequence X, Y 
represents a hidden state variable and CRF’s define 
conditional probability distributions P (Y|X) over the input 
sequence.   Sometimes the conditional dependency of each 
Yi on X will be defined through a fixed set of feature 
functions (potential functions) of the form f (i, Yi-1, Yi, X). 
The model assigns each feature a numerical weight and 
combines them to determine the probability of a certain 
value for Yi. CRF’s can contain any number of feature 
functions and the feature function can inspect the entire 
input sequence X at any point during inference.   CRF’s 
are extended into high order models by making each Yi 
dependant on a fixed number of previous   variables Yi-o ... 
Yi-1.  
 
NE tagging can be modeled as a sequence labeling task 
where X= X1X2X3...Xn represents an   input sequence of 
words and Y= Y1Y2Y3...Yn represents corresponding NE 
Label sequence. The general label sequence Y has the 
highest probability of occurrence for the word sequence X 
among all possible label sequences that is  Y = argmax{Pr 

(Y|X)}. These labels are determined by the feature 
functions. 
 
Main features for NE tagging have been identified based 
on the word combination and word context. The features 
also include prefix and suffix for all words [5]. 
Following are the features used for NE tagging in 
Malayalam. 
• Constituents of current word: These 
determines the POS tag of the word as noun, verb etc. 
• Context word features: Preceding (pw) and 
following words (nw) of the current word. We have taken 
pw1, pw2, pw3, nw1, nw2, nw3 as the feature. 
• POS information: POS of previous words and 
in ambiguity resolution, POS of the following words are 
helpful. 
• Contains digits or symbols. If the word 
contains digits they are marked with ‘NUMBER’ POS 
(cardinal number(CN) or ordinal number(ON)) 
• Lexicon feature: It contains Malayalam root 
words and their basic POS information such as noun, verb, 
adjective, adverb etc. 
• Inflection lists: After analyzing various classes 
of words inflection lists of nouns, verbs and participles are 
prepared to improve the performance of the POS tagger. 
 
Working of Named Entity Identifier 
 

1. Tokenize the document. 

2. Check each token whether it is present in the 
dictionary, if it is a simple word then retrieve the 
word details and determine its NE category 

3. If not present in the dictionary and if it is a 
compound word, call a compound word splitter to 
obtain its constituents. Use this information to 
find out  the NE type of the current word 

4. If above two steps are not sufficient to determine 
the NE type, call NE detector using ECRF 

5. Repeat steps 2-4 for all the tokens 

NE Marker determines whether a token is a sole 
entity or not.NE Determiner marks a token with 
constituent-entity tag and Tag Disambiguator with 
Dependant-Entity tag. All other tokens are labeled 
with Not-an-Entity tag.  

 
4. Tests and Discussions 
 
NER is designed and implemented using J2SDK1.4.2 and 
MySQL. Its performance is evaluated using standardized  

X= X1, X2, X3…………………..Xn-1 

Y1 Y2 Y3 Yn-1 Yn 

Fig4 Graphical structure of chain-structured CRFs 
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Table 1: Performance of NE Identifier 

 

 
techniques precision, recall and F-score where Precision is 
defined as a ratio of number of correct NER tags to the 
number of NER tags in the output and recall is the ratio of 
number of correct NER tags to the number of NER tags in 
the test data. F-score = 2*recall*precision/ (recall+ 
precision) [14].  
 
Documents related to five different fields are selected as 
the corpus. Then we randomly selected 8000 sentences for 
training and 2000 sentences as test set. Precision, recall 
and F-score obtained for various types of NE tags are 
shown in table 1. We could overcome the following 
challenges raised by the Malayalam language features by 
considering the word level and phrase level information ie 
by morphological analysis, POS tagging and phrase 
chunking. 
Agglutinative Nature 
 
Malayalam is a highly inflectional and agglutinative 
language. 85% of words in Malayalam text are compound 
words and hence role of these words can be decided only 
by knowing its components and their types. Role of an 
entity depends on the importance of the word which is 
decided by local and global information. To derive local 
information, each word is analyzed and collected its 
component details. 
 
Word Order 
Malayalam sentence is a sequence of words where words 
may appear in any order and each word can be a 
combination of any number of stems and affixes. Even 
though there is no specific order for the words in the 
sentence, within a chunk word categories are related. 

In Malayalam language there is no distinction between 
uppercase and lowercase. Hence proper techniques are to 
be adopted to overcome such challenges. 
 

5. Conclusion 
 
Main task of NER is to identify and classify named entities 
in a given document. Identification is concerned with 
marking the presence of a word/phrase as NE in the given 
sentence and classification is for denoting the role of the 
identified NE. 
 
Most of the systems have concentrated on three kinds of 
NEs ie on the roles of proper nouns, Time and percentage 
expressions. But these entity types are not sufficient for 
many question answering systems where entities like 
reason, cause, instrument etc are to be identified. The NER 
system described here is designed incorporating these 
types. Also this paper addresses the problem of NER in a 
query which involves the detection and classification of the 
named entity in a given query into predefined classes.  
 
We have selected formal text since this is developed as a 
part of QA system based on health IR. For this application 
text from various textbooks, journals and magazines and 
web sites are selected which are mostly formal texts. 
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Abstract 

Web Services is a technology that allows applications to 
communicate with each other in a platform and programming 
language-independent manner. The development and implementation 
of a tutoring service through online is presented. Online tutoring is all 
about using web services or the internet for tutorials or tutoring 
activities. Students would be learning from their tutors through the 
use of internet. Online tutoring or e-tutoring would need certain 
applications and programs, like instant messaging that would make 
discussions possible. Aside from discussions and lectures done 
through internet and web conferencing, quizzes, exam results, and 
recommendations are also done through the internet. In this paper, we 
propose a structural frame of integrated web services for online 
interactive training/education environments with object-oriented 
interface to multiple platforms of resource allocation. After analyzing 
the requirements tutor environment, it is shown how Web Services 
can address many of the requirements put forward in terms of 
operability, deployment and usage services. The proposed framework 
of is experimented to show the performance improvement with the 
existing model in terms of application throughput, delivery report, 
interaction of more number of people, and scalability. 

Keywords: Web service, online Tutoring, Throughput, and 
Scalability. 

1. Introduction 

In using technology to provide tutoring online, new studies are 
suggesting that the important element may be the definition of 
the process of tutoring in the new cyberspace environment 
more than the choice of the technology. Although electronic 
tools are needed to deliver tutoring online, a definition of the 
online process and its best practices may be needed first in 
order to help select the appropriate technology or, in the words 
of Frank Christ (2002), put “pedagogy before technology.” 
Historically, online tutoring began with email. In this format, a 
student sent a question to the tutor with the expectation that 
the return email would contain the answer. Instead, what 
happened was a disconnection: The tutor, being a good guide, 
sent back a Socratic answer with more questioning prompts; 
the student, expecting the answer, became frustrated. 
Although the student may expect a give and take interaction in 
a face-to-face tutoring session, the email format suggested to 

the student that the question should be answered with a direct 
answer. This illustration is an example of using technology 
without fully developing the concept of tutoring in the online 
environment. 

Initial tutoring online models begin with email but there has 
been an emergence of new models as new tools became 
available, both in asynchronous and synchronous formats. The 
following models are presented in the context of the specific 
tool used, for example, Blackboard or NetTutor.A learning 
service is in our understanding an event. In order to support 
the accomplishment of a specific educational objective event 
is provided by a learning service provider. This is achieved by 
creating a learning environment consisting of educators, 
educational material, communication infrastructure, meeting 
places, etc. Examples of a learning service are the delivery of 
a course, the provision of a web-based training application or 
the provision of self-study material.  

We envision a scenario where learning services are announced 
and mediated by electronic means. Although the web enables 
choosing from a variety of educational resources, it is difficult 
for learners to find appropriate learning services such as 
courses, seminars, and web-based training applications. 
Corporate and independent learners seek learning services 
with heterogeneous properties (traditional courses, online 
courses, assessment services, mini-learning units, etc.) from 
heterogeneous sources (in-house training, external training 
providers, higher education institutions, etc.). The rationality 
of the selection process of a learning service performed by a 
human being is limited for the following reasons, limited 
overview of the learning services available, limited 
capabilities of processing all the information describing 
learning services. 

2. Literature Survey 

In people’s daily life, with the development of human-
computing interaction, more and more natural human-
computing interfaces have been integrated for enhancing work 
efficiency [1]. In the learning area, human-computing 
interface can facilitate the teacher to teach the class and help 
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the students learn and discuss with others. Several projects, 
such as [2] and [3], implement special human-computing 
interfaces in their learning environment. At the same time, 
mobile devices such as mobile phone, smart phone, PDA, and 
laptop have been easily accessible for ordinary people. 
Researchers in [9] and [11] emphasize that mobile devices 
play an important role in learning. For example, the teacher 
uses his Smart Phone to bring the presentation file and to 
control the slideshow, while the students can use a laptop to 
discuss with others. Some of these features have been 
incorporated in several projects. 

Previous Smart Platform enables mobile devices roaming with 
users to connect into Smart Space by preinstalled modules 
(eContainer and eADK-based agent of Smart Platform). 
However, it lacks convenience for the users, especially for 
those who first come into Smart Space to use their mobile 
devices. Open Smart Platform applies OSPG as the Web-
based mobile interface for mobile devices interaction in Smart 
Space. OSPG provides the mobile interfaces, such as PPT 
upload or Turn-to-Next-Page, as a Web page [5], [7]. 

Since almost all the mobile devices such as laptop, PDA, 
smart phone, or even normal cell phones have an integrated 
Web browser, it is very convenient for the users to access the 
services and interfaces inside Smart Space [4], [8]. Besides 
providing extensibility, load scalability for the mobile devices 
to interact with Smart Space is also improved by this 
mechanism. Serving as a proxy between the mobile devices 
and modules inside Smart Space, when the concurrent mobile 
device access increases, OSPG could involve load balancing 
[6], [10] and cache mechanism to alleviate the total load for 
Smart Space and also could control the total number of the 
concurrent mobile devices in order to avoid the overload of 
the whole system. This article will review the evolution of 
online tutoring and discuss the best practices suggested by the 
studies. 

3. Efficient Online Tutoring Service 

Tutoring services are complete entities designed for a 
specific purpose and targeted at a specific audience. Providers 
of learning services can state clearly which kind of skills they 
want to develop and train in the learner. Learning objects are 
of a more general nature and of a smaller granularity level. 
Educators and (semi-) automated tutoring systems compose 
learning services out of learning objects and other educational 
resources. Because of the extensive use of resources, learning 
services - especially in the corporate world - do not come for 
free. Hence, exchange transactions comprising provision, offer 
placement, announcement, booking, and payment of 

educational services need to be supported by a mediating 
infrastructure where users are authenticated.  

 

 

 

 

 

  

 

Fig 1. Online Tutoring Service 

Tutoring services which make use of physical or human 
resources are offered according to a specific schedule since the 
use of those resources needs to be managed. A talk is held at a 
specific point of time, a course is offered within a semester 
period, tutoring sessions require an appointment, etc. When it 
comes to the delivery of a learning service, providers follow a 
specific objective. In the case of the delivery of a course, for 
example, the accompanying objective can be explicitly 
expressed by the educational objective and the learning goals 
of the course. Consumers of services are motivated by a 
particular objective when they consume a service. Mediation 
of learning services requires matching the goals of the 
prospective learner with the educational objective addressed 
by a learning service. The modeling of learning services with 
web services also opens the possibility of automated 
integration of educational services into a smart learning space 
and the automated combination of them. To perform this task, 
however, we need also semantic information about the 
educational services. 

The online tutoring service was originally conceived as a 
means to provide assistance for students enrolled in distance 
learning classes. However, before its launch, the program was 
opened up as a free resource available to all Pima students. 
Tutoring is provided in writing, math, and accounting. 
Students who wish to use the service obtain an access code 
from their instructor or the West Campus Learning Center. 
Students may choose to communicate with a tutor in real time 
or may leave questions and retrieve the tutor’s response at a 
later time. The program provides a number of options: one-on-
one tutoring; group sessions led by a tutor; and sessions that 
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include groups of students, their instructor, and a tutor for 
support. As online tutoring continues to grow, there is an 
expectation that more academic subjects will be added to the 
service. After Pima’s yearlong pilot project, the tutors are now 
developing best practices, which focus not on the technology 
itself, but on the development of the whole online tutoring 
environment. Moreover, part of establishing the online 
tutoring environment is to establish the expectations and the 
parameters for students. 

4. Result and Discussion 

Web Services provide an ideal contemporary solution for 
hyper linking software components over the Internet. During 
the 11 weeks of the course, a total of 25 users participated in 
the experimental group. In experiment initially 5 users only 
participated. The communication rate was 82%.First of all, the 
student judgments should be in line with the staff-tutors’ 
rating. After all, the students could have been satisfied too 
easily. The two staff-tutors rated all questions, including the 
questions started but not yet rated by the students. The overall 
agreement between the tutors on solved versus not-solved 
questions is high: 85% or 73%.  

If we combine the judgment of the students and the tutors, by 
counting a question as solved if at least two of the three 
ratings are 4 or above, the number of questions solved is 
approximately the same as the number indicated by the 
students. So student opinion does not differ much from expert 
(staff) opinions. Second, irrespective of an overall agreement 
between students and staff, there should only be very few 
‘false-positives’. A false-positive is an answer that according 
to the student is right but actually is wrong. Too many false-
positives are a threat to the quality of education. Based on the 
ratings, we identified 8 questions that required further 
analysis.  

 

       

 

 

 

   Fig 2. Number of users Vs Message Communication rate 

From the experimental results, if Number of users increased 
the communication rate decreased. Compared to existing work 
our proposed model is having high efficiency. 
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Fig 3. Number of users Vs Message Size 

The above figure shows the figure as Number of users Vs 
Message Communication rate. The number of users is directly 
proportional to the message size. So if more number of users 
participates the message size also increased automatically. 

      

Fig 4. Number of web services Vs Response Time 

The figure 4 shows that the number of web services vs. 

response time. If Number of web services increased, then the 
response time also increased. Our proposed model is having 
effective response time compared to existing model.The 
proposed framework is experimented to show the performance 
improvement with the existing model in terms of application 
throughput, delivery report, interaction of more number of 
people, and scalability. Our framework has high throughput, 
less delivery time and increased scalability. Our model 
interacts with more number of users. 

5. Conclusion 

The evolution of online tutoring has showed us that success 
may not depend so much upon the tool selected, but on the 
development of an appropriate culture for online tutoring, an 
understanding of the process and parameters involved. 
Learning services which make use of physical or human 
resources are offered according to a specific schedule since the 
use of those resources needs to be managed. 
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In this paper we propose an encapsulated education 
environment which effectively integrated Web Services to 
exploit the resource sharing for relevant online tutoring 
domain. Our model has some properties as Easy installation, 
Ease of use, Low maintenance efforts, and Integration with 
other Internet/Intranet based education tools. The experimental 
results show the improved performance of throughput, 
delivery time and scalability.  
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Abstract 

This paper provides the knowledge about different techniques 
for speckle noise removal from different types of images like 
synthetic, photographic, ultrasound and Synthetic Aperture 
Radar images. Although many filters are available for speckle 
reduction, some filters are best suited for some particular class 
of images i.e., some filters are best suited for SAR images and 
others are best suited for Ultrasound images and so on. In this 
Paper an algorithm is developed which performs all the 
filtering techniques on the input image and the statistical 
parameters are calculated for the output images obtained from 
all the filters. Hence the proposed algorithm automatically take 
decision regarding which filter is to be used for an image type 
since this algorithm selects the best output among the different 
filter outputs and displays the optimal results among the 
different results produced by different filtering techniques. 
These statistical measures SNR,PSNR,RMSE,CoC and MSSIM 
[7] are compared, the images corresponding to the best 
statistical value are displayed along with the filter name and 
corresponding value of the statistical measure. 
Keywords: Speckle noise, Multiplicative noise, Rayleigh 
distribution, Mean Squared Error, Peak signal to noise ratio, 
Adaptive filter. 

1. Introduction 

Mathematically there are two basic models of Noise: 
additive noise and multiplicative noise. Additive noise is 
systematic in nature and can be easily modeled and 
hence removed or reduced easily. Whereas multiplicative 
noise is image dependent, complex to model and hence 
difficult to reduce.  

   Speckle [11] is not a noise in an image but noise-
like variation in contrast. Speckle is basically a form of 
multiplicative noise, which occurs when a sound wave 
pulse randomly interferes with the small particles or 
objects on a scale comparable to the sound wavelength. 
Speckle noise is defined as multiplicative noise, having a 
granular pattern it is the inherent property of ultrasound 
image and SAR image. 

1.1 Major causes of speckle noise 

Due to incorrect assumption that the ultrasound 
pulse always travel in a straight line, to and fro from the 
reflecting interference. Another source of reverberations 
is that a small portion of the returning sound pulse may 
be reflected back into the tissues by the transducer 
surface itself, and generates a new echo at twice the 
depth. Speckle is the result of the diffuse scattering, 
which occurs when an ultrasound pulse randomly 
interferes with the small particles or objects on a scale 
comparable to the sound wavelength. The backscattered 
echoes from irresolvable random tissue in homogeneities 
in ultrasound imaging and from objects in Radar imaging 
undergo constructive and destructive interferences 
resulting in mottled b-scan image [4]. 

1.2 Need for filtering 

Speckle [11] degrades the quality of US and SAR 
images and thereby reducing the ability of a human 
observer to discriminate the fine details of diagnostic 
examination. Images with speckle noise will results in 
reducing the contrast of image and difficult to perform 
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image processing operations like edge detection, 
segmentation. 

1.3   Model of the speckle noise:  

Speckle can be modeled in two ways. First one is by 
using k-Distribution [1] and the other method is by using 
Rayleigh- Distribution [10].The most widely used 
method is by using Rayleigh distribution. Rayleigh 
distribution ratio of variance and mean is constant which 
exactly the same property of speckle is. This implies that 
speckle could be modeled by using Rayleigh 
distribution[10]. 
 Different filters give different statistical values for 
different images. Some filter will give best results for 
particular type of images like SRAD gives good results 
for ultrasonic images and AD [3], [8] gives good results 
for synthetic images. Hence the proposed algorithm 
automatically take decision regarding which filter is to 
be used for an image type since this algorithm selects the 
best output among the different filter outputs and 
displays the optimal results among the different results 
produced by different filtering techniques. 
Frost 
The Frost filter is an adaptive filter [2], [9] that uses a 
negative exponential distribution for the speckle noise 
and local image statistics for filtering process.  This filter 
gives weights for each cell by using local image statistics 
i.e. calculated locally for each filter window. The weight 
for a cell depends on the distance from the center cell. In 
order to minimize the mean square error of the signal 
estimate this filter performs a weighted average of the 
cell values in the filter window, with the weights for each 
cell. The filter therefore smoothes more in homogeneous 
areas because the center cells are heavily weighted as the 
variance in filter window increases, but provides a signal 
estimate closer to the observed value of the center cell in 
heterogeneous areas.  
Lee 
Unlike Frost filter the Lee filter uses a least-squares 
approach to estimate the true signal strength of the center 
cell in the filter window from the measured value in that 
cell, the local mean brightness of all cells in the window, 
and a gain factor is calculated from the local variance 
and the noise standard deviation and assumes a Gaussian 
(normal) distribution for the noise values, and calculates 
the local noise standard deviation for each filter window. 
The Lee filter calculation produces an output   value 
close to the original input value in higher contrast 
regions and a value close to the local mean for uniform 
areas. In uniform areas more smoothening occurs. 
Kuan 
Unlike Lee and Frost filters Kuan Maximum A Posteriori 
filter [6] uses a maximum likelihood probability 
approach to estimate the true signal value for the center 

cell in the filter window and assumes that speckle noise 
has a negative exponential distribution, and maximizes a 
probability function involving the center cell value, the 
local mean and standard deviation, and the noise 
standard deviation. 
Median 
Median filter can also be used for speckle noise removal 
because applying this filter will preserve image features 
like edges [5]. 

2. Estimation of Statistical Parameters 

The parameters which are used in estimation of 
performance are Signal to Noise Ratio (SNR), Root 
Mean Square Error (RMSE), and Peak Signal to Noise 
Ratio (PSNR) [7]. 

2.1 Estimation of SNR 

SNR compares the level of desired signal to the level of 
background noise. The higher the SNR, the lesser the 
noise in the image and vice versa [7]. 
                         SNR = 10 log (𝜎𝜎𝑔𝑔2 ∕𝜎𝜎𝑒𝑒2)   ---------- (1) 
Where, σg

2 is the variance of the original image and  
σe

2  is the variance of error between the original and  
image denoised with some filter. 

2.2 Estimation of RMSE 

    Mean square error (MSE) is given by   
    
                MSE= ∑ ⁅𝑓𝑓(𝑖𝑖, 𝑗𝑗) − 𝐹𝐹(𝑖𝑖, 𝑗𝑗)⁆2 ⁄ 𝑁𝑁2𝑁𝑁

𝑖𝑖=𝑗𝑗=1 ---- (2) 
 
Where, f is the original image F is the image denoised 
with some filter and N is the size of image [7]. 
                        RMSE = √𝑀𝑀𝑀𝑀𝑀𝑀 

2.3 Estimation of PSNR 

PSNR gives the ratio between possible power of a signal 
and the power of corrupting noise present in the image 
[7] . 
                      PSNR = 20 log10 (255/RMSE) ------ (3) 
Higher the PSNR gives lower the noise in the image i.e. 
higher image quality. 

2.4 Estimation of COC 

Correlation gives the linear relationship between two 
signals with respect to strength and direction, and its 
value lies between -1 to +1. The correlation is 1 for 
increasing linear relationship, -1 for decreasing linear 
relationship, for all the other cases the value lies between 
-1 to +1. The closer the coefficient is to either -1 or +1, 
the stronger the correlation between the signals [7]. 
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                       CoC = ∑(𝑔𝑔−𝑔𝑔�)(𝑔𝑔�−𝑔𝑔�)
�∑(𝑔𝑔−𝑔𝑔�)2 ∑(𝑔𝑔�−𝑔𝑔� � )2---- (4) 

Where, g and  𝑔𝑔� are original and images denoised with 
some filter respectively and �̅�𝑔 and 𝑔𝑔� � are the mean’s of 
the original image and image denoised with some filter 
respectively. 

2.5 Estimation of MSSIM 

MSSIM  is used for measuring the similarity between 
two images i.e. similarity between original image and 
filtered image .Higher the MSSIM between original and 
filtered image gives lower the noise in filtered image [7] 
. MSSIM [20] is given by 

            MSSIM(x, y) = 1
𝑀𝑀
∑ 𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀(𝑥𝑥𝑗𝑗 ,𝑦𝑦𝑗𝑗𝑀𝑀
𝑗𝑗=1 )  ---- (5) 

 
             SSIM(x, y) = (2𝜇𝜇𝑥𝑥𝜇𝜇𝑦𝑦+𝐶𝐶1)(2𝜎𝜎𝑥𝑥𝑦𝑦  +𝐶𝐶2)

�𝜇𝜇𝑥𝑥2+𝜇𝜇𝑦𝑦2 +𝐶𝐶1��𝜎𝜎𝑥𝑥2+𝜎𝜎𝑦𝑦2+𝐶𝐶2�
  ----- (6) 

 
                  Where        𝜇𝜇𝑥𝑥=∑ 𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖𝑁𝑁

𝑖𝑖=1 , 
                              
                      𝜎𝜎𝑥𝑥=(∑ 𝑤𝑤𝑖𝑖𝑁𝑁

𝑖𝑖=1 (𝑥𝑥𝑖𝑖 − 𝜇𝜇𝑥𝑥)2)
1
2, 

 
                  𝜎𝜎𝑥𝑥𝑦𝑦=∑ 𝑤𝑤𝑖𝑖(𝑥𝑥𝑖𝑖 − 𝜇𝜇𝑥𝑥)𝑁𝑁

𝑖𝑖=1 (𝑦𝑦𝑖𝑖 − 𝜇𝜇𝑦𝑦 ), 
 
                       𝐶𝐶1=(𝐾𝐾1𝐿𝐿)2, 
 
             and         𝐶𝐶2=(𝐾𝐾2𝐿𝐿)2 
Where, L is the range of pixel values (255 for 8-bit 
grayscale images). And K1 << 1 is a small constant and 
also K2 <<1. 

3. Tables, Figures and Graphs 

3.1   Photographic Image 

Below are the results given for the photographic image 
with standard deviation of the noise as 
7,0.75.0.8,0.85,0.9 respectively. 

                  

1(a)                                           1(b) 

                   

  1(c)    1(d)           

                  

     1(e)      1(f) 

 deviations of noise (a) Original image (b) image with 
standard deviation=0.7 (c) image with standard 
deviation=0.75 (d)image with standard deviation=0.8 (e) 
image with standard deviation=0.85 (f) image with 
standard deviation= 0. 9.   

       Results for image with standard deviation 0.7(Fig 1.b) 
 

FILTER SNR CoC MSSIM RMSE PSNR 

unfiltered 25.7157  0.9408 0.4033 8.6179 29.4228 

Lee 28.7482  0.9725 0.5237 7.0913 31.1163 

Kuan 30.032  0.9738 0.5423 6.902 31.3513 

Frost 33.355  0.9733 0.5205 7.0807 31.1293 

SRAD 28.5718  0.9566 0.4442 8.1032 29.9577 

AD 34.9947  0.9834 0.6749 5.649 33.0914 

R-ML 31.3095  0.9796 0.6607 6.6356 31.693 

          
 Graph for image with standard deviation 0.7(Fig 1.b)
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 Results for image with standard deviation 0.75(Fig 1.c) 
 

FILTER SNR CoC MSSIM RMSE PSNR 

unfiltered 24.5757  0.9357 0.3836 8.8152 29.2262 

Lee 28.7482  0.9725 0.51 7.3241 30.8357 

Kuan 28.7482  0.9725 0.5237 7.0913 31.1163 

Frost 32.3686  0.9707 0.5012 7.2859 30.8812 

SRAD 27.4325  0.4235 0.952 8.3213 29.828 

AD 34.2262  0.9835 0.6511 5.8329 32.8131 

R-ML 32.087 0.9782 0.6557 6.0016 32.566 

 

 Graph for image with standard deviation 0.75(Fig 1.C)

Filters

unfiltered Lee Kuan Frost SRAD AD R-ML

SN
R,

RM
SE

 a
nd

 P
SN

R

0

5

10

15

20

25

30

35

40
CO

C 
an

d 
M

SS
IM

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

SNR
RMSE
PSNR
COC
MSSIM

 
      Results for image with standard deviation 0.8(Fig 1.d) 
 
 

FILTER SNR CoC MSSIM RMSE PSNR 

unfiltered 23.4721  0.9275 0.3682 8.9948 29.051 

Lee 28.6875  0.9699 0.51 7.3241 30.8357 

Kuan 28.6875  0.9699 0.51 7.3241 30.8357 

Frost 31.4115  0.9691 0.4864 7.5165 30.6105 

SRAD 26.3453  0.9454 0.4077 8.5215 29.5204 

AD 33.6613  0.9819 0.6259 6.0819 32.4501 

R-ML 31.194  0.9772 0.6497 6.4001 32.007 

 
 Graph for image with standard deviation 0.8(Fig 1.d)
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 Results for image with standard deviation 0.85(Fig 1.e) 
 

FILTE
R 

SNR CoC MSSI
M 

RMSE PSNR 

unfilter
ed 

22.4393  0.9194 0.3518 9.1578 28.895 

Lee 28.1038  0.9666 0.4942 7.5017 30.6276 

Kuan 28.1038  0.9666 0.4942 7.5017 30.6276 

Frost 30.4237  0.9643 0.4704 7.6999 30.4011 

SRAD 25.2889  0.9387 0.3905 8.7014 29.339 

AD 32.8202  0.9816 0.5926 6.3147 32.1237 

R-ML 29.8132  0.9762 0.6436 6.8598 31.405 

 
 Graph for image with standard deviation 0.85(Fig 1.e)
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        Results for image with standard deviation 0.9(Fig 1.f) 
 

FILTER SNR CoC MSSIM RMSE PSNR 

unfiltered 21.3815  0.9101 0.3382 9.3005 28.7607 

Lee 27.4763  0.9626 0.478 7.7024 30.3983 

Kuan 27.4763  0.9626 0.478 7.7024 30.3983 

Frost 29.4013  0.9599 0.4544 7.8886 30.1908 

SRAD 24.2298  0.9312 0.3759 8.8648 29.1774 

AD 31.7866  0.9793 0.5596 6.6986 31.6111 

R-ML 31.4172  0.975 0.637 5.7811 32.891 

 
 Graph for image with standard deviation 0.9(Fig 1.f)
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By analyzing above results we can infer that AD,SRAD 
and R-ML give optimal result. 
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3.2 Ultrasonic Image 

   Below are the results given for the ultrasonic image                              
and noisy image with standard deviation of the noise as 
0.7. Given below are the ultrasonic Original image and 
noisy image. 
 

                
      2(a)       2(b) 

Fig.2: Real ultrasonic image and noisy ultrasonic image 
(a) Original image (b) noisy image with standard 
deviation of the noise as 0.7. 
 
    Results for image with standard deviation 0.7(Fig 2.b) 
 

FILTER SNR CoC MSSIM RMSE PSNR 

unfiltered 31.9417   0.96 0.7359 5.6325 33.1168 

Lee 25.8927  0.9507 0.7488 5.3543 33.5567 

Kuan 25.8927  0.9507 0.7488 5.3543 33.5567 

Frost 30.9191  0.9558 0.7625 5.0681 34.0339 

SRAD 33.3773  0.9722 0.8011 4.815 34.4788 

AD 32.1469  0.9553 0.7802 5.3466 33.5693 

R-ML 26.3295  0.9642 0.7456 14.1841 25.0947 

 
 Graph for image with standard deviation 0.2(Fig 2.b)
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           By analyzing above results we can infer SRAD 
give optimal result. 

 3.3 Synthetic Aperture Radar (SAR) image 

Below are the results given for the SAR image 3.b,3.c is 
the noisy radar image with standard deviation of the 
noise as 0.2,0.4 respectively. Given below are the Radar 
Original image and noisy images. 

 

                                 
     3 (a)     

 

              
                 3(b)        3(c) 

Fig.3: Real image and noisy induced images with 
different levels of standard deviations of noise (a) real 
image (b) image with standard deviation of the noise as 
0.2 (c) image with standard deviation of the noise as 0.4 
 
    Results for image with standard deviation 0.2(Fig 3.b) 
 

FILTER SNR CoC MSSIM RMSE PSNR 

unfiltered 43.3583  0.9953 0.945 5.8338 32.8118 

Lee 20.7805  0.9538 0.5304 8.607 29.4338 

Kuan 20.7805  0.9538 0.5304 8.607 29.4338 

Frost 21.318  0.9562 0.4336 8.5684 29.4728 

SRAD 41.5314  0.9942 0.9355 6.1213 32.3939 

AD 29.9122  0.9855 0.6499 8.2819 29.7682 

R-ML 34.5648  0.9465 0.7325 7.4973 30.6327 

 
 Graph for image with standard deviation 0.2(Fig 3.b)
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      Results for image with standard deviation 0.4(Fig 3.c) 
 

FILTER SNR CoC MSSIM RMSE PSNR 

unfiltered 36.578  0.992 0.8867 7.3007 30.8635 

Lee 20.7222  0.9528 0.5259 8.6465 29.394 

Kuan 20.7222  0.9528 0.5259 8.6465 29.394 

Frost 21.2081  0.9559 0.4376 8.6271 29.4135 

SRAD 36.5939  0.9932 0.8862 7.1641 31.0276 

AD 29.6255  0.9855 0.6614 8.2821 39.768 

R-ML 31.2853 0.9224 0.6468 7.8465 30.2373 

 
 Graph for image with standard deviation 0.4(Fig 3.c)
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By analyzing above results we can infer that AD and R-
ML give optimal result. 
Based on the above experiments, the optimum stastical 
values for which the filter give the best result for a 
particular type of image is inferred. 
 
4. Conclusion 
This filter is used to remove speckle noise to a great 
extent. This not only removes noisy in the images but 
also preserve image features like edges and so on.  
Anisotropic Diffusion (AD) filter gives best results for 
synthetic images. SRAD and AD [3] gives the best 
results for photographic images. In case of ultrasonic 
images SRAD filter works better. In case of SAR images 
the R-ML and AD [3], [8] are giving better results. 
Hence the proposed algorithm automatically take 
decision regarding which filter is to be used for an image 
type since this algorithm selects the best output among 
the different filter outputs and displays the optimal 
results among the different results produced by different 
filtering techniques.  
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Abstract 

TCP connections have small bandwidth-delay 
product and frequent packet loss in wireless sensor 
networks due to route breakages and radio 
interference. Datagram transport protocol provides 
a reliable end-to-end transport protocol over 
wireless sensor networks. This paper deals with 
improvement of TCP Fairness as Fairness in 
wireless sensor networks plays a major role to have 
maximum fair share of available bandwidth among 
the nodes, thus energy is consumed. A distributed 
adaptive max-min algorithm has been proposed in 
order to improve the fairness in WSNs. The 
proposed scheme incorporates two techniques: a 
fixed-size window-based flow-control algorithm 
and a cumulative bit-vector-based selective ACK 
strategy. Security has got the major impact over 
WSNs and that has been overcome by logical 
Tunneling. The simulation results show the 
improvement in terms of fairness, throughput and 
delay and packet loss using Network Simulator NS-
2. 
Keywords: Fairness, Congestion Control, 
Bandwidth Delay Product, Dynamic Source 
Routing 

 
 

1. Introduction 
 

Recent advances in wireless communication 
technology and portable devices have generated much 
interest in wireless sensor networks (WSNs). A WSN is 
a collection of wireless devices moving in seemingly 
random directions and communicating with one 
another without the aid of an established infrastructure. 
It is characterized by low variable bandwidths, high 
variable delays, significant non congestion-related 
packet losses, and occasional communication blackouts 
due to route breakages. Under such operating 
conditions, the traditional reliable transport-layer 
protocol TCP, which is used widely in the wired 

network, is not suitable for WSNs. The proposal of this 
work is carried out in the direction of analyzing 
congestion control algorithm and the strategy used to 
guarantee reliable delivery. Bandwidth-delay products 
(BDPs) represent the maximum amount of 
unacknowledged data that are allowed in flight at any 
moment in the network. When the amount of traffic 
injected by a source exceeds the BDP of the 
connection, the excessive packets that are queued in the 
network lead to undesirable queuing delays and 
congestions. Correspondingly, the network cannot be 
fully utilized when the total packets in the network are 
less than the BDP. As such, the BDP plays an 
important role in the design of a congestion control 
algorithm for the effective usage of network resources. 
For a window-based transport protocol like TCP, the 
transmission window size must be carefully adjusted 
for networks with different BDP values. TCP was 
originally designed for a general wired network where 
the BDP is not very large and packet losses rarely 
occur. However, with the emergence of various types 
of networks such as high-speed and satellite networks, 
TCP can no longer guarantee good bandwidth 
utilization. It is desirable that the system knows the 
BDP for each connection in advance so that it can limit 
the amount of traffic pumped into the network and 
maintain the optimum throughput.  

In traditional wired networks, the TCP source is 
unaware of the available BDP and dynamically 
determines it by creating congestion during the 
transmission. However, in WSNs, the BDP of a path 
can be determined in advance by using routing 
protocols such as DSR (Dynamic Source Routing 
Protocol) and AODV (Adhoc On Demand Vector 
Routing Protocol). This allows the transport layer to 
intelligently set its transmission window before 
connection establishment. In this improved DTPA, the 
transmission window is fixed at a small value, which is 
as low as several packets. This proposed mathematical 
model calculates the optimum transmission window 
size, and its value has been found to be equal to the 
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BDP of the path plus 3. More effort should be put into 
the ability of the scheme to quickly detect and recover 
the lost packets.  

 
The currently prevalent Reno variant of TCP 

employs a cumulative ACK scheme, through which 
packet losses are detected with at least three duplicate 
ACKs, i.e., four identical ACKs without any other 
intervening packets. Using this technique, networks 
with high packet losses cause TCP to rely heavily on 
time-outs to detect packet losses, which degrades the 
TCP performance significantly. The deficiency of TCP 
Reno’s ACK scheme has led to the design of the 
selective ACK (SACK) scheme, through which the 
ACK packet can carry both the negative and positive 
information of packet transmissions. In addition, the 
TCP option may be used to carry other information 
such as time stamp. As such, the number of usable 
SACK blocks is further reduced, and the TCP SACK 
scheme is unsuitable for use in networks with frequent 
packet losses. In the proposed scheme, cumulative bit-
vector based SACK scheme is deployed, through which 
each bit in the vector represents the reception status of 
one packet. The bit value and the bit position in the 
vector are used to predict packet losses. Hence, each 
ACK packet can acknowledge a wide range of packets 
by using small overheads. Correspondingly, this 
transport protocol essentially becomes a datagram-
oriented protocol. 

 
 

2. Literature Review 
 
Various solutions have been proposed to provide 

reliable packet delivery in WSNs in recent years. Most 
of the existing proposals in WSNs focus on the 
modification of congestion control algorithms in the 
transport protocol. These proposals can be divided into 
two categories i.e., non-TCP variants and TCP variants. 
The schemes in [5] [6] and [7] belong to non-TCP 
variants, where the source adjusts the transmission rate 
based on explicit feedback from intermediate nodes 
along the path. Although relatively accurate congestion 
information can be obtained, the algorithms in these 
schemes cannot retain the end-to-end semantics of a 
transport protocol. Moreover, they require complicated 
mathematical computation and incur excessive network 
overhead. 

 
In contrast with non-TCP variants, the majority of 

the proposals are modified versions of the legacy TCP 
protocol. In [8] and [9], the strategies proactively detect 
incipient congestion by relying on some measured 
metrics at the source, such as the variation of the 
measured round-trip times (RTTs) and short-term 
throughput, since packet loss information alone cannot 
provide an accurate congestion indication. In [10] [11] 
and [12], the authors attempt to minimize the 
contentions between data and ACK packets by 
adaptively reducing the number of ACK packet 

transmissions in the network. The drawback of these 
TCP variants is that they still adopt the AIMD 
congestion control algorithm with unnecessary large 
transmission windows. Chen et al. [13] propose a 
scheme where the TCP sender limits the size of its 
maximum transmission window to the BDP of the path 
in multi-hop networks. However, the small 
transmission window leads to high AIMD costs, and 
the TCP source is also unable to detect the packet loss 

 
3. Improved DTPA-TCP Fairness Scheme 

 
The improved DTPA works on the basic principle of 

DTPA that utilizes selective acknowledgement scheme 
and in addition uses max-min fairness algorithm to 
improve the TCP fairness criteria. 

 
A. Strategies in Flow Control Scheme 
     
    In this paper the congestion control is done in the 
WSNS uses datagram based technique, fixed window 
flow control and cumulative bit vector SACK strategy. 
 
 
 
1) Datagram-Based Technique: 
 

In case of datagram based technique, each datagram 
is sequenced. The sequence number in each data header 
does not represent the highest byte of that data like in 
TCP. With a datagram protocol, the IP fragmentation 
of a packet is highly undesirable during the 
transmission, because the fragmentation cause 
inefficient resource usage due to the incurrence of a 
higher MAC overhead. The loss of a single fragment 
requires the source to retransmit all of the fragments in 
the original datagram, even if most of the fragments are 
received correctly at the destination. Datagram is small 
enough to avoid fragmentation. 

 
2) Cumulative Bit Vector based SACK: 

 
ACK header illustrates the new ACK strategy. H is 

the highest sequence number of the datagram that has 
been received. There is a bit in the header named L to 
indicate the existence of an out-of-order data. The L 
flag is turned on whenever an out-of-order segment 
arrives, which implies that there may be missing 
packets. The vector field consists of k bits representing 
the receiving status of a set of earlier packets. Let ai be 
a single bit that indicates the arrival status of the packet 
with sequence number Hi. Use the L flag for the 
realization of a cumulative acknowledgment 
mechanism. If the L flag in a received ACK packet is 
turned off, this means that the transmission is in a 
normal status, without data packet losses or out-of-
order transmissions. Hence, an acknowledgment of 
sequence number H indicates that all datagram up to H 
have been received.  
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3) Fixed Window Flow Control: 
 

Improved DTPA employs a sliding window 
transmission technique. Given the number of hops n, 
the window size is fixed at  

 
w (n) = BDP (n) + α (n) 

 
where α(n) is a small value used to guarantee that there 
are enough packet transmissions and ACK arrivals at 
the source in case of packet losses.  For instance, with 
w = BDP = 1, the source cannot detect the packet loss 
through the ACK, because there is only one packet 
transmission, and it is the one that is missing. A 
mathematical model is developed to calculate the 
throughput of a single DTPA flow over an n -hop ad 
hoc network. The throughput is derived as a function of 
packet loss rate, path length n, and transmission 
window size w (n).  Determine an appropriate 
transmission window with which the throughput of an 
n -hop chain can be maximized. 

 
DTPA relies on the path length information provided 

in routing protocols such as DSR and AODV to 
determine the BDP of a path. In DSR, the header of 
each IP packet carries the instantaneous hop count 
information. In AODV, each route table entry at the 
source also contains the hop length.  The hop count 
information provided by these routing protocols can be 
passed on to the transport layer so that DTPA can 
intelligently set its transmission window.  Find the 
BDP of a path so that DTPA can be compatible with 
more routing protocols. The strategy guarantees that 
the network pipeline is at least fully utilized and that 
there is no heavy congestion and contention in the 
networks. 

 
4) Retransmission Mode: 

 
Derive a mechanism for deciding on whether to 

retransmit the lost packet. DTPA source decides to 
retransmit a packet by either the receipt of ACKs or a 
time-out event.  The source DTPA depends on the L 
flag and the bit vector in the ACK header to detect the 
possible packet losses. It keeps a retransmission buffer 
for storing the incoming ACK information with a 
turned-on L flag on a per-connection basis. For a time-
out event, the DTPA source assumes that there is no 
outstanding packet in the network. Since the 
transmission window is fixed at a value greater than 
one, besides retransmitting those lost packets recorded 
by the retransmission buffer. The source also transmits 
new packets if the transmission window allows.  In 
DTPA, the Retransmission Time-Out (RTO) timer 
works in the same way as that in TCP. Except that it 
does not exponentially increase itself in the event of 
retransmission, because the time-out event here implies 
a window’s worth of packet losses rather than a heavy 
congestion in the system. 

 
5) Performance Metrics for Improved DTPA: 
 
Throughput: 

 
Similar to TCP, the behavior of the DTPA protocol 

is regarded as a cyclic evolution. It defines one cycle as 
the interval between the end of one time-out event and 
the end of the next time-out event. The cycles form a 
renewal process due to the independent packet losses. 
The cycle duration is a random variable that is further 
divided into two non overlapping components at the 
time when the time-out occurs. It define the DTPA 
throughput for an n-hop static linear chain 
 
Fairness: 
 

Significant TCP unfairness in ad hoc networks has 
been revealed. TCP unfairness is mainly attributed to 
the unfairness of the MAC protocol, which results from 
the nature of shared wireless medium and location 
dependency. To solve the TCP unfairness in wireless 
sensor networks, adaptive max-min fairness algorithm 
is used in our DTPA model. Fairness criteria for DTPA 
flows in wireless sensor networks are compared with 
improved DTPA. In multi-level scheduling for wireless 
ad-hoc networks the max-min fair allocation of the fair 
shares is made at the lower-most layer (MAC layer). It 
mainly lays down the framework to calculate the fair 
shares that would achieve max-min fairness in an ad-
hoc network. Then design distributed algorithms that 
allow each node to determine its max-min per-link fair 
share in a global ad-hoc network without knowledge of 
the global topology of the network. 

 
4. Experimental Performance of Improved DTPA 
 
The simulation of the improved DTPA model is 

carried out in NS-2 simulator to validate the analytical 
model and evaluate the performance of DTPA with 
improved DTPA. The simulations using static 
topologies interoperate with other WSN DSR and 
AODV to handle the mobility issues. In the simulation 
scenarios, all nodes communicate with identical half-
duplex wireless radios with a bandwidth of 1 Mbps. 
The radio propagation model uses free-space 
attenuation at near distances and an approximation to 
two-ray ground at a far distance by assuming specular 
reflection off a flat ground plane. DSR is used as the 
routing protocol for improved DTPA. The packet size 
is set to 512 bytes, and fragmentation does not take 
place during transmission. 

To validate the analytical model, we run a DTPA 
flow over the n-hop static linear chain defined in the 
model. Each simulation is run for 500 seconds. The 
data and ACK packets are discarded with probability 
by the receiving node rather than being dropped. Fig. 1 
shows the throughput comparisons between the AODV 
and DSR-DTPA (improved) simulation and results of 
the proposed improved DTPA model for different 
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number of nodes. With Fig1 the throughput of the 
DSR-DTPA model increase when compared to that of 
the AODV model of transmission.  

 

 
 

Fig. 1 Comparison of AODV with DSR-DTPA (improved) 
Number of nodes Vs throughput 

 
The node variation is plotted against the packet loss 

rate of each transport layer packet as shown in Fig 2. 
Both results show that the delay decreases with even in 
the nodes being increased and also noted that delay for 
DSR-DTPA is less compared to that of the AODV 
routing protocol. The results from the analysis of the 
proposed model match closely with the simulations. It 
can be seen that the delay do not have a significant 
impact on the number of nodes being increased 
(Fairness criteria) with throughput performance in 
multihop wireless sensor networks, as the improved 
DTPA throughput always increases with number of 
node variations. 

 

 
 

Fig. 2 Comparison of AODV with DSR-DTPA (improved) 
Number of nodes Vs Delay 

Comparing to AODV, the throughput, average RTT, 
average maximum IP queue size and the number of 
retransmissions can, respectively, be improved by up to 
35 percent. Using a small transmission window, the 
CWL source sends a limited amount of packets into the 
networks so that it cannot detect packet losses via the 
reception of enough ACK packets. The source has to 
heavily rely on time-out events to detect and retransmit 
the lost packets, and correspondingly, the CWL goes 
back to a slow-start phase, with its transmission 
window dropped to one, which results in throughput 

degradation. As such, improved DTPA scheme can be 
utilized in a general ad hoc network for efficient 
fairness in transmission. 

 
5. Conclusion and Future Work 

 

The improved DTPA model proposed in this work 
had a reliable Datagram Transport Protocol over 
wireless sensor networks with better fairness in multi-
hop increased node transmission. As the BDP of a path 
in WSNs is very small, any AIMD-style congestion 
control algorithm is costly and is hence not necessary 
for wireless sensor networks. On the other hand, a 
strategy for guaranteeing reliable transmissions and 
recovering frequent packet losses plays a more critical 
role in the design of a transport protocol. With this 
basis, our scheme incorporates a fixed-window-based 
flow control and a bit-vector-based SACK strategy 
with which the ACK packets contain a vector of bits 
representing the reception status of the set of packets 
that were transmitted earlier.  

 
With NS-2 simulator, improved DTPA model is 

evaluated and shown that results improves the network 
throughput, average RTT, and decreased average delay 
in the network, and number of retransmissions by up to 
35 percent as compared to the AODV. Since DTPA 
employs a window-based congestion control coupled 
with an ACK technique similar to TCP, it is believed 
that DTPA also experiences severe unfairness among 
competing flows in wireless sensor networks. Hence, in 
order to provide fairness for DTPA flows in wireless 
sensor networks, max-min algorithm is deployed in 
improved DTPA. This solution can be extended to 
evaluate fairness with large number of nodes in WSNs. 
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Abstract 
In this paper an optimized fuzzy logic based segmentation for 
abnormal MRI brain images analysis is presented. A 
conventional fuzzy c-means (FCM) technique does not use the 
spatial information in the image. In this research, we use a FCM 
algorithm that incorporates spatial information into the 
membership function for clustering. The FCM algorithm that 
incorporates spatial information into the membership function is 
used for clustering, while a conventional FCM algorithm does 
not fully utilize the spatial information in the image.The 
advantage of the technique is less sensitive to noise than the 
others. Originality of this research is focused in application of 
the technique on a normal and a glioma MRI brain images, and 
analysis of the area of abnormal mass from segmented images. 
The results show that the method effectively segmented MRI 
brain images, and the segmented normal and glioma MRI brain 
images can be analyzed for diagnosis purpose. The area of 
abnormal mass is identified from 7.15 to 19.41 cm2. 
 
Keywords: Adaptive image segmentation, FCM clustering, 
abnormal MRI brain image, fuzzy membership function. 

1. Introduction 

Image segmentation is one of the most important step to 
extract information in image processing. Segmentation has 
wide application in medicine area. The main objective of 
segmentation of medical image is to partition the image 
into mutually exclusive and exhausted regions such that 
each region of interest is spatially contiguous and the 
pixels within the region are homogeneous with respect to a 
predefined criterion. Magnetic Resonance Imaging (MRI) 
is the state-of-the-art medical imaging technology which 
allows cross sectional view of the body with 
unprecedented tissue contrast. MRI provides a digital 
representation of tissue characteristic that can be obtained 
in any tissue plane. The images produced by an MRI 
scanner are best described as slices through the brain. MRI 
has the added advantage of being able to produce images 

which slice through the brain in both horizontal and 
vertical planes. The objective of segmenting different 
types of soft-tissue in MRI brain images is to label 
complex structures with complicated shapes, as white 
matter, grey matter, CSF and other types of tissues in 
neurological conditions. 

A variety of segmentation methods have been developed 
to satisfy increasing requirement of image segmentation 
over past several years. FCM (Fuzzy c-means) is 
unsupervised technique that has been successfully applied 
to future analysis, clustering, and classifier designs in the 
fields such as astronomy, geology, medical imaging, target 
recognition, and image segmentation. An image can be 
represented in various feature spaces, and the FCM 
method classifies the image by grouping similar data 
points in the feature space into clusters. 

During the past many researchers in the field of medical 
imaging and soft computing have made significant survey 
in the field of image segmentation. There has been 
considerable interest recently in the use of segmentation 
methods based on fuzzy logic, which retain more 
information from the original medical image than hard 
segmentation methods (e.g. Bezdek et al. [1], Udupa et al. 
[2], Pham [3], Masoole and Moosavi [4]). The fuzzy C-
means (FCM) clustering, in particular, can be used to 
obtain a accurate segmentation via fuzzy pixel 
classification. Unlike hard clustering methods which force 
pixels to belong exclusively to one class, FCM allows 
pixels to belong to multiple classes with varying degrees 
of membership functions. This approach allows additional 
flexibility in many applications and has recently been used 
in processing of medical images [5]. For example, in their 
segmentation of MRI brain images, Pham et al. [5] 
thresholded the FCM memberships in order to extract 
pixels which a high confidence of correct classification. 
Xu et al. [6] used deformable surfaces that converged to 
the peaks of the memberships. The FCM method, 
however, does not address the intensity inhomogeneity 
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artifact that occurs in nearly all MRI [7]-[8]. Originality of 
this research is the method applied on a normal MRI brain 
image and a glioma MRI brain images, and analyze the 
area of abnormal mass from segmented images. 

2. Fundamental Theory 

2.1 Magnetic Resonance Imaging 

Magnetic Resonance Imaging (MRI) is an imaging used 
primarily in medical settings to produce high quality 
medical images of the soft tissues.  MRI is an imaging 
technique used primarily in medical settings to produce 
high quality images of the inside of the human body. In 
this section we give a brief description of the principles of 
MRI which are refered to [9]. In MRI, the image is a map 
of the local transverse magnetization of the hydrogen 
nuclei. This transverse magnetization in turn depends on 
several intrinsic properties of the tissue. MRI is based on 
the principles of nuclear magnetic resonance (NMR). The 
NMR phenomenon relies on the fundamental property that 
protons and neutrons that make up a nucleus possess an 
intrinsic angular momentum called spin. When protons 
and neutrons combine to form nucleus, they combine with 
oppositely oriented spins. Thus, nuclei with an even 
number of protons and neutrons have no net spin, whereas 
nuclei with an odd number of protons or neutrons possess 
a net spin. Hydrogen nuclei have an NMR signal since its 
nucleus is made up of only a single proton and possess a 
net spin. The human body is primarily fat and water, 
which have many hydrogen atoms. Medical MRI primarily 
images the NMR signal from the hydrogen nuclei in the 
body tissues. 

The net spin of the nucleus around its axis gives it an 
angular moment. Since the proton is a positive charge, a 
current loop perpendicular to the rotation axis is also 
created, and as a result the proton generates a magnetic 
field. The joint effect of the angular moment and the self 
generated magnetic field gives the proton a magnetic 
dipole moment parallel to the rotation axis. Under normal 
condition, one will not experience any net magnetic field 
from the volume since the magnetic dipole moments are 
oriented randomly and on average equalize one another. 

When placed in a magnetic field, a proton with its 
magnetic dipole moment processes around the field axis. 
The frequency of this precession, v0, is the resonant 
frequency of NMR and is called the Larmor frequency. 
The precession frequency is directly proportional to the 
strength of the magnetic field, i.e. 

v0 = gB0       (1) 

where B0 is the main magnetic field strength, and g is a 
constant called gyromagnetic ratio which is different for 
each nucleus (42.56 MHz/Tesla for protons). 

Given a specimen, the application of a magnetic field B0 
would create a net equilibrium magnetization M0 per cubic 
centimeter, which is aligned to the B0 field. The M0 is the 
net result of summing up the magnetic fields due to each 
of the H nuclei and is directly proportional to the local 
proton density (or spin density). However, M0 is many 
orders of magnitude weaker than B0 and is not directly 
observable. By tipping M0 away from the B0 field axis 
with an appropriate RF pulse having a frequency equals to 
the Larmor frequency, a longitudinal magnetization 
component ML and a transverse magnetization component 
MT is produced. When the RF pulse is turned off, the 
longitudinal magnetization component ML recovers to M0 
with a relaxation time T1, and the transverse 
magnetization component MT dephases and decays to zero 
with a relaxation time T2 1. During relaxation, the protons 
lose energy by emitting their own RF signal with the 
amplitude proportional to MT. which is referred to as the 
free-induction decay (FID) response signal. T2 indicates 
the time constant required from a given tissue type to 
decay for the FID response signal. The FID response 
signal is measured by an RF coil placed around the object 
being imaged. 

In MR imaging, the RF pulse is repeated at a 
predetermined rate. The repetition time, TR, is the period 
of the RF pulse sequence is. The FID response signals can 
be observed at various times within the TR interval. echo 
delay time, TE  is the time between which the RF pulse is 
applied and the response signal is measured. The TE is the 
time when the spin echo occurs due to the refocusing 
effects of the 180 degree refocusing pulse applied after a 
delay of TE/2 from the RF pulse. The TR and TE control 
how strongly the local tissue relaxation times, T1 and T2, 
affect the signal. By adjusting TR and TE the acquired MR 
image can be made to contrast different tissue types. 

2.2 Image Segmentation 

The aim of medical image segmentation on human 
graphical interaction is to define regions, using methods 
such as manual slice editing, region painting and 
interactive thresholding. Rajapakse [13] had classified the 
different methods of image segmentation as four 
categories. (1) Thresholding region growing and edge 
based techniques. (2) The maximum-likelihood-classifier 
(MLC). These methods are basically depend on the prior 
model and its parameters. Vannier et al. [14] reported 
satisfactory preliminary results with Bayesian MLC. 
Ozkan et al. [15] researched about the MLC and the neural 
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network classifier which showed the superiority of the 
neural network.  

Some new methods of image segmentation that could be 
classified as statistical methods have been introduced in 
the past few years. Hansen [16] used a probabilistic 
supervised relaxation technique for segmenting 3D 
medical images. The method introduced the use of cues to 
guide the medical image segmentation. Those cues marked 
by the user have the mean and standard deviation as 
description parameters. (3) The neural networks methods 
one example of which is the work of Ahmed et al. [14] 
who used a two stages neural network system for CT/MRI 
image segmentation. The first stage is a self-organized 
principal component analysis (SOPCA) network and the 
second stage consists of a self-organizing feature map 
(SOFM). The results obtained compare favorably with the 
classical and statistical methods. (4) The Fuzzy Clustering 
methods. In [18] a comparison between the fuzzy logic 
and artificial neural network techniques in segmenting 
magnetic resonance images debated for the need of 
unsupervised technique in segmentation which was 
provided using the unsupervised fuzzy c-mean algorithm. 

3. Fuzzy C-Means Clustering 

The FCM method assigns pixels to each cluster by using 
fuzzy membership functions. Let X=(x1, x2,.,xN) denotes 
an image with N pixels to be partitioned into c clusters, 
where xi represents multispectral (features) data. The 
algorithm is an iterative optimization that minimizes the 
cost function defined as follows [16]: 
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where uij represents the membership function of pixel xj in 
the ith cluster, vi is the ith cluster center, and m is a 
constant. The parameter m controls the fuzziness of the 
resulting partition, and m = 2 is used in this study. 

The cost function is minimized when pixel close to the 
centroid of their clusters are assigned high membership 
values, and low membership values are assigned to pixels 
with data far from the centroid. The fuzzy membership 
function represents the probability that a pixel belongs to a 
specific class. In the FCM algorithm, the probability is 
dependent solely on the distance between the pixel and 
each individual cluster center in the feature domain. The 
membership functions and cluster centers are updated by 
the following: 
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where uij  [0, 1]. 

Starting with an initial guess for each cluster center, the 
FCM converges to a solution for vi representing the local 
minimum or a saddle point of the cost function. 
Convergence can be detected by comparing the changes in 
the membership function or the cluster center at two 
successive iteration steps. 

One of the important characteristics of an image is that 
neighboring pixels possess similar feature values, and the 
probability that they belong to the same cluster is great. 
This spatial relationship is important, but it is not utilized 
in a konvensional FCM algorithm. To exploit the spatial 
information, a spatial function is defined as. 





)( jxNBk
ikij uh      (5) 

In this formula, NB(xj) represents a square window 
centered on pixel xj in the spatial domain. A 3 x 3 window 
was used throughout this work. Just like the membership 
function, the spatial function hij represents the probability 
that pixel xj belongs to ith cluster. The spatial function of a 
pixel for a cluster is large if the majority of its 
neighborhood belongs to the same cluster. The spatial 
function in incorporated into membership function as 
follows: 
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In this formula,  p and q are parameters to control the 
relative importance of both functions. In a homogenous 
region, the spatial functions fortify the original 
membership, and the clustering result remains unchanged. 
However, for a noisy pixel, this formula reduces the 
weighting of a noisy cluster by the labels of its 
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neighboring pixels. As a result, misclassified pixels from 
noisy regions or spurious blobs can easily be corrected. 
The spatial FCM with parameter p and q is denoted 
sFCMp,q. Note that sFCM1,0 is identical to the conventional 
FCM. 

The clustering is a two-pass process at each iteration. The 
first pass is the same as that in standard FCM to calculate 
the membership function in the spectral domain. In the 
second pass, the membership information of each pixel is 
mapped to the spatial domain, and the spatial function is 
computed from that. The FCM iteration proceeds with the 
new membership that is incorporated with the spatial 
function. The iteration is stopped when the maximum 
difference between two cluster centers at two successive 
iterations is less than a threshold (=0,02). After the 
convergence, defuzzification is applied to assign each 
pixel to a specific cluster for which the membership is 
maximal 

4. Experimental Results 

4.1 Normal MRI Brain Image 

In this research, MRI image is segmented using FCM 
method incorporated into the spatial information. Figure 
1(a) shows the 256x256 grayscale original T2-weighted 
MRI1 brain image. Fig. 1(b) shows the result of the FCM 
incorporated into the spatial information with parameters 
p=1 and q=2. 
 

  
(a) Original MRI1 Brain image        (b) Segmented MRI1 Brain image 

Figure 1. MRI1 Brain image 
 

As can be seen in the segmented images in Fig. 2, lesion 
or abnormal mass is not identified, and the ventricular 
system is not extensive and it is a median. So, the image is 
normal brain MRI image. 

4.2 Glioma MRI Brain Images 

Figure 2(a) shows the 256x256 original MRI2 image [17]. 
As can be seen in the segmented image in Fig. 2(b), there 

is extensive edema extending anteriorly and posteriorly 
and involving the basal ganglia.  
 
The shift and mass effect on the ventricle have resulted in 
compromise of the foramen of Monro, and there is 
evidence of active hydrocephalus, as shown by both the 
ventricular enlargement and a homogeneous increase 
through the periventricular region. An additional area of 
increased signal, separated from the right hemisphere in 
the left side, suggest that there may even be a metastatic 
focus or evidence of distant extension of tumor into the 
left hemisphere. All these features suggest a very high 
Grade IV glioma or glioblastoma. 
 

  
(a) Original MRI2 Brain image         (b) Segmented MRI2 Brain image 

Figure 2. MRI2 Brain image 

 
4.3 Analysis of the Area of Abnormal Mass 

In this study, we also apply the FCM method to segment 
four 256x256 MRI brain images with abnormal mass (i.e. 
MRI3, MRI4, MRI5, MRI6, MRI7, and MRI8), as shown 
in Figure 3 [17].  

Application of the FCM method in segmentation of the 
images is in order to analysis of the area of abnormal mass 
Figure 4 shows the 256x256 segmented MRI3-MRI8 
images.  

Table 1 shows area of abnormal mass of segmented MRI 
images. The results are MRI images identified tumors of  
2.66% to 7.22% or 7.15 to 19.41 cm2. In the brain tumor, 
glioma, the bigger area of tumor the higher grade of 
glioma. 

Table 1. Area of abnormal mass 

Images Areas in % Areas  in cm2 

MRI3 2.66 7.15 

MRI4 3.05 8.20 

MRI5 3.57 9.60 

MRI6 3.61 9.70 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     211 

 

MRI7 6.04 16.24 

MRI8 7.22 19.41 

 
 

      
                                                         (a)                  (b)                                                            (c) 

     
                                                         (d)                  (e)                                                            (f) 

Figure 3. Original abnormal mass MRI brain images: (a) MRI3, (b) MRI4, (c) MRI5, (d) MRI6, (e) MRI7, (f) MRI8. 

 
 

       
                                                         (a)                  (b)                                                            (c) 

        
                                                         (d)                  (e)                                                            (f) 

Figure 4.(a) Segmented MRI3, (b) segmented MRI4, (c) segmented MRI5, (d) segmented MRI6, (e) segmented MRI7, (f) segmented MRI8.
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5. Conclusions 

In this paper we apply an extended FCM method that 
incorporates the spatial information into the membership 
function to improve the results of MRI brain image 
segmentation. The membership functions of the neighbors 
centered on a pixel of MRI brain image in the spatial 
domain are enumerated to obtain the cluster distribution 
statistics. These statistics are transformed into a weighting 
function and incorporated into the membership function. 
This neighboring effect reduces the number of spurious 
blobs and biases the solution toward piecewise 
homogeneous labeling. The technique was used to analyze 
a normal MRI brain image and glioma MRI brain images. 
We applied the technique on a normal MRI brain image 
and on a glioma MRI brain image. The results show that 
the method effectively segmented Magnetic Resonance 
Imaging (MRI) brain images with spatial information, and 
the segmented normal and glioma MRI brain images can 
be analyzed for diagnosis purpose. The results are MRI 
images identified tumors of 7.15 to 19.41 cm2. 
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Abstract
Healthcare organizations are facing the challenge of delivering 
high-quality services through effective process management at 
all levels-locally, regionally, nationally, and internationally. 
Patient scheduling becomes an integral part of daily work for 
healthcare professionals. The presented work is to build an 
agent based information services for mobile users. An agent is 
characterized by the concepts of situatedness, autonomy and 
flexibility. Multi-Agent systems (MAS) are appropriate in 
many medical domains, due to the characteristics of the 
problems in this area and are the basis of an emerging 
technology that promises to make it much easier to design and 
implement. The paper work integrates accessing distributed 
health care services in multi-agent environment to achieve 
better Quality of service by using java platform. This develops 
a framework to schedule the meeting between the patients and 
the relevant doctors meeting in an efficient way for routine and 
emergency services. 
Keywords: Mobile users, Software agents, Multiagent 
systems, medical ontology, FIPA-ACL. 
 
1. Introduction 
 
Most of the Health care professionals use computer 
systems to access patient’s medical record or information 
about hospital resources and to fix an appointment for 
multiple patients with potentially conflicting schedules. 
Meeting Scheduler in health care domain is considered 
as a part which will grow most rapidly and lead to 
economical and popular methodology with autonomous 
agents, which can schedule meetings and manage 
calendars on behalf of their users by saving the patients 
and physicians time. Also this system is generally 
designed to guide remote patients to fix the appointment 
with doctor through online facilities and help them to 
reach an appropriate hospital in an unknown city. A brief 
introduction of the concepts and methods are used to 
carry out the paper work are given. 
At present most of the hospitals follow a Simple GUI 
based applications to maintain their information 
regarding the patients, Doctor and scheduling 
information. Effective and timely communication 
between patients, physicians, and other healthcare 
professionals is vital to good healthcare. Current 

communication mechanisms are based largely on paper 
records and prescriptions, which are old-fashioned, 
inefficient, and unreliable.  In  an  age  of electronic  
record  keeping and  communication,  the healthcare  
industry  is  still tied  to  paper  documents that  are  
easily  misled,  often  illegible,  and  easy to  forge.   
Healthcare professionals working in highly dynamic 
hospital environments typically have correspondingly 
dynamic schedules that are difficult to manage. 
Emergent tasks and shifting priorities result in existing 
schedules becoming obsolete. Managing patient 
appointments is an area that typically consumes a great 
deal of administrative overhead and cost. Clinic and 
office administrators are typically juggling multiple 
phone calls, physician requests, and patient demands. It 
is also a source of frustration for many patients due to the 
delays and inefficiencies in speaking with the clinic or 
office administrator. This leads to no-shows, lost 
revenue, and operational inefficiencies. 
 
An increase in specialization and technology, especially 
in the health care department requires efficient 
management of the resources and timely treatment for 
the patients. Agents are used to solve the patient 
scheduling problem in the hospitals because they work 
well in a distributed, decentralized and dynamic 
environment. An agent is a software program that acts on 
behalf of a user, typically used to retrieve and process 
information. An agent is used to represent each patient 
and resource in the hospitals. Interaction protocols are 
used to reduce the search space of possible responses to 
an agent messages.  
 
Multi Agent System (MAS) based Health Care Domain 
will address some of these issues: 

 MAS contains agents that allow the user to 
search for medical centers satisfying a given set of 
requirements, to access his/her medical record or to 
make a booking to be visited by a particular kind of 
doctor.  
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 Some of the agents in the system can provide 
information about the medical centers that are 
available in a given city.  

 The MAS also contains an agent for each 
medical center in town; these agents may be 
asked about the doctors working in that 
hospital, or may be requested to perform a 
booking in the schedule of a specific doctor. 

 Providing a decomposition of the problem that 
matched agents to entities which could be 
realistic players in such a domain and to take 
care in who had access to which information. 
 

Healthcare professionals working in a hospital 
environment typically have many responsibilities 
contending for their time. With tasks ranging from 
providing medical care and monitoring patients to 
undertaking administrative responsibilities, it is often the 
case that healthcare professionals have a seemingly 
endless set of changing tasks to carry out. Consequently, 
they must manage their time by composing their 
activities into prioritized to-do lists. However, hospitals 
are inherently highly dynamic environments in which 
task interruptions and delays are commonplace. 
Additionally, previously unforeseen tasks can emerge 
that may require attention alongside the already 
scheduled tasks. In the face of such change, static paper 
or whiteboard-based to-do lists can become difficult to 
manage and, in the worst case, obsolete. 
 
Recent advances in embedded sensor and mobile 
computing technology have given rise to a range of 
possibilities in pervasive healthcare. Among these is the 
opportunity to aid healthcare professionals by 
automatically managing their schedules in the face of 
significant contextual events that can negatively impact 
their schedule. When a patient wants to arrange an 
appointment with a doctor, or a doctor must arrange a 
visit of a patient with a service, it is required to schedule 
a meeting according to different constraints such as 
timetable of services or doctors, and agenda of the 
patient. 
 
In the proposed scheme, any number of patients can 
access the scheduling system through patient-agent by 
filling all the details such as nature of disease, preferable 
time and date provided in the meeting request form to fix 
the appointments with appropriate doctor by searching 
the nearby hospital in the city. Upon receiving the patient 
request doctor agent will accordingly schedule, 
reschedule, or postpone the appointment meetings by 
viewing the available date in the doctor appointment 
calendar. If the patient arrival occurs at emergency case, 
the doctor agent will give first preference to emergency 
case and reschedule the appointment of already 
scheduled meetings and convey the same to the 
concerned patient. This scheduling system will reduces 

the conflicts between patients by negotiating best 
available date for meeting.   
 
 
1.1 Why Agents? 

Before answering the question of why agents might be 
useful, a few words should be said about what an agent 
is. Although there is no universal agreement, a popular 
definition, from [Wool95], describes an agent as a 
software entity that has the characteristics of, autonomy 
(acts independently), proactivity (goal-based), reactivity 
(responds in a timely fashion to events) and social ability 
(communicates with other agents to achieve goals 
collaboratively).  Other characteristics frequently quoted 
include mobility (the ability to move from one host to 
another) and learning (the ability to improve 
performance overtime based on previous experiences). 
Software with the above characteristics offers the 
possibility of systems which can lower the cost and 
improve the performance of businesses operations by  

 Automating mundane tasks,  
 Enabling users/customers to complete tasks that 

would otherwise be very difficult, time 
consuming, costly or just impossible, and  

 Adapting to unexpected events or changes in the 
environment automatically. 

Of course it may be possible to achieve cost saving and 
performance boosting solutions without agents, but agent 
technology provides a more natural model of the real 
world (i.e. a community of entities each with their own 
goals, communicating and often working together to 
achieve mutual benefit) compared to existing software 
paradigms, such as object-orientation.  
Furthermore agent technology consolidates and builds 
upon a number of important computing technologies 
(object-orientation, distributed computing, parallel 
processing, mobile code, symbolic processing) and 
research results from other disciplines (artificial 
intelligence, biology, mathematics).  In this way, agent 
technology offers a way to unify and simplify the use of 
the wide range of software technologies available today. 
 
1.2 Problem Statement 

Multi-agent systems are widely used to address large-
scale distributed combinatorial real world problems. One 
such problem is meeting scheduling (MS) in health care 
domain that is characterized essentially by two features 
defined from both its inherently distributed and dynamic 
nature i.e. the presence of patient’s preferences that turn 
it into a search for an optimal rather than a feasible 
solution. In this connection at least the following 
questions arise: 

 When should the meeting take place? 
 How to reach an appropriate hospital? 
 What are the services available within hospital? 
 How fast the doctor is available? 
 Which Doctor is free to fix an appointment? 
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 How many patients will meet the doctor in a 
day, and who are they? 

To solve it, today heuristics are used, because there is no 
optimal algorithm that fits for all possible solutions. The 
techniques of artificial intelligence are also used. An 
intelligent agent means that the agent has the knowledge 
about the interest and priorities of persons. Routine 
activities of physicians with regard to the meeting 
scheduling are practiced by agents in that way, that it 
filters and administrates information and answers 
questions. Supposing that every patient has got his own 
calendar, which is administrated by an agent, the 
reliability of his/her calendar will be very well. Also, a 
certain security of the private data is guaranteed.      

“The problem is to develop a framework for distributed 
health care services using multi agent systems and to 
develop and implement an algorithm for the application 
of intelligent scheduling in health care domain using 
JAVA technology”.  

1.3 Scope of the study 

The paper envisages development of framework and 
demonstration of the feasibility of distributed health care 
services using cooperating multi agents. Therefore a 
complex application of scheduling meeting for ‘n’ 
number of patients has been used. The development of 
parallel algorithms or task graphs for computations does 
not lie within scope of this paper.  
 
1.4 Related Works 

 
Here we present accessing of health-care related services 
by deploying intelligent agents. The software-agent 
paradigm [3] [4] was adopted due to its autonomous, 
reactive and/or proactive nature, which comprises of 
important features in real-time application deployment 
for dynamic systems like the one under consideration. 
Furthermore, software agents can incorporate 
coordination strategies, thus enabling them to operate in 
distributed environments and perform complex tasks. 
Software-agent technology is considered an ideal 
platform for providing data sharing, personalized 
services, and pooled knowledge. The work in [7] 
presents the Foundation for Intelligent Physical Agents 
(FIPA) that defines standards for agent interoperation. 
The aim in the Agent Cities is the construction of a 
worldwide publicly accessible network of FIPA based 
agent platforms. Each platform will support agents that 
offer services similar to those that can be found in a real 
city. Once the initial services have been deployed, it will 
be possible to implement intelligent complex compound 
services. 
 In the research literature, there are several agent-based 
applications reported in the healthcare domain. In 
particular, one of the earliest examples of work 
examining the role of multi-agent systems in healthcare 
is offered by [6]. The focus of the work presented there, 

and of the broader context, in which it was conducted, is 
upon appropriate theorem proving in decision support 
systems that have to deal with complex, incomplete, 
inconsistent and potentially conflicting data. The agent 
component is designed to support of tasks amongst 
players in the system. Heine et al [8] simulate an agent 
oriented environment for German hospitals with the 
objective to improve or optimize the appointment 
scheduling system, resource allocation and cost benefit 
of clinical trials. Nealon and Moreno [10] have discussed 
the potential and application of agents to assist in a wide 
range of activities in health care environments. Mabry et 
al [9] employ the Multi agent system for providing 
diagnosis and advice to health care personnel dealing 
with traumatized patients. Nealon and Moreno [2] have 
discussed various applications of MAS in health care 
e.g., coordination of organ transplants among Spanish 
hospitals, patient scheduling, senior citizen care etc. A 
research paper, called PalliaSys is offered by [15]. It 
incorporates information technology and multi-agent 
systems to improve the care given to palliative patients. 
An Intelligent Healthcare Knowledge Assistant [12] was 
developed which uses multi agent system for dynamic 
knowledge gathering, filtering, adaptation and 
acquisition from Health care Enterprise Memory unit. 

    However, it is observed from literature survey that 
when the Agent Cities initiative was made public, the 
potential development of agents that could offer not the 
usual leisure-oriented services but health-care related 
services. The work here describes automation of a multi-
agent system that caters to special types of patients or 
providing assistance to patients for appointments. So, the 
concept of intelligent agent and mobile technology is 
used to achieve automation, efficiency, reliability and 
scalability in devising Health care domain for 
distributed, decentralized and dynamic environment to 
treat the patients efficiently by cutting down the time and 
cost. 

2. Agent Technologies 

Agents are considered one of the most important 
paradigms that on the one hand may improve on current 
methods for conceptualizing, designing, and 
implementing software systems and on the other hand 
may be the solution to the legacy software integration 
problem. 

2.1 What is an Agent? 

The term ‘agent’ or software agent has found its way into 
a number of technologies and has been widely used, for 
example, in artificial intelligence, database, operating 
system and computer networks literature. Even within 
the Agent Research Community, there are at least the 
following variants on the term agent: Mobile Agents, 
Learning Agents, Autonomous Agents, Planning Agents, 
Simulation Agents, and Distributed Agents. Although 
there is no single definition of an agent, all definitions 
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agree that an agent is essentially a special software 
component that has autonomy that provides an 
interoperable interface to an arbitrary system and/or 
behaves like a human agent, working for some clients in 
pursuit of its own agenda. Even if an agent system can be 
based on a solitary agent working within an environment 
and if necessary interacting with its users, usually they 
consist of multiple agents. Theses multi agent systems 
(MAS) can model complex systems and introduce the 
possibility of agents having common or conflicting 
goals. These agents may interact with each other both 
indirectly (by acting on the environment) or directly (via 
communication and negotiation). Agents may decide to 
cooperate for mutual benefit or may compete to serve 
their own interests. 

In the data processing technology, an agent is software 
that supports a person, by executing autonomous several 
processes. Persons can delegate work to agents, instead 
of doing them on their own. Agents represent human 
users. The main difference to traditional software is their 
relative autonomy, which can be explained as a goal-
directed, proactive and self-starting behavior. Software 
agents run continuous and autonomous in a defined 
environment, together with other agents and processes. 
Also, agents need: 

 Social ability: agents communicate with their 
users, but also with other agents, using special 
agent-languages. 

 Reactivity: agents perceive their environment, 
which can be their owner, other agents, the 
internet…and they react on different influences. 

 Pro-activity: agents not only react on signals, 
but they also do independent actions, to reach a 
goal. 

2.2 Software Agents 

The software agents deal with how to do something, 
hiding details and work from the user who describes to 
the agent what to do. Agents act as much as possible 
without human intervention by learning from users’ 
desires and making decisions for the user. Software 
agents are also dynamic and responsive to a variable 
environment. Agents ease and quicken the use of 
complicated systems. The Definition of a software agent 
is ambiguous but several key concepts are important. 
Software agents are usually goal-directed processes, 
which perform tasks autonomously delegated to them. It 
is situated in, aware of and reacts to its environment. An 
agent is also capable of cooperating with other agents, 
human or software, to accomplish tasks or to get new 
ones. Software agents are desired to be intelligent and 
mobile. These capabilities offer a new way to build very 
large heterogeneous applications. 

The agent model working at a high level can be 
described as skills talented in different areas. Task level 
skills describe what capabilities the agent has for 

resolving tasks that user has given and how the agent can 
observe the environment and ways to handle 
information, for example database queries. Knowledge 
has the rules that agent follows as it goes on with a task. 
This is based on the awareness of the environment. This 
awareness is received by an agent in different ways: the 
developer has specified it by programming it in the 
application platform; the user can specify it by answering 
questions that the agent needs in its task or the agent can 
learn it from the environment or from the other agents. 
Communication skills are the agent’s capabilities to 
communicate with other agents and with the user. The 
most natural way to communicate with humans would be 
by speech and facial expressions. 

2.3 Taxonomy of agents 

Agents can be classified by their capabilities and method 
of implementation as given bellow: 

 Collaborative agents are autonomous and they 
communicate with each other. They can learn, 
but this is not essential. Collaborative agents 
have their power in the group. 

 Interface agents intend to work for the user by 
helping autonomously, observing users habits 
and imitating them. The user can also instruct 
interface agents or they can ask for advice from 
other agents. 

 Mobile agents are agents on the move. The 
ideal situation would be that mobile agents are 
sent to the Internet to do tasks for the user and 
when they are ready, to return home. Mobile 
agents also are capable of communicating and 
in an ideal situation they don’t all collect the 
same information, they ask for it from other 
agents. 

 Reactive agents are impulse driven. They react 
by producing a response to an impulse. These 
agents can trigger events and are suitable for 
handling sensor data. A reactive agent does not 
actually exchange data but more like 
knowledge. 

 Hybrid agents are combinations of the above 
agents. They can be like GOSSIP, is a 
combination of an information agent and a 
mobile agent, which goes to the Internet and 
collects data for the user.  

2.4 Intelligent agents 

Agents in common are assumed to be intelligent, serving 
the user autonomously. The intelligence of agents comes 
from AI research, which has introduced different kinds 
of techniques like neural networks and genetic 
algorithms for problem solving and learning. 

2.5 Multi agent cooperation 
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Coordination of the agents in a system is important to get 
the agents to reach the overall goal. Because of the 
distributed expertise, there is a need to coordinate 
everyone to prevent chaos and to make the system more 
efficient. Usually the different agents work toward a 
common goal, and therefore there is no conflict between 
them. The individual agent’s objective does not matter, 
only the overall system. This is what Wooldridge mean 
about “benevolence assumption”. In contrast some 
agents are self-interested. These types of agents have 
goals that will be in conflict with other agents. However, 
they still need to cooperate and it is important to find the 
best way to cooperate. 

Coherence and coordination are two issues that need to 
be considered to decide how successful a multi agent 
system is. Coherence is the ability of a system to behave 
as a unit. Coherence is measured in terms of solution 
quality, efficiency of resource usage, conceptual clarity 
of operation, or how well system performance degrades 
in the presence of uncertainty or failure. Coordination is 
a process in which agents engage in order to ensure their 
community acts in a coherent manner. In a perfectly 
coordinated system agent do not need to bother about 
others sub-goal while achieving a common goal.  

There are several ways different agents can work 
together to solve problems. Contracting is one solution to 
coordinate agents to work together. By using the contract 
net protocol standardized by FIPA (Foundation for 
Intelligent Physical Agents), the agents can cooperate by 
sharing tasks. A manager announces the problem to the 
other agents. As the agents listen to announcements and 
evaluate them with respect to their own resources, they 
place a bid if they find a suitable task. Several agents can 
bid for the same task, and then the manager has to decide 
from the information of the bid which agent should win 
the bidding round and then will be awarding the contract. 

Another way to let agents cooperate to solve a problem, 
is result sharing. This will typically be that each agent 
solve small problems which later on will be become 
larger solution. Result sharing is when agents may share 
information relevant to their sub-problems. Durfee has 
suggested 4 ways to improve group performance: 

 Confidence: When independently derived 
solutions can be crosschecked, the confidence in 
the overall solution is increased. 

 Completeness: Agents that share their local 
views to achieve a better overall global view. 

 Precision: The precision of the overall solution 
is increased when agents share results. 

 Timeliness: As several agents work on the 
solution, the result could be derived more 
quickly. 

2.6 Multi agent Systems 

A multi-agent system (MAS) is a system composed of 
multiple interacting intelligent agents. Multi-agent 
systems can be used to solve problems which are 
difficult or impossible for an individual agent or 
monolithic system to solve. Examples of problems which 
are appropriate to multi-agent systems research include 
online trading, disaster response, and modeling social 
structures. The agents in a multi-agent system have 
several important characteristics: 

 Autonomy: the agents are at least partially 
autonomous i.e. agents operate without direct 
human intervention and have control over their 
own actions.  

 Local views: no agent has a full global view of 
the system, or the system is too complex for an 
agent to make practical use of such knowledge 

 Decentralization: there is no one controlling 
agent. 

3. Proposed Scheme 

This section describes the proposed model in terms of the 
network environment, hospital environment, patient 
environment and agencies involved in building and 
maintaining the medical data center, the agent 
interactions in discovering and building an automated 
meeting scheduler in health care domain to access 
distributed health care services, also the advantages and 
limitations of this proposed system.   

3.1 Network Environment 

 

 Fig. 1   Network Environment 

Network environment for the proposed work is depicted 
in Fig. 1. The network environment consists of clusters of 
medical center agents (MCA1…MCAk) in a fixed 
network, regional gateways, a registration site, mobile 
patients (P1…Pn) and doctors (D1…Dm) in the wireless 
environment. Clusters are categorized based on their 
physical geographical locations where each cluster 
consists of medical center agents hosting several medical 
centers. The gateways are connected to the network 
based on the regions. 
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Mobile users or patients are in the vicinity of a wireless 
local area or in a cellular network. The mobile users or 
patients in a particular region request its regional 
gateway to fix / schedule an appointment with the doctor. 
The gateway comprises of medical center data, case base 
and the patient preferences to identify the relevant 
medical centers and doctors to coordinate the meeting 
scheduling process.  An agent platform exists in all the 
components of network environment to facilitate agent 
based activities, since the information that must be dealt 
with is geographically distributed. The servers hosting 
medical centers are reliable and have sufficient 
bandwidth with good connectivity to accept requests 
from large number of mobile patients.  

3.2 Hospital Environment 

 

Fig. 2  Hospital Environment 

The Fig. 2 depicts the Hospital Environment. The 
hospital environment consists of a number of Medical 
center agents that run concurrently on various servers 
that are connected to the WWW. Each medical center 
agent will keep its own data, and each doctor will have 
his/her personal information i.e. an up-to-date daily 
schedule in a personal computer comprising an agent 
platform that hosts an agency to carry out the meetings 
and communication with the patients. Meeting status 
contains each patients scheduling information such as 
confirmation of the appointments, postpone or 
rescheduling of the meetings. The registration site 
maintains the databases of patients and doctors also the 
medical records of the potential patients of the system. 
The medical data center on the regional gateway 
provides the information about all the medical centers 
and doctors working in that medical center. The agent 
platform supports persistence, security, communication 
and computing services. 

3.3 Patient Environment 

 

Fig. 3   Patient Environment 

The Fig. 3   depicts the Patient Environment. The mobile 
patients register themselves in the registration desk of the 
regional gateway to fix an appointment with appropriate 
doctor by searching the nearby medical centers. The 
agencies involved in patient environment are registration 
agency, medical data center agency and meeting 
scheduler system agency. These agencies employ static 
and mobile agents to perform the dedicated tasks and 
focuses on scheduling the meeting for patients and 
building repository of services for mobile patients based 
on the patient agenda. Also these agencies will automate 
the process by enabling the mobile patients to complete 
the meeting scheduling process successfully without 
continuous online presence.  

3.4 Advantages  

The advantages of the proposed systems are as follows: 

 Autonomy of fixing the appointments with 
doctors as per the patient’s requests is achieved. 

 Secure user access to medical records at any 
time. 

 Support for user queries about the medical 
centers, and availability of doctors in the 
medical centers.   

 Online booking for appointments with specialist 
doctors, whose offices in turn, automatically 
receive the appropriate medical records for 
reference and updating.  

 High level accuracy and system reliability. 
 Better time efficiency and flexibility due to 

quick and efficient retrieval of information any 
time. 
 

4. Requirement Analysis and Specification 
It is widely believed that the next generation of computer 
desktop applications will be significantly more proactive 
in helping users to achieve their goals than those which 
currently exist. Rather than the user having to specify 
each and every step of a given task, the desktop of the 
future will be composed of a series of intelligent agents 
to which a number of high level tasks can be delegated. 
These agents will be responsible for autonomously 
deciding how the task is to be achieved and actually 
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performing the necessary set of actions, including 
handling possible interactions with other intelligent 
agents. This chapter reports on the requirement analysis 
and specification of a particular agent-based application 
which arranges meetings for patients and doctors.  
 
4.1 Problem Statement 
To implement an agent based meeting scheduling 
system, which can schedule meetings for a set of 
patients. The patient, who wants to schedule a meeting 
between doctors, just fills the meeting request form that 
will be provided by an interface. When the patient 
submits it, the negotiation and scheduling process have 
to be automatic initiated and its control should be taken 
by the agent residing in the machine. The agents have to 
cooperate and do the negotiation on the behalf of each 
patient. An agent should work for every patient, so that 
the negotiation is done by it and the participant patients 
need not be present on their machine, provided their 
computer machine should be on and running this 
scheduling system, so the patients can view his updated 
meeting status any time.  

4.2 Functional Requirements 

Input: The patient fills all the details provided in the 
meeting request form to fix the appointments with 
appropriate doctor and submits it.                                                
Output: The meeting is scheduled on a date and time 
convenient for all patients taking into account all the 
patient preferences. And the details of the scheduled 
meeting are added and displayed in the meeting status of 
every concerned patient.  
     
5. Design and Implementation 

A detailed design using Unified Modeling Language 
(UML) notation with diagrams and implementation 
details are given. 
 
5.1 System Design 

Designing a system mainly focuses on the detailed 
implementation of the proposed systems. It emphasizes 
on translating performance specifications recorded at the 
time of system study into design specifications. System 
Design phase is a transition from a user-oriented 
document to on the methods adopted for developing the 
system. Design part is the pivotal point in the system 
development life cycle. 
 
5.1.1 Design 

In this phase the architecture of the proposed system is 
conceived and developed. The architectural diagram 
helps in a smooth transition between the design stage and 
the implementation stage. The various factors that are 
considered before developing the system architecture are 

cost, reliability, accuracy, security, control, integration, 
expandability, availability, and acceptability. 
The elegant design achieves its objectives with minimum 
use or resources. The system analyst must have clear 
understanding of the objectives that the design is aiming 
to fulfill. There is usually more than one way of 
achieving a desired set of results. 
 
5.2 Architecture   
 
The architectural diagram for the MAS is shown in Fig. 
4. The aim of the MAS is to provide access to the basic 
health care services in a given city to the patient and to 
schedule the meeting between patient and doctor. The 
architecture shows interactions among agents, and also 
the interactions between humans/resources and agents.  

 

 

Fig. 4 Architectural diagram for the MAS 

A patient interacts with the system through a Patient-
agent (PA), provided a GUI through which patients could 
make queries and receives answers. This agent stores 
static data related to the patient such as the national 
healthcare number, name, address, phone number, and 
information for allowing a secure access to the system 
(login, password, keys). It also stores dynamic data such 
as the agenda of the patient. The static data will be used 
to identify the patient in the system (authentication and 
ciphering). The agents of the system will exchange 
required data automatically in each step, e.g. a doctor 
needs to know personal details of a patient before the 
medical visit, in order to retrieve his/her medical record 
from a database. The dynamic data is very useful to 
guide negotiations between any PA and other agents, 
because a PA can avoid coincidences in those 
negotiations, e.g. if the patient works from 9:00AM to 
14:00PM, his agent would arrange meetings during the 
afternoon and night.  

All PAs can talk with a Broker Agent (BA) provided an 
interface between all the agents internal to the system 
and the patient-agents. The BA is the bridge between 
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patients and the medical centers, and it is used to 
discover information about the system. All PAs can ask 
this agent in order to find medical centers satisfying 
certain criteria. The BA covers all the medical centers 
located in a city or nearby area.  

Patient can access the system through the Medical Centre 
Agent (MCA) that centralizes and monitors the 
outsider’s accesses. Each medical center is represented 
by Medical center Agent which contains all the 
information related to the medical center such as address, 
phone number, opening times, location, and so on. A 
MCA monitors all of its departments, represented by 
Department Agents (DAs), and a set of general services 
represented by Service Agents (SAs), such as a blood 
test service, ambulance etc. Each department is formed 
by several doctors represented by Doctor Agents (DRA) 
with specialization, free time and day of doctors. 

Database is used to store all patients’ medical records 
which can be accessed through the Medical Record 
Agent (MRA). This agent provides a secure access to the 
data using authentication. When a patient wants to 
arrange an appointment with a doctor, or a doctor must 
arrange a visit of a patient with a service, it is required to 
schedule a meeting according to different constraints 
such as timetable of services or doctors, and agenda of 
the patient. Here the patient-agent will search nearby 
hospitals by selecting city or area and category of 
hospitals also the available services in the hospitals. The 
patient-agent will then request for the appointment dates 
with the doctor through the doctor agent.  The doctor 
agent will view the list of appointment request and 
accordingly it confirms the request or reschedules the 
appointment date and time as per the free time and day of 
doctor and confirm the same to the respective patient. If 
the patient arrival occurs at emergency case, then doctor 
agent will give first preference to emergency case and 
reschedule the appointment of already scheduled 
meetings and convey the same to the concerned patient. 
This scheduling system will helps in reducing the 
conflicts between patients by negotiating best available 
date for meeting.  

The goal is to create an automated meeting scheduling 
agent in health care domain that is: 

 It allows the patients to input his/her meeting 
request. 

 Negotiates with the agents of the other 
requested patients. 

 Finds out its best fitting and free time slots. 
 Compares them with the sent fitting slots of the 

patient-agents and find out the best ones. 
 Reacts to the incoming patient request by 

sending back its best fitting free time slots. 
 Shows all fixed meeting in a time table. 
 Allows the patient to input his/her preferences. 

 

5.3 Phases  

This paper implements the above mentioned goals by 
using Java programming tools. The phases include the 
complete life cycle of the multiagent system to schedule 
the meeting between the patients and doctors are given 
bellow in steps. 

Step 1: Register the members to the centralized database 
server. This centralized database server maintains a list 
of hospitals in a city, with each hospital containing 
different departments with associated services and list of 
doctors with different specialization and free time and 
day of doctors. 

Step 2: When the application on the centralized server is 
executed, any number of patients can access the system 
through patient-agent and send the meeting request form 
by filling all the details such as nature of disease, 
preferable time and date to fix the appointments with 
appropriate doctor by searching the nearby hospital in 
the city. 

Step 3: The patient will first open the login page. If 
he/she is a new patient then he/she will click new patient 
and Register. The window will be the registration page 
of the patient. Once the patient registers he will be 
activated by the broker agent and can easily login.  

Step 4: The patient may request information about all the 
medical centers available in a particular city. If the 
patient is aware of a specific medical centre in the area, 
he/she may request information about the medical 
services and doctors in that centre. Also it is possible to 
book a visit to a doctor. In this kind of request the 
patient-agent has to select the Broker Agent as the 
recipient of the message. As BA is aware of all Medical 
Center Agents in town, it will find out which of them 
satisfy the patient's constraints. 

Step 5: Broker Agent will have a predefined user name 
and password through which he will do various 
operations and he will insert, update any data from the 
database based on complaints received from patient-
agent. Broker agent will deactivate any member at any 
time. Also Broker agent will add new area, category of 
hospital, specialty of hospital and new hospital to the 
database.  

Step 6: The Patient-agents sends a request (REQ) to the 
MCA through BA. This REQ is forwarded to the 
department selected by the patient-agent. The 
Department Agents (DA) will send the REQ to the 
Doctor Agents. The Doctor Agents (DRA) replies to the 
request, in which it displays the earliest time in which the 
doctor has a free slot for making a visit. The patient will 
view his Meeting status any time such as confirmed, 
postponed, or rescheduling of the meetings. 

Step 7: The Doctor will login any time and view the List 
of recent appointment request, List of forthcoming 
appointments and the calendar showing the available 
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dates and time for meeting and scheduled meeting time 
table.         

Step 8: The Doctor Agent will assign the time slots of 
each day, week with their respective priorities for doctors 
and fix the meeting using date, priority and time into 
consideration.                                                                                               

Step 9: If the patient arrival occurs at emergency case, 
the doctor agent will give first preference to emergency 
case and find a best fitting time slot for the meeting. 
Finally, the doctor agent confirms that the schedule of 
the doctor has been modified, and this confirmation is 
sent to the patient-agent through department agent and 
medical center agent.  

Step 10: The medical records of the patients are stored in 
a database called Medical Record Agent (MRA), the 
access to which is controlled by Database Wrapper 
(DW).  

6. Results 

In this section, the simulated results obtained with the 
proposed work are discussed. 
 

 

Fig. 5 Success Rate of Getting an Appointment 

The Fig. 5 depicts the Success Rate of Getting an 
Appointment. The X-axis represents the number of 
patients and Y-axis represents the availability of doctor 
in terms of percentage during season and off season. 
During off season, the number of disease will be less 
(summer) and the availability of doctor will be more 
when compared to season (winter). During season, the 
number of diseases will be more, hence the requests will 
be more and also the availability of doctor will be less.  

Season here means - when there are more patients i.e. 
when there is transition in climate.  

 
Fig. 6 Reliability of the System 

The Fig. 6 depicts the Reliability of the System. The x-
axis represents the number of patients and y-axis 
represents the number of accepted requests in terms of 
percentage. As the number of patient’s increases i.e. the 
number of requests will be high, so higher the system 
reliability. 

The Figure depicts the Response Time of the System. 
The X axis represents the number of patients and Y axis 
represents the time in terms of mili seconds. Response 
time is the time required to process the request.  i.e. after 
sending the request, how fast it will get confirmed was 
calculated.  

 

Fig. 7 Response Time of the System 

 

Fig. 8 Success Rate of Getting the Patients 
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The Fig. 8 depicts the Availability of Patients. The X-
axis represents the doctors in the hospitals and Y-axis 
represents the Number of request received from the 
patients. More the number of patients, as the number of 
request received were more. 

 

Fig. 9 Reliability of the System 

 The Fig. 9 depicts the Reliability of the System. The X 
axis represents the Doctors in the hospitals and Y axis 
represents the number of accepted requests (processed or 
confirmed request). As the number of requests increases, 
the number of requests accepted by the doctor will 
decrease.  

7. Conclusion and Future Work 

This paper presented a framework of Intelligent 
Scheduling in Health Care Domain. The use of agents in 
health care has experimented an important growth. One 
of the main benefits of this paradigm is to allow the 
interoperability of preexisting systems for improving its 
general performance. We have designed and 
implemented an agent-based information services for 
mobile users. The architecture defines the interaction 
between agents, also between humans and agents. The 
interaction human-agent is made through personal agents 
that could be located in computers or mobile devices.  

The characteristics of the agent such as the concepts of 
situatedness, autonomy and flexibility will helps in 
solving many problems that appear in the health care 
domain. One such problem we discussed here is access 
to distributed medical information of a city to schedule 
the meeting for patients and relevant doctors meeting in 
an efficient way for routine and emergency services. 

Multi agent system was developed to represent the real 
conditions, courses, and the human decision behavior 
and to present the overall design of the proposed MAS, 
emphasizing its architecture and the behavior of each 
agent of the model, as well as on the scheduling model 
which provide the activity scheduling process of care and 
the agent interaction protocol to ensure cooperation 
between agents that perform coordination tasks for the 
users. The system implements services as reusable as 

possible also, it could easily allow the addition of new 
agents or features to further improve the time efficiency. 

In the current implementation the users/patients personal 
assistant is simulated through a web interface as 
discussed. In this prototype all the agents are running in 
the same computer; in order to be usable in a real mobile 
environment, WAP-accessible version of the MAS must 
be used. The latest version of JADE, JADE-LEAP v2.4 
can be used to achieve better performance and reliability 
than the existing mechanism. 
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Abstract:  
 
The proposed system introduces a novel approach for 
extracting text effectively from different types of complex 
video inputs. The valuable information within the text can be 
deployed for text indexing and localization. The proposed 
system uses contour based protocol like SUSAN algorithm 
for evaluating the contour detection. The system then 
explores candidate text area and refines the edges by Fuzzy C 
Means Clustering. The unwanted non-text portions are 
removed using morphological operation like dilation. The 
results obtained from the proposed implementation are then 
compared with the traditional algorithm used in prior 
research work for evaluating its efficiency. The result 
achieved outperforms all the prior algorithms for extracting 
text from different types of complex video input. 
 
Keyword: Text Extraction, SUSAN, Fuzzy C Means 
Clustering, Morphological Operations 

1.  Introduction 

With the commercial increase in the videos on the 
various networking and multimedia applications, 
various service providers are showing increasing 
attention towards archiving the digital contents for 
various value added services[1]. The presence of text 
in video frame is very precious source of high-level 
semantics and content understanding. For achieving 
this purpose, text localization and extraction from the 
videos is the mostly considered option. According to 
the prior work, text extraction method can be classified 
into connected component-based approach [2], 
boundary based approach [3-7], and texture based 
approach [8-12]. However, component based approach 
is not so result oriented as it doesn’t operated optimally 
for any video images because of its assumptions that 
text image elements in the same area will have 
equivalent color as well as gray-scale strength [2]. The 
boundary based approach will require the text to be 
logically elevated contrast for identifying boundaries 

[3-7]. The texture based approach frequently uses FFT, 
DCT, wavelets, and Gabor filter for extracting features 
[13]. Unfortunately, such methods requires high 
amount of training which is definitely not cost-
effective for large scale deputation. Majority of such 
techniques has also yielded to high rate of false 
positives results, which motivate the researcher to 
work on much more efficient algorithm with most 
challenging deployment environment with highest 
accuracy and less false positives in the area of text-
extraction from videos. Moreover, extracting text from 
video with higher accuracy is much more challenging 
in comparison to text extraction from the images, 
because of diversified problems yielding from complex 
background, fast moving text in videos, videos with 
multiple language in one instant, contrast, etc. 
 
  Owing to the above mentioned issues, the proposed 
system will attempt to design a framework for 
extracting text using SUSAN algorithm for contour 
based detection, morphological operations like dilation, 
and Fuzzy C-Means Clustering for much accurate 
results. Finally the results obtained from the proposed 
system has been compared with the 5 significant prior 
research work for establishing the fact that the 
proposed system has outperformed the existing 
algorithms for text extractions.  We discuss related 
work in Section II. The research methodology is 
discussed in Section-III. Proposed system is elaborated 
in Section IV. Implementation and Results is described 
in Section-V. Performance Analysis of the proposed 
system is discussed in Section-VI and finally 
conclusion and future work is described in Section-VII 

2. Related Work 

Pratheeba e.t. al [14] has proposed a unique technique 
for text localization and extraction from complex video 
input based on findings that there persist colors of 
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contrast nature between text and its adjacent 
background.  
 
Ghosh e.t. al [15] has proposed an analytical 
architecture for automated monitoring of news videos 
with multiple languages. The system combines the 
audio and visual charecteristics for identifying 
keywords which characterize a specific news. 
 
Abburu [16] has proposed and analyzed DLER tool for 
integrating the text identification, localization, 
extraction, and the recognition method in a single tool 
 
Yen e.t. al [17] has highlighted an effective text 
extraction algorithm using news video using the 
temporal information of the video and logical AND 
operation for removing the most irrelevant background 
 
Qiujun [18] has described a technique for extracting 
news contents from the web pages based on various 
non-complex charecteristics seen in majority of the 
frequently visited websites. The significant feature is 
the similarity of the dual pages which are gathered 
from the equivalent topic of a website and published on 
the same date. 
 
Vijayakumar [19] has proposed an effective text 
extraction algorithm from sports video. The system can 
only identify the text in video in the edge of the image. 
The author has used key frames from the video by 
color histogram procedure for minimizing the quantity 
of the video frames. 
 
Stefanos e.t. al. [20] have introduces novel implicit 
interest indicator for video search and described a new 
procedure to designing a content similarity graph based 
on the implicit indicators of patterns of user interaction 
using SVM classifier. 

3. Research Methodology  

The proposed system describes a robust text 
localization and extraction methods from input real-
time video with complex background. The text 
localization and extraction of the proposed system will 
consists of video frame identification and extraction 
followed by gray-scale conversion, video 
segmentation, binarization, contour detection and 
finally text region extraction. The input from running 
video will consists of several video frames which will 
be extracted. Here the video text will be classified into 
two types: firstly, the type of text which will not 
change much with the running of the video (e.g. 
channel name, news headings, date, time etc) and 
secondly, the type of text which will randomly change 

in very second as a matter of news update. The 
situation very complex, when the sports video or news 
video is considered. The various types of the scene text 
will be visible only within the frame showing all the 
scenes like text on hoarding, streets, shops, accessories, 
vehicles etc. Such types of the text will be subsidiary 
to the contents on the scene and will be worthy only in 
certain cases of applications using monitoring or 
scanning text visible on our known objects. This 
cannot be use in general text indexing and recovery. 
Such types of presence of text will be very challenging 
towards effective text extraction process as it might be 
observed in infinite quantity with various orientation 
and structures. Therefore, if such types of occurrences 
of complex text can be involuntarily identified and 
extracted, it will lead to evolution to a very higher level 
of text extraction algorithm which will have higher 
scope depending on the usage. The need of researching 
in this types of text extraction is of very high priority 
as the text extraction tool will effectively be able to 
capture the current contents of the text without any 
false positives as it has very significant illustrative 
charecteristics. With the implementation of such fast 
algorithm for text localization and extraction, 
algorithm can be designed for data-mining the text 
contents in future using certain content based text 
extraction approach, it can also be used in real-time 
monitoring system more effectively with zero error in 
its results. The various charecteristics of the text 
contents in the video can be discussed as followings: 
 
(i). Configuration: The configuration will normally 
consist of size and positioning of the text. The 
proposed system has considered different types of real-
time videos where there is a positive feasibility of 
occurrence of different sizes of text appearing in the 
same video frame. The proposed system has also 
consideration of diversified positioning for making the 
system more challenging. Majority of the prior 
research work has not much consideration of 
positioning. Normally, the textual characters are placed 
either horizontal or vertical (Japanese text). Certain 
inclined text can also be observed in most of the TV 
channel logos. Therefore, in order to make most robust 
text extraction system, we have considered all the 
possible orientation of the text for much contrast 
results. Another consideration for our proposed system 
is also the distance between two different characters or 
words, which can be maximum time uniform and 
sometime non-uniform. 
(ii) Speed: This is one of the important consideration 
where we identify the characters which can exist in 
different frames of video sometime with or without 
motion. This phenomenal characteristic will be used 
for tracking text and its improvement.   
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(iii) Color: There is also a feasibility that the same text 
or character may appear in same or different colors in 
every consecutive video frames.  
(iv) Boundary: Majority of the text extraction process 
is created for non-complex readability which results in 
tough boundary for textual matter and its complex 
background too. The proposed system has both of 
these factors considered. 

4. Proposed System 

The proposed system highlights a robust technique of 
text extraction from real time videos using contour 
detection based algorithm like SUSAN [21]. The 
proposed system has identified contour points as one of 
the significant charecteristics for video frame which is 
associated with maximum changes in luminance or in 
curve direction [22]. Here the strength of image 
elements inside the window will be compared with that 
of the center which is also known as Nucleus. In case 
the comparison yields smaller value than threshold, 
then the current picture elements will be considered 
having the similar strength with the center of picture 
elements. The USAN (Univalue Segment Assimilating 
Nucleus) will create region with such elements. The 
contour detection methodology in the proposed system 
can be formulated as following algorithm: 
 
Algorithm-1: SUSAN  
Objective: The SUSAN edge detector has been 
implemented using circular windows to give isotropic 
responses 
Input: image, threshold for brightness and USAN 
Output: Implementation of SUSAN algorithm by 
setting up circular mask along with removal of close 
corners. 
Steps: 
1 Create a function for Susan 
2 Check inputs and fill in the blank variables 
3 Check if the inputs are empty 
4 Convert to double image format 
5 Prepare the inputs and outputs 
6 Create the brightness look up table (LUT) 
7 Set up the variables 
8 Set up the circular masks 
9 Create 37 pixel circular mask 
10 37 pixel circular mask for x 
11 37 pixel circular mask for y 
12 Compute the USAN response 
13 Compute correlation for the window mask w 
14 If already too big - ignore it 
15 Compute correlation for the window mask wx 
16 Compute correlation for the window mask wy 
17 Compute the sq response 
18  Check the centre of gravity 

19 Threshold the response to find the corners 
20 Perform nonmaximal suppression (5x5 mask) 
21 Find the local maxima 
22 Corner must be local maxima 
23 Initialized removal of any close corners 
24 5x5 neighborhood mask (12 points) 
25 Remove close corners 
 
The contour function is formulated considering 
arguments like detected contour point for 
identification, and width and height of the window. A 
morphological operation like dilation is performed for 
getting the associated regions in video frames, once the 
algorithm successfully accomplishes the contour points 
with text. In the initial stage of processing, certain non-
text area will be removed. Finally the segmentation is 
created for the multiple lines in the frames using 
vertical and horizontal ridge of the contour point. 
Finally, all the identified text regions are resized to 
initial size of the video frame. 
 
 
The candidate text area captured is refined using Fuzzy 
C-Means Clustering algorithm. 
 
Algorithm-2: Fuzzy C-Means Clustering Algorithm 
Objective: In fuzzy clustering, each point has a degree 
of belonging to clusters, as in fuzzy logic, rather than 
belonging completely to just one cluster. Thus, points 
on the edge of a cluster, may be in the cluster to a 
lesser degree than points in the center of cluster. 
Input: initialization of clusters. 
Output: creation of clusters for text refinement 
Steps: 
1  Create a function for Fuzzy C-Means Cluster 
2  Choose a number of clusters. 
3 Assign randomly to each point coefficients for being 
in the clusters. 
4  Repeat until the algorithm has converged (that is, 
the coefficients' change between two iterations is no 
more than , the given sensitivity threshold) :  
5  Compute the centroid for each cluster 
6  For each point, compute its coefficients of being in 
the clusters 
7  Create cluster 
8  Calculate number of rows and columns for subplot 
9  Display clusters 
 
Algorithm-3: Text Extraction using Fuzzy C-Means 
Clustering. 
Objective: The main objective of this program is to 
extract text region from the input video and display the 
sub-images along with implementation of Fuzzy C-
Means clustering 
Input: video and initialization of threshold for 
brightness and USAN 
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Output: The output shows sub-images, with separate 
letters  
Steps: 
1  Input the video file 
2  Use multimedia reader method to read the video 
3  Initialize brightness threshold. 
4  Initialize USAN threshold 
5  Defined Matrix for non text corner points removal 
6 Convert the video to frames and read the frames 
7 Call process frame function 
8 Use image resize method 
9 Use sub plot method 
10 Display the sub-image 
11 Plot a rectangle 
12 Region Merging 
13 Separate colors 
14  Quantize the colors to 16 x 16 x 16 values 
15 Plot histogram for R, G and B 
16 merge all color matrix to form one image 
17 Extract text region 
18 Use image crop method 
19 Apply Fuzzy C-means clustering 
20 Create cluster 
21 Calculate number of rows and columns for 
subplot 
22 Display clusters 
23 Show separate letters 
 
The processing of the algorithm will result in candidate 
text area. Finally, the clustering of the associated 
regions are estimated. Finally creation of the sub-
images will result in merger image which will also give 
rise to the quantized image, i.e. the characters are 
merged in order to generate the text line.  
 
5. Implementation and Results 
 
The framework project work is designed in Matlab in 
32 bit system 1.8 GHz with dual core processor where 
different real time videos are considered for the 
experiment. The basic graphics video display card of 
DIAMOND AMD ATI Radeon is used for 
experimenting on both OS of Windows Vista and 
Windows 7. The implementation also considers videos 
with single text, multiple text, text with different sizes 
of fonts, text with complex and simple background, 
text with different languages. 
 
For the purpose of the experiment, different types of 
real time video inputs were considered: 
1. Video clips of short / long interval 
2. Video clips with fast and slow moving text. 
3. Video clips with text appearing in different 

orientations (horizontal, vertical, slanted). 

4. Video clips with multiple languages (English, 
Hindi) 

 
In the preliminary experiment, a video file in AVI 
format is chosen from a news channel which was the 
1st consideration of the video input. The real time video 
is read by multimedia reader object. The program 
initialized the brightness threshold and USAN 
threshold as 20 and 2000 respectively (in Algorithm 2 
and 3). A matrix is created for non-text corner point 
removal. Various sub-images are created which will all 
identify the dynamic text appearing at every duration. 
 

 
 

Fig 1.  A video frame. 
 

      
 
Fig 2(a) Sub-image-1  Fig 2(b) Sub-image-2 
 

 
 

Fig 2(c) Sub-image-3 
 

Fig 2. Creation of 3 sub-images from the respective video input as 
shown in Fig 1. 
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Fig 3. Merger Region output 
 

 
 

Fig 4. Text Localization and Extraction 
 

 
 

Fig 5. Graph created for Red, Green, and Blue Histogram based 
color clustering  

 
A text region merging algorithm then identifies the text 
in each sub-image which will be finally magnified to 
original size. The R, G, B colors are separated and 
quantized to 16 x 16 x16 values which gives rise to 
histogram as shown in Fig 5. Finally all the color 
matrix are quantized to form one image. As seen in 
sample news video, that there will exist certain text e.g. 
Logo text, video caption, time, date, update headings 
etc, which will not change much for longer duration of 

play, it might give rise to overlapping and interleaving 
as the same set of text will be extracted every time by 
the algorithm.   Therefore the intersection regions are 
selected to avoid this. The final extraction of the text 
region is done using Fuzzy C-Means Clustering. The 
segmentation considering all the color constituents is 
designed with classification based on text and non-text 
regions. The fuzzy clustering algorithm is one of the 
efficient data clustering algorithm [23], which is an 
iteratively most favorable protocol normally with 
consideration of least square method to design a fuzzy 
partition of the datasets. The process of iteration halts 
when the variation between the two consecutive 
iterations becomes very insignificant. The advantage of 
this approach is that the two average vectors can be 
confirmed as the two leading groups e.g. text and non-
text regions. Therefore the edge histogram distribution 
for the detected text regions is estimated, as shown in 
Fig 5, in order to binarize the text region for effective 
text extraction. 
 
The second set of the implementation is conducted 
from the second consideration of video input where the 
video are sometime very slow and suddenly very fast. 
This experiment is conducted to measure the efficiency 
of the algorithm for text extraction for fast moving text 
in the video. The video input taken for this experiment 
shows a text “DRENCHING RAIN” and 
“HOLLYWOOD” which appears onscreen in less than 
2 seconds. 
 

 
 

Fig 6. Frame Captured from the video 
 

The application created for this set of evaluation reads 
the video which calls SUSAN function to identify the 
corner points using morphological structuring 
elements. The masking application as shown in Fig 
7(b) is created from the corner for each generated 
frames from the input video. The dilation operation is 
used here which is used for morphologically open 
binary image for removing unwanted text region. 
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Finally, the effective text region is located and 
extracted as shown in Fig 7(c)-(d).  
 

 
 

Fig 7(b) Mask Created from corners 
 

 
 

Fig 7(c). Detected Text Region 
 

 
 

Fig 7(d). Final Output 
 
The next set of the experiment is conducted with 3rd 
and 4th consideration of the video input. The input 
video is captured from the TV tuning card for the live 

broadcasting of the TV show. The significant fact here 
is the text appearing in this set of video are in different 
size, style, orientation, as well as language (English 
and Hindi).  
 

 
 

Fig 8 (a). A Video Frame captured 
 

 
 

Fig 8(b) Creation of Mask from corners 
 

 
 

Fig 8 (c). Effective Text Localization 
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It can be noticed here that almost all the text (both in 
Hindi and English) is 100% accurately extracted in all 
implementation of masking. Interesting fact is the 
English text on the top right side of the channel logo 
which has different orientation or inclination in 
comparison to other text is also extract with 95.2 % 
accuracy. Therefore, the system design for the 
proposed text extraction can be eventually considered 
as robust, reliable, and efficient in text extraction in 
multiple scenarios as understood from the final output 
as shown in Fig 8(d). 
 

 
 

Fig 8 (d). Effective Text Extraction 
 
6. Performance Comparison 

 
For the purpose of comparative analysis, various prior 
significant researches works in the area of text 
localization and text extraction has been considered. 
The proposed system has also being compared and 
experimented with all the major significant previous 
research work like: 
 
• Prior-Work-1: Qixiang e.t. al (2004) [24] approach 

has used SVM edge and wavelet features. This is 
one of the significant work which has better 
performance in comparison to K-Means clustering. 
It also has consideration of eastern and western 
languages.  
o Comparison to our Approach: The above 

discussed approach has no consideration of 
text orientation as well as fast moving 
videos. Besides the approach has used 
multiple number of complex algorithm 
which consumes much time and definitely 
not cost effective in terms of text extraction. 
Our approach has simple use of 
Morphological operations and Fuzzy C 
Means Clustering, which effectively works 

for fast moving videos as well as with text 
with different orientations. 

• Prior-Work 2: Matko e.t. al. (2008) [25] approach 
has worked on player number localization using 
HSV Color Space and Internal Contours. 
o Comparison to our Approach: The result of 

the above approach has only localization rate 
(83%) which is considerably higher than 
recognition rate (52%). This difference is 
caused by sensitivity of OCR software to 
non-rigid deformation, noisy character 
borders etc. Errors in number localization 
occur has occurred due to skewed numbers, 
folded jerseys and especially blur which is 
caused by player or camera motion. But our 
approach with efficient use of SUSAN 
algorithm for contour detection has 
effectively able to overcome all the issues 
and complexities found in this work. 

• Prior-Work 3: Shivakumara e.t. al (2009)  [26] 
approach of text detection from video using 
heuristics rules, initial text block identification, 
text portion segmentation and new edge features 
for false positive elimination.  
o Comparison to our Approach: The above 

discussed approach has not considered 
complex background images. Moreover all 
the experiment result were derived from 
testing with English Text and no 
consideration of text orientation. Whereas 
our approach has clearly outperformed this 
results. 

• Prior-Work 4: Phan e.t. al. (2009) [27] approach 
of text detection method based on the Laplacian 
operator and use of K-means Clustering.  
o Comparison to our Approach: The work 

discussed has no consideration of arbitrary 
orientation. Moreover, the text detection step 
shows white patches even for non-horizontal 
text. Where our approach facilitates much 
more accurate results of text localization and 
extraction in much more challenging 
scenarios. 

• Prior-Work 5: Ghorpade e.t. al (2011) [28] 
approach with neural network pattern matching 
technique for text localization, segmentation, and 
recognition.  
o Comparison to our Approach: In this work, 

as, the characters are recognized on run-time 
basis, there may be a few cases found in 
which one or two characters may get 
misrecognised i.e. a character may get 
recognized as some other character. 
Moreover only English text is considered. 
The process is time consuming due to 
inclusion of neural network and may not give 
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the best result in this work. Our proposed 
work obviously is in much contrast results in 
comparison to this prior work. 

 
The empirical effectiveness of our proposed algorithm 
can be derived by estimating the accuracy in detection 
of the text contents from the input videos in the 
application designed. The following parameters are 
considered for this purpose: 
• Actually Recognized Text Region (ARTR) 

consisting of text line. 
• False Identified Text Region (FITR) which do not 

contain any text. 
• Missing Text (MT) which ignores some text 

characters. 
 
The approach manually estimates the Original text 
region (OTR) where the Text Identification Rate (TIR) 
can be evaluated as: 

TIR = ARTR / OTR 
 And Error in Text Identification rate (ETIR) as given 
by, 

ETIR = FITR / (ARTR + FITR) 
and  
 Non-Text Identification Rate (NTIR) = MT / 
ARTR 
 
The comparative analysis is done by estimating the 
above empirical parameters for the proposed work with 
all the significant research work specified in this paper. 
Same sets of the input type and considerations are 
made towards the analysis. 
 
Table 1. Comparative Performance analysis Parameters 
with 5 prior research work and proposed system.    
 
Prior Work OTR ARTR FITR MT 
Qixiang e.t. 
al (2004) 
[24] 

 
500 

 
393 

 
87 

 
79 

Matko e.t. 
al. (2008) 
[25] 

500 349 50 35 

Shivakumara 
e.t. al (2009) 
[26] 

500 251 94 94 

Phan e.t. al. 
(2009) [A27 

500 458 39 55 

Ghorpade 
e.t. al (2011) 
[28] 

500 350 55 70 

Proposed 
Work 

500 485 38 37 

 
 

 
 
 
Table 2. Estimation of TIR, ETIR, and NTIR for all the 
5 prior research work with proposed system. 
 
Method TIR ETIR NTIR 
Qixiang e.t. 
al (2004) 
[AR] 

 
78.6 

 
18.12 

 
2.01 

Matko e.t. 
al. (2008) 
[AR] 

 
69.8 

 
12.53 

 
1.00 

Shivakumara 
e.t. al (2009) 
[AR] 

 
50.2 

 
27.72 

 
3.74 

Phan e.t. al. 
(2009) [AR] 

 
91.6 

 
7.8 

 
1.2 

Ghorpade 
e.t. al (2011) 
[AR] 

 
70.6 

 
13.5 

 
2 

Proposed 
Approach 

 
97.0 

 
7.0 

 
7.0 

 
From the above table, it can be easily identified that 
proposed system has better Text identification rate 
(97%) as well as less Error in Text Identification rate 
(7%) as compared with the prior research work stated. 
 
 
7. Conclusion 
 
The proposed system highlights a unique technique for 
text extraction system using contour based SUSAN 
algorithm and Fuzzy C Means Clustering algorithm. 
The proposed system is potential enough to extracting 
text from different types of complex and fast moving 
text in videos. Even multiple language is also 
considered for the checking the effectiveness of the 
algorithm. The proposed system has achieved 97% of 
Text Identification rate and only 7% of Error in Text 
Identification Rate. The achieved result is much in 
contrast compared to majority of prior significant 
research in this area. 
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Abstract 

The proposed system highlights a novel approach of 
extracting a text from image using two dimensional Haar 
Discrete Wavelet Transformation and K-Means Clustering. 
As the commercial usage of digital contents are on rise, the 
requirement of an efficient and error free indexing text along 
with text localization and extraction is of high importance. 
Majority of the previous research work on text extraction has 
focused on scene text, uniform background, and extensive 
use of wavelet domain and frequent usage of only grey-scale 
image as input. The extensive in-depth testing of such 
approach will lead no not-so-satisfactory results if the image 
type, non-uniform background, different text orientation, 
different languages are introduced. The proposed system has 
broader scale of consideration of input image with much 
complicated backgrounds along with consideration of sliding 
windows. For much accuracy, morphological operation is 
included to accurately distinguish the text and non-text area 
for better text localization and extraction. The experimental 
result was compared with all the prior significant work in text 
extraction where the results show a much robust, efficient, 
and much accurate text extraction technique. 

Keyword: Text Extraction, Haar, Discrete Wavelet 
Transform, K-Means Clustering, Morphological Operations 

1. Introduction 
 

Text Extraction from images is a major task in 
computer vision. Applications of this task are various 
(automatic image indexing, visual impaired people 
assistance or optical character reading...). Many studies 
focus on text detection and localization in images. 
However, most of them are specific to a constrained 
context such as automatic localization of postal 
addresses on envelopes [1], license plate localization 
[2], text extraction in video sequences [3], automatic 
forms reading [4] and more generally ”documents” [5]. 
In spite of such extensive studies, it is still not easy to 
design a general-purpose TIE system [6]. This is 
because there are so many possible sources of variation 
when extracting text from a shaded or textured 

background, from low-contrast or complex images, or 
from images having variations in font size, style, color, 
orientation, and alignment. These variations make the 
problem of automatic TIE extremely difficult. 
Increasing popularity of digital cameras and camera 
phones enables acquisition of image and video 
materials containing scene text, but these devices also 
introduce new imaging conditions such as sensor noise, 
viewing angle, blur, variable illumination etc. Taking 
into account all these problems and scene text 
properties it is clear that its extraction and recognition 
is more difficult task in comparison with caption text 
and text in documents. Text information extraction 
consists of 5 steps [7]: detection, localization, tracking, 
extraction and enhancement, and recognition (OCR). 
In case of scene text particular focus is set on 
extraction. This step is done on previously located text 
area of image and its purpose is segmentation of 
characters from background that is separation of text 
pixels from background pixels. Text extraction 
strongly affects recognition results and thus it is 
important factor for good performance of the whole 
process. Text extraction methods are classified as 
threshold based and grouping-based. First category 
includes histogram-based thresholding [8], adaptive or 
local thresholding [9] and entropy-based methods. 
Second category encompasses clustering-based, region 
based and learning-based methods. Clustering 
techniques performed well on color text extraction 
[10]. Region-based approaches, including region-
growing and split and merge algorithm, exploit spatial 
information to group character pixels more efficiently, 
but drawback is dependence on parameter values. 
Learning-based methods mostly refer to multi-layer 
perceptrons and self-organizing maps, but variation of 
scene text makes difficult to create representative 
training database. 
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The proposed work will introduce novel text extraction 
techniques with Discrete Wavelet Transform and k-
Means Clustering. The system also introduces 
morphological operation like dilation and erosion for 
segregation of text and non-text regions for better 
accuracy. The rest of this paper is organized as follows. 
We discuss related work in Section II. The research 
methodology is discussed in Section-III. Proposed 
system is elaborated in Section IV. Implementation and 
Results is described in Section-V. Performance 
Analysis of the proposed system is discussed in 
Section-VI and finally conclusion and future work is 
described in Section-VII 

 
 

2. Related Work 
 
Syed Saqib Bukhari [11] presents a new algorithm for 
curled textline segmentation which is robust to above 
mentioned problems at the expense of high execution 
time. His approach is based on the state-of-the- art 
image segmentation technique: Active Contour Model 
(Snake) with the novel idea of several baby snakes and 
their convergence in a vertical direction only.  
 
Samuel Dambreville [12] has combined the advantages 
of the unscented Kalman Filter and geometric active 
contours to propose a novel method for tracking 
deformable objects. Chen Yang Xu [13] have 
introduced a new external force model for active 
contours and deformable surfaces, which we called the 
gradient vector flow (GVF) field. The field is 
calculated as a diffusion of the gradient vectors of a 
graylevel or binary edgemap. 
 
Wumo Pan e.t.al [14] has proposed a novel approach to 
detect texts from scene images captured by digital 
cameras. The system converts the text detection issue 
to a contour classification problem by means of the 
topographic maps, and performs shape classification 
by exploiting the over-complete and sparse structure in 
the shape data. 
 
Fabrizio e.t. al [15] has presented a text localization 
technique which was considered to be efficient in the 
difficult context of the urban environment. The system 
uses a combination of an well-organized segmentation 
procedure based on morphological operator and a 
configuration of SVM classifiers with a variety of 
descriptors to estimate regions that are either text or 
non-text area. The system is competitive but generates 
many false positives Baba [16] has proposed a novel 
approach for text extraction by analyzing the textural 
evaluation in general scene images.  The work has 
introduced a hypothesis that texts also have equivalent 
charecteristics that differentiates them from the natural 

background. The researcher has estimated spatial 
difference of texture to achieve the distribution of the 
degree of likelihood of text region.  
 
Aghajari [17] propose an approach to automatically 
localize horizontally texts appearing in color and 
complex images. The text localization algorithm 
achieved a recall of 91.77% and a precision of 96%. 
 
Hrvoje e.t. al [18] propose new method for scene text 
extraction in HSI color space using modified 
cylindrical distance as homogeneity criterion in region 
growing algorithm. The work has also introduced 
Solution for seed pixel selection based on horizontal 
projection. 
 
Jayant e.t. al [19] present a novel method for extracting 
handwritten and printed text zones from noisy 
document images with mixed content. We use Triple-
Adjacent-Segment (TAS) based features which encode 
local shape characteristics of text in a consistent 
manner. The experiment was tested with only similar 
types of text present in page. The system also lags 
different scripts testing. 
 
Sumit [20] has presented a technique for using soft 
clustering data mining algorithm to increase the 
accuracy of biomedical text extraction. The 
development of the proposed algorithm is of practical 
significance; however it is challenging to design a 
unified approach of text extraction that retrieves the 
relevant text articles more efficiently. The proposed 
algorithm, using data mining algorithm, seems to 
extract the text with contextual completeness in 
overall, individual and collective forms, making it able 
to significantly enhance the text extraction process 
from biomedical literature. 
 

 
3. Research Methodology  
 
   The issues of text extraction discussed in this 
proposed system from given image are multifold and 
can be segregated for various processing like 
binarization, implementing wavelet domain, 
morphological procedures, and finally localization and 
recognition of text. 
 
    The proposed system as shown in Figure 1 presents 
a research methodology where the text extraction from 
images with different scenario deploying discrete 
wavelet transform and k-means clustering. The 
prominent edges captured from the input binarized 
image are estimated using two dimensional discrete 
wavelet transform. Finally, when this stage is 
accomplished, morphological operations like erosion 
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and dilation is implemented for the purpose of 
removing some non-text area which can be easily 
confused as text region. The morphological operations 
also associated various segregated candidate text 
regions in each information for sub-band of the 
binarized image. The fact in this stage for 
consideration is that binary information about the 
colors actually do not assist in text extraction 
procedure from the given image. The proposed system 
accepts input as colored RGB image for more real-time 
environment in development. The image is then 
processed in wavelet domain and then the text 
extraction process is implemented in later stage of 
processing. The proposed discrete wavelet transform 
system can be exhibited by following flow: 
 

Image 

Wavelet domain

Morphological 
Operation 

Sub-band 
details

Dilated area in 
HL,LH, and HH

 
 
Fig 1. Proposed wavelet based text extraction protocol 
 
A. Discrete Wavelet Transform 

 
Digital image processing has witnessed a discrete 
wavelet transform as a prime tool in the area of multi-
resolution analysis [21]. 1-D discrete wavelet 
transform decomposes an input image into mean 
constituent and detail constituent by estimation with 
the help of high-pass filter and low-pass filter [22]. 
Whereas 2D discrete wavelet transform will 
decompose an input image into 4 sub-bands (LL (mean 
constituent), LH, HL, and HH (detailed constituent)). 

LL

LH

HL

HH
 

 
Fig 2. 2-D DWT decomposition output representation 
 
The multi-resolution of the two dimensional wavelet 
domains can be deployed to explore the text regions of 
an input image. The conventional filters and detection 
mechanism for regions can also be expected to provide 
the equivalent output too. In comparison to one 
dimensional, 2D discrete wavelet transform can be the 
better option as it can identify maximum number of 
edges in one time which cannot be done by 
conventional algorithms. The conventional boundary 
detection filters can identify 3 types of boundaries 
using different types of masking operators as shown in 
Fig 3. This is also one of the significant reasons of why 
the conventional boundary detection filters are not 
faster in comparison to two dimensional discrete 
wavelet transform.  
   

 
 
Fig 3. Conventional boundary detection by mask operator 
 

 
                    (a)                               (b) 
Fig 4. (a) Actual grey image             (b) DWT coefficients 
 
 A grey scale image when achieved from the original 
input of RGB image is as shown in Fig 4(a). Fig 4(b) 
shows how the discrete wavelet transform converts the 
gray scale image into four sub-bands. The similar 
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operation when performed by Haar [23] discrete 
wavelet transform makes the processing less 
complicated, faster with good accuracy, and efficient in 
comparison to other types of wavelet domain. The 
important features of the Haar wavelets are very 
contributing factors in the proposed methodology. The 
Haar DWT is genuine, symmetric, and orthogonal with 
simplest boundary situation along with support for 
random spatial grid distance. It also supports simple 
high-pass and low-pass filter coefficient [23].     
 

 
(a)    (b) 

 
(c) 
 
Fig 5. (a) The source image (b) Row operation in 2-D Haar DWT (c) 
Column operation in 2-D Haar DWT 
 
A sample of 4x4 grey level images is shown in Fig 
5(a). The addition and subtraction is applied on grey 
scale image for evaluating wavelet coefficient. The two 
dimensional discrete wavelet transform is 
accomplished by dual structured one dimensional 
discrete wavelet transform with both rows and 
columns. The row operation is conducted first in order 
to obtain the output as shown in Fig 5(b). Column 
operation is then used for transformation which finally 
gives the output of two dimensional Haar discrete 
wavelet transform as shown in Fig 5(c). A gray-scale 
image is converted to one mean constituent sub-band 
and three detail constituent sub-bands using two 
dimensional Haar DWT. Using Haar discrete wavelet 
transform on the image, diversified information about 
the text regions can be identified from the sub-bands 
details. For an example, LL subband identifies mean 
constituents, HL sub-bands identifies vertical 
boundaries, LH sub-bands identifies horizontal 
boundaries, and HH sub-bands identifies diagonal 
boundaries. The easy way to understand this is to 
observe the Fig 4 (a)  which is basically a grey-scale 
image when subjected to Haar discrete wavelet 
transform gives the output as represented in Fig 5. The 
candidate text boundaries in the source image can seem 
from the detailed constituent’s sub-bands (HL, LH, and 
HH). 
 

 
 
Fig 6. Implementing Haar discrete wavelet transform to source input 
image 
 
 
B. K-Means Clustering 
 
The k-means is basically a clustering algorithm which 
partition a data set into cluster according to some 
defined distance measure [24][25]. One of the 
significant tasks in machine learning is to comprehend 
images and extracting the valuable details.  In this 
direction of analyzing data within the image, 
segmentation is the first phase to estimate quantity of 
the object present in an object. K-means clustering 
algorithm is an unsupervised clustering protocol [25] 
which categorizes the input data points into multiple 
types based on their inherent distance from each other. 
The protocol considers that the data features create a 
vector space and tries to locate normal clustering in 
them. The K-means function is given in (1). 
 
[mu, mask]=kmeans (ima, k)   (1) 
 
where mu is the vector of class means, mask is the 
classification image mask, ima is the color image and k 
is the number of classes. The points are clustered 
around centroids in eq. (2) which are obtained by 
minimizing the objective [25]. 
 
Let m = max (ima)+1 , then 
 
mu = {(1:k) * m} / (k+1)   (2) 
 
The maximum function shown above is the maximum 
value in the in ima matrix which represents the colored 
image in order to achieve the maximum value of the 
content colors where the color values are revealed as a 
unit value for all pixel. This stage is done to explicitly 
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describe the maximum number of levels that can be 
used for estimating the histogram. 
 
The working principle of the k-means clustering 
algorithm in the proposed system is as discussed 
below: 
 
i. The histogram of intensities which should highlight 
estimates of pixels in that specific tone is estimated as 
shown below 

∑
=

=
k

i
imn

1

         (3) 

 
where, 

n = total estimates of observations 
k = total estimates of tones. 

 
The quantity of the pixels is estimated by the mi which 
has equivalent value. The graph created with the help 
of this is only the alternative way to represents 
histogram. 
    
ii. The centroid with k arbitrary intensities as in eq. (2) 
should be initialized. 
 
iii. The following steps are iterated until the cluster 
labels of the image do not alters anymore. 
 
iv. The points based on distance of their intensities 
from the centroid intensities are clustered. 
 
v. The new centroid for each of the clusters is 
evaluated. 
 
C. Morphological Operation 
 
The morphological operations like dilation and 
erosions are used for better approach of refining text 
region extraction. The non-text regions are removed 
using morphological operations. Various types of 
boundaries like vertical, horizontal, diagonal etc are 
clubbed together when they are segregated separately 
in unwanted non-text regions. But, it is also known that 
the identified region of text consists of all these 
boundary and region information can be the area where 
such types of boundaries will be amalgamated. The 
boundaries with text are normally short and are 
associated with one other in diversified directions. The 
proposed system has deployed both dilation and 
erosion for associating separated candidate text 
boundaries in every detail constituent sub-band of the 
binary image.  
 

 
 
Fig 7 Implementation of Morphological operations on three binary 
regions 
 
Finally, the morphological operations like dilation and 
erosion is designed exclusively to fit use-defined input 
of text based image with various type of 
charecteristics.  
 
 
4. Proposed System 

 
The proposed work is designed to accept the input as 
an image where the final effective output is obtained as 
extracted text using k-means clustering algorithm and 
mathematical morphological operations. For contrast in 
the results, discrete wavelet transform is applied for 
decomposing the image to sub-bands at various scales 
with diversified resolution.  
 
The text area is considered as special texture with 
unbalanced texture charecteristics. Various statistical 
features like mean, standard deviation, and energy is 
estimated when the image with text is subjected to 
discrete wavelet transformation algorithm. After the 
image is subjected to wavelet transform, classification 
based on region is applied for compacting the text area 
within the scope of image. A specific sliding window 
is designed which reads the high frequency sub bands 
by sliding steps. The application can be considered that  
the dimension of each sub-band is M×N after 
subjecting one-level wavelet transform, and we have, 
 
d1= mod (M-W, l1),  d2= mod(N-H, l2) 
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 Fig 8. Overall Architecture of the proposed system 

 
 
if d1 and d2 are not equal to zero, than it fails to 
superimpose all the area of every sub-band when 
sliding window reads the high frequency sub-bands by 
the step l1 x l2. The work also rejects all the contents 
which do not belong to the region.  
 
The statistical charecteristics of every sub-band is 
estimated. The process achieves 12 features by 
evaluating the charecteristics of three high frequency 
subbands. Finally 12- dimension text feature vector is 
constructed. 
 
The second phase of the design uses k-means 
clustering protocol where clustering is deployed by 
analyzing the texture characteristic vector. The 
clustering factors selected are primary point of text, 
normal background, and complex background. Care 
should be taken to update the point of cluster in every 
processing of k- iterations. The image is segregated 
into three categories for textual area, simple and 
complex background area. Binarization technique is 
applied to the image depending on the results of 
classification and then mathematical morphological 
operations are deployed to take out the text details 

from the image. The effective algorithm implemented 
in the proposed system is as follows: 
 
 
START 
1    Input RGB image 
2    If image is RGB  
3    then covert to Gray scale 
4    Create a function for performing DWT 
5    Use Haar 2D DWT 
6    Perform DWT 
7    Initialize the coefficients, sub-bands 
8    Create a function for sliding window 
9     [W H] =size (window1) 
10   mu = mean (mean (window1)) 
11   window2 = (window1-mu) 
12   stanDev= sqrt (sum (sum (window2.^2))/(W*H)) 
13   E = sum (sum (window1.^2)) 
14   Estimate Size of subband 
15   Create a function for K-Means Clustering 
16   Calculate column number and row number  
17   For zero padding 
18   Apply zero Padding  
19   Extract the features of sliding window 
20   Rebuild the cluster id 
21   Apply Mask Operation 
22   Morphological operations on binary images 
23    Detect boundary using Sobel 
24    Morphologically open binary image  

(remove small objects) 
STOP 
  

One of the prime issues of implementing clustering 
algorithm is an inevitable computing error for which 
reason once the text area is extracted, the system 
cannot facilitate wholesome error free information 
about the complete text area. Therefore, the design 
implements morphological operations like erosion and 
dilation in order to measure and localize the all text 
sub-areas. Another issue is the non-text pixels which 
are also eliminated using erosion and dilation. The 
appropriate position of the text region is localized in 
the original image by merging the text pixel locus that 
is not extracted around the text region boundary. 
Finally the actual text information is extracted from the 
processed binarised image. 
 
 
 
5. Implementation and results 
 
The framework project work is designed in Matlab in 
32 bit system 1.8 GHz with dual core processor where 
total of 150 different types of images are considered 
for the experiment. The basic graphics video display 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 240



card of DIAMOND AMD ATI Radeon is used for 
experimenting on both OS of Windows Vista and 
Windows 7. The implementation also considers images 
with single text, multiple text, text with different sizes 
of fonts, text with complex and simple background, 
text with different languages.  
 
The input image binarised to grayscale which is then 
subjected to discrete wavelet transform. The system 
then subjects the processed image into k-means 
clustering protocol. Morphological operation like 
erosion and dilation is deployed in order to remove all 
the unwanted non-text region which can be confused 
with the text regions sometimes. Finally text 
localization and extraction takes place as shown in the 
results below:  
 

  
      (a) Original Image      (b) Gray Scale Image 

     
        (c) DWT                  (d) K-Means Clustering 

   
(e) Erosion/ Dilation           (f) Text Localization 
 
Fig 9. Results from Text Extraction Process 
 
The above results in Fig 9. shows the output of the 
application obtained when an image of simple 
background and different multiple text with different 
font size is used. The localization process along with 
text extraction is found to be satisfactory.  
Our preliminary experiment although was not so 
satisfactory when the attempt was conducted on the 
scanned image for text extraction. The accuracy rate 
was only 75%. The experiment is also conducted in 
image with text in Hindi language unlike the previous 
experiment. To identify the robustness and 

compatibility of the designed application, the 
experiment was conducted with two set of image e.g.: 
 

• Image with Hindi text with simple 
background and with same font size. 

• Image with both Hindi and English text with 
different font size and style and orientation. 

 
The second set of the experiment is conducted to 
scrutiny the efficiency of the protocol towards text 
extraction for non-English text. Here we chose Hindi 
language for testing as it is one of the most frequently 
used language in any type of document related to 
Indian Government. Fig 10. shows the reliability of the 
application for extracting the Hindi text. The error 
percentage is zero in this case showing system to be 
robust in Hindi Language too along with English. But a 
fact has to consider that this experiment is conducted 
with condition of simple background and not all the 
text will have simple background. 

 

 
 

Fig 10. Output of Text Extraction for Hindi Font with simple 
background 
 
The third set of the performance analysis is conducted 
considering complex background. Complex 
background can be defined as an image with high 
variation of RGB along with illumination factor in its 
background whereas in simple background it is 
uniform. Therefore, it was a bit of challenging task to 
have proper consideration of image with multiple text 
of different font as well as with complex background. 
So for this set of experiment, we have selected an 
image captured from the running live video streaming 
from using TV tuning card. A good graphics adapter 
will be required for proper restoration of the captured 
image.  
The image for this set of experiment is considered as 
an image with: 

• Multiple Text 
• Multiple Text with different font size 
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• Multiple text with different language and its 
orientation. 

 
 

(a) Binarized image 
 

 
 

(b) Applying DWT to the Binarized image 
 

 
 

(c) After implementing k-Means Clustering Protocol 
 

 
 
(d) Morphological Operation implements to remove non-text regions 

 

 
 

(e) Text Region Localization 
 

 
 
(f) Text Extraction 
Fig 11. Text Extraction in complex background 

 
It can be noticed here that almost all the text (both in 
Hindi and English) is 100% accurately extracted in all 
configurations of the sliding window. Interesting fact is 
the English text on the top right side of the channel 
logo which has different orientation or inclination in 
comparison to other text is also extract with 95.2 % 
accuracy. Therefore, the system design for the 
proposed text extraction can be eventually considered 
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as robust, reliable, and efficient in text extraction in 
multiple scenarios.  
 
 
6. Performance Analysis 

 
For evaluation purpose, the proposed system deploys 
actual rectified size and error detected size to analyze 
the simulation results accomplished.  
 
Actual Rectified Size = (AR / AT) x 100% 
Error Detected Size = (NT / (AR + NT)) x 100% 
 
Where 
AR = Actual Extracted Text Region Size 
NT = Non-Text Region Size 
AT = Actual Text Region Size 
 
The analysis results are optimum when actual rectified 
size is greater than error detected size. The experiment 
when evaluated with total of 150 images gives the 
following results as depicted in Table 1. 
 
Table 1: Analysis Results 
 

H W Error 
Detected 
Size 

Actual 
Rectified Size 

16 32 13.6 94.5 
16 16 8.5 91.8 
8 16 5.1 88.6 
8 8 4.8 86.3 

 
The above results interpret that using the proposed 
algorithm assist the applications to achieve reduction in 
error detection size and higher actual rectified size. The 
process successfully extracts the text from various sets 
of experimental images with the sliding window size of 
smaller dimension. 
 
Comparison with Techniques 
Majority of the research work conducted in past has 
used datasets of images. But the proposed work is 
totally focused on real time images being captured 
from digital camera, or mobile phone, or from any 
image capturing devices for better study for realistic 
result. The current research work has been compared 
with certain conventional algorithm for cross-checking 
its efficiency. All the analysis process employs the 
exploration of accuracy of text and non-text area for 
the given colored image input. The method for 
checking performance has deployed the complex 
methodology of discovering all the prominent 
boundaries and contours at different orientations 
considering images with multiple text with different 

font size, style, and language (English, Hindi) for the 
proposed process of text extraction. It has been noticed 
that the complexity of the applied protocol increases in 
order to recognise the boundaries at multiple different 
directions. 
 
The prominent morphological operator like dilation is 
employed for sequencing the clusters of the segregated 
text to a significant complete word or sentences. The 
proposed system also explores successfully the 
quantity of the constituents and estimates the degree of 
inconsistency for each constituent variance. The 
consideration of detection of text is symbol in case the 
value of the inconsistency of each constituent is 
greater. The proposed algorithm though it was found to 
be very sensitive to skew and direction of placement of 
text, but the result accomplished in majority of test on 
150 images were found to be successful. One of the 
prime intentions behind the proposed text extraction 
system is to diminish the probability of detection of 
non-text elements from the test image. The 
effectiveness of the morphological operations was also 
tested by analyzing their respective output image. 
 
The proposed system has also being compared and 
experimented with all the major significant previous 
research work like: 
 

• Morphological approach considering scene 
text by Hasan and Karam (2000) [26] 

• Wavelet based feature extraction and neural 
network for texture analysis considering 
slanted scene text, localization, and tracking 
by Li et. al (2000) [27] 

• Text detection and localization using DCT 
coefficient and macroblock type information 
by Lim et. al (2000) [28] 

• Gabor filter like multi-layer perceptron for 
texture analysis by Jung e.t. al (2001) [29] 

• Text detection using sparse representation by 
Pan et. al (2009) [14] 

• Text Localization algorithm in color image 
via New projection profile by Aghajari (2010) 
[17] 

• Text extraction using data mining algorithm 
by Sumit (2011) [20] 

 
All the above research work done has extensively used 
the thresholding concepts along with morphological 
operations. Whereas the proposed system has contrast 
implementation of the above mentioned work along 
with novel introduction of k-means clustering and Haar 
discrete wavelet transform of two dimensional.  All the 
150 images has been tested with the above mentioned 
research work and compared with the proposed work 
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to observe that majority of the experiments with the 
previous approach when used, it gives better results 
only in case of consistent background. One more prime 
observation is that when the images with multiple text 
style, size, orientation and especially languages are 
used, all the previous approaches yields false results of 
text extraction. For example, when the above 
mentioned research works is implemented on the same 
test image, the results obtained are as followings: 
 

     
 
Fig  12(a)   Fig 12(b) 
The issue observed above is for the image with 
uniform background (Fig 12(a)) the text localization is 
somewhat valid, but it fails to locate the text when 
background is making inconsistent like in Fig 12(b). 
There is much such type of errors in the results 
obtained when previous approaches are compared with 
the existing one. The proposed protocol for text 
extraction is therefore considered to be robust and 
efficient. 
 
7. Conclusion 
 
The proposed system has introduced a novel process of 
text extraction considering multiple cases of image 
with its textual contents. The system has been 
implemented using 2D Haar DWT along with k-means 
clustering algorithm. It also deploys methodology of 
sliding window for reading sub-bands of high 
frequency. Morphological operations like dilation and 
erosion has been introduced finally to refine the text 
and non-text region appropriately. For more realistic 
and robust results, the proposed system has been 
experimented with images with single / multiple text, 
multiple text of different sizes / style / languages, 
images with uniform and non-uniform background. 
The system is also evaluated with major research 
results in the past for conventional text extraction 
approach and is found to be potential for more 
accurately extracting text information. The future work 
will be to extending the similar concept of extracting 
text from video with higher accuracy. 
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Abstract 

The development of Embedded Computer based bio-
computing systems mimicking the natural functionality of 
human parts, is in continuous research because of advent of 
technology that used Very Large Scale Integration (VLSI) 
devices such as Field Programmable Gate Array (FPGA) to 
meet the challenging requirement of providing 100% 
functionality of the damaged human parts. The evolution of 
Field Programmable Gateway Array (FPGA) devices to the 
current state- of-art   System-On-Chip (SOC) devices poses 
considerable problems in terms of ensuring designer 
productivity in developing high end Computerized 
Biomedical Speech Processing applications to these 
devices. Modern Programmable FPGA structures are 
equipped with specialized Digital Speech Processing 
embedded blocks that allow implementing digital speech 
processing algorithms with use of the methodology known 
from digital signal processor these programmable FPGA 
architectures give the designer the possibility to increase 
efficiency of the designed system.  This paper presents the 
details of design and development of one of the bio-
computing systems such as Bionic Ear or Cochlear Implant 
(CI) system with greater emphasis on configuration of 
FPGA with efficient processing algorithm. Bio-computing 
system incorporates Xilinx Spartan3 FPGA as the main 
chip for DSP IP cores, 32k words of memory, a 16-bit 
Analog to Digital converter fixed gain amplifier and 
programmable gain amplifier and transmitter which convey 
control codes to the receiver stimulator of the cochlear 
implant .The processor is battery powered and has been 
programmed to emulate the continuous interleaved 
sampling speech processor of 8 electrode implant. Here the 
Bio-computing system is a Real-Time Embedded 
Computing System (RTECS) that is required to collect the 
real-time speech/sound data, process the data by using 
speech/sound processing algorithm(s) and send the 
processed speech data to the electrode array inserted in the 
damaged inner ear (cochlea) for providing the speech 
recognition to the deafened person via inductive 
transcutaneous RF link.  This process should run 
continuously without loss of speech/sound information. 

Key words: FPGA, DSP IP, Bio-computing system, 
Speech Processing algorithm, FPGA VLSI, System-on-
chip, RTECS, CI 

   
1. INTRODUCTION 

The Bio-computing system comprises of external 
Body Worn Speech Processor (BWSP), external 
Impedance Telemetry (IMT) and internal 
Implantable Receiver Stimulator (IRS) with an 
electrode array.  BWSP receives an external sound or 
speech and generates encoded speech data bits for 
transmission to IRS via radio frequency 
transcutaneous link for exciting the electrode array by 
continuously executing speech/sound processing 
program embedded in BWSP.  The IRS receives the 
ASK modulated encoded speech/sound information, 
demodulates the ASK signal, decodes the information 
and stimulates the selected electrode in the electrode 
array with the appropriate electric stimuli as bi-phasic 
current pulses by  continuously executing decoded 
speech/sound and electrode stimulation program 
embedded in IRS to recognize the speech/sound by 
the deafened person.  External IMT is used to 
measure electrode-tissue impedances of the inserted 
electrode array inside the damaged cochlea for 
configuring the number of active electrodes. 
Commercially available devices are often found to 
provide little of the flexibility required for use in a 
research environment, so the need for a fully 
configurable FPGA based computerized 
speech/sound processor for use with bio-computing 
devices is evident. Previously developed portable 
digital sound processor, referred to as the P-DSP[1], 
and a modification known as the P-DSP/HA[2], are 
much larger, heavier and expend more batteries than 
current commercially available processors. These 
factors are inconvenient to the hearing-impaired user, 
and thus may reduce the amount of experience gained 
by using the processor in everyday conditions away 
from the laboratory.  
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(a) BWSP with Headset 

        

(b) Implantable Receiver-Stimulator 

 

 

(c)  Preliminary Version of ASIC Chip for Receiver 

Stimulator 

Figure1:  Prototype to Product Development of AU-
NSTL Cochlear Implant System 

This paper addresses the Design and development of 
Bio-computing system as a laboratory model based 
on Xilinx Spartan3 FPGA (1.2V core) as the main 
chip for DSP IP cores and Micro blaze / Pico blaze 

microprocessor. The hardware as well as software 
design and performance issues are also covered in the 
present paper. The Bio-computing system comprises 
of the following hardware modules with relevant 
embedded software control: a) Configurable FPGA 
for Speech/Sound Processing as BWSP, b) 
Implantable Receiver-Stimulator and c) Impedance 
Telemetry.  

A configurable FPGA for speech processing  consists 
of a microphone, fixed gain amplifier, programmable 
Gain amplifier,16-bit ADC, Xilinx Spartan3 FPGA 
(1.2V core), radio frequency transmitter ,laboratory 
model of receiver-stimulator and simulated electrode 
array with a high speed data acquisition system. 
Figure 1 shows our proposed prototype to product 
model of Cochlear Implant System designed and 
developed by AU-NSTL team. The BWSP comprises 
Ana log Front End (AFE), Digital Speech/Sound 
Processing system, Speech Data Encoder, and a 
Radio Frequency Transmitter using Amplitude Shift 
Keying (ASK) modulation.  FPGA can be configured 
to implement 4-channel to 8-channel Continuous 
Interleaved Sampling (CIS) algorithm based on the 
patient’s active electrodes.  This BWSP generates 
continuous serial TTL data bits based on the voiced 
or unvoiced  signals served as modulating signal to 
the ASK modulator at  4MHz RF carrier.  The ASK 
signal is applied to the RF transcutaneous link that in 
turn used to stimulate the Cochlear Implants 
Implantable Receiver-Stimulator fabricated as 
laboratory prototype model for testing and validation.  
The laboratory model of Receiver-Stimulator consists 
of radio frequency ASK receiver, speech data 
decoder, stimulus buffer, 8-bit Digital to Ana log 
Converter(DAC), constant current generator, active 
electrode selection logic for switch matrix driver, 8-
bit Ana log to Digital Converter(ADC), switch matrix 
based on H-bridge architecture  and 12 simulated 
electrode resistance array. The development of Bio-
computing system as per the design has met the 
requirements of processing real-time speech/sound 
signals using the principles of embedded computing 
architecture.  The testing and validation of the 
developed prototype of Bio-computing system is 
done by start small approach that tests individual 
functional units followed by an integrated testing.  
The performance of the developed system is 
compared with commercially available CI systems 
and found equivalent performance using relevant test 
data, simulation tools and emulation tools.  The 
results of experiments with simulated speech/sound 
test data and real time speech /sound data are 
enumerated.  Finally, the concluding remarks and 
future directions for an advanced Bio-computing 
system are addressed. 
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2. HARDWARE DESIGN 

 

Figure 2: Functional Block Diagram of Configurable FPGA for Bio-computing systems for Speech/sound 
processing. 

The functional components used to 
configure FPGA for Bio-computing systems can be 
observed in fig2.Configuration of FPGA for Bio-
computing systems to perform speech/sound 
processing can accept speech or audio signals and 
transform them into human understandable processed 
speech or audio to an implantable Bio-computing 
system’s receiver-stimulator of 12 electrodes for 
making the deaf person to understand the speech or 
audio tones is designed. The main principle behind 
the configuration of FPGA involves capturing sound 
from the environment, processing sound into digital 
signals and delivering sound to the hearing nerve via 
electrode array in cochlea. The speech processing 
system can drive a hearing aid receiver stimulator 
and excite 8-channel electrode array. In a typical 
application the system works in the following way.  

Sound waves are converted to electrical 
signals by the microphone and then fed to Ana log 
Front-end circuit. An electric condenser microphone 

can be connected to the front panel auxiliary input 
socket. The sound signals are amplified by fixed gain 
amplifier with a fixed gain of 30dB and based on 
volume control of speech processing device, 
programmable gain amplifier amplifies the output of 
the fixed gain amplifier and then the signal is 
attenuated by the sensitivity potentiometer. The 
signal is filtered to eliminate noise before being 
converted to a 16-bit digital value by the 16-bit ADC; 
the 16-bit sample is transmitted to the Xilinx spartan3 
FPGA device via a serial interface. The Xilinx 
spartan3 FPGA typically stores this sample in 
memory for future processing and may transfer a 
modified sample back to the SCI to be transmitted to 
the DAC, where the sample is converted to an Ana 
log signal to drive a hearing aid receiver. For 
auditory prostheses use, the Programmable Xilinx 
spartan3 FPGA based processor  periodically 
construct data frames in the special format  required 
for the cochlear implant receiver  
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Figure 3:  Simplified Block Diagram of the Bio-computing System 

 

stimulator which determines the active electrodes and 
their current levels and then sends the encoded data 
frames serially with 171 Kbps rate to the RF 
transmitter.  

The RF transmitter is based on ASK 
modulation and operates at 4MHz carrier frequency. 
The RF transmitter modulates the incoming encoded 
serial data. The encoded data would send to RF 
transmitting coil. The RF transmitting coil is 
seventeen turns, 175 strands Litz wire with High Q 
value. RF transmitter sends the data frames via the 
transcutaneous inductive coupling to the receiver coil 
in the laboratory model receiver-stimulator. The 
receiver stimulator decodes the data and activates the 
specified electrodes, which stimulate nearby auditory 
neurons, giving the user the sensation of hearing. A 
simplified hardware functional block diagram of the 
Bio-computing system is shown in Figure 3.The 
Xilinx spartan3 FPGA is used as the central 
processing system running at a rate of 326 MHz of 
core clock frequency and Densities as high as 74,880 
logic cells. Up to 1872 Kbits of total block RAM ,up 
to 520Kbits of distributed RAM, Three separate 
power supplies for the core (1.2V), IOs (1.2V to 
3.3V), and  Special function(2.5V)  eliminating the 
need for power- consuming external RAM in 
auditory implant applications. The on-chip 
peripherals consist of SCI-a Serial Communications 
Interface, a parallel Host Interface, and a Timer 
Module and relevant control signals are used to 
access external memories, as well as the encoder in 
this application. The required software programs like 
CIS, ENCODING module stored in an external 
PROM and these are used by FPGA for speech 
processing. The mode pin logic levels are 
automatically altered when the programming cable is 
connected to the processor. The speech processing 

Software CIS for DSPMAP is developed in personal 
computer (PC) using verilog and configured Xilinx 
spartan3 FPGA using JTAG cable using Xilinx ISE 
Environment.  

3. SOFTWARE DESIGN 

There is a huge demand for low cost and high 
performance of Bio-computing systems in developing 
countries.  Several researchers proposed and attempt 
to develop a low-cost cochlear implant system but 
none of these products are available in the market.  
The development of Bio-computing system involves 
the strategies of mechanical engineering, physiology, 
electronics engineering and computer science and 
engineering.  Implementation of embedded speech 
processing algorithms plays an important role in the 
development of different techniques for deriving 
electrical stimuli from the speech signal.  Developing 
speech or sound signal processing algorithms that 
would help in mimicking the function of a normal 
cochlea in inner ear is the biggest challenge for the 
computer engineers.  Popular speech processing 
algorithms such as SMSP, SPEAK, CIS and ACE are 
used by various vendors are described by the several 
developers with less technical , design and 
implementation details due to the limitations of 
proprietary information or intellectual property 
rights. The functional block diagram is shown in 
Figure 4 contains the BWSP, IRS and Electrode 
array. The Implantable Receiver Stimulator Software  
decodes the encoded speech signal, generates the 
required control signals for selection of active 
electrode for stimulation according to the intensity of 
the incoming speech/sound signal  by means of  
charge balanced bi-phasic pulses for understanding 
the speech. The functional block diagram of the Bio-
computing system is shown in Figure 5.  
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Figure 4:   Functional Block Diagram of the Cochlear Implant System 
 

 

 

 

 

 

Figure 5:  Simplified Functional Block Diagram of Bio-computing System 
 

 

The main functional requirement of the system is to 
receives the speech/sound signals from the 
environment and stimulate the electrodes inserted in 
the cochlea by charge balanced bi-phasic electrical 
signals.  Body Worn Speech Processor receives the 
electrical signal from the microphone, sampled by 
CODEC, processed by implementing Continuous 
interleaved sampling (CIS) speech processing 
algorithm in FPGA Structures , encoded in using a 
simple protocol and transmitted serially at 172Kbps 
rate to the ASK modulated RF transmitter.   

 

Block diagram for 8 –channel CIS implemented in 
ADSP 2185 is shown in Figure 6. Incoming speech 
signal is sampled by the ADC is passed to 8 band 
pass filters.  The envelopes of the filtered waveforms 
are then extracted by full-wave rectification and low-
pass filtering (typically with 200 or 400 Hz cutoff 
frequency).  The envelope outputs are finally 
compressed using nonlinear compression function 
(e.g., logarithmic) to ensure that the envelope outputs 
fit the patient’s dynamic range of electrically evoked 
hearing. 
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4. PERFORMANCE 

MATLAB’s Filter Design and Analysis tool (FDA 
Tool) is used to generate Band Pass FIR filter 
coefficients by using Hamming window of 128 
orders.  The magnitude response of the designed 8 
band FIR filters as shown in Figure 7 with 
corresponding frequency bands in the Table 1. 

                                   

 

               Figure 6:   Software Implementation of 8 Channel CIS Algorithm 
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BPF FIR 200-310 Hz
BPF FIR 310 - 458 Hz
BPF FIR 458 - 698  Hz
BPF FIR 698-1048  Hz
BPF FIR 1048 - 1587 Hz 
BPF FIR 1587 - 2402  Hz
BPF FIR 2402 - 3635 Hz
BPF FIR  3635 - 5500 Hz

 

                                        Figure 7:   Magnitude Response of 8   Channel Band Pass Filter 
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Table 1:   Filter Bands for 8-Channel CIS Algorithm. 

Band 

Number 

Frequency 

in Hz 

Center 

Frequency In 

Hz 

1 200-303 251 

2 303 -  458 380 

3 458 -  693 575 

4 693 -1049 871 

5 1049 -1587 1318 

6 1587 -2402 2000 

7 2402 -3635 3018 

8 3635 -5500 4570 

 

The fixed 8-channel CIS algorithm is modified in our 
work to suit to either 4-channel CIS or 5-channle CIS 
or 6-channel CIS or 7-channel or 8-channel operation 
with flexibility in programming n-channel CIS 
algorithm where n = 4, 5,6,7,8 that is highly needed 
based on selected number (4/5/6/7/8) of active 
electrode out of 12 electrodes of electrode array 
placed in cochlea [Frijns, 2003]. The CIS algorithm 
is validated by using various single tone frequency 
signals generated by using signal generator.  The 
input and output signals are observed at various 
stages of implemented CIS algorithm by using FPGA 
in 8-channel Scope Coder measuring instrument.  
The designed system can be programmed to perform 
4 to 8 channel CIS algorithm based on the number of 
active electrodes for speech/sound frequency range 
200 to 5500Hz.  The ADSP2185 can perform (i) 8 
channel, (ii) 7 channel, (iii) 6 channel, (iv) 5 channel 
and (v) 4 channel CIS algorithm. The frequency 
distribution for 4 to 8 channel for the allowable 
frequency range is shown in  Table 2.  

A total of (8+7+6+5+5=31) FIR band pass 
filters are designed to perform the required 
functionality.   All 32 FIR bandpass filter 

performance is tested for functionality using single 
tone frequency signal from signal generator to the 
speakers.  The testing of FIR bandpass filters is done 
as follows.   The frequency of the signal generator is 
set to the each bands center frequency. For example, 
8 channels BPF, the function generator frequency is 
set at 610Hz and given to the line input of CODEC 
and each channel BPF FIR filter output is sent to the 
Line output of CODEC and the output response are 
observed.  The Observed waveforms for the 
frequency of 610 Hz frequency it belongs to band 3.  
As only band 3 FIR filter allows the signal, the 
remaining Band Pass Filters attenuates the signal.  
The recorded waveform for the 3rd Channel BPF FIR 
Filter of 8-channel CIS algorithm as shown in Figure 
8. Full-wave Rectification: After each band pass 
filtering has done, the filter waveform is rectified by 
using full wave rectification. Sample output of 3rd 
channel output after rectification as shown in Figure 
9. After rectification again the processed sample is 
filtered by the 32 order low pass filter of 0-400Hz to 
extract the temporal information of each channel. 
Output of the LPF FIR filter output is shown in 
Figure 10. After low-pass filtering the processed 
sample is stored in the buffer. 

 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 252



 
Table2:  Frequency Distribution of 200 – 5500 Hz Frequency for 4/5/6/7/8 Channel CIS Algorithm 

 

    

 

Figure 8: Input and Output Signals of Channel 3 FIR Band Pass Filter with    
  Mono Tone Frequency of 610 Hz 

Channel  numbers 

Number 
of  active 

Channels 

 

1st  
Band 

(Hz) 

 

2nd  Band 

(Hz) 

 

3rd  Band 

(Hz) 

 

4th  Band 

(Hz) 

 

5th  Band 

(Hz) 

 

6th  Band 

(Hz) 

 

7th  Band 

(Hz) 

 

8th  Band 

(Hz) 

4 200 -
458 

458 -1050 1050-

2400 

2400-

5500 

    

5 200 -
388 

388 – 753 753 – 

1460 

1460-

2835 

2835-

5500 

   

6 200 -
347 

347 -  604 604 – 

1049 

1049 –

822 

1822 -

3166 

3166 -

5500 

  

7 200-
321 

321-516 516 -  828 828 – 

1329 

1329 -

2134 

2134 -

3426 

3426 -

5500 

 

8 200-
303 

303 - 458 458 -  693 693 -1049 1049 -

1587 

1587 -

2402 

2402 -

3635 

3635 -

5500 
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      Figure 9:  Input and Output Signals of Channel 3 Full Wave Rectifier 
 

 

Figure 1:  Input and Output Signals of Channel 3 FIR LPF Filter (0-400Hz). 
 

After rectification again the processed sample is 
filtered by the 32 order low pass filter of 0-400Hz to 
extract the temporal information of each channel. 
Output of the LPF FIR filter output is shown in 
Figure 10. After low-pass filtering the processed 
sample is stored in the buffer. 

5 . CONCLUSION 

The Configuration of FPGA for speech/sound 
processing has been particularly use with Bio-
computing systems. The flexibility and 
computational power of the developed system allows 
speech processing using CIS strategy, which is tested 
and evaluated. Speech processing schemes may be 
improved by including surrounding noise pollutions, 

increase the no of channels and speech intelligibility 
optimization. 
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Abstract—Mobile communication is one of 
the hottest areas and it is developing 
extremely fast in present times, thanks to the 
advances of technology in all the fields of 
mobile and wireless communications. 
Nowadays the use of 3G mobile 
communication systems seem to be the 
standard, while 4G stands for the next 
generation of wireless and mobile 
communications. This comparative study 
between 3G & 4G tells about the 
background and the vision for the 4G. We 
first present a review on the development 
history, characteristics, status of mobile 
communication and related 3G - 4G 
perspectives. An overall 4G framework 
features, having the basic keys (diversity 
and adaptability) of the three targets 
(terminals, networks, and applications).  We 
present it in both external and internal 
diversity of each target to illustrate the 
causes and solutions of the adaptability 
feature. Then, the 4G domain of each feature 
in the framework is discussed from technical 
point, showing techniques and possible 
research issues for sufficient support of 
adaptability. At the end, a summary on 4G 
visions and some of the issues this new 
technology may face. 
 
Keywords: OFDM, HSPA, LTE, MIMO, 
MC-CDMA, WCDMA, UMB 
 
I.INTRODUCTION 
 
Mobile broadband is becoming a reality, as 
the Internet generation grows accustomed to  

 
having broadband access wherever they go, 
and not just at home or in the office. Out of  
the estimated 1.8 billion people who will 
have broadband by 2012, some two-thirds 
will be mobile broadband consumers — and 
the majority of these will be served by 
HSPA (High Speed Packet Access) and LTE 
(Long Term Evolution) networks.  
People can already browse the Internet or 
send e-mails using HSPA-enabled 
notebooks, replace their fixed DSL modems 
with HSPA modems or USB dongles, and 
send and receive video or music using 3G 
phones. With LTE, the user’s experience 
will be even better. It will further enhance 
more demanding applications like 
interactive TV, mobile video blogging and 
advanced games or professional services.  
 
LTE offers several important benefits for 
consumers and operators: Performance and 
capacity - One of the requirements on LTE 
is to provide downlink peak rates of at least 
100Mbit/s. The technology allows for 
speeds over 200Mbit/s and Ericsson has 
already demonstrated LTE peak rates of 
about 150Mbit/s. Furthermore, RAN (Radio 
Access Network) round-trip times shall be 
less than 10ms. In effect, this means that 
LTE — more than any other technology — 
already meets key 4G requirements. 
 
II. DIFFERENTIATION BETWEEN 3G 
& 4G 

3G is currently the world’s best connection 
method when it comes to mobile phones, 
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and especially for mobile Internet. 3G stands 
for 3rd generation as it just that in terms of 
the evolutionary path of the mobile phone 
industry. 4G means 4th generation. This is a 
set of standard that is being developed as a 
future successor of 3G in the very near 
future. 

The biggest difference between the two is in 
the existence of compliant technologies. 
There are a bunch of technologies that fall 
under 3G, including WCDMA, EV-DO, and 
HSPA among others. Although a lot of 
mobile phone companies are quick to dub 
their technologies as 4G, such as LTE, 
WiMax, and UMB, none of these are 
actually compliant to the specifications set 
forth by the 4G standard. These technologies 
are often referred to as Pre-4G or 3.9G. 

4G speeds are meant to exceed that of 3G. 
Current 3G speeds are topped out at 14Mbps 
downlink and 5.8Mbps uplink. To be able to 
qualify as a 4G technology, speeds of up to 
100Mbps must be reached for a moving user 
and 1Gbps for a stationary user. So far, these 
speeds are only reachable with wired LANs.  

Another key change in 4G is the 
abandonment of circuit switching. 3G 
technologies use a hybrid of circuit 
switching and packet switching. Circuit 
switching is a very old technology that 
has been used in telephone systems for a 
very long time. The downside to this 
technology is that it ties up the resource for 
as long as the connection is kept up. Packet 
switching is a technology that is very 
prevalent in computer networks but has 
since appeared in mobile phones as well. 
With packet switching, resources are only 
used when there is information to be sent 
across. The efficiency of packet switching 
allows the mobile phone company to 
squeeze more conversations into the same 
bandwidth. 4G technologies would no 

longer utilize circuit switching even 
for voice calls and video calls. 
All information that is passed around would 
be packet switched to enhance efficiency. 

1. 3G stands for 3rd generation while 4G 
stands for 4th generation. 
2. 3G technologies are in widespread use 
while 4G compliant technologies are still in 
the horizon. 
3. 4G speeds are much faster compared to 
3G. 
4. 3G is a mix of circuit and packet 
switching network while 4G is only a packet 
switching network. 
 
III. Features of 3G 

3G  telecommunications, is a generation of 
standards for mobile phones and mobile 
telecommunication services fulfilling the 
International Mobile Telecommunications-
2000 (IMT-2000) specified by 
the International Telecommunication 
Union.] Application services include wide-
area wireless voice telephone, mobile 
Internet access, video calls and mobile TV, 
all in a mobile environment. To meet the 
IMT-2000 standards, a system is required to 
provide peak data rates of at least 200 kbit/s. 
Recent 3G releases, often denoted 3.5G 
and 3.75G, also provide mobile broadband 
access of several Mbit/s to smart phones 
and mobile modems in laptop computers. 

The following standards are typically 
branded 3G: 

• the UMTS system, first offered in 
2001, standardized by 3GPP, used 
primarily in Europe, Japan, China 
(however with a different radio 
interface) and other regions 
predominated by GSM 2G system 
infrastructure. The cell phones are 
typically UMTS and GSM hybrids. 
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Several radio interfaces are offered, 
sharing the same infrastructure:  

o The original and most 
widespread radio interface is 
called W-CDMA.  

o The TD-SCDMAradio 
interface, was 
commercialised in 2009 and 
is only offered in China.  

o The latest UMTS release, 
HSPA+, can provide peak 
data rates up to 56 Mbit/s in 
the downlink in theory (28 
Mbit/s in existing services) 
and 22 Mbit/s in the uplink.  

   IV. Features of 4G 
                  4G, a range of new services and 
models will be available. These services and 
models need to be further examined for their 
interface with the design of 4G systems. 
Figures 2 and 3 demonstrate the key 
elements and the seamless connectivity of 
the networks.  

 

 

 

                         Figure 2  
 
4.1. Terminals 
Till date the “terminal” for accessing mobile 
services has been the mobile phone. With 
the advanced 3G and also the 4G in future, 
we can also expect to see a broadening of 
this concept. User interfaces of terminals 
will vary from traditional keyboard, display, 
and tablet, to new interfaces based on 
speech, vision, touch, soft buttons, etc. 
These will be general-purpose computing 
and communication devices, and devices 
with more specific purposes to serve 
particular marker segments. There will still 
be recognizable mobile phones. But many of 
these will have larger screens to display 
Internet pages or the face of the person 
being spoken to. There will be smaller 
"smart-phones" with limited web browsing 
and e-mail capabilities. The addition of 
mobile communication capabilities to laptop 
and palmtop computers will speed up the  
Convergence of communication and 
computing, and bring to portable computing 
all the functions and features available on 
the most powerful desktop computers. There 
will be videophones, wrist communicators, 
palmtop computers, and radio modem cards 
for portable computers. Innovative new 
voice based interfaces will allow people to 
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control their mobile communication 
services with voice commands. 
 
4.2. Networks 
 
Worldwide roll-out of 3G networks are 
delayed in some countries by the enormous 
Costs of additional spectrum licensing fees. 
In many parts of the world 3G networks do 
not use the same radio frequencies as 2G, 
requiring mobile operators to build entirely 
new networks and license entirely new 
frequencies. So that a number of spectrum 
allocation decisions, spectrum 
standardization decisions, spectrum 
availability decisions, technology 
innovations, component development, signal 
Processing and switching enhancements and 
inter-vendor cooperation have to take place 
before the vision of 4G will materialize. 
 
4.3. Applications 
 
The emerging applications for 3G and 4G 
wireless systems typically require highly 
Heterogeneous and time varying quality of 
service from the underlying protocol layers. 
So adaptability will be one of the basic 
requirements to the development and 
delivery of new mobile services. Promising 
techniques and possible topics may include: 
Mobile application should refer to a user’s 
profile so that it can be delivered in a way 
most preferred by the subscriber, such as 
context-based personalized services. This 
also brings the applications with adaptability 
to terminals that are moving in varying 
locations and speeds. Techniques such as 
adaptive multimedia and unified messaging 
take the terminal characteristics into account 
and ensure that the service can be received 
and run on a terminal with the most suitable 
form to the host type. 
The 4G technology will be able to support 
Interactive services like Video Conferencing 
(with more than 2 sites simultaneously), 
Wireless Internet, etc. The bandwidth would 

be much wider (100 MHz) and data would 
be transferred at much higher rates. The cost 
of the data transfer would be comparatively 
very less and global mobility would be 
possible. The networks will be all IP 
networks based on IPv6. The antennas will 
be much smarter and improved access 
technologies like OFDM and MC-CDMA 
(Multi Carrier CDMA) will be used. Also 
the security features will be much better. 
 
    Long-Term (Radio) Evolution or LTE is 
also part of 3G technology. It’s a 3GPP its 
research item for Release 8. It’s also known 
as 3.9G or “Super 3G” by some researchers. 
It’s planned to commercialize in 2009. It 
was aims at peak data rates of 200 Mbps 
(DL) and 100 Mbps (UL). 
 
 The WiMax lobby and the people who are 
working with the WiMax technology are 
trying to push WiMax as the 4G wireless 
technology. At present there is no consensus 
among people to refer to this as the 4G 
wireless technology. I do not think this is 
popular with the researching community. 
WiMax can deliver up to 70 Mbps over a 
50Km radius. As mentioned above, with 4G 
wireless technology people would like to 
achieve up to 1Gbps (indoors). WiMax does 
not satisfy the criteria completely. Also 
WiMax technology (802.16d) does not 
support mobility very well. To overcome the 
mobility problem, 802.16e or Mobile 
WiMax is being standardized. The important 
thing to remember here is that all the 
researches for 4G technology is based 
around OFDM. WiMax is also based on 
OFDM. This gives more credibility to the 
WiMax lobby who would like to term 
WiMax as a 4G technology. Since there is 
no consensus for the time being, we have to 
wait and see who would be the winner. 
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V. MULTIPLE ACCESS TECHNIQUES 
 
3G wireless multiple access techniques are 
widely based on CDMA and WCDMA. But 
4G demands a better multiple access 
technique for reducing the MAI (Multiple 
Access Interference) and ISI (Inter Symbol 
Interference) and thus improve the bit error 
rate performance. MC-CDMA is the best 
candidate that would satisfy the demands of 
4G wireless systems. Moreover adaptive 
modulation techniques have been proposed 
for 4G, where the modulation scheme is 
changed dynamically based on the current 
channel estimates. MCCDMA is the hybrid 
combination of OFDM (Orthogonal 
Frequency Division Multiplexing) and 
CDMA. MC-CDMA with adaptive 
modulation promises to meet the demands of 
4G regarding high data rate with a lower 
BER (Bit Error Rate). 
 
OFDM has the capability to cancel multi-
path distortion in a spectrally efficient 
manner. Rapid variation in channel 
characteristics are caused by multi-path and 
Doppler spread (due to the different speeds 
of mobile). Sometimes these time varying 
channels are characterized by very good 
SNR (Signal to Noise Ratio), but worse 
SNR at other times. So a fixed modulation 
technique cannot achieve the best 
Spectral efficiency as the system has to be 
built with a modulation scheme considering 
the worst case scenario. Hence during good 
channel conditions the system would not be 
able to obtain the best possible spectral 
efficiency. This is where adaptive 
modulation shows its role. Adaptive 
Modulation techniques takes advantage of 
the time varying channel characteristics and 
adjust the transmission power, data rate, 
coding and modulation scheme for the best 
spectral efficiency. 
 
 

 MC-CDMA 
 
The basic idea of CDMA is to maintain a 
sense of orthogonality among the users in 
order to eliminate the MAI. This is done by 
employing orthogonal spreading codes to 
spread the data sequence. In MC-CDMA 
these spreading codes are defined in the 
frequency domain. Pseudo orthogonal codes 
can be used instead of orthogonal codes, 
thus increasing the number of users that can 
be accommodated. But pseudo orthogonal 
codes can increase MAI since the spreading 
codes are not fully orthogonal. 
 

 
Figure 3: MC-CDMA Transmitter 
 
Fig 3 shows the configuration of an  
MC-CDMA transmitter for user. It takes 3 
the input data stream and converts into 
parallel data sequences each parallel data 
Sequence is multiplied with the spreading 
code. A guard interval in inserted between 
the symbols to eliminate ISI caused by 
multi-path fading. 
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Figure 4: MC-CDMA receiver 
 
In MC-CDMA receiver the received data are 
first coherently detected and then multiplied 
with the gain to combine the energy of the 
received signal scattered in the frequency 
domain. The system model for adaptive 
MC-CDMA is shown in the below fig 8. 
 
 
 

 
 
Figure 8: System model for adaptive MC-
CDMA 
 
VI. MULTIMEDIA – VIDEO SERVICES 
 
4G wireless systems are expected to deliver 
efficient multimedia services at very high 
data rates. Basically there are two types of 
video services: bursting and streaming video 

Services. Streaming is performed when a 
user requires real time video services, in 
which the server delivers data continuously 
at a playback rate. Streaming has little 
memory requirement as compared to 
bursting. The drawback of streaming video 
is that it does not take advantage of available 
Bandwidth. Even if the entire system 
bandwidth is available for the user, 
streaming video service will transmit data 
only at a particular playback rate. Bursting is 
basically file downloading using a buffer 
and this is done at the highest data rate 
taking advantage of the whole available 
bandwidth. The flaw with this type of 
transmission is that it demands a large 
memory requirement. So work is being done 
to come up with a new scheme that limits 
the memory requirements and can exploit 
the available bandwidth of the system. The 
simulation details and comparison of 
streaming and bursting video comparison. 
 
VII. Applications of 4G 
 
Virtual Presence: This means that 4G 
provides user services at all times, even if 
the user is off-site. Virtual navigation: 4G 
provides users with virtual navigation 
through which a user can access a database 
of the streets, buildings etc of large cities. 
This requires high speed data transmission. 
 
7.1.Tele-Medicine: 4G will support remote 
health monitoring of patients. A user need 
not go to the hospital instead a user can get 
videoconference assistance for a doctor at 
anytime and anywhere. 
7.2. Tele-geoprocessing applications: This 
is a combination of GIS (Geographical 
Information System) and GPS (Global 
 
Positioning System) in which a user can get 
the location by querying. 
7.3.Crisis management: Natural disasters 
can cause break down in communication 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 261



systems. In today’s world it might take days 
or weeks to restore the system. But in 4G it 
is expected to restore such crisis issues in a 
few hours. 
7.4. Education: For people who are 
interested in lifelong education, 4G provides 
a good opportunity. People anywhere in the 
world can continue their education through 
online in a cost effective manner. 
 

VIII. Wi-Fi vs. WiMax 

Comparing WiMax to Wi-Fi is akin to 
comparing apples to oranges. Initially it’s 
easy to see why the comparison would exist, 
as most people think WiMax is merely a 
more robust version of Wi-Fi. Indeed they 
are both wireless broadband technologies, 
but they differ in the technical execution and 
ultimately their business case is very 
different. In addition to the technical 
differences that exist, the marketplace 
difference is that equipment is more or less 
non-existent for WiMax and certainly not 
geared towards a residential environment 
with very high pricing to be expected. It will 
take at least 2 years to see equipment of 
mass market uptake pricing.  

WiMax could not be commercially available 
until the second half of 2005, and even then 
at a very controlled level. This is primarily 
due to standardization issues. In fact, it 
could not be until 2006 that a robust 
production and implementation would 
happen due to the ramp-up period for 
manufacturers. This is certainly one 
challenge to the widespread adoption of 
WiMax. Additionally, WiMax will have 
issues of pricing, and will remain far more 
expensive than Wi-Fi. WiMax will be 
primarily adopted by businesses to replace 
or displace DSL, and offices that want to 
cover a lot of territory without entering the 
world of endless repeaters that are necessary 
with the 802.11 technologies. It will take 

some time (2 years) for WiMax to 
significantly reduce its price-point for 
residential uptake.  WiMax will not displace 
Wi-Fi in the home because Wi-Fi is 
advancing in terms of speed and technology. 
Each year brings a new variant to the 802.11 
area with various improvements.  

Additionally, for commercial deployment, 
frequency allocation will be an issue. With 
the three dominant communications players 
controlling the best frequencies, it will be 
hard to get the type of traction needed with 
the remaining companies operating in the 
frequencies available. WiMax will become 
extremely robust and displace Wi-Fi as the 
deployment of choice for commercial 
deployments, but that could not even begin 
until the end of 2006. Based upon the 
number of public hotspots already deployed, 
WiMax will not be chosen to replace those 
as they are up and running adequately and 
personnel involved understand how to work 
with the technology. The business case does 
not exist at the hotspot level. Where it may 
exist is for wider free use deployments such 
as city deployments (free ones) and other 
government sponsored or carrier sponsored 
(with ultra inexpensive pricing for 
consumers) deployments. If this happens 
then it’s only Wi-Fi that will be displaced, 
but also cable and DSL will also lose a 
percentage of their subscriber base. What 
will cause the displacement is the 
consumer’s proven desire for a bundled 
package. 

IX. CONCLUSION 
 

4G seems to be a very promising 
generation of wireless communication that 
will change the people’s life to wireless 
world. There are many striking attractive 
features proposed for 4G which ensures a 
very high data rate, global roaming etc. New 
ideas are being introduced by researchers 
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throughout the world, but new ideas 
introduce new challenges. There are several 
issues yet to be solved like incorporating the 
mobile world to the IP based core network, 
efficient billing system, smooth hand off 
mechanisms etc. 4G is expected to be 
launched by 2010 and the world is looking 
forward for the most intelligent technology 
that would connect the entire globe. 
 
Someday 4G networks may replace all 
existing 2.5G and 3G networks, perhaps 
even before a full deployment of 3G. 
multiple 3G standards and springing up that 
would make it difficult for 3G devices to be 
truly global. 
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Abstract: The localization of sensor nodes 
can be a very enabling technology that can 
help in improving the performance of many 
algorithms designed for wireless sensor 
networks (WSNs). This work is geared 
towards developing a positioning system 
that uses received signal strength based on 
fingerprinting technique. The proposed 
system models the signal strength 
distribution received from the sensor nodes 
using non-parametric or Gaussian 
distribution. The probabilistic Bayesian 
technique was employed as the localization 
algorithm for the basic model. The result 
obtained shows that there is an improved 
median error, appropriately 1.0 meter, 
compared to 2.5 meters for the nearest 
neighbour (NN) algorithm. Implicit 
clustering technique was used to enhanced 
the result obtain from the basic model. The 
performance of the basic model was 
enhanced by more than 18% for the static 
model and more than 10% for the mobile 
model. Finally using the enhanced model 

reduces the average number of operations 
per location estimate by more than 30%. 

Keywords: Sensor nodes, Bayesian 
Technique, Clustering, Location estimate, 
Error probability 

1.0. Introduction 

Wireless sensor networks(WSN) are based 
on network of devices that can be densely 
deployed in an aggressive and inaccessible 
environments to sense the environment, and 
monitor with high accuracy the physical 
phenomena[1]. Each one of these devices is 
called a sensor node. They have limited 
processing speed, storage capacity and 
communication bandwidth. 

In many WSN scenarios, the random 
deployment of hundreds of sensor nodes 
without localization hardware raises the 
problem of determining the topology of the 
network in terms of the outer boundary and 
the boundaries of the communication nodes 
[2]. Existing boundary recognition 
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algorithms are able to determine these 
boundaries with certain accuracy. However, 
they only work for extremely dense 
networks and involve high computational 
and message complexities, 

In multihop wireless networks, it is energy 
efficient to choose long paths along a series 
of short hops rather than short paths along a 
series of long hops. However, even though 
efficiency is always of paramount interest, it 
is not the only one [3]. Communications 
performance is also very important. By 
choosing many short hops we may lower the 
energy expenditure, but only to a certain 
degree; since delay increases, processing 
energy increases and control overhead 
increases. Therefore, the choice of how to 
incorporate energy is not as clear as it seems 
[3,4]. 

A useful distinction refers to whether energy 
is treated as a cost function or as a hard 
constraint [3], in the former case, the 
objective of the designer is to minimize the 
amount of energy per communication task, 
treating energy as an expensive but in 
exhaustive resource. However when energy 
is a hard constraint, the designer sees energy 
as a limited resource that will be 
exhausted[3,5]. In this case, the task is more 
complicated since there is a need to satisfy 
conflicting objectives; maximizing the 
longevity of the network versus 
communication performance such as 
throughput, total data delivery, etc. 

The localization of sensor nodes can be a 
very enabling technology and can provide 
help to improve performance of many of the 
algorithms designed for WSNs. For 
example, in geographic routing protocols, 

the location information (in the form of 
coordinates) is used to select the next 
forwarding host among the senders 
neighbours. In rescue applications, rescue 
personnel can perform their task only if 
location of the hazardous event (reported by 
nodes) is known. Some related work in this 
area include the following: In [ 4 , 5] some 
methods for estimating unknown node 
positions using exclusively connectivity 
induced constraints are presented. These 
methods are only suitable for location 
determination with beacons. Some works 
reports are about an ingenious algorithm 
based on GPS free positioning. This 
algorithm explores only each node’s 
knowledge of the neighbours and produces a 
coordinate system for each node and for the 
network. One major drawback of this 
approach is that the nodes do not know the 
physical direction of the coordinate system. 
In [6] the authors address the deployment by 
aircrafts of node  groups and determine the 
positions of a node through the neighbours 
considering that the node is located close to 
the drop place of the node groups more 
represented. The bigger drawback is that the 
deployment does not always act like a 
model[4,6]. The authors use a mobile 
beacon to scan through the network, 
broadcasting its position while it passes. 
Although that is a good idea, it is not always 
possible to move beacons around a 
deployment area. [7] Addresses the problem 
of simultaneous localization, tracking and 
calibrations using probabilistic Bayesian 
filtering. This was reported to be a very 
good algorithm for ultrasound localization, 
but still lacks accuracy when using radio 
connections. However, this technique had 
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been employed with some success in the 
field of robot localization [8]. In practice, 
the Bayesian localizer proves more accurate 
that the deterministic techniques such as the 
nearest neighbour(NN) algorithm because it 
takes into account more information from 
the training data during the data collection 
phase and filters the output using motion 
model. 

This work employs the probabilistic 
Bayesian approach for the basic localization 
algorithm. The result obtained from the 
basic model was enhanced using the implicit 
clustering technique. Clustering of radio 
map locations was introduced as an 
approach to reduce the computational 
requirements of the location determination 
algorithm, improve accuracy and achieve 
scalability. The results show that using 
clustering reduces the average number of 
operations per location estimate by more 
than an order of magnitude. 

 

2. Experimental Set up and Methodology 

2.1 Experimental test bed 

The test bed is located at the first floor of the 
3-storey Administrative building of Nnamdi 
Azikiwe University, Awka. The floor has a 
dimension of 20m by 18m in an area of 360 
sqm and segmented by a square of 1x1 
meters as shown in fig 1. The deployment of 
the sensor nodes are shown marked AP1, ..... 
AP4 in figure 1. 

The transmitter and receiver were placed in 
different positions with respect to each other 
in the test bed. We used MSP430 mote 
which is developed by crossbow for the 

equipments. The mote employs the CC2420 
; which is a single-chip 2.4 GHz IEEE 
802.15.4 RF transceiver with DSSS 
baseband modem of 2Mchips/s and 250kbps 
effective data rate with digital Received 
Signal Strength Indicator (RSSI), Link 
Quality Indicator (LQI) and MAC support. 
The transmitter nominal output was set to 
0dBm and the receiver sensitivity was set at 
-90dBm. CC2420 has a built-in Received 
signal strength indication providing a digital 
value that can be read from the eight bit, 
signed 2’s complement RSSI. RSSI_VAL 
register. The RSSI value is always averaged 
over eight symbol periods (128µs) in 
accordance with [9].The RSSI register value 
RSSI.RSSI_VAL can be referred to the 
power P at the RF pins by using the 
following equations;  

P= RSSI_VAL + RSSI_OFFSET  (1) 

RSSI OFFSET is found empirically during 
system development and is approximately -
45. For example, if reading a value of -20 
from the RSSI register , the RF input power 
is approximately -65dBm. 

The link quality Indication (LQI) 
measurement is a characterization of the 
strength and/or quality of a received packet 
as defined by [9]. Using the RSSI value 
directly to calculate the LQI value has the 
disadvantage that for example a narrowband 
interferer inside the channel bandwidth will 
increase the LQI value although it actually 
reduces the true link quality. CC2420 
therefore also provides an average 
correlation value for each incoming packet. 
Software must convert the correlation value 
to the range 0-255 defined by [9], e.g.  by 
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calculating: LQI= (CORR-a).b . The 
Variables a and b are found empirically 

based on PER measurement as a function of 
correlation value. 

 

 

 

 

 

 

 

 

 

 

Figure 1: Experimental Test bed 

 

2.0 Methodology 

In the experiment , four different data packet 
sizes(20 bytes,30 bytes,50 bytes and 70 
bytes) were transmitted over the wireless 
link of interest once every 100ms with 
transmitter-receiver separations of one 
meter. Ten measurements were taken for 
every T-R separation(fig 1). Ten such 
measurements were taken for each of the 
packet size but with 1-meter increment of 
the transmitter-receiver separation, up to 10 
meters. In addition we sampled the Received 
signal strength indicator(RSSI) for every 
byte of data received. Averaging these 

values over an entire packet, an estimate of 
averaged received signal power for a packet 
was calculated. 

This work is geared towards developing a 
positioning system that uses received signal 
strength based on finger printing method 
which is dependent on building a database. 
The reason for developing such a model is 
that today there is no way to develop and 
evaluate the performance of a positioning 
system except running massive 
measurements. Accuracy of the system is 
closely related to the number of nodes in the 
database and the distribution of them. In 
using fingerprinting method, it is required 
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that a grid-network be built prior to any 
location estimation. After building the 
database for a new location , the new metric 
is measured irrespective of the viewed 
location and compared it with the database 
to find the best node, which could be 
referred to as desired point.  

The proposed system models the signal 
strength distribution received from the 
sensor nodes using Gaussian distribution. 
The main advantage of the Gaussian 
technique is the efficiency of calculating the 
location estimate. [4,7,10] showed 
analytically that this technique is optimal 
among all discrete- space radio map-based 
location determination systems. The 
probabilistic Bayesian approach was 
employed as the localization algorithm for 
the basic model. The results obtained from 
the basic model is enhanced using the 
implicit clustering technique[11,12]. 

3. Problem Formulation and 
Implementation of Basic Model 

Two vectors are normally used in estimating 
the location of the mobile station (MS). The 
first vector consists of samples of the RSSI 
measured at the mobile stations from N 
sensor nodes in the area. This Vector is 
denoted as  S = [s1, s2 , s3..... sn]. The indoor 
positioning system estimates the mobile’s 
location using the sample RSSI vector. 

The second vector that forms the finger 
printing of the location, consists of the true 
means of all received signal strength random 
variable at a particular location from the N 
sensor nodes and recorded in the location 
database. We call it the location fingerprint 

or the average RSSI vector and denoted by 
R = [r1, r2, r3,..............rn]. 

Let X be a 2 or 3 dimensional physical 
space. At each location xɛX we can get the 
signal strength from N sensor nodes. The 
problem of the basic model becomes, given 
a signal strength vector S(x) = [s1, s2 , s3..... 
sn]. We want to find the location xɛX that 
maximizes the probability   P(𝑥𝑥 𝑆𝑆� ).  

To solve this problem , the probabilistic 
method of finger printing such as the 
Bayesian approach to WLAN localization 
was used. 

This has been employed with some success 
in the field of robot localization. If It is the 
location at time t, 0t is an observation made 
at t ( the instantaneous signal strength 
values) and N, the normalization factor that 
ensures all probabilities sum to 1, then for 
localization , Bayes rule for static situation 
can be written as:  

 P(
𝐼𝐼𝑡𝑡
0𝑡𝑡

) = P(
0𝑡𝑡
𝐼𝐼𝑡𝑡

). P(It). N    (2) 

Equation (2) implies that the probability of 
being at location I given observation 0 is 
equal to the probability of observing 0 at 
location I , and  being at location I in the 
first place. During localization, this 
conditional probability of being at location I 
is calculated for all finger prints. The most 
likely location is then the localizer’s output. 

In order to calculate P(
𝐼𝐼𝑡𝑡
0𝑡𝑡

) in equation (2), it 

is necessary to calculate the two 
probabilities on the right hand side of the 

equation. P(
0𝑡𝑡
𝐼𝐼𝑡𝑡

) is known in Bayesian terms 

as the likelihood function. This can be 
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calculated using the signal strength map. For 
each fingerprint, the frequency of each 
signal strength value is used to generate a 
probability distribution as a likelihood 
function. 

Markov localization suggests using the 
transitional probability between locations. 
This probability is described as:  

P(It) =  P(
𝐼𝐼𝑡𝑡
𝐼𝐼𝑡𝑡−1

) P(𝐼𝐼𝑡𝑡−1)  (3) 

In other words, P(It) is the sum of the 
transitional probability from all locations at 
t-1 to I at current time t , multiplied by the 
probability of being at these locations at t-1. 
P(𝐼𝐼𝑡𝑡−1) is known from previous localization 

attempts. We calculate P(
𝐼𝐼𝑡𝑡
𝐼𝐼𝑡𝑡−1

) using a 

motion model, for instance, for a walking 
person the simplest and effective approach is 
to calculate the probability based on how far 
the user can move between t and t-1 [ 9 ]. 
The result obtained using Bayesian approach 
was compared to the use of nearest 
neighbour technique as reported in RADAR, 
an in-building RF based user location and 
tracking system[12].when 20 byte of data 
was transmitted figures (2) and (3) show the 
performance results using Bayesian and NN 
techniques for static and mobile localization, 
respectively. Static localization is performed 
for targets not expected to move and takes 
the prior probability as the uniform 

distribution. For mobile localization, the 
prior probability was calculated using a 
simple motion which caused the accuracy to 
be significantly improved compared to the 
NN approach . There is an improved media 
error when summarizing RSSI information 
as Gaussian approximately1.0 meter, 
compared to 2.5 meters for the NN in this 
test. In addition to improve accuracy the 
Bayesian localizer provide a frame work for 
the integration of other sensor nodes, infer 
red or mobile phone signal strength, can be 
integrated into the model by running the 
same Bayesian update equation on a shared 
probability distribution 

 

 

Fig 2: Cumulative Error probability for static localization 

0 1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

DE(Distance error)(m)

c
u
m

u
la

ti
v
e
 e

rr
o
r 

p
ro

b
a
b
il
it
y

 

 

Bayesian Localizer
NN Localizer

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 269



 

Fig 3: cumulative error probability for mobile localization 

Figure 4 shows that the probability of error versus distance  error for the four  different data 
sizes. The results shows that the probability of error value is a function of the number of bytes 
transmitted. 

 

                                        Figure 4: Comparative analysis of the probability of error versus Distance error for different data sizes 

 

0 1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

DE(Distance Error)(m)

C
um

ul
at

iv
e 

E
rro

r P
ro

ba
bi

lit
y

 

 

NN Localizer
Bayesian Localizer

0 2 4 6 8 10 12 14
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

DE(Distance Error)(m)

pr
ob

ab
ili

ty
 o

f e
rro

r

 

 

70 bytes
50 bytes
30 bytes
20 bytes

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 270



4. The Enhanced Model 

Radio map location clustering was used in 
this work for the enhancement of the 
performance results defined by the basic 
model. This technique reduces the 
computational requirements of a WLAN 
location determination algorithm[5]. 

A cluster is defined as a set of locations 
sharing a common set of access points. This 
common set of access points is called the 
cluster key. The problem can be stated as : 
Given a location x, we want to determine the 
cluster if which x belong. Two clustering 
approaches are presented in [5]: explicit 
clustering where the system must determine 
the clusters during the offline or data 
collection phase as a separate step, and ,the 
implicit clustering where no special 
processing is performed in the offline phase 
but rather during the location determination 
phase, the system performs clustering 
implicitly. The explicit clustering technique 
was reported in [5,8] as producing slightly 
better accuracy than that of the implicit 
clustering technique. However, the average 
number of operations performed per location 
estimate for the clustering technique is much 
lower than the corresponding number of the 
explicit clustering technique [8]. 

In order to conserve energy during the 
location determination process, this work 
adopted the implicit clustering approach as 
the technique used in the enhanced model. 
The enhanced algorithm works as follows: 
considering a sequence of RSSI values from 
each sensor node , we start by sorting the 
sensor nodes in descending order according 
to their average RSSI values. Then for the 
node with the strongest average RSSI value , 

we calculate the probability of each  location 
in the radio map set given observed RSSI 
sequence from this node alone. This gives us 
a set of candidate locations ( location that 
have non-zero probability). If the probability 
of the most probable location is 
“significantly” higher (according to a 
threshold) than the probability of the second 
most probable location, we return the most 
probable location as the location estimate, 
after consulting only one node. If this is not 
the case, we go to the next node in the sorted 
sensor node list. For this node ,we repeat the 
same process again, but only for the set of 
candidate location obtained from the first 
sensor node. Finally, the algorithm returns 
the most probable location in the candidate 
list that remains after consulting all the 
nodes. 

Figures (5) and (6) gives a comparative 
analysis of the cumulative error probability 
for the Nearest neighbour (NN), the basic 
model and the enhanced  model algorithms. 
Figure (5) is the analysis for the static case 
while figure (6) for the mobile case. 

Figure (7) shows the variation of the average 
number of operation per location estimate 
for the basic and enhanced models  

                        
Figure 5: Cumulative Error Probability Analysis for NN, Basic and 
Enhanced models (Static Localization) 
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                     Figure 6: Cumulative Error Probability for NN, Basic, 
and Enhanced models( Mobile Localization) 

 

Figure 7: Comparative Analysis of number of operations required 
per location estimate versus the number of sensor nodes deployed 

 

5. Conclusion 

This work presents an empirical modelling 
of an enhanced indoor positioning system 
that uses RSSI/fingerprinting technique. The 
system models the signal strength 
distribution received from sensor nodes 
using non- parametric or Gaussian 
distribution. The main advantage of the 
Gaussian technique is the efficiency of 
calculating the location estimate. 

The probabilistic Bayesian algorithm was 
employed for the basic model. The result 

obtained was compared to the NN algorithm 
used in RADAR. This is an improved 
median error when summarizing RSSI 
information Gaussian appropriately 1.0 
meter, compared to 2.5 meters for the NN in 
this test. The performance analysis of the 
proposed model with respect to the data size 
transmitted  was shown using probability of 
error technique, which is the probability that 
the location technique would give an 
incorrect estimate. Result shows that the 
performance of the system slightly decreases 
with increase in data size. The performance 
of the basic system was enhanced by more 
than 18% for the static model and more than 
10% for the mobile model using the implicit 
clustering technique. Results also show that 
using the enhanced model reduces the 
average number of operations per location 
estimate by more than 30%. 
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Abstract 
 
Although little work in biometrics uses fractal geometry, 
we will discuss here biometrics cancer tissue examined 
under a microscope or simulated. The main purpose of our 
work is the simulation of the heterogeneous growth of 
cancerous tumors and the analysis of the appearance of 
their textures. The problem is to quantify the irregularity 
of their edges, which help enormously oncologists to give 
diagnoses to evaluate the treatment issued to their patients. 
We propose new algorithms, which generates growth 
models with the ability to produce a border irregularity 
similar to that of cancerous tumors and value their fractal 
dimension. 
The established models have two types of parameters: 
Algorithms describing the structure, and Scalar to quantify 
aspects modeled 
 
Keywords: Simulation, cancerous tumour growth, 
Markov fields, fractal dimension. 

1. Introduction 

Several methods have been proposed to simulate tumour 
growth as the approach used by cellular automata 
(Alarcon, T., H.M. Byrne, and P.K 2003) [2]. The 
models that we developed are based on the assumption that 
the tumour began as a single mother cell, which will  
gradually develop to form a cluster of girls cells . 
 
Each daughter cell of the tumour could be linked to the 
mother by a connexity walk. Stochastic growth 
mechanisms have been carried out by Markov fields. To 
simulate a tumour epithelial monolayer, we used a grid 
plane. To characterize the form of compact cell clusters, 

we propose new algorithms, which generates growth 
models with the ability to produce a border irregularity  
Similar to that of cancerous tumours  and value their 
fractal dimension [1]. 
 
The model we developed is done with help of a formal 
language to specify process of formation and evolution of 
structures random using carcinogenic among other Markov 
chains. The established models have two types of 
parameters: Algorithms describing the structure, and 
Scalar to quantify aspects modelled 
 
Various attempts have been made to construct a 
mathematical model that describes tumour growth [6, 3], 
but the cases are too limited. Growth process dominated 
by surface diffusion and deposition were described in 
some deposits models (4-6) 
 
 
2. Formulation of models 

2.1 First model 

The epithelial monolayer could be represented by a planar 
square grid A(mxn) whose elements Aij correspond to cells 
Cij. Each cell is connected by “adherent junctions” with 4 
neighbours, and has a proper activity process which 
defines its different states, the eventual transformation 
from one type to another and the interaction with its 
neighbours. A given state of a cell at instant t+1 may 
change depending on its state and the states of the 
neighbours at instant t. A cell Cij may be ‘ill ’, in which 
case we set Aij = 1, or ‘healthy’, and Aij = 0.  
 
Initially, all elements of A are set equal to 0 except one 
which is set equal to 1 at any position. This first element of 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 274



 

 

ill cell IC corresponds to the mother cell engaged in a 
cancerous process. 
From an ill cell IC, we generate a process which consists 
of visiting healthy cells in the four directions: left, right, 
up, down (Fig. 1). As shown in Fig. 2, we scan lines and 
columns in the order (1), (2), (3), (4) and stop scanning 
whenever an IC is encountered.  
Three cases can occur: the actual visited healthy cell HC is  
surrounded by 1,2 or 3 ill cells in these directions. Hence, 
we introduce the following given probabilities α, β, γ: α 
(resp. β) (resp. γ)  is the probability that HC falls ill when 
it is surrounded by one (resp. two) (resp. three) ill cell(s). 
HC cannot be surrounded by four ill cells. 
 
 
 

 
 
 
 

 
 
 
 

Fig. 1: visiting healthy cells. 
 

The basic idea behind this model is that we do not visit the 
cell which has not orthogonal projection on the sides.  
As in the initial state of the process there was only one cell 
sick, so there will be four sites to visit: Either A (i, j) = 1 
the 1st cell disease.  
So the four cells to visit are: A ( i + 1, j ), A ( i – 1 , j ), A ( 
i , j + 1 ), A ( i , j - 1 )  

 
NOTE:  
 
whenever a rotation is established (i.e. go 1, 2, 3 and 4) see 
Fig1: we increase by two pixels each side, to visit the 
brink of a spot following the rotation 
At each visit of a site that is naturally a healthy cell three 
scenarios are obtained. This implies the introduction of  
three probabilities:  
 
Pr (C is sick / surrounded by 3 C patients) = γ  
Pr (C is sick / surrounded by 2 C patients) = β  
Pr (C is sick / surrounded by a sick C) = α  
 
 
Then we draw a random variable Y = RND (1), and three 
cases this may present: 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
NOTE:  
 
Aij is set at 1, but when the model is type (homogeneous) 
and Aij takes the values 1, 2, 3 or more when sick cell 
model is defined (Heterogeneous). According to the 
simulation model 1, α = 0.50 β = 0.55, γ = 0.75 
 Step 1 simulation based on probabilities   
Step 2 Textures of the tumour  
Step 3 Recovery of the border by the small number of 
squares (a minimum) 
 
 

 
 

Fig. 2: cancer cells 
 
2.2 Second model  
 
The second model is to generate a process whose aim is to 
visit all the sites of the healthy state that are just boundary 
with the edge of the stain. With this model we got very 
few irregular spots , so far from approaching  real   
cancerous tumor.  
 
 
2.3 Third model  
 
This model is identical to the 1st unless we introduce the  
following condition:  
Each site can be visited only a single time, if it remains 
tests after the state healthy, it would no longer be visited  
another time. So we introduced an artifice to scoring, 
instead of leaving the site A (i, j) = 0 on the door at 2 in 
order to avoid the test a second time.  

        
        

   IC IC    

  IC IC   IC  

   IC IC IC IC  

        

      

        

 

(1) 

(2) 

(3) 

(4) 

1st Case :  
 If  γ [0, Y] then A (i, j) = 1 "is to say that the 
C is sick"  
 If not A (i, j) = 0.  
 
2nd  Case : 
 If β ε [0, Y] then A (i, j) = 1  
 If not A (i, j) = 0.  
 
3 rd Case :  
 If α ε [0, Y] then A (i, j) = 1  
If not A (i, j) = 0. 
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At the end of the simulation all sites at Level 2 will bring 
the state out. 
 
 

 
 

Fig. 3 : Simulation results ( model 3) 
α = 0.40, γ = 0.60, β= 0.80                 

 
 
 
 

 
 

Fig. 4 : Simulation results ( model 3) 
α= 0.70, γ = 0.50, β = 0.60 

3. Simulation of  heterogeneous cancer 
tumors  

 
In this paragraph it is assumed we have three types of 
cancer cells different C/c1; C/c2 and C/c3. This 
heterogeneity better reflects the reality of cancer in 
hospital environments. For this the process of the 
evolution of the tumour remains the same up to the stage 
or the test result is that the probabilistic test cell becomes 
sick. Then three possibilities may arise.  

The test cell is surrounded by one, two or three sick cells.  
Next each case the cell test takes the nature of the cell 
number upper it,  (Supi C / ci),  i Є [1.3]. Which leads 19 
scenarios to study for each test. The simulation steps of 
heterogeneous cancer tumors are presented by the 
organigram N°1. 

 

4. Simulation with markoviens fields 

Consider a region "S" shared flat (n * m) small squares 
called "pixels, which are located by couples (i, j)  where  
i=1.. n and  j=1..m. 

 

4.1 Methodology  
 

Let X  be a field of Markov, with a value in a series of 
statements E, defined at all locations. In our  case, E = { 0 
, 1 } and S = { 1 , 2 ,..., n * m } 

 
                                     X11…………. X1n 
                                     X21…………. X2n 

          Let           X =  
                                     Xm1…………. Xnm 

                                      

 
   J = Xij (state pixel A (i, j)).  
Hence Ω = { 0 , 1 }n*m   the total  configurations   
The transition from one configuration X to another X * is 
performed on a field Markov dependence on local density 
P (x) which represents a priori distribution of  X *. 
 
4.2 Definition  
 
A field is markovien local dependence if the state is taking 
the pixel A (i, j), depends only on the condition of neigh 
boring pixels A (i, j). That is to say: 
 

P (x (i,j) / xm (i,j) ) = P (x(i,j) / xd (i,j)) 
 
Where xm (i, j) represents the state of all the pixels other 
than A (i, j) and xj (i, j) is all neighbours local A (i, j).  
 
4.3 Markovien field of 1st order  
 
Is submitted by: J (i, j) = closest neighbours from A (i, j). 
 If we consider two outcomes which differ only in the A 
pixel (i, j), we find that the conditional probability that the 
state appears K (i, j) (the rest being given), (ie holy and ill) 
only {0, 1} Given that two states arise in our case, this 
means that we are facing a situation where states are 
disordered therefore a simple model is obtained by asking : 
 

𝑃𝑃 �𝐴𝐴𝑖𝑖𝑖𝑖 = 𝑘𝑘
𝐴𝐴𝜕𝜕(𝑖𝑖 ,𝑖𝑖 )� � = exp �𝐵𝐵𝑘𝑘𝑈𝑈𝑖𝑖𝑖𝑖 (𝑘𝑘)� /� exp �𝐵𝐵𝑘𝑘𝑈𝑈𝑖𝑖𝑖𝑖 (𝑘𝑘)�

𝑘𝑘
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Organigram N°1 : The steps of simulation  
 
 ALGORITHM  
 
 
 
 
         
 
 
 
 
 
 
 
 
 
 

 
 
  
 
 
 
 

 
 
 
 
 
 
 
 
 
The algorithm described above was done without the 
worry of the model that seeks to create (Task cancerous), 
but we realized that it does not accurately reflect the image 
of a task cancerous.  That's why he has changed the mode 
of visiting the sites, which has prompted us to develop  
four modes of visits:  
 
1st mode: The visit is made at random.  
2nd mode: Visit column by column.  
3rd mode: The visit is entering spiral.  
4th mode: The visit takes place in orthogonal projection on 
the image while outgoing doing a spiral, we will explain 
later 
 
 
 
 
 

1.  Attribution of  initial configuration of  X.  
2.  Random visit all sites S.  
3. Calculation on each site visited in the        
     number of   neighbours same state, and       
     different state of the site.  
4. Calculation probability of each state "K"       
     in order to  appear in (i, j) using (1)  
5. Obtain a random variable Y and establish  
     a test for each state "K":  
     If  Y ≤  P (x) the pixel takes the state K      
     otherwise it is  the    second state to be selected.  
6. Return.  
 

IF A (i,j) ≠ 0 

I= I+1 

i= i+1 
j= j+1 

IF A (i,j)              CO  GOTO  I 
IF A (i,j)              CN  GOTO  II 
IF A (i,j)              CE  GOTO  III 
IF A (i,j)              CS  GOTO  IV 

IF A (I-1, J-1) > 0 then  C = 1 
IF A (I+1, J-1) > 0 then  D = 1 
 

P= D + C +1 

IF RND (1) > P.B 

IF P = 1    GOTO  I 
IF P = 2    GOTO  II 
IF P = 3    GOTO  III 

IF y ≤.35 

IF y ≥.66 

A(I,j-1)=2 

IF A(I-1,j-1) = A(i,j) 

IF A(I-1,j-1) = A(i,j) 

A (i,j-1) = 3 

IF A(I-1,j-1) = A(I+1,j-1) =A 
(i j) 

IF A(i,j) = A(I-1,j-1) 

IF A(i,j) = A(I+1,j-1) 

A(I,j-1) = 3 

I= I+1 

Oui  A (I,j-1) = 1 

Oui  A (I,j-1) = 3 

Pset   A (I,j-1) 

Oui  A(i,j-1) = A(i,j) 

Oui   A(i,j-1) = A(i,j) 

Pset (I,j-1) 

A(I,J-1) = A(i,j) 

Oui    A(I,j-1) = A(i,j) 

Oui    A(I,j-1) = A(i,j) 

Pset I,J-1 

IF A A(I-1, J-1) > 0 then  E1 = 1 
IF A (I-1, J+1) > 0 then  E2 = 1 
 

IF A (I+1, J+1) > 0 then  B1 = 1 
IF A (I-1, J+1) >  0 then  B2 = 1 
 

IF A (I+1, J-1) > 0 then  D1 = 1 
IF A (I+1, J+1) > 0 then  D2 = 1 
 

P= E1 + E2 +1 P= B1 + B2 +1 P= D1 + D2 +1 

IF RND (1) > P.B IF RND (1) > P.B IF RND (1) > P.B 

oui 
non 

oui 
non 

non 

non 

non 

non 

non 

 

non 

non 

non 

oui 

oui 

oui 

I 

II 
I 

III 
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Fig. 5: Markovien model. 
 
5. Evolution of the fractal dimension in the  
probabilities space 
 
The size variation depends only on three parameters P1, 
P2, P3, it is estimated that it would be desirable to have an 
idea about the evolution of the dimension in the space 
formed by the probabilities P1, P2, P3. So  we are given 
values to P1, P2, P3 so as to have a better spread over the 
whole space. Let P be in step with probability: p = 0.05 
This gives us a distribution of space and generally fairly 
homogeneous, and that schematized as follows: 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6: Distribution of space. 
 
We scans in the plane formed by P1, P2, P3, P1 induced 
space while respecting the assumption P1 <P2 <P3. Then 
for each triplet (P1, P2, P3) we do a 200 simulations 
(Randomization), which calculates the mean and standard 
deviation. as we are working on 80 points of space, which 
gives us 80 * 200 = 16000 simulations. 
 
5.1 Data processing 
 
The data acquired are two important points: 
 

1. whenever P2, or P3 increases by a pitch  
(p = 0.05), the size decreases 0.02. 

2. by cons p1 increases each time the same pitch p,  
the dimension increases 0.03. 

 
The probability is constant, then one can conclude that the 
dimension is linearly dependent on the triple (P1, P2, P3) 
and is written: 
 

D=a+ b.P1+c.P2+f.P3 
 

Now it remains to find the four parameters a, b, c, f. 
so we make a multilinear regression. The 80 data we have: 

let D (i) = a + b*P1 (i) + c P2 (i) + f P3 (i) 
 

 
The Calculation of coefficient  multilinear regression. with 
Statpal Regression software  

 
5.2 Results (of 16000 simulations) 

 
Dependent variable: Fractal Dimension. 
Independent variable Model: P1, P2, P3. 

 
Variable Coefficients Errors Std Total score 
Intersept 1.7488 0.0113 154.9098 
P1 0.5060 0.0183 27.6554 
P2 -0.6334 0.0170 -37.1914 
P3 -0.4160 0.0163 -25.5748 

 
So any tumors generates from P1, P2, P3 thier fractal 
dimension is estimated by: 

 
        DRFR=1.7488+0,5060P1 – 0,6334P2 -0,4160P3 

 
6. Conclusion 

          
Once again the proposed method confirms its effectiveness 
for the following reasons: 

• If P1 increases (even  at  (0.05)) the increases of 
the irregularity of the tumor cause an increase of 
the fractal dimension   (detected by the method 
developed). 
 

• if P2 and P3 increase, the irregularity decreases 
(even small) which causes the decrease in the 
fractal dimension, that is detectable by the 
method developed. 
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Abstract 

In this paper the support vector machine is utilized to recognize the 
object from the given image.  The proposed method for object 
recognition is associated with the reduction of feature vector by 
Kernel Principal Component Analysis (KPCA) and recognition using 
the Support Vector Machine (SVM) classifier. Also in this paper the 
feature extraction method extracts features from global descriptors of 
the image. In the feature extraction process for an image, global 
features are extracted and formed as feature vector. For the entire 
training image the feature vector is generated and dimension reduction 
is done using KPCA. The reduced feature vector is used to train the 
SVM classifier. Later test images are given as input and tested the 
performance of the Classifier. To prove the efficiency of the SVM 
Classifier, Back Propagation Neural Network is used for the object 
recognition. From the comparison, SVM classifier outperforms. 
 
Keywords: Support Vector Machine, Object Recognition, Moment 
Inavariants, Kernel Principal Component Analysis. 
 

1. Introduction 
Object recognition is a fundamental vision problem of 
identifying what is in the image, the concepts of object 
recognition has been applied in various fields like 
Manufacturing (for detecting defects/cracks in finished goods), 
surveillance system, optical character recognition, face 
recognition etc.,. The major task in object recognition is to 
identify if any, of an object from the set of known objects 
appear in the given image or image sequence. It plays an 
important role in Pattern recognition/classification and its key 
issues are whether selected features are stable and have good 
ability to differentiate different kinds of Objects. Object 
Recognition has been the focus of considerable research during 
the last four decades.   
Hu was the first to introduce the geometric Moment Invariants 
which are invariant under change of size, translation, and 
orientation [Hu (1962)]. Since then many of the researchers had 
proposed moment invariants as pattern sensitive features in 
classification and recognition applications. Moments and 
functions of moments can provide characteristics of an object 
that uniquely represents its shape and have extensively 

employed as the invariant global features of an image in pattern 
recognition and image classification since 1960’s.   
[Borji (2007)] utilizes Support Vector Machine for recognition 
of Persian Font Recognition. [Chun-Jung Hsu (2001)] suggests 
Moment Invariants as feature for airport pavement distress 
image classification. [Rajasekaran (2000)] augmented the use 
of moment invariant as feature extractor for ARTMAP image 
classification. [Krishna (2010)] uses the support vector machine 
with the local features for classifying the leaf images. [Xin-Han 
(2010)] suggests that the support vector machine performs well 
in identifying micro parts. [Daniel (2011)] uses the moment 
invariants and Gray level co-variance matrix for the war scene 
classification. [Ronald (2006)] in his paper uses the support 
vector machine for automatic identification of impairments on 
eye diagram. 
This paper discusses a formulation of an object recognition 
model in recognizing an object using Support Vector Machine.  
The features for the recognition are extracted from Geometric 
Moment Invariants and some of the image properties. During 
training phase the features are generated and feature vector is 
constructed. The constructed feature vector falls into high 
dimensional data, further processing of high dimensional data is 
a time consuming process.  For reducing the dimension of the 
data, dimensionality reduction process KPCA [Narayanan 
(2009)] is applied. Through dimension reduction the support 
vector is created, which is provided as input to the SVM 
classifier to test the test image in recognizing the object.   
The rest of the paper is organized as follows. Section 2 gives an 
overview of Moment Invariants and Kernel Principal 
Component Analysis. A summary of Classifier like Support 
Vector Machine, and Back Propagation Neural Network are 
given in Section 3.  Section 4 gives an outline of the proposed 
system.  Section 5 illustrates the Experimental results and 
section 6 for the conclusion.  
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2. Moment Invariants and Kernel Principal 
Component Analysis 

2.1 Moment Invariants 
Moments and moment invariants play a very important role as 
features in invariant pattern recognition. The approach using 
invariant features appears to be the most promising and has 
been used extensively since 1970. Its basic idea is to describe 
the objects by a set of measurable quantities called invariants 
that are insensitive to particular deformations and that provide 
enough discrimination power to distinguish objects belonging 
to different classes. 
Global invariants like moment invariants are much more robust 
than local invariants with respect to noise, inaccurate boundary 
detection and other similar factors when compared to other 
moment Invariants. Moment invariants were first introduced to 
the pattern recognition and image processing community in 
1962 [4], when Hu employed the results of the theory of 
algebraic invariants and derived his seven famous invariants to 
the rotation of 2D objects. 
The two-dimensional geometric moment (m) of order (p+q)th of 
a function f(x,y) is defined as   

( )         .,
2

1

2

1
dydxyxfqypx

b

b

a

apqm ∫∫=

 

 
(1) 

where p,q = 0,1,2,……∞ and x,y gives the location of the pixel 
in the image along x-axis and y-axis respectively and f(x,y) 
gives the intensity value at a particular location.  Note that the 

monomial product xpyq is the basis function for this moment 
definition. A set of n moments consists of all mpq’s for p + q ≤ 
n, i.e., the set contains ½(n+1)(n+2)   elements. 
Using non-linear combinations of geometric moments, Hu 
derived a set of invariant moments, which has the desirable 
properties of being invariant under image translation, scaling 
and rotation.  However the reconstruction of the image from 
these moments is deemed to be quite difficult. 
The Moment invariants are very useful way for extracting 
features from two-dimensional images.  Moment invariants are 
properties of connected regions in binary images that are 
invariant to translation, rotation and scale. 
 
The normalized central moments (2), denoted by ηpq are 
defined as  
 

µ
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η
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= qp  qp        where γ  

A set of seven invariants can be derived from the second and 
third normalized central moments.  This set of seven moment 
invariants (3) to (9) is invariant to translation, rotation, and 
scale change. 
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2.1 Kernel Principal Component Analysis 

Principal Component analysis is a classic linear technique 
in statistical analysis.  Given a set of values, PCA finds 
eigenvalue/vector, using only second-order statistics, a 
smaller set where the feature are uncorrelated to each 
others. The nonlinear version of PCA, namely Kernel 
Principal Component Analysis (KPCA), is able to extract 
the high order statistics, thus provides more information 
from the original data set.  Kernel principal component 
analysis is one of the fundamental tools for unsupervised 
nonlinear dimension reduction and feature extraction.  It 
involves calculation of the eigenvalue decomposition or 
singular value decomposition of centered kernel data and is 
in search for orthogonal functions that optimize the kernel 
data scatter.  Similar to linear PCA, it involves the 
following eigen decomposition 

∑= TiiCKC  (10) 

Where, K is the kernel matrix with entries Kij = k(xi,xj), C 
is the centering matrix Eq.(11) given by  

THH
N

IC 1
−= , (11) 

I is the NxN identity Matrix, H=[111…1]T is an N x 1 
vector, I = [a1, a2, … aN] with ai = [ai1,…aiN]T is the 
matrix containing the eigenvectors and 

),...( 1 Ndiag λλ∑= contains the corresponding 

eigenvalues. To denote the mean of the Φ - mapped data 

by ( )∑ =
Φ=Φ

N

i iX
N 1

1  and define the centered map Φ as: 

Φ−Φ=Φ )()( XX  (12) 

From the above centered map Eq.(12), the kth orthonormal 
eigenvector of the covariance matrix is computed.  Then 

projection of ( )XΦ onto the subspace spanned by the first 

n eigenvectors is computed.  
 
In this paper the kernel function used is the polynomial 
function as in Eq. (13): 
 

( ) ( )p
j

T
iji xxxxk =, ,  

where p = 1 gives standard PCA. (13) 
 
 
 

The following are the steps involved in computing KPCA 
in the original space: 

1. Compute the Kernel Matrix : Kij = K(xi,xj). 
2. Center K. 
3. Diagonalize Kc and normalize eigenvectors: 

( ) 1. =kk
k ααλ  (14) 

 
 

4. Extract the k first principal components 

( ) ( ) ( )( )XXX i

N

i

k
i

k
kpc ΦΦ=Φ ∑

=

.
1

α  (15) 

3. Classifier 

3.1 Support Vector Machine 

Support Vector Machine is one of the supervised Machine 
Learning Technique, which was first heard during COLT-
92 introduced by Vapnik, Boser, Guyon.  Support Vector 
Machines are used for classification and regression; it 
belongs to generalized linear classifiers.  SVM is a mostly 
used method in pattern recognition and object recognition. 
The objective of the support vector machine is to form a 
hyperplane as the decision surface in such a way that the 
margin of separation between positive and negative 
examples is maximized by utilizing optimization approach. 
Generally linear functions are used as a separating 
hyperplane in the feature space.  For achieving better 
performance, several kernel functions are used such as 
polynomial function and radial-bias function, in this paper, 
polynomial function is used as kernel function. When using 
kernel functions, the scalar product can be implicitly 
computed in a kernel feature space.  

For the proposed work, the system starts with training 

sample ( ){ }N
iii yx 1, = , where the training vector is ix  and its 

class label is iy .  The proposed method aims to find the 

optimum weight vector w and the bias b of the separating 
hyperplane such that [Haykin (1999)] 
 

( )( )
ii

iii
T

i bxwy
∀≥

∀−≥+
,0

,1

ξ
ξϕ

 (16) 

with w and the slack variables iξ minimizing the cost 

function given below 
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Where the slack variables iξ  represent the error measures 

of data, C is the value assigned to the errors, and ( ).ϕ  is a 

kernel mapping which maps the data into a higher 
dimensional feature space.   

3.2 Back Propagation Network 

A Back-Propagation neural network (BPN) consists of at 
least three layers of units: an input layer, at least one 
intermediate hidden layer, and an output layer as shown in 
Fig. 1. Typically, units are connected in a feed-forward 
fashion with input units fully connected to units in the 
hidden layer and hidden units fully connected to units in 
the output layer. When a Back-Propagation network is 
cycled, an input pattern is propagated forward to the output 
units through the intervening input-to-hidden and hidden-
to-output weights. The output of a Back-Propagation 
network is considered as a classification decision.  
The purpose of using Back-Propagation neural network in 
this study is to adopt the characteristics of memorizing and 
referencing properties that recognize the testing 2D image 
feature. The input of the network is the feature information 
extracted from the image. And the target is the designated 
index of the object. When training the BPN, the input 
pattern (x1,x2) is fed to the network, through the hidden 
layers to the output layer.  The output pattern is compared 
with the target pattern to find the deviation.  These 
extracted features are continuously fed into a BPN and the 
network will self-adjust until a set of weights (V11, V12, 
V21, V22, y11 and y21) with specified error value.  Then 
these weights are stored and used for recognition later on. 
                                                   

 
Fig.  1. Back-propagation neural networks 

4. Proposed System 

The proposed system for recognizing the object from an 
image is given below fig.2. The system is implemented as 
two phases. During first phase the system is trained with 
several set of training images.  Initially the training images 

are preprocessed to obtain exact information for feature 
extraction.  In the pre-processing stage, the noise in the 
image is removed and sharpening is done to reduce the 
effect of the illumination and lack of contrast on the 
training images. After pre-processing, the training image is 
applied for edge detection process, for edge detection 
Canny’s Edge detection method is used. In the feature 
extraction process, the moment invariants are extracted for 
each of the pre-processed training images. Feature 
extraction is defined as a process of converting the 
obtained image into a unique, distinctive and compact 
form. The computed moment invariants for all the pre-
processed training images are arranged in such way to 
construct the feature vector.  The constructed feature 
vector is high-dimensional. To reduce the high dimension 
of the data to low dimension without losing the important 
properties, Kernel Principal Component Analysis is done. 
This results into the support vector that can be used for the 
classifier Support Vector Machine.  During testing phase, 
once the test image is given as input to the proposed 
system, the pre-processing and feature extraction process 
are done as specified in the training phase. The computed 
feature vector is given as input to the Support Vector 
Machine Classifier, based on the support vector generated 
during training phase; the input image is recognized and 
labeled. To compare the results of Support Vector 
Classifier, the Back Propagation Neural Network is trained 
with feature vector and tested. 

5. Experimental Results 

Table 1 and Table 2 show some of the selected results of 
our experiments. The experiment is conducted to estimate 
the recognition accuracy, and to verify the robustness of 
the proposed method. To experiment the proposed method, 
COIL-100 database which is widely used in 3D object 
Recognition researches [Nene (1996)].  This database 
consists of images of 100 different objects; each one is 
rotated with 5 degree angle interval in vertical axis. Hence 
for every object there are 72 images, which sum up to 7200 
images for the whole database. The entire COIL-100 
database is divided into two sets, one as training set and 
another one as test set.  Three different training sets are 
formed for three different sampling angles (10, 30, and 50 
degrees). The following fig.3 shows the set of sample 
images (Grayscale) used for forming the training set. 
 
The proposed system is experimented with each set of 
training and test images and the results are shown in the 
table. The proposed method has been implemented using 
MATLAB.  To evaluate the recognition accuracy for the 
proposed methods and the traditional methods the correct 
recognition percentages (CRP) were determined.  

x1 

x2 

V11 

V12 
V21 

V22 

y11 

y21 

    input layer    hidden layer output layer 
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Fig.2. Schematic model of the proposed system 

 
 
To verify the robustness, the proposed method is compared 
with performance of SVM using the original feature 
vector. The resultant values are shown in the table 1. and 
fig.4. The experiment is also conducted by increasing the 
number of training images. The resultant values for the 
increased training images are shown in the table 2. and 
fig.5. From the experimental results it is proved that the 
proposed method provides better performance in terms of 
CRPs compared with the traditional method. The CRP is 
computed as 

T
NpCRP =  (18) 

Where Np is number of positive recognition and T is total 
number of test conducted. The CRP values are provided in 
the table 1 and 2 and the performance is shown in the 
graph fig.4 and fig.5. 
 
 
 
 
 
 
 
 
 
 

Fig.3. Sample images from COIL-100 Database 

 
Table 1: Recognition performance in terms of CRPs of the proposed method, SVM and BPN. 

Method 
CRP %  

10 degree 30 Degree 50 Degree 
ALL 

 (10, 30, 50) 

SVM+KPCA 
(Proposed) 

93.2 94 94.3 96.3 

SVM 86.4 85.5 87.4 88.3 

BPN 78 77.5 78.1 78.5 
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Table 2: Correct Recognition Percentage for different number of samples using proposed method, SVM and BPN. 

Number of 
Samples 

CRP% 

SVM+KPCA SVM BPN 

25 85.4 80 75 

50 88.9 83.5 76.4 

75 90.4 84.9 78.4 

100 93.8 85.4 78.7 

125 97.8 88.7 79.4 

 
Fig.4 Recognition performance for the different training sets 

 

 
Fig.5. Correct recognition percentage for number of samples 

6. Conclusion 

This paper has presented SVM based object recognition 
using the Moment invariant Features.  We have shown how 
the SVM recognizes the objects using the polynomial 
based kernel function. Also the KPCA is used for 
dimensionality reduction. For comparing the proposed 
method (SVM + KPCA) results, back-propagation method 
is implemented.  Our proposed method is implemented in 
MATLAB with testing and training images available in the 
COIL-100 database.  The SVM classifier performs well 
and provides high recognition rate compared to back-
propagation network method.   
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Abstract 

Correct information and data aggregation are very important in 
wireless sensor networks because sending incorrect information 
by fault sensors make to wrong decision about environment and 
increasing defective sensor during the time incorrect data decries 
reliability of wireless sensor networks. Previous methods have 
Problems such as there are fault sensors in wireless sensor 
network therefore wrong data are sent to CH by these sensors. 
 In this paper apply the neural network within the sensors, fault 
sensors and wrong data are discovered and eliminated. That is 
increased efficiency and reliability and longevity sensor networks. 
Keywords: CH, sink, Base Station, neural networks, error 
detection, data aggregation, reliability 

1. Introduction 

Neural networks are a new tool to analyze complex and 
difficult issues, new strategies must be introduced. Neural 
networks are computer algorithms based on stimulus and 
response structure of the human brain have been the model. 
These networks often learn to map input - output a set of 
templates and are used samples. Functional relationships 
between variables "learned" are defined without the need is 
the relationship between individual variables. Neural 
networks to solve the problems that the relationship 
between variables is not clear, it isn’t very useful. [1,2,3]. 
Recent technological advances such as sensors, electronics, 
computing devices, causing researchers tendency towards 
wireless sensor networks. Wireless sensor network 
typically consists of a large number of inexpensive sensor 
nodes, multi-functional, and limited energy and computing 

capabilities and communication [7,8]. We distributed 
sensors in the environment and clustered with clustering 
techniques them and we have chosen a cluster head for 
each cluster. Sensors send their information to CH. It using 
the techniques of data aggregation, it sends result to the 
sink, which this schema saves energy. Many sensors may 
be produce repetitive data with data aggregation schemas 
can reduce extra data. Different schemas are explained in 
[4,5]. Considering processing consumption energy less 
than transmits, data aggregation is very important because 
that, many protocols has been used this technique. We can 
use signal processing techniques, one of them is Data 
Fusion obtained more accurate information. Faulty sensor 
sends wrong data to CH and it sends to base station, and 
caused false information to be processed this is 
disadvantage of previous methods. 
In this paper we presented embedded neural network into 
sensors and it is trained when the placement within them, 
which increases the reliability of neural network. We 
already have been determined the environment and 
therefore we know initial information about the 
environment. Education Network have done with them so 
that when we detect error with new data and neural 
network’s result, which we can improve data collection in 
sensor networks. Section 2 a summary of neural networks 
and Section 3 the idea of using neural network within the 
sensor and check the results in Section 4. 
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2. Related work 

Some of the data aggregation schemas [9,10] network is 
clustered at first. Then CH applies data aggregation. 
Lotfinezhad and Liang in [11] have tried to consider the 
effect of data to some extent dependent on the efficiency of 
clustering methods in data aggregation. Kstryn and his 
friends [12] have tried to estimates data of a node in a 
certain time with a third degree equation and instead send 
their data, send the polynomial coefficients. Dasgupta and 
his colleagues [13] have assumed every node able to do 
data aggregation into network. They presented a method 
based on the assumption for increasing the lifetime of the 
network. Beaver and Sheref in [14] have proposed an 
algorithm that tries to route a group of similar sensors 
discover (which sensors that produce the same data). In 
[10] sensors send model of data that shows how all the 
sensor’s data based on predetermined intervals are subject 
to change. [11] Using the above negotiation transmission 
of extra data can be removed. In [15] published directly 
have been proposed as data gathering protocol for sensor 
networks which aims to monitor events that usually using a 
small number of nodes [16] a query system network. 
Roddy and Jack in [14] have been used a machine learning 
techniques which sensor nodes only send special data to 
the sink. Learning algorithm used in this way, the sink 
performed and then the results will be published on the 
network. Liang and colleagues [17] have used Q-learner 
for each node because they send their data along the path 
whit maximum rate of aggregation. In [18] are presented a 
method for data aggregation using learning automata.  
Where are neural nets begin used?  
The study of neural network is an extremely 
interdisciplinary field, both in its development and in its 
application. A brief sampling of some of the areas in which 
neural networks are currently being applied suggests the 
breath of their applicability. The examples range from 
commercial successes to areas of active research the show 
promise for the future. For example applied neural 
networks is signal processing, control [Nguyen & Widrow, 
1989; Miller, Sutton, & Werbos, 1990], pattern 
recognition [Le Cun al., 1990], medicine [Anderson, 1989; 
Andeson Golden, and Murphy, 1989], [HechtNilson 1990], 
speech production, speech recognition and in the our idea 
used in wireless sensor network (WSN).  
 
 
Who is developing neural networks?  
This section presents a very brief summary of this history 
of neural networks, in terms of the development of 
architectures and algorithm that are widely used today. 
Results of a primarily biological nature are not included, 
due to space constraints. They have however, served as the 
inspiration for a number of networks that are applicable to 

problems beyond the original ones studied. The history 
neural networks show the interplay among biological 
experimentation modeling, and computer simulation / 
hardware implementation. Thus the field is strongly 
interdisciplinary. The 1940s beginning of neural networks: 
Warren McCulloch and Walter Pitts designed what are 
generally regarded as the first neural networks. Then 
Donald Hebb, a psychologist at McGill University, 
designed the first learning law for artificial neural network 
in 1947.The 1950s and 1960s is first golden age of neural 
networks: algorithm today neural networks are often 
viewed as an alternative to traditional computing; it is 
interesting to note that John Van Neumann, "the father of 
modern computing," was keenly interested in modeling the 
brain. Johnson and Brown (1988) and Anderson and 
Rosenfeld (1988) discuss the interaction between von 
Neumann and early neural network research such as 
Warren McCulloch, and present further indication of van 
Neumann's view of the direction in which computers would 
develop. 
 
3. Propose Idea 
 
In this article we let embedded neural network into each 
sensor. Each sensor sense data from the environment and 
also which has sense of sensor data as well as its adjacent 
receives. So that each sensor to communicate with others 
without the knowing their location therefore sensors are 
not dependent on location, for example, if the effect of 
environment factors such as wind, sensors are moved and 
they identify new neighbors they haven’t problem and then 
work with new neighbors. Figure (1) How to communicate 
the sensor has been shown that the sensor broadcast data to 
radius R and there are sensors in the radius R. If they need 
the data; they can receive data. The presented idea due to 
neural networks within the sensor; therefore sensors need 
data by the neighboring sensors. These data are input for 
neural networks using training neural networks.  
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Fig. 1 A way to receive information from nearby sensors 

Function neural network train with the data; they received 
from neighbor sensors and then they produce a data (That 
is generated neural network’s data). This data compare 
with sense data by the same sensor and then calculate rates 
error between the two data (production data with neural 
network’s data) and call this error α. 

 
|Data neural network - Data sensor | = α.             (1) 
 
 
We consider β for accuracy of production data. If α > β 
then the sensor is defective (unsafe); therefore sensor and 
his data remove the wireless network (intercept to send 
unsafe data to CH, when happen this we save energy 
because we prevent consumption energy for sending 
unhealthy data to the CH). But if α < β then sensor is safe, 
therefore sensor can send data to CH (correct data is sent). 
Because the sensor adapt to changing environment and it’s 
education is not only in the production stage, the neural 
network trains whit the own data and data received from 
neighboring sensors that are correct (according to above 
description) and we make update training of neural 
networks and we increase neural network’s reliability. If 
we fail to discover and eliminate faulty sensors and the 
sensors can still send incorrect data to CH and this is 
continue whit  increasing the number of faulty sensors to 
more false data will be sent to CH and because CH decide 
based on data received from sensors in cluster and  CH 
dose data aggregation so CH can’t decide and we can’t 
trust the network’s result after a certain time (This sensors 
of WSN haven’t neural network), but we can trust the 
result of network which  the sensors of WSN have neural 
network because increase reliability of WSN and lifetime 
of WSN. 
 

 

Fig. 2 neural network 
 

How to schedule and arrange the input data to neural 
network. Figure (2) data of adjacent neighbors as input 
neural network time (t) and generated a output at the time 
( ti ) then compared this output whit the sense data by the 
sensor at the time(ti+1), inputs at the time (ti+2)are  for 
training the neural network, this time training is applied 
with the supervisor then neural network is updating, at the 
time (ti+3)all stages begin at first. Instructions sensor is as 
follows: 
If sense data == true then   
 
     Continue;  
Else  
      Turn off;  

 
3.1 Sensor structure in our idea  

 
Components of each sensor is shown in figure 3: 
 

 

Fig. 3 Interior Sensor 

 

Devising neural network within the sensors author to 
increase processing and because processing uses less 
energy than post processing so the amount of energy that 
we lose is more less than energy that we use to send data’s 
and its reason of that we use   neural network in the sensors 
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and the other reason is it increases longevity of the 
network and increases reliability about the network. 
Figure (4) a. It considered the normal case of sensor 
network and in this shape when the failure occurs the 
sensor don’t notice that and always send the incorrect data 
with the energy amount of NW joules that N is length and 
W is weight of the way during the course and this faulty 
sensor continuously sends this incorrect data that cause the 
increasing of the energy of the other sensors of the network. 
Figure (4) B. Because we have neural network in the 
sensor at the first of processing diagnosed that the data is 
incorrect. This incorrect data uses some energy for 
processing but after this, this data will never send to base 
station. Although neural network is considered redundancy 
for the sensor network but this redundancy is effective in 
using of energy because as the instructions provided the 
faulty sensor eliminate and because it doesn’t send a fault 
data the energy can be saved. There is another way for the 
implementation neural network: We use nerve into the base 
station and this way not only decrease processing but also 
falsely stored the energy and also it includes some limits, 
for example it limited us that the sensor is be implant to 
know the location of the sensors and its neighbors and if a 
sensor shifts to other location it has trouble to identify its 
neighbors.  

 

Fig. 4_a sensor without neural network 

 

Fig. 4_b sensor with neural network 

 

 

Fig. 5 consumption energy transferring data and processing data 

As seen in the figure 5 transferring data uses more energy 
than processing data. 

4. Simulation to verify the idea 

4.1 Energy 
If we assume that collecting data is time based, cluster 
collects the level of the data and the region is clustered but 
in the sensors there isn’t any neural network and after a 
certain time all sensors start to send data to CH if the data 
was correct or incorrect! Sending to cluster is been done 
but in our idea sensors can decide that the generated data is 
correct or not and after that it be sure that the data is 
correct and then it goes to send it. 
As sending data from any sensor in neural to cluster uses 
some power when the sensor is broken it use this energy 
again and send an incorrect data to CH (a useless send that 
just uses the energy in the sensors network and also reduce 
the accuracy of decision in the CH).in our idea this amount 
of energy that broken sensor uses to send the fault data to 
CH is stored in the network.( These broken nodes are the 
source of energy in the network that they can use in the 
routing of other clusters data to sink, after that they use 
they energy to send unbroken sensor’s data to sink).    
If in case that there isn’t any neural network in the sensors 
we have assumedly 100 sensors in a cluster each time we 
send data to CH all of the sensors attempt to send data to 
CH and always the certain amount of energy have to used 
(if the sensors produced data is correct or not)we will use 
100x W power (if any sensor use x W power).. The 
diagram 6 shows the use of energy with increasing 
breakdown in the cluster that its sensors have neural 
network to 50 breakdown of 100 of the network with 
increasing the measure of breakdown the amount of energy 
using is like this: 
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Fig. 6 energy consumptions 

4.2 Data collection in networks without neural 
network 
 
Currently available network sensitive sensors for collecting 
data work like this way that the sensed data with sensors 
send to the CH and CH collect the data’s. If we consider 
some sensors in the environment with increasing of the 
sensor failure CH make a false decision about its area and 
if at least half of sensors work incorrectly the cluster dead 
will happen and limited cluster will send a false data to 
sink. The following chart shows the same. By this diagram 

)2(  if we consider a cluster with 100 sensors (at first we 
consider that all of the sensors are work correctly) if our 
sensors are safe they build data 7, 8 or 9 and if they were 
rotten they build data 0,1,2,3,4,5,6, or 10. (That the data 
range in this environment is between 0 to 10) because 
sensors are distributed in clusters using a majority vote 
when the CH has healthy majority of sensors (with using of 
aggregating data’s) the correct answer sends from CH to 
sink (the correct answer is 7, 8 or 9) but by this diagram 
when the most of sensors are defective the incorrect data is 
send to sink. 

 
Fig. 7  Data aggregation networks with neural network 

 
4.3 Data aggregation networks with neural network 
embedded within the sensor 
In our idea to prove the accuracy of data produced in each 
sensor we embedded neural network in each of them. To 
simulate the above environment that we implement with 
normal sensors or sensors without neural network at this 
time we implement it with sensors that they have neural 
networks and by the below diagram with increasing of 
failure of sensors still data sent from CH to sink (data is 
just one of the data 7, 8 or 9 and the range of data is 
between 0 and10). When death has occurred in the regular 
network or more than half of the sensors are broken 
(means that the aggregate data is the result of incorrect 
data) by the below diagram this network still make correct 
data’s and send it to sink. 
Even with only 1 healthy sensor in the environment the 
network continue its life (it means death of the network 
don’t be happen) the diagram tells it: 

 
Fig. 8 Data aggregation 

 
4.4 Increased longevity of Network 

 

Bye the diagrams 2 and 3 because increasing the number 
of sensors failure still the network that its sensors have 
neural network give us the correct answer and it shows us 
that the network death don’t happen with increasing of the 
corrupted sensors. 
By the diagram 2 death of cluster (small sensor network) is 
happen if the 61 sensor of 100 sensors corrupted. But the 
sensor network that the sensors have neural network or 
data isn’t send from sensor to CH or if data will be sent we 
can trust that data is correct. 

5. Conclusion 

Because each sensor depends on the performance of its 
neural network and neural network performance is the way 
that its performance increase at the time that you learn and 
in this passage studying neural network is continued and 
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this work cause the increasing of ensure of neural network 
with the time going up and it cause increasing reliability of 
the wireless sensitive networks. 
And neural network also can increase the longevity of 
wireless sensor network. Another desired result is achieved 
by using this method is identify and delete incorrect data 
element that they are destructive, redundancy that created 
by using neural network in the sensors is prevent 
transmission of false information and it results in energy 
consumption is being optimized. 
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Abstract 
In order to implement clustering under the condition that the 
number of clusters is not known a priori, we propose in this 
paper ACPSO a novel automatic image clustering algorithm 
based on particle swarm optimization algorithm. ACPSO can 
partition image into compact and well separated clusters without 
any knowledge on the real number of clusters. ACPSO used a 
novel representation scheme for the search variables in order to 
determine the optimal number of clusters. The partition of each 
particle of the swarm evolves using evolving operators which aim 
to reduce dynamically the number of clusters centers. 
Experimental results on real images demonstrate the 
effectiveness of the proposed approach.     
Keywords: Image clustering, swarm intelligence, Particle 
swarm optimization, automatic clustering. 

1. Introduction 

Image segmentation is an important technology for image 
processing, and also is a fundamental process in many 
image, video, and computer vision applications. The goal 
of image segmentation is to cluster pixels into salient 
image regions, such as regions corresponding to individual 
surfaces, objects, or natural parts of [1]. Clustering process 
aims to partition the image into clusters such that the pixels 
within a cluster are as homogenous as possible whereas the 
clusters among each other are as heterogeneous as possible 
with respect to some similarity measure.  
Several clustering methods are provided in the literature 
[2]. They fall into two categories: hierarchical and 
partitioning methods. Hierarchical methods proceed by 
stages producing a sequence of partitions, where each 
partition corresponds to a different number of clusters. A 
hierarchical algorithm yields a tree representing the nested 
grouping of patterns. Partitioning methods obtain a single 
partition of the pixels by moving pixels iteratively from 

one group to another, starting from an initial partition. An 
extensive survey of various clustering techniques can be 
found in [2]. The focus of this paper is on the partitional 
clustering algorithms.  
Hard or crisp partitional clustering [3] and fuzzy 
partitional clustering [4] are two partitioning clustering 
algorithms such that hard clustering assigns each data point 
to only one cluster while fuzzy clustering assigns each data 
point to several clusters with varying degrees of 
memberships. The most widely used hard partitioning 
algorithm is the iterative K-means approach [5, 6, 7]. In 
the K-means algorithm, pixels with similar features like 
gray levels or colors are grouped in the same cluster. The 
clustering is obtained by iteratively minimizing a cost 
function that is dependent on the distance of the pixels to 
the cluster centers. The major problem with this algorithm 
like most of the existing clustering algorithms is that its 
result is sensitive to the selection of the initial partition, it 
may converge to local optima and it requires the a priori 
specification of the number of clusters K.  
To deal with the limitations existing in the traditional 
partition clustering methods, a number of new clustering 
algorithms have been proposed with the inspiration coming 
from observations of natural processes [8].  
In order to remedy the drawbacks of K-means, this paper 
proposes a new automatic image clustering algorithm 
based on a modified version of particle swarm 
optimization. The proposed algorithm, called by us the 
ACPSO (Automatic Clustering with PSO)  effectively 
search for both the optimal cluster centers positions and 
the number of effective clusters, and this with minimal user 
interference.  ACPSO has the following characteristics:  
(1) particles can contain different cluster number in a range 
defined by minimum and maximum cluster number, (2) 
Particles are initialized randomly to process different 
cluster numbers in a specified range, (3) The goal of each 
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particle is to search the optimum number of clusters and 
the optimum cluster centers, (4) Three new evolving 
operators are introduced to evolve dynamically the 
partitions encoded in the particles.   
The paper is organized as follows. Section 2 defines the 
clustering problem in a formal language and gives a brief 
overview of a previous works done in the field of 
unsupervised partitional clustering. Section 3 presents a 
description of PSO algorithm. Section 4 outlines the 
proposed ACPSO algorithm.  In section 5, we present the 
experimental results as well as a comparative study. 
Finally, conclusion is drawn.  

2. Scientific background  

2.1 Problem definition 

The clustering problem can be formally defined as follows. 

Given a data set  { }nzzzZ ,....., 21=   where iz  is a data 

item and n is the number of data items in Z. The clustering 
aims to partitioning Z into K compacts and well separated 
clusters.   
Compactness means that members of a cluster are all 
similar and close together. One measure of compactness of 
a cluster is the average distance of the cluster instances 
compared to the cluster center. 
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where mj is the center of the jth cluster cj and nj is its 
cardinal. Lower value of compactness (cj ) is better.  
Thus, the overall compactness of a particular grouping of 
K clusters is just the sum of the compactness of the 
individual clusters 

( )
2

1

1∑ ∑
= ∈

−=
K

j Cz
ji

ji

mz
n

scompactnes

 

(2) 

Separability means that members of one cluster are 
sufficiently different from members of another cluster 
(cluster dissimilarity). One measure of the separability of 
two clusters ci and cj is their squared distance.   
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(3) 

where mi and mj are the center of the ith and jth cluster 
respectively. 
The separability of the partition of K clusters could be 
defined as following: 
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The bigger the distance, the better the separability, so we 
would like to find groupings where separability is 
maximized. 

2.1 Unsupervised clustering algorithms 

Clustering can be formally considered as a particular kind 
of NP-hard grouping problem [9]. This assumption has 
stimulated much research and use of efficient 
approximation algorithms. 
One of the most frequently used clustering algorithms is 
the iterative K-means algorithm [10, 11]. The K-means 
algorithm starts with K cluster centers randomly selected 
using some heuristics. Each data item in the data set is then 
assigned to the closest cluster center according to a 
distance measure. The centers are updated by using the 
mean of the associated items. The process is repeated until 
some stopping criterion is verified. Although the k-means 
algorithm has been widely used due to its easy 
implementation, it has two major drawbacks:  it is too 
sensitive to the initial clusters centers and it needs to 
specify the number of clusters in advance. However, in 
many practical cases, it is impossible to determine the 
exact cluster number in advance. Under these 
circumstances, the k-means algorithm often leads to a poor 
clustering performance.   
In the literature, many approaches to finding dynamically 
the number of clusters has been proposed. In [12], the 
ISODATA (Iterative Self-Organizing data Analysis 
technique) was proposed. Like the K-means algorithm, 
ISODATA assigns each item to the closest cluster center; 

however, it adds division of a cluster ic into two clusters if 

the cluster standard deviation of ic  exceeds a user-

specified threshold thdiv, and processing of fusion of two 
clusters if the distance between their centers is smaller than 
another user-specified threshold thmerg. Using this variant, 
the optimal partition starting from any arbitrary initial 
partition can be obtained. However, it requires many 
parameters to be specified by the user.  In [13], the authors 
proposed SYNERACT, which combines K-means with 
hierarchical descending approaches. In [14] Rosenberger 
and Chehdi introduced a new improvement to the K-means 
algorithm. During each step of the clustering process, from 
a set of K clusters, a cluster with the higher intra_cluster 
distance is chosen for splitting into two clusters. Next, the 
K-means algorithm is applied to the (K+1) clusters. The 
iterative procedure is repeated until a valid partition of the 
data items is obtained. Pelleg and Moore [15] proposed X-
means algorithm which is based on the classical K-means 
algorithm with the model selection. Hamerly [16] proposed 
G-means algorithm which splits clusters that not fit a 
Gaussian distribution.    
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Since the problem of data clustering can be easily viewed 
as a complex optimization problem [17], several 
optimization algorithms have been used for optimizing the 
cost function and to find the optimal number of clusters. 
For example, in [18], the authors proposed a 
nonparametric Variable string length genetic algorithm 
(VGA), with real encoding of the cluster centers in the 
chromosome. In [19] a novel variable length GA (VLIGA) 
algorithm which is an improvement version of VGA was 
proposed with a modified mutation function. In [20], 
authors proposed an evolutionary-fuzzy clustering 
algorithm for automatically grouping the pixels of an 
image into different homogeneous regions. The algorithm 
does not require a prior knowledge of the number of 
clusters. The fuzzy clustering task in the intensity space of 
an image is formulated as an optimization problem. An 
improved variant of the differential evolution (DE) 
algorithm has been used to determine the number of 
naturally occurring clusters in the image as well as to 
refine the cluster centers. Bandyopadhyay proposed in [21] 
a Variable String Length Simulated Annealing (VFC-SA) 
algorithm, which applied a simulated annealing algorithm 
to the fuzzy c-means clustering technique and used a 
cluster validity index measure as the energy function. 
Tseng and Yang [22] proposed a genetic algorithm based 
approach for the clustering problem. The proposed method 
can search for a proper number of clusters and classify non 
overlapping objects into these clusters. Lin et al. [23] 
presented an automatic genetic clustering algorithm based 
on a binary chromosome representation. Lai [24] adopted 
the hierarchical genetic algorithm to solve the clustering 
problem. In the proposed method, the chromosome 
consists of two types of genes, control genes and 
parametric genes. The control genes are coded as binary 
digits. The parametric genes are coded as real numbers to 
represent the coordinates of the cluster centers. The total 
number of “1” represents the number of clusters. In [25] 
authors proposed an algorithm to determine the optimal 
number of clusters by applying SA to cluster microarray 
data. In their method, first the fuzzy k-means algorithm is 
used to minimize the sum of within-cluster distance, then, 
the optimal number of clusters is obtained from the SA 
algorithm. In [26], authors proposed a dynamic clustering 
algorithm based on a modified version of classical Particle 
Swarm Optimization (PSO) algorithm, known as the Multi-
Elitist PSO (MEPSO) model. A new particle 
representation scheme has been adopted for selecting the 
optimal number of clusters from several possible choices. 
It also employs a kernel-induced similarity measure instead 
of the conventional sum-of-squares distance. In [27] a new 
fuzzy clustering algorithm is proposed by combining the 
possibility clustering and ISODATA clustering algorithm. 
This new algorithm not only can determine the number of 
clusters dynamically with the degree of possibility of each 

date point, but also can reduce the number of input 
parameters of ISODATA algorithm. In [28] an approach 
for solving the automatic clustering of the Gene Ontology 
is proposed by incorporating cohesion-and-coupling metric 
into a hybrid algorithm consisting of a genetic algorithm 
and a split-and-merge algorithm. In [29] authors address 
the problem of cluster number selection by using a k-
means approach that exploits local changes of internal 
validity indices to split or merge clusters. The split and 
merge k-means issues criterion functions to select clusters 
to be split or merged and fitness assessments on cluster 
structure changes. In [30] authors propose a Bacterial 
Evolutionary clustering algorithm, which can partition a 
given dataset automatically into the optimal number of 
groups. Experiments were done with several synthetic as 
well as real life data sets including a remote sensing 
satellite image data. The results establish the superiority of 
the proposed approach in terms of final accuracy.  In [31] 
Omran et al. presented dynamic clustering PSO (DCPSO), 
which is, in fact, a hybrid clustering algorithm where 
binary PSO is used to determine the number of clusters 
while the traditional K-means method performs the 
clustering operation with this number of clusters. In [32], 
Abraham et al. combined the Fuzzy clustering algorithm 
with the multielitist PSO (MEPSO) to find automatically 
the number of clusters. In [33] authors proposed an 
evolutionary particle swarm optimization for data 
clustering. The proposed algorithm is based on the 
evolution of swarm generations. After each generation, the 
swarm dynamically adjusts itself in order to reach optimal 
position.   

3. Particle swarm optimization 

Particle swarm optimization (PSO) is a population-based 
evolutionary computation method first proposed by 
Kennedy and Eberhart [34]. It originated from the 
computer simulation of the individuals in a bird flock or 
fish school, which basically show a natural behavior when 
they search for some target (e.g., food). The PSO 
algorithm is initialized with a swarm of n particles 
randomly distributed over the search area with a random 
velocity and a random position. Each particle encodes a 
potential solution to the optimization problem. Particles 
flies through the search space and aims to converge to the 
global optimum of a function attached to the problem.  
Each particle x i in the swarm is represented by the 
following characteristics: the current position of the 
particle (pi) and the current velocity of the particle (vi). Its 
movement through the search space is influenced 
dynamically according to its personal best position Pbest, 
which is the best solution that it has so far achieved and its 
neighbors’ best position Pg. At each iteration t, the 
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particle’s new position and its velocity are updated as 
follows:  
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The parameter w is an inertia weight and it is equivalent to 
a temperature schedule in the simulated annealing 
algorithm and controls the influence of the previous 
velocity: a large value of w favors exploration, while a 
small value of w favors exploitation [35]. As originally 
introduced, w decreases linearly during the run from wmin 
to wmax. c1 and c2 are two constants which control the 
influence of the social and cognitive components such that 

421 =+ cc . 1rand   and 2rand  are random values in the 

range [0,1].  
Two topologies of neighborhoods exist in the literature: 
the gbest model and the lbest model. The gbest model 
maintains only a single best solution, called the global best 
particle, across all the particles in the swarm. This particle 
acts as an attractor, pulling all the particles towards it. The 
gbest offers a faster rate of convergence at the expense of 
robustness. The lbest model tries to prevent premature 
convergence by maintaining multiple attractors. In fact, 
gbest model is actually a special case of the lbest model. 
Experiments have shown that lbest algorithm converges 
somewhat more slowly than the gbest version, but it is less 
likely to become trapped in an inferior local minimum. 

4. ACPSO algorithm 

In this section, we describe an automatic image clustering 
algorithm based on a new version of particle swarm 
optimization algorithm, called ACPSO.  

Let { }nzzzZ ,....., 21=  be the image with n number of 

pixels. The ACPSO maintains a swarm of particles, where 
each particle represents a potential solution to the 
clustering problem. Each particle encodes an entire 
partition of the image Z. ACPSO tries to find an optimal 

partition { }kcccC ,....., 21=  of K optimal number of 

compactness and well separated clusters. In ACPSO, both 
the numbers of clusters as well as the appropriate 
clustering of the data are evolved simultaneously using the 
search capability of particle swarm optimization algorithm. 

4.1 Particle representation 

The initial population { }sizepopXXXXP _321 ,...,,=  is 

made up of pop_size possible particles (solutions). For a 

user-defined maximum cluster number Kmax, ,  a single 
particle xi is a vector of Kmax binary numbers 0 and 1 
(flags) and  Kmax real numbers that represents the Kmax 
cluster centers.  
 

For a particle xi, each probably cluster center ijm  

(j=1…Kmax) is associated with a binary flag 

)....1( maxKjij =γ . The cluster center ijm is valid and 

so selected to clustering the image pixels, if it’s 

corresponding flag 1 =ijγ  and invalid if 0 =ijγ .  The 

total number of “1” implicitly represents the number of 
clusters encoded in a particle.  
 
If due to the update of the position of a particle some flags 
in a particle exceed 1, it is fixed to 1 or zero, respectively. 
However, if it is found that no flag could be set to one in a 
particle (all cluster centers are invalid and so no selected), 
two random flags are selected and we re-initialize them to 
1. Thus the minimum number of possible clusters is always 
2. 
 
Two examples of the particle structure in the proposed 
approach are shown in Figure 1.  

]3.66,5.22,5.36,7.45,5.12,0,1,1,0,0[
  

partcentersclusterpartclustersactvation −−−−

 

Particle i represents 2 clusters, and the associated cluster 
centers are 36.5 and 22.5.Cluster centers 12.5, 45.7 and 
66.3 are invalid and not used to clustering the image. 
 

]3.33,3.40,5.26,7.45,5.39,1,0,1,0,1[
  

partcentroidsclusterpartclustersactvation −−−−

 
Particle i represents 3 clusters, and the associated cluster 
centers are 39.5, 26.5 and 33.3. Cluster centers 45.7, 26.5 
and 40.3 are invalid. 
Figure1.  Two examples of the particle structure in the 
ACPSO algorithm.     

4.2 Population initialization 

To generate the initial population of particles, we use in 
this paper the random generation strategy until all particles 
in a population are created. For a particular particle xi , Ki  
cluster centers are randomly selected points from the given 
data set and Ki  flags are randomly  generated. Note that if 
the number of valid centers contained in a particle is less 
than two, then its flags are reinitialized.  
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4.3 Fitness evaluation 

The fitness of a particle indicates the degree of goodness 
of the solution it represents. In this work, the fitness 
function of a particle is based on the Ray and Turi's 
validity criterion [36] proposed to color image 

segmentation using the 
er
ra

int

int
 ratio with a multiplier 

function to avoid the selection of low cluster numbers. The 
criterion is defined as:    

( )
er
raNcKV

int

int
1)1,2()( ×+×=

 

(7) 

where c=25 is a constant multiplier, K is the number of 
clusters found by the clustering algorithm and N(2,1) is a 
Gaussian function with mean 2 and standard deviation of   
1. The intra and inter cluster distances represent 
respectively the compactness and the separability measures 
of clusters and are defined by Eq. (2) and Eq. (4). 
 A lower value of V(K) indicates a better quality of the 
clustering. 
The Ray and Turi's measure based fitness function (to be 
maximized) for the particle xi encoding Ki clusters is given 
by: 

epsKV
Fitness

i
i +
=

)(

1

 

 

(8) 

where eps is a small bias term equal to 2x10−4 and prevents 
the denominator of Eq. (8) from being equal to zero. When 
the algorithm converges, the particle that has the maximum 
Fitness value will be the optimal particle.   

4.4  Evolving operators 

The evolving operators are specifically designed to allow 
the number of the clusters of the particles to be changed 
dynamically. In the following, we describe each evolving 
operator. 

4.4.1 Perturb operator 

A valid cluster ijc  of the configuration encoded in a 

particle xi is chosen randomly to be perturbed. The 

centre ijm  of the selected cluster  ijc  is then 

modified as follows: 

  old
ij

old
ij

new
ij mmm *δ+=              (9) 

where new
ijm and old

ijm represent the new and the old 

cluster centre of the cluster cij . δ is a random 
number between [-1, 1]. 

Thus the cluster encoded by the particle is 
reconfigured, although the number of clusters 
belonging to it remains unaltered. 
 
4.4.2 Split operator   
 
For a particle xi, we compute the compactness 
measure for each valid cluster according to Eq. (1).  

Let S the set of clusters cij )...1( ikj = with the 

compactness measure higher than a threshold thsplit.  
The threshold thsplit is defined as the global 
compactness measure (see Eq. (2) ) divided by the 
number of clusters of the particle xi .  
A cluster cij from the set S is selected for splitting 
into two new valid clusters, with the probability Psplit 
defined as follows: 

∑ ∑
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That is, the sparser cluster cij, the more possibly it is 
selected as the cluster for the split operator and vice 
versa.   
The resulting number of clusters is Ki +1 and must 
be lower than Kmax, otherwise, the split operator 
terminates.   

4.4.3 Merge operator 

For a particle xi, first the pairwise separation distances Djl 
between all distinct pairs of valid clusters (cij,cil) are 
calculated according to Eq. (3).   Let S the set of pairs of 
valid cluster with the distance Djl lower than a threshold 
thmerge . The threshold thmerge is defined as the average 
distance of Djl for all distinct pairs of valid clusters. 
A pair of distinct clusters (cij,cil) of S is selected for the 
merge operator with the probability Pmerge defined as 
follows: 

 

)max(
1),(

jl

jl
ilijmerge D

D
ccP −=

 
 

(11) 

where )max( jlD is the maximum pairwise separation 

distance between all distinct pairs of valid cluster centers 
from the set S. 
The final number of clusters must be greater than 2, 
otherwise, the merge operator terminates.   
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Any one of the above-described evolving operators is 
applied for a particle if it is selected. The particle is 
selected with an adaptive probability Pe as in [37]. Let 
gbest the global best fitness of the current iteration; 

Pbest  be the average fitness value of the population and 
Pbesti be the fitness value of the solution (particle) to be 
evolved. The expression for probability, Pe is given below: 

   

 if                                       k

 if        
)(
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Here, values of k2 and k4 are kept equal to 0.5 [37]. This 
adaptive probability helps PSO to avoid getting stuck at 
local optimum. 
 
The value of Pe increases when the fitness of the particle is 
quite poor. In contrast when the fitness of the particle is a 
good solution, Pe will be low so as to reduce the likelihood 
of disrupting good solution by evolving operators. 
 The framework of the ACPSO algorithm is given as 
follows: 
1. Initialize the maximum cluster number Kmax and all the 
constant parameters;   
2.Initialize each particle xi with 

random { }max,..,3,2  Kki ∈  , randomly selected cluster 

centers, flags and initial velocities. 
3.  Initialize for each particle xi the Pbesti  
4.  Initialize the gbest 
5.  For each particle xi 
          Calculate the fitness value Fitnessi using Eq. 7. 
          Set Pbesti = Fitnessi.  
          If (Pbesti > gbest) then set gbest = Pbesti.  
6. Update the position and the velocity of each particle 
according to Eqs. (5) and   (6) 
7. Apply randomly the evolving operators to alter the 
clusters centers of each particle  
8. If termination criterion is satisfied go to step 9 else go to 
step 5 
9. Segment the image using the optimal number of clusters 
and the optimal clusters centers given by the best global 
particle.  

5.  Experimental results 

In order to evaluate the ability of our algorithm ACPSO to 
find the optimal clusters, we have tested it using natural 
images with varying range of complexity.   
 
The performance of three dynamic clustering algorithms, 
ACPSO, DCPSO and ISODATA, were compared.  
 

The parameter settings of DCPSO and ISODATA 
algorithm were determined by both referring to original 
papers and performing empirical studies. In Table 1, we 
report an optimal set-up of the parameters that gives the 
best results.   

Table1. Parameter setup of the clustering algorithms for the image 
segmentation problem 

 
The clustering algorithms used in the experimental tests 
have been run several times for each test image. The 
optimal number of clusters has not been provided to any of 
the three optimization algorithm.  Table 2 and Table 3 
report the experimental results obtained over the grayscale 
images in terms of the mean and standard deviations of the 
number of clusters found and the final Turi measure 
reached by the three clustering algorithms. The results 
have been stated over 40 independent runs in each case.   

 

 

 
Table 3. Automatic clustering result over real grayscale images using the 

Turi based fitness function over 40 independent runs.  
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From Tables 2-3 we can see that the proposed algorithm 
ACPSO outperforms the state of-the-art DCPSO and 
ISODATA algorithms for the present images related 
problems. The proposed algorithm is able to find the 
optimal number of clusters with better clustering result in 
term of the Turi cluster validity index.  
Figure 2 shows the original images and their segmented 
counterparts obtained using the ACPSO algorithm.   

Original Image  Segmented Image 

  

  

  

  

  

  

  

  

Figure 2. Samples of segmented images resulting from ACPSO  

6. Conclusion 

In this paper we have presented a new particle swarm 
optimization based method for automatic image clustering. 
ACPSO, in contrast to most of the existing clustering 
techniques, requires no prior knowledge of the data to be 
classified. ACPSO used a novel representation scheme for 
the search variables in order to determine the optimal 
number of clusters. Each particle encoded a partition of the 
image with a number of clusters chosen randomly from the 
set of the maximum number of clusters. The partition of 
each particle of the swarm evolves using evolving 
operators which aim to reduce dynamically the number of 
clusters centers. Superiority of the new method has been 
demonstrated by comparing it with ISODATA algorithm 
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and a recently developed partitional clustering technique 
based on Particle Swarm Optimization (PSO) algorithm. 
  

References 

[1] Monga O. and Wrobel B.  Segmentation d’images: vers une  
méthodologie, Traitement du Signal, 1987,  4(3), 169-193.  

[2] Jain, A.K., Murty, M.N., Flynn, P.J. :Data clustering: a 
review. ACM Computing Surveys 1999, 31(3), 264–323. 

[3] Duda, R.O., Hart, P.E.: Pattern Classification and Scene 
Analysis. John Wiley and Sons, ManChichester (1973) 

[4] Bezdek, J.C., Keller, J., Krishnampuram, R., Pal, N.R. Fuzzy 
Models and Algorithms for Pattern Recognition and Image 
Processing. Kluwer Academic Publishers, Dordercht (1999)  

[5] Forgy, E.W. Cluster Analysis of Multivariate Data: Efficiency 
Versus Interpretability of classification. Biometrics 1965, 21, 
768–769. 

[6] Al-Sultan, K. S. and Khan, M. M. Computational experience 
on four algorithms for the hard clustering problem. Pattern 
Recogn. Lett.1996, 17(3), 295–308. 

[7] Hartigan, J.A.  Clustering Algorithms, John Wiley and 
Sons,724 Inc., New York, NY, 1975. 

[8] Theodoridis, S., Koutroumbas, K.: Pattern Recognition, 2nd 
edn. Elsevier Academic Press, Amsterdam 2003. 

[9] Hruschka, E.R.; Campello, R.J.G.B.; Freitas, A.A. & de 
Carvalho, A.C.P.L.F. A Survey of Evolutionary Algorithms 
for Clustering. IEEE Transactions on Systems, Man, and 
Cybernetics, Part C: Applications and Reviews. 2009, 39(2), 
pp.133-155, March 2009, ISSN 1094-6977 

[10] MacQueen, J.: Som methods for classification and analysis 
of multivariate observations. In: Proceedings of the Fifth 
Berkely Symposium on Mathematical Statistics and 
Probability, 1967, pp. 281–297. 

[11] Selim, S.Z., Ismail, M.A. K-means type algorithms: a 
generalized convergence theorem and characterization of 
local optimality, IEEE Transactions on Pattern Analysis and 
Machine Intelligence 6 (1984) 81–87. 

[12] Ball, G., Hall, D. A clustering technique for summarizing 
multivariate data. Behavioral Science 12, 1967, 153–155.. 

[13] Huang, K. A synergistic automatic clustering technique 
(Syneract) for multispectral image analysis. Photogrammetric 
Engineering and Remote Sensing 2002, 1(1), 33–40  

[14] Rosenberger, C., Chehdi, K. Unsupervised clustering 
method with optimal estimation of the number of clusters: 
Application to image segmentation. In: Proc. IEEE 
International Conference on Pattern Recognition (ICPR), vol. 
1, Barcelona, 2000, pp. 1656– 1659. 

[15] Pelleg, D., Moore, A. X-means Extending K-means with 
efficient estimation of the number of clusters. In: 
Proceedings of the 17th International Conference on 
Machine Learning, 2000, pp. 727–734.   

[16]  Hamerly, G Learning structure and concepts in data using 
data clustering, PhD Thesis, University of California, San 
Diego, 2003. 

[17]  Halkidi, M., Batistakis, Y., Vazirgiannis, M. On clustering 
validation techniques. Journal of Intelligent Information 
Systems (JIIS) 2001, 17(2-3), 107–145. 

[18] Bandyopadhyay, S., Maulik, U. Genetic clustering for 
automatic evolution of clusters and application to image 
classification. Pattern Recognition 2002, 35, 1197–1208. 

[19] Venkatesh K., Satapathy, S. C, JVR Murthy, PVGD Prasad 
Reddy Hybridized Improved Genetic Algorithm with 
Variable Length Chromosome for Image Clustering. In 
IJCSNS , 2007, 7(11), 21-131. 

[20] Das, S. and  Konar, A.   Automatic image pixel clustering 
with an improved differential evolution Applied Soft 
Computing  2009, (1) p. 226-236  

[21] Bandyopadhyay, S. Simulated Annealing for Fuzzy 
Clustering: Variable Representation, Evolution of the 
Number of Clusters and remote Sensing Applications, 2003 
unpublished, private communication 

[22] Tseng, L. Y.  and Yang, S. B.  A genetic approach to the 
automatic clustering algorithm, Pattern Recognition, 2001, 
34(2), pp. 415-424. 

[23] Lin H. J., Yang, F. W. and Kao, Y. T.  An efficient GA-
based clustering technique, Tamkang Journal of Science and 
Engineering, 2005, 8(2), pp. 113-122. 

[24] Lai, C. C., A novel clustering approach using hierarchical 
genetic algorithms, Intelligent Automation and Soft 
Computing, 2005, 11(3), pp. 143-153. 

[25] Alexander V. Lukashin and Rainer Fuchs, Analysis of 
temporal gene expression profiles: Clustering by simulated 
annealing and determining the optimal number of clusters, 
Bioinformatics, 2000, 17(5), pp. 405–414. 

[26] Das, S, Abraham, A and Konar, A Automatic Kernel 
Clustering with Multi-Elitist Particle Swarm Optimization 
Algorithm, Pattern Recognition Letters, Elsevier Science, 
2008, 29, pp. 688-699. 

[27] Liu, Wemping., Chih. Cheng. Hung, Bor. Chen. Kuo, and 
Tommy. Coleman, An Adaptive Clustering Algorithms Based 
on the Possibility Clustering and ISODATA for Multispectral 
Image Classification, proceedings of the International Society 
for Photogrammetry and Remote Sensing (ISPRS – XXI 
Congress), Beijing, China, 2008, July 3 – 11. 

[28] Othman, R.M., Deris, S., Illias, R.M.,  Zakaria, Z. and 
Mohamad, S.M. Automatic clustering of gene ontology by 
genetic algorithm, Int'l J. Information Technology, 2006 3(1) 
pp. 37-46. 

[29] Markus, M. and Grani, M. Automatic Cluster Number 
Selection Using a Split and Merge K-Means Approach 2009 
20th International Workshop on Database and Expert 
Systems Application p. 363-367  

[30] Das, S, Chowdhury,A, and Abraham, A.  A Bacterial 
Evolutionary Algorithm for automatic data clustering 
Evolutionary Computation 2009 CEC 09 IEEE Congress on 
p. 2403-2410. 

[31] Omran, M.G., Engelbrecht, A.P., Salman, A. Dynamic 
clustering using particle swarm optimization with application 
in image classification. In Pattern Analysis and Application. 
2006, 332-344.  

[32] Abraham, A., Das, S., and Roy, S. Swarm intelligence 
algorithms for data clustering in Soft Computing for 
Knowledge Discovery and Data Mining Book. New York: 
Springer-Verlag, , 2007,  279–313. 

[33] Alam, S.,  Dobbie, G.,  Riddle, P. An Evolutionary Particle 
Swarm Optimization algorithm for data clustering.  In Swarm 
Intelligence Symposium,  2008, 1-6. 

[34] Kennedy, J., Eberhart, R.C. Particle swarm optimization. In: 
Proc. of the IEEE Int. Conf. on Neural Networks, 
Piscataway, NJ, 1995 1942–1948. 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 301

http://www.mendeley.com/library/
http://www.mendeley.com/library/
http://www.mendeley.com/library/
http://www.softcomputing.net/prl-saa.pdf
http://www.softcomputing.net/prl-saa.pdf
http://www.softcomputing.net/prl-saa.pdf
http://www.softcomputing.net/prl-saa.pdf
http://www.elsevier.com/
http://www.mendeley.com/library/
http://www.mendeley.com/library/
http://www.mendeley.com/library/
http://www.mendeley.com/library/
http://www.mendeley.com/library/
http://www.mendeley.com/library/


 

 

[35] Shi, Y., and Eberhart, R. C, A modified particle swarm 
optimizer.  In Prc. IEEE Congr. Evol. Comput.,   1998, 69–
73. 

[36] Turi, R. Clustering-based colour image segmentation, Ph.D. 
Thesis, Monash University, Australia, 2001.  

[37] Srinivas, M. and  Patnaik, L.M.  Adaptive probabilities of 
crossover and mutation in genetic algorithms, IEEE 
Transactions on Systems, Man and Cybernetics 1994, 24 (4) 
, 656–667. 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 302



Abstract 

 Adaptive Virtual Channel (AVC) is proposed as a novel 
technique to achieve low power NoC switch. Power supply 
gating is employed to reduce the power dissipation of NoC 
switch without degrading network performance. Hierarchical 
multiplexing tree is used to achieve efficient AVC. AVC could 
reduce both dynamic and leakage power of the switch. 
Hierarchical multiplexing tree decreases the area of the switch 
which reduces the dynamic power by 60%. Using the leakage 
power reduction technique, the average leakage power 
consumption of Adaptive Virtual Channels is reduced by up to 
97%.  
 

Keywords: Virtual Channels, NoC, power gating, hierarchical 
multiplexing. 

1. Introduction 
 

As the technology continuously scales down, the need 
for high performance, low power, as well as high 
throughput and reliable integrated circuits increases. 
Integrated Circuits are moving towards System on a Chip 
(SoC) which increases the circuit complexity. In recent 
years the complexity of interconnection architectures of 
the SoCs increased significantly. Network on Chip (NoC) 
was proposed as a solution for the interconnection problem. 
NoC is an on-chip network composed of processing cores 
connected by switches and communication channels [1]. 
Each physical channel can be split into several virtual 
channels using multiple parallel buffers. All virtual 
channels share the bandwidth of the physical channel. 
Different number of virtual channels is previously used to 
improve the network throughput. As the number of virtual 
channels increases, network throughput increases [2]. A 
tradeoff between power dissipation of the circuit and 
network throughput exits.    In the previous network 
implementations, fixed number of virtual channels was 
used [3-5]. Achieving high throughput while reducing 
power dissipation is the objective of this paper. 

 

 

Power consumption grows rapidly in NoC as 
interconnection complexity increases [6]. Reducing the 
power consumption becomes the first objective in NoC 
design. Power consumption should be minimized for 
reliability and cost-efficiency. Dynamic power and leakage 
power are the main components of power dissipation in 
NoC. Reducing leakage power is taking a lot of attention 
since it is dominating the power dissipation in today’s and 
tomorrow’s technologies. The main focus of this paper is 
to present a new Adaptive Virtual Channel (AVC) 
technique as a novel technique to reduce power dissipation 
of NoC switch. AVC allows efficient power gating to be 
employed to reduce power dissipation of the switch as 
shown in Figure 1. AVC is used to reduce the leakage 
power of a network switch. Hierarchical multiplexing tree 
is shown to be efficient in reducing not only the leakage 
power but also the dynamic power of the switch. 

 
 
 

 
 
 
 
 
 
 
 
 

 

The paper is organized as follows: in section 2, AVC 
architecture is proposed. The power gating mechanism is 
presented in section 3. In section 4, simulation results are 
demonstrated. Conclusions are provided in section 5. 

2. Adaptive Virtual Channel Architecture   
 

Adaptive number of virtual channels is achieved in the 
proposed technique to multiplex the input channels to 
network switch. The characteristics of the network traffic 
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are used as indicator to enable/disable the appropriate 
number of virtual channels. The number of available 
virtual channels is divided into power-of-two sets of 
configurable virtual channels. Each set could be 
configured as active or in-active. AVC multiplexing tree 
where the virtual channels are located at the leaves of the 
tree and the physical port is located at the root (𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑛𝑛 ) is 
illustrated Figure 2. The tree is developed as a binary tree 
to optimize circuit implementation. Non-binary tree would 
complicate circuit implementation with limited flexibility 
of activating arbitrary number of virtual channels. The 
number of virtual channels equals  2𝑝𝑝  where   𝑝𝑝 = 𝑚𝑚 + 𝑛𝑛 . 
The number of connected virtual channels to a single cell 
(set of VC) is 2𝑚𝑚  .  𝑛𝑛 is the number of multiplexing levels. 
The maximum number of active sets in the tree is  2𝑛𝑛 . m 
and n are positive integer numbers where  𝑚𝑚 ≥ 1 and 
 𝑛𝑛 ≥ 0 . Each set is connected to one multiplexing cell 
located at the first multiplexing level. Every two cells in a 
low level of the tree are connected to one cell in the upper 
level.  The total number of cells in the tree is given by 

 𝑘𝑘 = 2(2𝑛𝑛 − 1)                                                              (1)   

 

 
 

 
The root consists of one multiplexer 2x1 and one grant 
circuit 2x2 as shown in Figure 2.  Every cell (in all levels 
expect 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙1) of the tree consists of one arbiter 2x2 and 

one multiplexer 2x1. Cells in 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙1  contains one 
multiplexer 2𝑚𝑚 x1 and one arbiter 2𝑚𝑚 x2𝑚𝑚 . At the root, 
only one virtual channel is granted the physical port. m and 
n introduce a single degree of freedom in designing the 
switch. The tree structure can be created with p different 
implementation options. m and n defines a tradeoff 
between circuit delay and configurability. For   𝑛𝑛 equals 
zero, the tree contains only the root. Therefore, no 
multiplexing tree is required. All virtual channels operate 
simultaneously. Eliminating the multiplexing hierarchy 
reduces the circuit delay. However, all virtual channels are 
included in the root. The flexibility of configuring the 
virtual channels is minimized and no saving in power is 
possible.  

 

The delay of the tree structure increases with increasing 
the number of multiplexing levels n. However, the area of 
the switching circuitry decreases as n increases since the 
hardware implementation is optimized. The flexibility of 
activating/deactivating the virtual channel sets increases as 
n increases which allow saving in power components.  

 

 

The virtual channels are activated in groups, according 
to the network traffic. Multiplexing tree activation is 
highlighted in Figure 2 for m =1 and for light traffic (i.e. 
only two sets are activated). All upstream cells connected 
to the active virtual channel sets are, accordingly, activated. 
In-active virtual channels are power gated to reduce the 
leakage power dissipation as described in section 3. n 
should be maximized to maximize the circuit 
configurability, minimize circuit area, and maximize the 
power saving as describe in section 4. 

3. POWER GATING MECHANISM 
 

In order to reduce power dissipation, virtual channels 
are deactivated when the network traffic is light. The 
hierarchical multiplexing structure is exploited to 
configure the virtual channel sets to active/in-active mode 
according to network traffic. Power supply gating is 
employed to deactivate the cells and the virtual channels 
connected to them. Each cell has one power gating switch. 
Deactivating the virtual channel sets reduces the leakage 
power dissipation of the whole switch without degrading 
the network throughput since it is applied according to 
traffic characteristics. Power management is performed 
using a power gating controller in addition to the sleep 
transistors. In section 3.1, the sleep controller unit is 
described. A mechanism to size the sleep transistor of a 
multiplexing cell is presented in section 3.2. 

Figure 2:  Adaptive Virtual Channel multiplexing tree structure  
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3.1 The Sleep Controller  

A power gating control unit is used to control activating 
the virtual channels. The controller manages the sleep 
transistor of each cell. The sleep controller unit has two 
inputs and one output signal. A cntrl_sleep signal is used 
to enable/disable the switch port. This signal turns off the 
whole switch. The nt signal (n bits) indicates the status of 
the network traffic. 

 

  
 
 
 
 
 
 

 

It is required to find a general canonical representation 
of the truth table for the first level of the cntrl_out of the 
sleep controller. Taking into consideration that the number 
of bits for inputs and outputs change depending on the 
traffic heaviness and the number of controlled cells, cells 
are indexed as shown in Figure 2. Therefore, the upper cell 
in the 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙1 of the tree has the lowest index of zero. The 
index increases going from top to bottom. The index of the 
bottom cell in 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙1  is (2𝑛𝑛 − 1) as shown in Figure 2. 
The equation is algebraically expressed in a sum of 
minterms form  

 

 𝑐𝑐𝑛𝑛𝑐𝑐𝑐𝑐𝑙𝑙_𝑜𝑜𝑜𝑜𝑐𝑐𝑥𝑥(𝑛𝑛𝑐𝑐0,𝑛𝑛𝑐𝑐1, . .𝑛𝑛𝑐𝑐𝑛𝑛−1) =  ∑(0,1, … … . , 𝑥𝑥 − 1)    

                               where      1 ≤  𝑥𝑥 ≤ 2𝑛𝑛 − 1,               (2)  

 

where x is the index of the cell. This equation produces 
(2𝑛𝑛 −1) columns of the output truth table, each column 
controls one cell in the 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙1 . At  𝑥𝑥 = 0, the column of 
𝑐𝑐𝑛𝑛𝑐𝑐𝑐𝑐𝑙𝑙_𝑜𝑜𝑜𝑜𝑐𝑐0 equals zeroes which means always activate 
𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙0 regardless the traffic heaviness. Turning on a child 
cell in 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙1  requires turning on all parents cells of this 
child. Therefore, the truth table of every cell in 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙1 
which has even index is the same truth table of all parent 
cells in the same path from 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙1 to the root. 
 

    The output signal cntrl_out has k bits depending on the 
number of cells in the switch port as shown in Figure 3. 
The cntrl_out signal is used to manage sleep transistors 
according to the required number of virtual channels to be 
activated. Depending on the value of the cntrl_out signal, 
some sleep transistors are switched ON to activate its 
connected cells and the other sleep transistors are switched 
OFF to ensure that the connected cells are deactivated. 
 

When cntrl_sleep signal is 1, all the bits of the cntrl_out 
are 1 and hence all the sleep transistors will be switched 
OFF. Thereby the switch port is forced to turn off 

regardless of the value of the nt.  This increases the power 
saving of the port as shown in section 4. When cntrl_sleep 
signal is 0, the sleep controller calculates the value of the 
cntrl_out signal according to input signal nt which 
activates certain number of virtual channels. Activating 
virtual channels depends on the traffic heaviness which 
can take different levels. The number of traffic heaviness 
levels depends on granularity of activating the virtual 
channels which equals 2𝑛𝑛 . For example, for number of 
virtual channels of eight and for m=1, there are four levels 
of traffic heaviness (n=2), “Very Heavy”, ”Heavy”, 
”Light”, “Very Light”. For  m=2, there are only two levels 
of traffic heaviness, “Heavy” and ”Light”. With very 
heavy traffic profile, all virtual channels are activated by 
switching ON all cells.  

 

The granularity of activating the virtual channels is 2𝑚𝑚 . 
For m=1, binary multiplexing tree is used and two virtual 
channels are activated at a time. For m=2, four virtual 
channels are activated simultaneously. As m increases, the 
depth of the multiplexing tree decreases reducing the area 
overhead and the critical path delay. On the other hand, for 
small m, larger power saving is achieved since power 
gating could be applied with higher granularity. 
Hierarchical switching increases the flexibility of 
activating the virtual channels making the switch more 
adaptive to the changes in the traffic characteristics. 
Accordingly, reducing m increases the power saving. 

3.2 Circuit Implementation of Power Switching 

The power switching block consists of k sleep 
transistors. In our architecture, the sleep transistors are 
implemented by PMOS transistors to gate the power 
supply path to ground. Sleep transistor acts as a switch to 
turn-off the supply voltage during the sleep mode. On the 
other hand, sleep transistors in the active mode are ON and 
hence the value of the virtual supply node is  𝑙𝑙𝐷𝐷𝐷𝐷 . Sizing 
the sleep transistor affects both circuit performance as well 
as the efficiency of power saving. 

 

A tradeoff in sizing the sleep transistor exists. During 
the active mode, the sleep transistor impedes the flow of 
the supply current requiring the transistor to be up sized to 
keep circuit performance. On the other hand, sizing up the 
sleep transistor reduces its ability to mitigate the leakage 
current and power. In addition, the power gating control 
circuit dissipates more dynamic power with larger sleep 
transistor. 

 

 

The traffic heaviness signal nt is assumed to arrive to the 
target switch one clock cycle before the actual cycle at 
which the signal is needed to activate the cells. This 
assumption allows only one clock cycle to switch the cell 
from sleep-to-active mode. The switching time from sleep-

Figure 3: The sleep controller block diagram 

 

 
Sleep 

Controller 

cntrl_sleep 

nt [0: n-1] 
cntrl_out [0: k-1] 
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to-active 𝑇𝑇𝑇𝑇𝑇𝑇 must be less than or equal to the critical path 
delay 𝑐𝑐𝑑𝑑  of the cell circuitry. 

  𝑇𝑇𝑇𝑇𝑇𝑇 ≤ 𝑐𝑐𝑑𝑑                                                                        (3) 

The cell is considered active when its virtual 𝑙𝑙𝐷𝐷𝐷𝐷 node 
reaches 90% of   𝑙𝑙𝐷𝐷𝐷𝐷 . Sizing sleep transistor and its 
implication on the circuit performance is demonstrated in 
section 4. 

4. SIMULATION RESULTS 
 

The proposed architecture is implemented using the 
ADS tools. 45nm technology is used with supply voltage 
of 1V. A switch port with eight virtual channels is 
considered. The tradeoff between the 𝑇𝑇𝑇𝑇𝑇𝑇 switching time, 
the critical path delay of the cell, and the leakage power 
reduction is presented in Figure 4. Leakage power 
increases with sizing up the sleep transistor. To increase 
power saving, the sleep transistor needs to be sized down. 
On the other hand, 𝑇𝑇𝑇𝑇𝑇𝑇 could not be larger than 𝑐𝑐𝑑𝑑   since 
only one clock cycle is needed to switch the cell from 
sleep-to-active mode. The intersection point on 𝑐𝑐𝑑𝑑  and 
𝑇𝑇𝑇𝑇𝑇𝑇  curves is used as the optimum size for high 
performance and low power switch design. Based on that, 
the width of sleep transistor is determined to be 0.35µm 
for the target technology. 

 

 

 

Figure 4: Sleep mode leakage power, critical path delay and  TSA for 
different sleep transistor widths 

4.1 Depth of the multiplexing tree 

For eight virtual channels, there are p =3 
implementation options 

 �
𝑜𝑜𝑝𝑝𝑐𝑐𝑜𝑜𝑜𝑜𝑛𝑛 𝑇𝑇:   𝑚𝑚 = 3,        𝑛𝑛 = 0 ,       𝑘𝑘 = 0
𝑜𝑜𝑝𝑝𝑐𝑐𝑜𝑜𝑜𝑜𝑛𝑛 𝐵𝐵:  𝑚𝑚 = 2,        𝑛𝑛 = 1,        𝑘𝑘 = 2
𝑜𝑜𝑝𝑝𝑐𝑐𝑜𝑜𝑜𝑜𝑛𝑛 𝐶𝐶:   𝑚𝑚 = 1,        𝑛𝑛 = 2,        𝑘𝑘 = 6 

�                     (4) 

For option A, The tree structure consists of only the root. 
For option B, the available virtual channels are divided 
into two sets using four virtual channels per set. For option 
C, the available virtual channels are divided into four sets 
using binary multiplexing tree and two multiplexing 

levels. There are a total of six cells in the tree where at 
least two can be, simultaneously, activated. 
 
 

The required area to implement the three options, 
including the area of the sleep controller and sleep 
transistors, is shown in Figure 5. The area of multiplexing 
tree of option C is less than the area of the multiplexing 
tree of option A and B. As compared to option A, the area 
decreases in option B by 50.93% and by 60.11% for option 
C. The overhead in the input gate capacitance (sleep 
controller and sleep transistors) in option C is 6.6% of the 
total port capacitance. In option B, the overhead is only 
3.61%.  

 

The hierarchical tree implementation has two-fold effect 
in reducing power dissipation of the switch. The dynamic 
power is reduced for the reduction in the input gate 
capacitance of the switch. With hierarchical multiplexing, 
dynamic power could decrease by up to 60%. In addition, 
the leakage power is decreased with light traffic since 
power gating is more efficient.  

 
 

 

Figure 5: The area of switch port for different number of virtual channel 
per one set 

 

On the other hand, the hierarchical tree structure 
increases the critical path delay of the circuit reducing the 
maximum operation frequency. The maximum operation 
frequency and leakage power for the three implementation 
options are listed in Table 1. The maximum operation 
frequency and leakage power decrease with increasing the 
number of levels. The leakage power for option C reduces 
by 87.12 % as compare to the leakage power of option A. 
A pipeline stage could be used to maintain the operating 
frequency but latency of switching would increase. 

Table 1. Maximum operating frequency and leakage power for three 
implementation options with different hierarchical depths 

m  

Maximum operation 
frequency  

Maximum leakage 
power  

(GHz) Reduction 
(%) (nW) Reduction 

(%) 
3 18.99 - 2821.11 - 

2 12.18 35.86 616.85 78.13 

1 8.44 55.76 363.32 87.12 
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4.2 Power dissipation of AVC 

For total number of virtual channels of eight (p =3),      
m =1 and n=2. There are four levels of traffic heaviness 
listed in Table 2.The network traffic is used to control the 
number of active virtual channels. Since n =2, two, four, 
six or eight virtual channels could be simultaneously 
activated depending on the traffic of the network.  

 

The reduction in leakage power dissipation is reported in 
Table 2 for different network traffic characteristics. The 
power saving increases as the number of active virtual 
channels decreases. Power saving could reach up to 81% 
when only two virtual channels are simultaneously 
activated. When no virtual channels are activated, power 
saving increases up to 97%. Adaptive virtual channel with 
hierarchical multiplexing tree significantly decreases the 
power consumption of the switch. 

Table 2. the leakage power saving with different number of 
virtual channels 

Number of 
Virtual channel 6 4 2 0 

Traffic heaviness Heavy Light 
Very 
Light 

No 
traffic 

Power saving (%)                        17.3 34.1 80.2 96.8 

5. CONCLUSIONS 

Adaptive Virtual Channel is proposed as an efficient 
novel technique to reduce power dissipation of NoC 
switch. AVC uses hierarchical multiplexing tree and 
power gating mechanism to reduce both dynamic and 
leakage power dissipation of the switch. The virtual 
channels are activated based on the network traffic. The 
area of switch port reduces with increasing hierarchical 
levels which decreases the dynamic power by up to 60%. 
Power saving increases with decreases the number of 
active virtual channels. The reduction in leakage power 
dissipation could reach 81% when only two virtual 
channels are activated simultaneously using AVC. At in-
active mode of the switch port, power saving could 
increase up to 97%.  
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Abstract 
The image mining technique deals with the extraction of implicit 
knowledge and image with data relationship or other patterns not 
explicitly stored in the images. It is an extension of data mining 
to image domain. The main objective of this paper is to apply 
image mining in the domain such as breast mammograms to 
classify and detect the cancerous tissue. Mammogram image can 
be classified into normal, benign and malignant class and to 
explore the feasibility of data mining approach. A new 
association rule algorithm is proposed in this paper. 
Experimental results show that this new method can quickly 
discover frequent item sets and effectively mine potential 
association rules. A total of 26 features including histogram 
intensity features and GLCM features are extracted from 
mammogram images. A new approach of feature selection is 
proposed which approximately reduces 60% of the features and 
association rule using image content is used for classification. 
The most interesting one is that oscillating search algorithm 
which is used for feature selection provides the best optimal 
features and no where it is applied or used for GLCM feature 
selection from mammogram. Experiments have been taken for a 
data set of 300 images taken from MIAS of different types with 
the aim of improving the accuracy by generating minimum no. of 
rules to cover more patterns. The accuracy obtained by this 
method is approximately 97.7% which is highly encouraging. 
Keywords:  Mammogram; Gray Level Co-occurrence 
Matrix feature; Histogram Intensity; Genetic Algorithm; 
Branch and Bound technique; Association rule mining. 

 

1. Introduction 

Breast Cancer is one of the most common cancers, leading 
to cause of death among women, especially in developed 
countries. There is no primary prevention since cause is 
still not understood. So, early detection of the stage of 
cancer allows treatment which could lead to high survival 
rate. Mammography is currently the most effective imaging 
modality for breast cancer screening. However, 10-30% of 
breast cancers are missed at mammography [1]. Mining 
information and knowledge from large database has been 
recognized by many researchers as a key research topic in 
database system and machine learning Researches that use 
data mining approach in image learning can be found in 
[2,3]. 
Data mining of medical images is used to collect effective 
models, relations, rules, abnormalities and patterns from 
large volume of data. This procedure can accelerate the 
diagnosis process and decision-making. Different methods 
of data mining have been used to detect and classify 
anomalies in mammogram images such as wavelets [4,5], 
statistical methods and most of them used feature extracted 
using image processing techniques [6].Some other methods 
are based on fuzzy theory [7,8] and neural networks [9]. In 
this paper we have used classification method called 
Decision tree classifier for image classification [10-12]. 
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Classification process typically involves two phases: 
training phase and testing phase. In training phase the 
properties of typical image features are isolated and based 
on this training class is created .In the subsequent testing 
phase , these feature space partitions are used to classify 
the image. A block diagram of the method is shown in 
figure1. 

 

Fig.1.Block diagram for mammogram classification system 

 

We have used association rule mining using image content 
method by extracting low level image features for 
classification. The merits of this method are effective 
feature extraction, selection and efficient classification. 
The rest of the paper is organized as follows. Section 2 
presents the preprocessing and section 3 presents the 
feature extraction phase. Section 4 discusses the proposed 
method of Feature selection and classification. In section5 
the results are discussed and conclusion is presented in 
section 6. 
 
 

2. Methodologies 
 

2.1 Digital mammogram database 

The mammogram images used in this experiment are taken 
from the mini mammography database of MIAS 
(http://peipa.essex.ac.uk/ipa/pix/mias/). In this database, 
the original MIAS database are digitized at 50 micron 
pixel edge and has been reduced to 200 micron pixel edge 
and clipped or padded so that every image is 1024 X 1024 
pixels. All images are held as 8-bit gray level scale images 
with 256 different gray levels (0-255) and physically in 

portable gray map (pgm) format. This study solely 
concerns the detection of masses in mammograms and, 
therefore, a total of 100 mammograms comprising normal, 
malignant and benign case were considered. Ground truth 
of location and size of masses is available inside the 
database. 
 

2.2. Pre-processing 

The mammogram image for this study is taken from 
Mammography Image Analysis Society (MIAS)†, which is 
an UK research group organization related to the Breast 
cancer investigation [13]. As mammograms are difficult to 
interpret, preprocessing is necessary to improve the quality 
of image and make the feature extraction phase as an easier 
and reliable one. The calcification cluster/tumor is 
surrounded by breast tissue that masks the calcifications 
preventing accurate detection and shown in Figure.3. .A 
pre-processing; usually noise-reducing step [14] is applied 
to improve image and calcification contrast figure 3. In this 
work the efficient filter (CLAHE) was applied to the image 
that maintained calcifications while suppressing 
unimportant image features. Figures 3 shows 
representative output image of the filter for a image cluster 
in figure 2. By comparing the two images, we observe 
background mammography structures are removed while 
calcifications are preserved. This simplifies the further 
tumor detection step. 
.Contrast limited adaptive histogram equalization 
(CLAHE) method seeks to reduce the noise produced in 
homogeneous areas and was originally developed for 
medical imaging [15]. This method has been used for 
enhancement to remove the noise in the pre-processing of 
digital mammogram [16]. CLAHE operates on small 
regions in the image called tiles rather than the entire 
image. Each tile’s contrast is enhanced, so that the 
histogram of the output region approximately matches the 
uniform distribution or Rayleigh distribution or 
exponential distribution. Distribution is the desired 
histogram shape for the image tiles. The neighbouring tiles 
are then combined using bilinear interpolation to eliminate 
artificially induced boundaries. The contrast, especially in 
homogeneous areas, can be limited to avoid amplifying 
any noise that might be present in the image.The block 
diagram of pre-processing is shown in Figure 4. 
 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 310



 

 

                
 

Fig. 2 ROI of a Benign       Fig. 3 ROI after Pre-processing Operation              

 

Fig.4. Image pre-processing block diagram. 

 

2.3. Histogram Equalization 

 
Histogram equalization is a method in image processing of 
contrast adjustment using the image's histogram [17]. 
Through this adjustment, the intensities can be better 
distributed on the histogram. This allows for areas of lower 
local contrast to get better contrast. Histogram equalization 
accomplishes this by efficiently spreading out the most 
frequent intensity values. The method is useful in images 
with backgrounds and foregrounds that are both bright or 
both dark. In particular, the method can lead to better 
views of bone structure in x-ray images, and to better detail 
in photographs that are over or under-exposed. In 
mammogram images Histogram equalization is used to 
make contrast adjustment so that the image abnormalities 
will be better visible. 
† peipa.essex.ac.uk/info/mias.html 
. 

3. Feature extraction 

Features, characteristics of the objects of interest, if 
selected carefully are representative of the maximum 
relevant information that the image has to offer for a 
complete characterization a lesion [18, 19]. Feature 
extraction methodologies analyze objects and images to 
extract the most prominent features that are representative 
of the various classes of objects. Features are used as 
inputs to classifiers that assign them to the class that they 
represent. 

In this Work intensity histogram features and Gray Level 
Co-Occurrence Matrix (GLCM) features are extracted. 

 

3.1 Intensity Histogram Features 

Intensity Histogram analysis has been extensively 
researched in the initial stages of development of this 
algorithm [18,20]. Prior studies have yielded the intensity 
histogram features like mean, variance, entropy etc. These 
are summarized in Table 1 Mean values characterize 
individual calcifications; Standard Deviations (SD) 
characterize the cluster. Table 2 summarizes the values for 
those features.  

                      Table 1: Intensity histogram features 

Feature Number assigned Feature 
1.  Mean 
2. Variance 
3. Skewness 
4. Kurtosis 
5. Entropy 
6. Energy 

 
In this paper, the value obtained from our work for 
different type of image is given as follows 

Table 2:  Intensity histogram features and their values 

Imag
e 

Type 

Features 

 Mea
n 

Varia
nce 

Skewne
ss 

Kurtos
is 

Entro
py 

En
erg
y 

norma
l 

7.25
34 

1.690
9 

-1.4745 7.8097 0.250
4 

1.5
152 

malig
nant 

6.81
75 

4.098
1 

-1.3672 4.7321 0.190
4 

1.5
555 

benig
n 

5.62
79 

3.183
0 

-1.4769 4.9638 0.268
2 

1.5
690 

 
 

3.2 GLCM Features 

It is a statistical method that considers the spatial 
relationship of pixels is the gray-level co-occurrence 
matrix (GLCM), also known as the gray-level spatial 
dependence matrix [21,22]. By default, the spatial 
relationship is defined as the pixel of interest and the pixel 
to its immediate right (horizontally adjacent), but you can 
specify other spatial relationships between the two pixels. 
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Each element (I, J) in the resultant GLCM is simply the 
sum of the number of times that the pixel with value I 
occurred in the specified spatial relationship to a pixel with 
value J in the input image. 

3.2.1 GLCM Construction  

GLCM is a matrix S that contains the relative 
frequencies with two pixels: one with gray level value i 
and the other with gray level j-separated by distance d at a 
certain angle θ occurring in the image. Given an image 
window W(x, y, c), for each discrete values of d and θ, the 
GLCM matrix S(i, j, d, θ) is defined as follows.  

An entry in the matrix S gives the number of times that 
gray level i is oriented with respect to gray level j such that 
W(x

1
, y

1
)=i and W(x

2
, y

2
)=j, then  

 
We use two different distances d={1, 2} and three 

different angles θ={0
°
, 45

°
, 90

°
}. Here, angle 

representation is taken in clock wise direction.  

Example  

    Intensity matrix    

                              
                           

 
The Following GLCM features were extracted in our 
research work: 
Autocorrelation, Contrast, Correlation, Cluster 
Prominence, Cluster Shade, Dissimilarity Energy, Entropy, 
Homogeneity, Maximum probability, Sum of squares, Sum 
average, Sum variance, Sum entropy, Difference variance, 
Difference entropy, information measure of correlation1, 
information measure of correlation2, Inverse difference 
normalized. Information difference normalized. The value 
obtained for the above features from our work for a typical 
image is given in the following table 3. 
.. 
 
 
 
 
 
 
 

Table 3 : GLCM Features and values Extracted from Mammogram 
Image(Malignant) 

Feature 
No 

Feature Name Feature 
Values 

1 Autocorrelation 44.1530 
2 Contrast 1.8927 
3 Correlation 0.1592 
4 Cluster Prominence 37.6933 
5 Cluster Shade 4.2662 
6 Dissimilarity 0.8877 
7 Energy 0.1033 
8 Entropy 2.6098 
9 Homogeneity 0.6645 

10 Maximum probability 0.6411 
11 Sum of squares 0.1973, 
12 Sum average 44.9329 
13 Sum variance 13.2626 
14 Sum entropy 133.5676 
15 Difference variance 1.8188 
16 Difference entropy 1.8927 
17 Information measure of correlation1 1.2145 

18 Information measure of correlation2 -0.0322 
19 Inverse difference normalized 0.2863 
20 Information difference normalized 0.9107 

 

4. Feature subset selection  

Feature subset selection helps to reduce the feature space 
which improves the prediction accuracy and minimizes the 
computation time [23]. This is achieved by removing 
irrelevant, redundant and noisy features .i.e., it selects the 
subset of features that can achieve the best performance in 
terms of accuracy and computation time. It performs the 
Dimensionality reduction. 
Features are generally selected by search procedures. A 
number of search procedures have been proposed. 
Popularly used feature selection algorithms are Sequential 
forward Selection, Sequential Backward Selection, Genetic 
Algorithm and Particle Swarm Optimization, Branch and 
Bound feature optimization. In this work a new approach 
of oscillating search for feature selection technique [24] is 
proposed to select the optimal features. The selected 
optimal features are considered for classification. The 
oscillating search has been fully exploited to select the 
feature from mammogram which is one of the best 
techniques to optimize the features among many features. 
We have attempted to optimize the feature of GLSM and 
statistical features. 

4.1 Oscillating Search Algorithms for Feature 
Selection 

A new sub-optimal subset search method for feature 
selection is introduced. As opposed to other till now 
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known subset selection methods the oscillating search is 
not dependent on pre-specified direction of search 
(forward or backward). The generality of oscillating search 
concept allowed us to define several different algorithms 
suitable for different purposes. We can specify the need to 
obtain good results in very short time, or let the algorithm 
search more thoroughly to obtain near-optimum results. In 
many cases the oscillating search over-performed all the 
other tested methods. The oscillating search may be 
restricted by a preset time-limit, what makes it usable in 
real-time systems. 
Note that most of known suboptimal strategies are based 
on step-wise adding of features to initially empty features 
set, or step-wise removing features from the initial set of 
all features, Y. One of search directions, forward or 
backward, is usually preferred, depending on several 
factors [25], the expected difference between the original 
and the final required cardinality being the most important 
one. Regardless of the direction, it is apparent, that all 
these algorithms spend a lot of time testing features subsets 
having cardinalities far distant from the required 
cardinality d. 
Before describing the principle of oscillating search, let us 
introduce the following notion: the “worst” features o- 
tuple in Xd should be ideally such a set , that 

 
The “best” feature o-tuple for Xd should be ideally such a 
set  ,                         that 

 
In practice we allow also suboptimal finding of the “worst” 
and “best” o-tuples to save the computational time (see 
later). 

4.1.1. Oscillating Search 

Unlike other methods, the oscillating search (OS) is based 
on repeated modification of the current subset Xd  of d 
features. This is achieved by alternating the down- and up-
swings. The down-swing removes o “worst” features from 
the current set Xd to obtain a new set Xd-o at first, then adds 
o “best” ones to  Xd-o  to obtain a new current set Xd . The 
up-swing adds o “good” features to the current set Xd to 
obtain a new set Xd+o at first, then removes o “bad” ones 
from Xd+o to obtain a new current set Xd again. Let us 
denote two successive opposite swings as an oscillation 
cycle.  Using this notion, the oscillating search consists of 
repeating oscillation cycles. The value of o will be denoted 
oscillation cycle depth and should be set to 1 initially. If 
the last oscillation cycle did not find better subset Xd  of d 
features, the algorithm increases the oscillation cycle depth 
by letting  o = o+1. Whenever any swing finds better 
subset Xd of d features, the depth value o is restored to 1. 
The algorithm stops, when the value of o exceeds the user-

specified limit ∆. The course of oscillating search is 
illustrated on picture 1. 
         Every oscillation algorithm assumes the existence of 
some initial set of d features. Obtaining such an initial set 
will be denoted as an initialization. Oscillating algorithms 
may be initialized in different ways; the simplest ways are 
random selection or the SFS procedure. From this point of 
view the oscillating search may serve as a mechanism for 
tuning solution obtained in another way. 
Whenever a feature o- tuple is to be added (or removed) 
from the current subset in the till now known methods, one 
of two approaches is usually utilized: the  generalized  
adding (or moving) find s the optimum  o-tuple by means 
of exhaustive search (e.g. in GSFS, GSBS) or the 
successive adding (or removing) single features o-time ( 
e.g. in basic Plus-l  Minus-r), which may fail to find the 
optimum o- tuple, but is significantly faster. 
In fact, we may consider finding feature o-tuples to be 
equivalent to the feature selection problem, though at a 
“Second level”. Therefore, we may use any search strategy 
for findings feature o-tuples. Because of proved 
effectiveness of floating search strategies we adopted the 
floating search principle as the third approach to adding 
(or removing) feature o-tuples in oscillating search. Note 
that in such a way one basic idea has resulted in defining a 
couple of new algorithms, as shown in the sequel. 
 For the sake of simplicity, let us denote the 
adding of feature o-tuple by ADD(o) and the removing of 
feature o-tuple by REMOVE(o). Finally, we introduce 
three versions of oscillating algorithm. 
 

1. Sequential oscillating search : ADD (o) 
represents a sequention of o successive SFS steps 
(see [1]), REMOVE(o) represents a sequention of 
o  successive SBS steps. 

2. Floating oscillating search : ADD (o) represents 
adding of  o features by means of the SFFS 
procedure (see [5]), REMOVE (o) represents 
removing of o features by means of the SFBS 
procedure. 

3. Generalized oscillating search : ADD (o) 
represents adding of o features by means by 
means of the GSFS(o) represents removing of o 
features by means of the GSFS (o) procedure. 

 
Remark : c serves as a swing counter. 
 
Step 1 : Initialization: by means of the SFS procedure (or 

otherwise) find the initial set Xd of d features. Let 
c = 0, Let o = 1. 

 
Step 2 : Down-swing:  By means of the REMOVE (o) 

step remove the “worst” feature o-tuple from Xd 
to form a new set Xd-o (* if the J (Xd-o) value is 
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not the so far best one among subsets having 
cardinality d-o, stop the down-swing and go to 
Step 3 *). By means of the ADD(o)  step add the 
“best” feature o-tuple from Y\Xd-o to Xd-o  to form 
a new subset X1

d. If the J(X1
d ) value is the so far 

best one among subsets having required 
cardinality d, let Xd = X1

d, c= 0 and o = 1 and got 
Step 4. 

 
Step 3 :  Last swing did not find better solution. 
 Let c = c + 1. If c =2, the none of previous two 

swings has found better solution; extend the 
search, by letting o = o +1. If o > ∆, stop the 
algorithm, otherwise let c = 0. 

   
Step 4 : Up-swing : By means of the ADD(o) step add the 

“best” feature o-tuple from Y \ Xd to Xd   to form a 
new set Xd+0 (* If the J (Xd+o) value is not the so-
far best one among subsets having cardinality 
d+o, stop th up-swing and go to Step 5. *). 

 “Worst” feature o-tuple from Xd+o to from a new 
set X1

d . If the J (X1
d) value is the so far best one 

among subsets having required cardinality d, let 
Xd =  X1

d c=0 and o=1 and go to Step 2. 
 
 Step 5 : Last swing did not find better solution : 
 Let c =c+1. If c =2, the none of previous two 

swings has found better solution; extend the 
search by letting o = o +1, If o > ∆, stop the 
algorithm, otherwise let c = 0 and go to Step 2  

-------------------------------------------------------------------------
Remark : Parts of code enclosed in (* and *) 
brackets may be omitted to obtain a bit slower, 
more through procedure. 

 
The algorithm is described also by a float chart on picture 
2. The three introduced algorithm versions differ in their 
effectiveness and time complexity. The generalized 
oscillating search give the best results, but its use is 
restricted due to the time of complexity of generalized 
steps (especially for higher ∆). The floating oscillating 
search is suitable for findings solutions as close to 
optimum as possible in a reasonable time even in high-
dimensional problems. The sequential oscillating search is 
the fastest but possibly the least effective algorithm 
versions with respect to approaching the optimal solution. 

 
Fig.5. Simplified OS algorithm flowchart 

 
By applying the proposed algorithm, it will produce a 
feature set contain best set of features which is less than 
the original set. This method will be providing a better and 
concrete relevant feature selection from 26 nos. of features 
to minimize the classification time and error and 
productive results in conjunction with better accuracy 
positively. The features selected by the method are given 
in table 4. 

Table 4. Feature selected by proposed method 

S.no. Features 
1 Cluster prominence 
2 Energy 
3 Information measure of correlation 
4 Inverse difference Normalized 
5 Skewness 
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6 Kurtosis 
7 Contrast 
8 Mean 
9 Variance 
10 Homogeneity 
11 Entropy 

5. Classification 

5.1 Preparation of Transactional Database: 

The selected features are organized in a database in the 
form of transactions [26], which in turn constitute the input 
for deriving association rules. The transactions are of the 
form[Image ID, F1; F2; :::; F9] where F1:::F9] are 
9features extracted for a given image.  

5.2 Association Rule Mining: 

Discovering frequent item sets is the key process in 
association rule mining. 
 In order to perform data mining association rule 
algorithm, numerical attributes should be discretized first, 
i.e. continuous attribute values should be divided into 
multiple segments. Traditional association rule algorithms 
adopt an iterative method to discovery, which requires very 
large calculations and a complicated transaction process. 
Because of this, a new association rule algorithm is 
proposed in this paper. This new algorithm adopts a 
Boolean vector method to discovering frequent item sets. 
In general, the new association rule algorithm consists of 
four phases as follows: 
1. Transforming the transaction database into the Boolean 
matrix. 
2. Generating the set of frequent 1-itemsets L1. 
3. Pruning the Boolean matrix. 
4. Generating the set of frequent k-item sets Lk(k>1). 
The detailed algorithm, phase by phase, is presented 
below: 
 
1. Transforming the transaction database into the Boolean 
matrix: The mined transaction database is D, with D 
having m transactions and n items. Let T={T1,T2,…,Tm} 
be the set of transactions and I={I1,I2,…,In}be the set of 
items. We set up a Boolean matrix Am*n, which has m 
rows and n columns. Scanning the transaction database D, 
we use a binning procedure to convert each real valued 
feature into a set of binary features. The 0 to 1 range for 
each feature is uniformly divided into k bins, and each of k 
binary features record whether the feature lies within 
corresponding range. 
 

2. Generating the set of frequent 1-itemset L1: The 
Boolean matrix Am*n is scanned and support numbers of 
all items are computed. The support number Ij.supth of 
item Ij is the number of ‘1s’ in the jth column of the 
Boolean matrix Am*n. If Ij.supth is smaller than the 
minimum support number, itemset {Ij} is not a frequent 1-
itemset and the jth column of the Boolean matrix Am*n 
will be deleted from Am*n. Otherwise itemset {Ij} is the 
frequent 1-itemset and is added to the set of frequent 1-
itemset L1. The sum of the element values of each row is 
recomputed, and the rows whose sum of element values is 
smaller than 2 are deleted from this matrix. 
3. Pruning the Boolean matrix: Pruning the Boolean 
matrix means deleting some rows and columns from it. 
First, the column of the Boolean matrix is pruned 
according to Proposition 2. This is described in detail as: 
Let I• be the set of all items in the frequent set LK-1, 
where k>2. Compute all |LK-1(j)| where j belongs to I2, 
and delete the column of correspondence item j if |LK – 
1(j)| is smaller than k – 1. Second, re-compute the sum of 
the element values in each row in the Boolean matrix. The 
rows of the Boolean matrix whose sum of element values 
is smaller than k are deleted from this matrix. 
4. Generating the set of frequent k-itemsets Lk: Frequent 
k-item sets are discovered only by “and” relational 
calculus, which is carried out for the k-vectors 
combination. If the Boolean matrix Ap*q has q columns 
where 2 < q £ n and minsupth £ p £ m, k q c, combinations 
of k-vectors will be produced. The ‘and’ relational calculus 
is for each combination of k-vectors. If the sum of element 
values in the “and” calculation result is not smaller than the 
minimum support number minsupth, the k-itemsets 
corresponding to this combination of kvectors are the 
frequent k-itemsets and are added to the set of frequent k-
itemsets Lk. 

6. Experimental results 

In this paper we used association rule mining using image 
contents for the classification of mammograms. The 
average accuracy is 97.67 %. We have used the precision 
and recall measures as the evaluation metric for 
mammogram classification. Precision is the fraction of the 
number of true positive predictions divided by the total 
number of true positives in the set. Recall is the total 
number of predictions divided by the total number of true 
positives in the set. The testing result using the selected 
features is given in table 5. The selected features are used 
for classification. For classification of samples, we have 
employed the freely available Machine Learning package, 
WEKA [27]. Out of 300 images in the dataset, 208 were 
used for training and the remaining 92 for testing purposes. 
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Table 5: Results obtained by proposed method 
Normal 100% 

Malignant 92.78% 
Benign 100% 

The confusion matrix has been obtained from the testing 
part .In this case for example out of 97 actual malignant 
images 07 images was classified as normal. In case of 
benign and normal all images are correctly classified. The 
confusion matrix is given in Table 6 

. Table 6: Confusion matrix 
Actual Predicted 

class 
  

Benign Malignant Normal 

Benign 104 0 0 
 

Malignant 97 90 07 
 

Normal 99 0 99 
 

 

 

Fig. 5. Performance of the Classifier 

 

7. Conclusion 

Automated breast cancer detection has been studied for 
more than two decades Mammography is one of the best 
methods in breast cancer detection, but in some cases 
radiologists face difficulty in directing the tumors. We 
have described a comprehensive of methods in a uniform 
terminology, to define general properties and requirements 
of local techniques, to enable the readers to select the 
efficient method that is optimal for the specific application 
in detection of micro calcifications in mammogram 
images. In this paper, a new method for association rule 
mining is proposed. The main features of this method are 
that it only scans the transaction database once, it does not 

produce candidate jtemsets, and it adopts the Boolean 
vector “relational calculus” to discover frequent itemsets. 
In addition, it stores all transaction data in binary form, so 
it needs less memory space and can be applied to mining 
large databases. 
 The CAD mammography systems for micro calcifications 
detection have gone from crude tools in the research 
laboratory to commercial systems. Mammogram image 
analysis society database is standard test set but defining 
different standard test set (database) and better evaluation 
criteria are still very important. With some rigorous 
evaluations, and objective and fair comparison could 
determine the relative merit of competing algorithms and 
facilitate the development of better and robust systems. 
The methods like one presented in this paper could assist 
the medical staff and improve the accuracy of detection. 
Our method can reduce the computation cost of 
mammogram image analysis and can be applied to other 
image analysis applications. The algorithm uses simple 
statistical techniques in collaboration to develop a novel 
feature selection technique for medical image analysis.  
 

Appendix 

Appendixes, if needed, appear before the acknowledgment. 
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Abstract 

 In a distributed database, data replication can be 
used to increase reliability, and availability of data. 
Updating a  copy should be passed automatically to 
all its replicas. Generally, an update of data by the 
peer who has a new version involves not spread to 
those replicating this data. No form of consistency 
between replicas is guaranteed [13].  In this paper 
we propose the study “Replication Master-Slave”, 
which is a way of replicating data used in  a 
distributed database. We will do a brief overview 
on some principles of distributed databases. Then 
we will present the different types of replication, 
the value of using this mode of replication Master 
exclave. Then we will end up a banking application 
based on the replication Master-Slave on the Oracle 
10g platform. 

Keys words: Distributed Database, replication, 
fragmentation 

 

I. Introduction  

We consider a model of distributed database system 
similar to the model in [14-16]. Distributed 
database is a collection of multiple, logically 
interrelated database distributed over computer 
network [8]. In this model, a distributed database 
system consists of a set of data items residing at  

 

 

various sites. Sites can exchange information via 
messages transmitted on a communication network, 
which is assumed to be reliable. The distributed 
databases are born of the needs of the connected 
remote databases via a computer network while 
maintaining transparency in terms of localization, 
partitioning, and replication relative to the user. The 
replication of the databases is a well-known 
technique to improve the performances of the 
system and to avoid the failures of the sites [1-3-9-
19]. Replication was commonly applied to 
distributed file systems to increase availability and 
fault tolerance [15]. Replication of databases is by 
definition the process of copying and maintaining 
database objects (such as tables, indexes) in 
databases that form a system of distributed 
database. Replication allows management of 
multiple copies that can diverge. Multiple copies 
may have different values at a given moment, but 
converging to the same values at another moment. 
Replication is an important mechanism because it 
allows organizations to provide their users with 
access to current data when they need it. It 
improves performance and increases data 
availability. Replication is a technique aimed at 
achieving goals toward both availability and fault-
tolerance [22-23]. 
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Replication object 

A replication object is an object database such as a 
relationship, index, view, function or procedure that 
exists on multiple servers in a distributed database 
In a replication environment type, any changes to 
an object of this replication in a site, is reflected in 
all copies of that object in the other sites [3-16-9-
21].   

A replication group 

In a replication environment, replication objects are 
managed using replication groups. A replication 
group is a collection of replication objects logically 
related [9-16]. The organization database connected 
to a replication group simplifies management of 
these objects. 

Masters and slaves sites  

A replication group can exist in multiple sites of 
replication. Replication environments support two 
basic types of sites: [24] masters sites and slaves 
sites. A replication group can be associated with 
one or more masters sites and slaves one or more 
sites. A same site [26] can be both a master site for 
a specified replication group and a slave site for 
another replication group, but one site can never be 
a master site and slave site for the same replication 
group. A Master Site controls a replication group 
and objects, maintaining a complete copy of all 
objects in the replication group and propagates any 
changes to group all copies located at Slaves sites. 
A slave site may contain all objects of a replication 
group or only a subset. [25]The slaves do not host 
sites, however only a snapshot of a replication 
group, as, for example, data of a relationship, 
captured at a given moment. Sites that contain 
snapshots are usually refreshed periodically to 
synchronize them with their masters sites. In the 
case of a replication environment with more than 
one master site, all masters sites communicate 
directly with one another to continually propagate 
data changes that occur in the replication groups. 

 

Propagation strategy 

When propagating an update to peer replicas, there 
are options of either synchronous or asynchronous 
propagation. In synchronous propagation, an update 
is sent to peer replicas before the result is returned 
to the client. In contrast, in asynchronous 

propagation the update is propagated after the result 
is returned to the client. Asynchronous propagation 
gives a better response time to the client. 
Replication protocols developed in the transactional 
model are examples of the synchronous 
propagation; a write operation has to be confirmed 
to have performed on all replicas before the result is 
returned. An asynchronous propagation example is 
demonstrated by the lazy replication architecture, 
where a set of updates performed at one replica is 
sent to other replicas in gossip messages from time 
to time.[17- 9-16 -13] 

Asymmetric and symmetric replication 

 Asymmetrical replication is a technique for 
managing copies based on primary site only 
allowed to update and responsible for disseminating 
updates to the secondary copies. [18-16] The 
Symmetric replication allows simultaneous updates 
of all copies of different transactions. All sites can 
be updated. 

Master-Slave property [24][25][26] 

Duplicate data asynchronously are the property of a 
single site, the master or primary site, and may be 
updated by this site alone. Following the metaphor 
of the publication and subscription, the master site 
(the publisher) makes data available sites slaves 
(subscribers). Sites slaves subscribe to data held by 
the master site, which means they receive read-only 
copies on their own local systems. Any site may 
potentially be the master site data sets do not 
overlap, but only one site can update the master 
copy of a particular set of data, so that no dispute 
can not updated occur among sites. Here are some 
sample applications that illustrate the potential of 
this particular type of replication 

The distribution and spread of centralized 
information 

Dissemination of data describes an environment 
where data is updated in a central location and then 
replicated in read-only sites. For example, 
information on products, such as the list prices, 
could be maintained at the headquarters of a 
company and duplicated the form of read-only 
copies housed in subsidiaries (Fig 1a) [19-20]. The 
consolidation of data describes an environment 
where data is updated locally, and then met in a 
directory read-only in a specific location. This 
method gives ownership of data at each site and 
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gives it certain autonomy. For example, details of 
properties maintained in each agency are duplicated 
in a copy of read-only preserved building on the 
site of the headquarters of the company.  (Figure 1 
b) 

Fig. 1:Master Slave property (a.Data  dissemination and 
b. Data consolidation 

II.APPLICATION 

 

The application consists of 3 sites: 

 

- The central site Agency1: Who gathered all the 
data about customers, employees, accounts, 
agencies, operations that take place in other 
agencies (Agency2, Agency3). The central location 
also allows for creating and managing accounts for 
clients. 

- The Agency2: Provides the ability to create and 
manage accounts for clients. 

- The Agency2: Provides the ability to create and 
manage accounts for clients. 

 

 

 
Representation of the conceptual model of the 
data  
EMPLOYE (  
NumEmp,NomEmp,PrenomEmp,NumAg ) 
COMPTE ( 
NumCompte,Numclient,TypeCompte,Somme,Num
Ag ) 
CLIENT ( NumCli,Nom,Prenom,Age,AdresseAg ) 
AGENCE (  NumAg,NomAg,AdresseAg ) 

OPERATION ( 
NumOp,NumEmp,NumCompte,Montant,TypeCom
pt,DateOP ) 
 
Configuration  
 

• Configuration du fichier  listener.ora 
 
# listener.ora Network Configuration File: 
C:\oracle\product\10.1.0\Db_1\NETWORK\ADMI
N\listener.ora 
# Generated by Oracle configuration tools. 
 
SID_LIST_LISTENER = 
  (SID_LIST = 
    (SID_DESC = 
      (SID_NAME = PLSExtProc) 
      (ORACLE_HOME = 
C:\oracle\product\10.1.0\Db_1) 
      (PROGRAM = extproc) 
    ) 
  ) 
 
LISTENER = 
  (DESCRIPTION_LIST = 
    (DESCRIPTION = 
      (ADDRESS = (PROTOCOL = TCP)(HOST = 
localhost)(PORT = 1521)) 
    ) 
    (DESCRIPTION = 
      (ADDRESS = (PROTOCOL = TCP)(HOST = 
DJO)(PORT = 1521)) 
    ) 
  ) 
 

• Configuration du fichier tnsnames.ora 
 
# tnsnames.ora Network Configuration File: 
C:\Oracle\product\10.1.0\Client_1\network\admin\t
nsnames.ora 
# Generated by Oracle configuration tools. 
 
AGENCE3 = 
  (DESCRIPTION = 
    (ADDRESS_LIST = 
      (ADDRESS = (PROTOCOL = TCP)(HOST = 
DJO)(PORT = 1521)) 
    ) 
    (CONNECT_DATA = 
      (SERVICE_NAME = AGENCE3) 
    ) 
  ) 
 
AGENCE2 = 
  (DESCRIPTION = 
    (ADDRESS_LIST = 
      (ADDRESS = (PROTOCOL = TCP)(HOST = 
DJO)(PORT = 1521)) 
    ) 
    (CONNECT_DATA = 
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      (SERVICE_NAME = AGENCE2) 
    ) 
  ) 
 
AGENCE1 = 
  (DESCRIPTION = 
    (ADDRESS_LIST = 
      (ADDRESS = (PROTOCOL = TCP)(HOST = 
DJO)(PORT = 1521)) 
    ) 
    (CONNECT_DATA = 
      (SERVICE_NAME = AGENCE1) 
    ) 
  ) 
 
DBPROD = 
  (DESCRIPTION = 
    (ADDRESS_LIST = 
      (ADDRESS = (PROTOCOL = TCP)(HOST = 
DJO)(PORT = 1521)) 
    ) 
    (CONNECT_DATA = 
      (SERVICE_NAME = DBPROD) 
    ) 
  ) 
 
DBTEST = 
  (DESCRIPTION = 
    (ADDRESS_LIST = 
      (ADDRESS = (PROTOCOL = TCP)(HOST = 
DJO)(PORT = 1521)) 
    ) 
    (CONNECT_DATA = 
      (SERVICE_NAME = DBTEST) 
    ) 
  ) 
 
Creation des tables 
 
Client table  
 
 

 
 
Agence table  
 

 

 

Employé table  
 

 

 

 

Creation table Compte 
 

 

 
Creation table operation  
 

 

Création de  des liens et des synonymes 
 

• Liens et synonymes sur AGENCE1 
CREATE DATABASE LINK l1 
CONNECT TO system 
IDENTIFIED BY joe 
USING 'AGENCE2'; 
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CREATE SYNONYM CLIENT2 FOR 
CLIENT@l1; 
CREATE SYNONYM AGENCE2 FOR 
AGENCE@l1; 
CREATE SYNONYM EMPLOYE2 FOR 
EMPLOYE@l1; 
CREATE SYNONYM COMPTE2 FOR 
COMPTE@l1; 
CREATE SYNONYM OPERATION2 FOR 
OPERATION@l1; 
 
CREATE DATABASE LINK l3 
CONNECT TO system 
IDENTIFIED BY joe 
USING 'AGENCE3'; 
CREATE SYNONYM CLIENT3 FOR 
CLIENT@l3; 
CREATE SYNONYM AGENCE3 FOR 
AGENCE@l3; 
CREATE SYNONYM EMPLOYE3 FOR 
EMPLOYE@l3; 
CREATE SYNONYM COMPTE3 FOR 
COMPTE@l3; 
CREATE SYNONYM OPERATION3 FOR 
OPERATION@l3; 
 

• Liens et synonymes sur AGENCE2 
CREATE DATABASE LINK l2 
CONNECT TO system 
IDENTIFIED BY joe 
USING 'AGENCE1'; 
CREATE SYNONYM CLIENT1 FOR 
CLIENT@l2; 
CREATE SYNONYM AGENCE1 FOR 
AGENCE@l2; 
CREATE SYNONYM EMPLOYE1 FOR 
EMPLOYE@l2; 
CREATE SYNONYM COMPTE1 FOR 
COMPTE@l2; 
CREATE SYNONYM OPERATION1 FOR 
OPERATION@l2; 

 
CREATE DATABASE LINK l3 
CONNECT TO system 
IDENTIFIED BY joe 
USING 'AGENCE3'; 
CREATE SYNONYM CLIENT3 FOR 
CLIENT@l3; 
CREATE SYNONYM AGENCE3 FOR 
AGENCE@l3; 
CREATE SYNONYM EMPLOYE3 FOR 
EMPLOYE@l3; 
CREATE SYNONYM COMPTE3 FOR 
COMPTE@l3; 
CREATE SYNONYM OPERATION3 FOR 
OPERATION@l3; 

 
• Liens et synonymes sur AGENCE3 

CREATE DATABASE LINK l3 
CONNECT TO system 

IDENTIFIED BY joe 
USING 'AGENCE1'; 
CREATE SYNONYM CLIENT1 FOR 
CLIENT@l3; 
CREATE SYNONYM AGENCE1 FOR 
AGENCE@l3; 
CREATE SYNONYM EMPLOYE1 FOR 
EMPLOYE@l3; 
CREATE SYNONYM COMPTE1 FOR 
COMPTE@l3; 
CREATE SYNONYM OPERATION1 FOR 
OPERATION@l3; 

 
 

CREATE DATABASE LINK l2 
CONNECT TO system 
IDENTIFIED BY joe 
USING 'AGENCE2'; 
CREATE SYNONYM CLIENT2 FOR 
CLIENT@l2; 
CREATE SYNONYM AGENCE2 FOR 
AGENCE@l2; 
CREATE SYNONYM EMPLOYE2 FOR 
EMPLOYE@l2; 
CREATE SYNONYM COMPTE2 FOR 
COMPTE@l2; 
CREATE SYNONYM OPERATION2 FOR 
OPERATION@l2; 

 

• Data replication 
 

1. Using native command of sqlplus ie copy 
 

- AGENCE 2 
copy from system/joe@Agence1 to 
system/joe@Agence2 Create CLIENT_T 
(NUM_CLI,NOM,PRENOM,AGE) Using 
SELECT * FROM CLIENT; 
copy from system/joe@Agence1 to 
system/joe@Agence2 Create COMPTE_T 
(NUM_COMPTE,NUM_CLI,TYPE_CO
MPTE,SOMME,NUM_AG) Using 
SELECT * FROM COMPTE; 
copy from system/joe@Agence1 to 
system/joe@Agence2 Create 
OPERATION_T 
(NUM_OP,NUM_EMP,NUM_COMPTE,
MONTANT,TYPE_COMPTE,DATE_) 
Using SELECT * FROM OPERATION; 

 

- AGENCE3 
copy from system/joe@Agence1 to 
system/joe@Agence3 Create CLIENT_T 
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(NUM_CLI,NOM,PRENOM,AGE) Using 
SELECT * FROM CLIENT; 

copy from system/joe@Agence1 to 
system/joe@Agence3 Create COMPTE_T 
(NUM_COMPTE,NUM_CLI,TYPE_COMPT
E,SOMME,NUM_AG) Using SELECT * 
FROM COMPTE; 

copy from system/joe@Agence1 to 
system/joe@Agence3 Create OPERATION_T 
(NUM_OP,NUM_EMP,NUM_COMPTE,MO
NTANT,TYPE_COMPTE,DATE_) Using 
SELECT * FROM OPERATION; 

The disadvantage of this method of replication: data 
can’t upgrade but you use replace command to 
change contain of tables. 
 
2. Using the snapshot  

 
Two types of snapshot can create: a simple or 
complex. A simple snapshot can’t contain a clause 
in list below : distinct, connect by , group by, join 
and operation set. The snapshot below extract 
master data and renew the operation three day after: 
 
Create snapshot client_t 
Tablespace data2 
Storage (initial 100K next 100K PCINCREASE 0) 
Refresh fast  
Start with sysdate 
Next sysdate + 3 
As select * from client@link2; 
 
Refresh fast use a snapshot log to upgrade a 
snapshot. This file locates on the same site of 
master table. In snapshot log, stored all 
modification intervene on master table. Thus, for 
each update, only the modifications which are sent, 
and not the whole of the data. On the other hand, a 
COMPLETE REFRESH is obligatory for the 
complex snapshots. 
 
The snapshot log is to be created before the 
snapshot: 
 

Create snapshot log on client 
tablespace data 
Storage (initial 10k next 10k pctincrease 0) 
pctfree 5 pctused 90; 

 
A traditional use of the snapshots in update is 
agencies. All the agencies store data concerning the 

accounts which they have created during the day. 
Each night, the data are poured in the national base 
which centralizes the data of the bank. Let us note 
that, the snapshots in update can generate conflicts. 
A release (trigger) saves the updates operated on 
the snapshot and transmits them to the main site at 
the time of the cooling of the snapshot. 
3. Using materialized view 

 
The materialized views are view whose contents are 
physically present (contrary to the traditional view 
which is select with delayed-action). The contents 
must be regularly refreshed. Several strategies are 
established. 
3.1. Refresh complete 
Create materialized view client_t refresh complete 
as select * from client@link2; 
The request will be carried out on the distant table 
and the result will replace the current contents. Can 
be very greedy in resource and time for the bulky 
tables. 
3.2. Refresh fast 
Create materialized view client refresh fast as select 
* from client@link2; 
The maitre records the operations made on the 
table; during a refresh of the replica only 
modifications since the  last refresh one will be 
downloaded and applied locally. 
A materialized view can bring several advantages to 
the level performances. According to the 
complexity of the request, we can fill it with 
changes, by means of the log of materialized views 
(MATERIALIZED VIEW LOG), instead of 
recreating it. 
Contrary to snapshots, the materialized views can 
be directly used by the optimizer, to modify the 
path of execution of the requests. 
 
III.CONCLUSION 
 
In this paper, we presented how we can use the 
Master-Slave replication. We have shown the 
benefits of this type of replication, how it works, 
and ways to use depending on whether the updates 
are immediate or delayed. And we used an 
application that we designed to implement and 
demonstrate how this type of replication works. 
This application, we implemented the Oracle 10g. 
We also want to point out that this type of 
replication is suitable for applications in 
environments from the analysis of a system of 
decision support, or data from one or more 
databases are copied and loaded into a separate 
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system of decision support for read-only analysis, 
in applications of the distribution and dissemination 
of information centralized, in consolidating 
information from remote and finally in applications 
of mobile computing or itinerant.  
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Abstract 
Automatic keywords extraction is the task to identify a small set 
of words, key phrases, keywords, or key segments from a 
document that can describe the meaning of the document. 
Keywords are useful tools as they give the shortest summary of 
the document. This paper concentrates on Automatic keywords 
extraction for Punjabi language text. It includes various phases 
like removing stop words, Identification of Punjabi nouns and 
noun stemming, Calculation of Term Frequency and Inverse 
Sentence Frequency (TF-ISF), Punjabi keywords as nouns with 
high TF-ISF score and title/headline feature for Punjabi text. The 
extracted keywords are very much helpful in automatic indexing, 
text summarization, information retrieval, classification, 
clustering, topic detection and tracking and web searches etc. 
 
Keywords: Punjabi keywords extraction, Keywords, Key 
phrases, TF-ISF   

1. Introduction 

Keywords [2] are set of significant words in a document 
that give high-level description of the content for 
investigating readers and are useful tools for many 
purposes. They are used in academic articles to give an 
insight about the article to be presented. In a magazine, 
they give clue about the main idea about the article so that 
the readers can determine whether the article is in their 
area of interest. In a textbook they are useful for the 
readers to identify the main points in their mind about a 
particular section. They can also be used for search 
engines in order to return more precise results in shorter 
time. Since keywords describe the main points of a text, 
they can be used as a measure of similarity for text 
categorization. In summary, keywords are useful tools for 
scanning large amount of documents in short time. The 
extracted keywords are very much helpful in automatic 
indexing, text summarization, information retrieval, 
classification, clustering, topic detection and tracking [7] 
and web searches etc. 
Despite the usefulness of the keywords, very few of the 
current documents include them. In fact many authors are  
 

 
not intended to extract keywords and do not denote them 
unless they are not explicitly instructed to do so. Extracting  
keywords manually is an extremely difficult and time 
consuming process, therefore it is almost impossible to 
extract keywords manually even for the articles published 
in a single conference. Therefore there is a need for 
automated process that extracts keywords from documents.  
Existing methods about Automatic Keyword Extraction 
can be divided into four categories [6]:- 
1) Simple Statistics Approach: These methods are simple 
and do not need the training data. The statistical 
information of the words can be used to identify the 
keywords in the document. Cohen uses NGram statistical 
information to automatically index the document. N-Gram 
is language and domain independent. Other statistical 
methods include word frequency, TF*IDF [1], word co-
occurrence [4][8], etc. 
2) Linguistics Approach [3]: These approaches use the 
linguistic features of the words mainly sentences and 
documents. The linguistic approach includes the lexical 
analysis, syntactic analysis discourse analysis and so on. 
3) Machine Learning Approaches: Keyword Extraction can 
be seen as supervised learning, Machine Learning 
approach employs the extracted keywords from training 
documents to learn a model and applies the model to find 
keywords from new documents. This approach includes 
Naïve Bayes, Support Vector Machine, etc. 
4) Other approaches: Other approaches about keyword 
extraction mainly combines the methods mentioned above 
or use some heuristic knowledge in the task of keyword 
extraction, such as the position, length, layout feature of 
words, html tags around of the words, etc. 
Various extraction methods discussed are for single 
document but these can further applied to multiple 
documents as per their suitability [5].In Automatic 
Keywords extraction system for Punjabi language, we are 
using combination of statistical and linguistics approaches 
for Punjabi language.  
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2. Automatic Keywords Extraction for 
Punjabi Language 

Various phases of  automatic keywords extraction for 
Punjabi language are: 1)Removing stop words 
2)Identification of Punjabi nouns and noun stemming 
3)Calculation of Term Frequency and Inverse Sentence 
Frequency (TF-ISF) [1] 4) Punjabi keywords as nouns with 
high TF-ISF score 5)Title/Headline feature. 

2.1 Removing Stop words from Punjabi text 

Punjabi language Stop words are most frequently occurring 

words in Punjabi text like: ਦ ੇdē, ਹੈ hai, ਨੰੂ nūṃ, ਨਾਲ nāl, ਤ� 

tōṃ… etc. We have to eliminate these words from the 
original text otherwise, sentences containing them can get 
influence unnecessarily. We have made a list of Punjabi 
language stop words by creating a frequency list from a 
Punjabi corpus. Analysis of Punjabi corpus taken from 
popular Punjabi newspapers has been done. This corpus 
contains around 11.29 million words and 2.03 lakh unique 
words [9]. We manually analyzed these unique words and 
identified 615 stop words. In the corpus of 11.29 million 
words, the frequency count of these stop words is 5.267 
million, which covers 46.64% of the corpus. 
Some of the most commonly occurring stop words are 
displayed in Table1 
 

Table 1. Punjabi language Stop words list 
 

ਦੀ  
dī 

 

ਤ� 

tōṃ 

 

ਹੋ 

hō 

 

ਸਨ 

san 

ਨੰੂ  

nūṃ 

ਵੀ  
vī 

ਉਹ 

uh 

ਕੀਤੀ 
kītī 

ਹੈ 

hai 

ਿਕ 

ki 

ਉਸ 

us 

ਿਜਸ 

jis 

ਨ�    
nē 

ਅਤੇ 

atē 

ਕਰ 

kar 

ਵਾਲੇ 

vālē 

ਸੀ 
sī 

ਹਨ 

han 

ਪਰ 

par 

ਕਰਕ ੇ  

karkē   and so  
on………. 

2.2 Identification of Punjabi nouns and Stemming 

Input words are checked in Punjabi noun morph for 
possibility of nouns. Usually the words which are nouns 
with high TF-ISF scores are treated as keywords. Punjabi 
noun morph is having 74592 noun words in different 
forms. Examples of Punjabi nouns are shown in table2. 
  

 

Table2. Punjabi Nouns list 
 

ਪਹੀਆ 

pahīā 

 

ਟੱਬਰ 

ṭabbar 

 

ਿਸੰਗ 

siṅg 

ਪਰਛ�ਵ� 

parchāṃvāṃ 

ਘਰ 

ghar 

ਹੱਥ 

hatth 

ਪਲਾਟ 

palāṭ 

ਖੰਭ 

khambh 

ਆਰਾ 
ārā   

and so  on… 
 
The purpose of stemming [10][11] is to obtain the stem or 
radix of those words which are not found in dictionary. In 
Punjabi language noun stemming [12][13][14], an attempt 
is made to obtain stem or radix of a Punjabi word and then 
stem or radix is checked against Punjabi noun morph for 
the possibility of noun. An in depth analysis of corpus was 
made and the possible noun suffixes [16] were identified 
(Table 3) and the various rules for Punjabi word noun 
stemming have been generated. Results of Punjabi 
language noun stemmer [16] are given in table 4. 
 

Table 3. Punjabi language nouns suffix list 
 

◌ੀਆਂ 

īāṃ 

 

ਿ◌ਆਂ 

iāṃ 

 

◌ੂਆਂ 

ūāṃ 

 

◌ਾ◌ਂ 

āṃ 

◌ੀਏ 

īē 

◌ੇ 

ē 

◌ੀਓ 

Īō 

ਿ◌ਓ 

iō 

◌ੋ 

ō 

◌ੀਆ 

īā 

ਿ◌ਆ 

iā 

◌ੀ◌ਂ 

īṃ 

ਈ 

ī 
◌ੋ◌ਂ 

ōṃ 

ਵ� 

vāṃ 

ਿ◌� 

iuṃ 

ਈਆ 

īā 

-- -- -- 

 
 

Table 4. Results of Punjabi language Noun stemmer 
 
Punjabi 
Noun  
word 

 
Stem 
word 

 
suffix 

 
Punjabi 
Noun 
word 

 
Stem 
word 

 
suffix 

ਕਸਾਈਆ 

Kasāīā 

ਕਸਾਈ 

kasāī 
ਈਆ 

īā 

ਮਾਹੀਆ 

māhīā 

ਮਾਹੀ 
māhī 

◌ੀਆ 

īā 

ਘਰ� 

gharōṃ 

ਘਰ 

ghar 

◌ੋ◌ਂ 

ōṃ 

ਭਾਸ਼ਾਵ� 
bhāshāvā
ṃ 

ਭਾਸ਼ਾ 
bhāshā 

ਵ� 

vāṃ 

ਲੜਕੀਆਂ 

laṛkīāṃ 

ਲੜਕੀ    

laṛkī 

◌ੀਆਂ 

īāṃ 

ਆਗੂਆਂ 

āgūāṃ 

ਆਗੂ 

āgū 

◌ੂਆਂ 

ūāṃ 

ਫੱੁਲ� 

phullāṃ 

ਫੱੁਲ 

phull   

◌ਾ◌ਂ 

āṃ 

ਲੜਕ ੋ

laṛkō 

ਲੜਕਾ 

laṛkā  

◌ੋ 

ō 
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ਲੜਿਕਆਂ 

laṛkiāṃ 

ਲੜਕਾ 

laṛkā 

ਿ◌ਆਂ 

iāṃ 

ਲੜਕੀਏ 

laṛkīē 

ਲੜਕੀ    

laṛkī 

◌ੀਏ 

īē 

ਮੰੁਡੇ 

muṇḍē 

ਮੰੁਡਾ 

muṇḍā 

◌ੇ 

ē 

ਲੜਕੀਓ 

laṛkīō 

ਲੜਕੀ    

laṛkī 

◌ੀਓ 

Īō 

ਲੜਿਕਓ 

laṛkīō 

ਲੜਕਾ 

laṛkā 

ਿ◌ਓ 

iō 

ਲੜਿਕਆ 

laṛkiā 

ਲੜਕਾ 

laṛkā 

ਿ◌ਆ 

iā 

ਘਰ� 

gharīṃ 

ਘਰ 

ghar 

◌ੀ◌ਂ 

īṃ 

ਦਰਵਾਿਜ� 

darvājiu
ṃ 

ਦਰਵਾਜਾ 
darvājā 

ਿ◌� 

iuṃ 

ਪਰ�ਦੇ 

parāndē 

ਪਰ�ਦਾ 
parāndā 

◌ੇ 

ē 

ਭਾਸ਼ਾਈ 

bhāshāī 
ਭਾਸ਼ਾ 
bhāshā 

ਈ 

ī 
 
An In depth analysis of output of Punjabi noun stemmer 
has been done over 50 Punjabi documents of Punjabi news 
corpus. The efficiency of Punjabi language noun stemmer 
is  82.6%. 

2.3 Calculation of Term Frequency-Inverse Sentence 
Frequency TF-ISF 

The basic idea of TF-ISF [1] [15] score is to evaluate each 
word in terms of its distribution over the document. 
Indeed, It is obvious that words occurring in many 
sentences within a document may not be useful for topic 
segmentation purposes. It is used to evaluate the 
importance of a word within a document based on its 
frequency within a given sentence and its distribution 
across all the sentences within the document. The TF-ISF 
measure of a word w in a sentence s, denoted TF-ISF(w,s), 
is computed by:  
TF-ISF(w,s)= TF(w,s)* ISF(w)   where the term frequency 
TF(w,s) is the number of times that word w occurs in 
sentence s, and the inverse sentence frequency ISF(w) is 
given by the formula: 
ISF(w) = log(|S|/ SF(w)) , where the sentence frequency 
SF(w) is the number of sentences in which the word w 
occurs. Top scored Punjabi words (Top 20%) with high 
value of TF-ISF scores are candidates for keywords from 
this phase.  

2.4 Punjabi keywords as nouns with high TF-ISF 
score 

In this phase, Punjabi keywords are extracted by 
performing intersection of noun keywords and keywords 
with high TF-ISF score (Top 20%) from previous phases. 
Those Punjabi words which are Punjabi nouns and with 
high TF-ISF scores are candidates for Punjabi Keywords.  

2.5 Punjabi language Title/Headline Feature 

Noun words appearing in title/headline (after removing 
stop words) are always more important. These words are 

treated as keywords. The union of these keywords and 
keywords coming from previous phase (noun words with 
high TF-ISF scores) are treated as final Punjabi keywords. 

2.6 Algorithm for Punjabi Keywords Extraction 

Step1:-From input Punjabi text remove stop words. 
 
Step2:- Check the input words in Punjabi noun morph for 
the possibility of Punjabi nouns and if necessary, perform 
noun stemming. 
 
Step3:- Calculate TF-ISF score of  each remaining Punjabi 
word     TF-ISF(w,s)= TF(w,s)* ISF(w)    where TF(w,s) is 
the number of times that word w occurs in sentence s, and 
the inverse sentence frequency ISF(w) = log(|S|/ SF(w)) , 
where the sentence frequency SF(w) is the number of 
sentences in which the word w occurs. 
 
Step4:-Top scored words (top 20%) with high TF-ISF 
scores are candidates for keywords from this phase. 
 
Step5:- Perform intersection of Punjabi noun keywords 
and keywords with high TF-ISF scores. Punjabi nouns with 
high TF-ISF score are candidates of Punjabi keywords 
from this phase.  
 
Step6:- Treat the noun words appearing in title/headlines 
as keywords (After removing stop words). 
 
Step7:- The Union of keywords coming from step5 and 
step6 are final Punjabi keywords. 

3. Results and Conclusions 

An In depth analysis of output of Punjabi keyword 
extraction has been done over 50 Punjabi documents of 
Punjabi news corpus. The Precision, Recall and F-Score of 
Punjabi language keywords extraction are 80.4%, 90.6% 
and 85.2% respectively. 14.8% of errors are due to 
absence of certain Punjabi noun words in noun morph, 
dictionary mistakes, input text syntax mistakes and certain 
rules violations of noun stemming. 
 
The Example Input Punjabi text is as follows:- 
 

ਉਪ ਮੱੁਖ ਮੰਤਰੀ ਸੁਖਬੀਰ ਬਾਦਲ ਦੇ ਦੌਰੇ ਨੰੂ ਲੈ ਕੇ ਭੱੁਚੋ ਮੰਡੀ ਦੇ ਵਾਸੀਆਂ 

ਨ�  ਕੀਤੀ ਮੀਿਟੰਗ 

ਭੱੁਚੋ ਮੰਡੀ, 8 ਜਨਵਰੀ ( ਜਸਪਾਲ ਿਸੰਘ ਿਸੱਧੂ)- ਪੰਜਾਬ ਦੇ ਉਪ ਮੱੁਖ 

ਮੰਤਰੀ ਸ: ਸੁਖਬੀਰ ਿਸੰਘ ਬਾਦਲ ਅਤੇ ਲੋਕ ਸਭਾ ਮ�ਬਰ ਬੀਬਾ 

ਹਰਿਸਮਰਤ ਕੌਰ ਬਾਦਲ ਦੇ 10 ਜਨਵਰੀ ਦੇ ਭੱੁਚੋ ਮੰਡੀ ਦੌਰੇ ਨੰੂ ਲੈ ਕੇ 
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ਮੰਡੀ ਿਨਵਾਸੀਆਂ ਨ�  ਨਗਰ ਕ�ਸਲ ਭੱੁਚੋ ਮੰਡੀ ਦੇ ਦਫ਼ਤਰ ਿਵਖੇ ਿਵਸ਼ਾਲ 

ਮੀਿਟੰਗ ਕੀਤੀ। ਇਸ ਮੀਿਟੰਗ ਿਵਚ ਮੰਡੀ ਦੀਆ ਂ ਮੰਗ� ਬਾਰੇ ਖੱੁਲ� ਕੇ 

ਿਵਚਾਰ ਵਟ�ਦਰਾ ਕੀਤਾ ਿਗਆ। ਪਤਾ ਲੱਗਾ ਹੈ ਿਕ ਸ: ਸੁਖਬੀਰ ਿਸੰਘ 

ਬਾਦਲ ਇਸ ਿਦਨ ਮੰਡੀ ਦੇ ਆਮ ਲੋਕ� ਨੰੂ ਿਮਲਕੇ ਮੰਡੀ ਦੀਆਂ ਸ�ਝੀਆ ਂ

ਸਮੱਿਸਆਵ� ਨੰੂ ਮੌਕੇ 'ਤੇ ਹੀ ਦੂਰ ਕਰਨ ਦਾ ਯਤਨ ਕਰਨਗ।ੇ  
up mukkh mantrī sukhbīr bādal dē daurē nūṃ lai kē 
bhuccō maṇḍī dē vāsīāṃ nē kītī mīṭiṅg 
bhuccō maṇḍī, 8 janvarī (jaspāl siṅgh siddhū)- pañjāb dē 
up mukkh mantrī sa: sukhbīr siṅgh bādal atē lōk sabhā 
maimbar bībā harsimrat kaur bādal dē 10 janvarī dē 
bhuccō maṇḍī daurē nūṃ lai kē maṇḍī nivāsīāṃ nē nagar 
kauṃsal bhuccō maṇḍī dē daftar vikhē vishāl mīṭiṅg kītī. 
is mīṭiṅg vic maṇḍī dīāṃ maṅgāṃ bārē khullh kē vicār 
vaṭāndrā kītā giā. patā laggā hai ki sa: sukhbīr siṅgh bādal 
is din maṇḍī dē ām lōkāṃ nūṃ milkē maṇḍī dīāṃ 
sāñjhīāṃ samssiāvāṃ nūṃ maukē 'tē hī dūr karan dā yatan 
karnagē. 
 
Output Keywords of Punjabi Keywords extraction are 
as follows:- 

ਮੱੁਖ     (mukkh) 

ਮੰਤਰੀ      (mantrī) 

ਮੰਡੀ     (maṇḍī) 

ਵਾਸੀਆਂ       (vāsīāṃ) 

ਮੀਿਟੰਗ       (mīṭiṅg) 

ਪੰਜਾਬ         (pañjāb) 

ਿਨਵਾਸੀਆਂ   (nivāsīāṃ) 

ਮੰਗ�           (maṅgāṃ) 

ਿਵਚਾਰ        (vichār) 

ਲੋਕ�           (lōkāṃ) 

ਸਮੱਿਸਆਵ� (samssiāvāṃ) 

ਯਤਨ      (yatan) 

Now in the conclusion, in this paper, we have discussed 
the Automatic Keywords extraction for Punjabi language. 
Punjabi nouns with high TF-ISF scores are candidates for 
Punjabi Keywords. Noun words appearing in the 
title/headlines are directly treated as keywords. The 
extracted keywords are very much helpful in automatic indexing, 
text summarization, information retrieval, classification, 
clustering, topic detection and tracking and web searches etc. 
Most of the lexical resources used in pre-processing such 
as Punjabi Stop words list and Punjabi noun stemmer had 
to be developed from scratch as no work had been done in 
that direction. For developing these resources an in depth 

analysis of Punjabi corpus, Punjabi dictionary and Punjabi 
morph had to be carried out. This the first time some of 
these resources have been developed for Punjabi and they 
can be beneficial for developing other NLP applications in 
Punjabi.  
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Abstract 
Knowledge management (KM) is an essential 
consideration in higher educational institutions (HEIs) to 
ensure that knowledge flows efficiently between the people 
and processes. A crucial aspect of  KM in HEIs that has 
not been addressed adequately is the unstructured nature of  
knowledge management and varying degrees of 
conformance to KM mechanisms in the functional 
domains. The paper aims to propose a knowledge 
management framework for HEIs and evaluate the 
institutions for KM mechanisms in order to reiterate on the 
urgent need for knowledge management support in higher 
education.  
 
The evaluation of the framework indicated the nascent 
nature of knowledge management in higher educational 
institutions in India. The evaluation also indicated that KM 
in HEIs is highly unstructured and occurs  in disparate 
activities of the institutions and identified the potential 
domains for improvement based on  the K-ASD 
framework. 
 
The practical implications of KM initiatives in HEIs 
include the enhancement in the overall effectiveness and 
efficiency. A KM system should be integrated into the 
institution’s processes and work environment 
 
Keywords: Knowledge management, higher education, 
knowledge creation, knowledge encapsulation, knowledge 
structuring, knowledge, knowledge dissemination 

1. Introduction 

The last decade has experienced a manifold growth in 
higher education in India. With the increase in the number 
of institutions, competition has increased. The pressures of 
competition have compelled higher educational institutions  
to start thinking like businesses (Brown, Duguid, 2000). 
All educational institutions develop and use knowledge.  

The question is what value is added to the products and 
services  they  deliver by  the effective use  this knowledge  
 
asset (Milam, John, 2001). The institutions have to attune 
themselves to develop strategies for enhanced planning and 
development of processes and activities. This requires that 
institutions must be able to respond timely to the  dynamic 
technologies and increasing demands of stakeholders 
(Nagad, Amin, 2006). For this, the knowledge in the 
organization needs to be identified, transformed, stored 
and disseminated effectively.  This paves the way to 
discern the urgent need for knowledge management (KM) 
initiatives which is a key asset. 
 
Knowledge Management is the management of 
organizational information and knowledge by applying   
skills, experience, innovation and intelligence.  Wiig(1996) 
defines knowledge as “the insights, understandings and the 
practical know-how that we all possess”. According to 
Nonaka(1998), Tiwana(2000) and Zack(1999), there are 
two types of knowledge – tacit and explicit. Tacit 
knowledge is the form of knowledge that is subconsciously 
understood and applied, difficult to articulate, developed 
from direct experiences and action and usually shared 
through highly interactive conversation and shared 
experiences. Explicit knowledge, on the other hand, is easy 
to articulate, capture and distribute in different formats. It 
is formal and systematic (Nakkiran, Sewry, 2002, pp.235-
245). Essentially KM needs to ensure that the right 
knowledge  gets to the right people at the right time, and to 
help people share and put knowledge into action in ways 
that strive to improve organizational performance (O’Dell, 
Grayson, 1998). According to Handzic(n.d.),  a central 
task of KM research is to find the best ways to cultivate, 
nurture and exploit knowledge at individual, group and 
organizational levels.  
 
The increasing needs of the stakeholders and pressures of 
competition require higher educational institutions to react 
in a proactive and efficacious manner. However the 
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institutions are unable to respond at the required pace 
which results into a chasm between the “need” and the 
“availability”. It is important to identify this gap and make 
efforts towards the efficient management of the 
institutional knowledge.  

 
In this paper the authors introduce a KM framework to 
explain the major elements of knowledge management and 
the flow of knowledge in the HEIs. The framework  
identifies three mechanisms for knowledge management in 
higher educational institutions : knowledge acquisition, 
knowledge transformation and knowledge dissemination. 
Further the authors have validated the need for knowledge 
management in higher educational institutions by 
evaluating the framework for the functional domains in the 
institutions. The findings reveal the nascent nature of KM 
in higher educational institutions and the urgent need to 
adopt IT based KM initiatives. The framework will 
encourage HEIs to focus their KM initiatives on 
performance outcomes and implement these initiatives in 
alignment with their organizational strategies. This will 
result in achievement of the desired performance 

outcomes.  
 
 2.  Related Work 
 
Significant work has been done in the area of KM in higher 
educational system and  many new requirements have been 
proposed by different people in this field.  
 
Kidwell, et al.(2000, pp. 28-33) discussed why KM is vital 
to higher education systems and how an institution wide 
approach to KM  can lead to exponential improvements in 
knowledge sharing – both explicit and tacit and the 
subsequent surge benefits. The work deals with the 
benefits of various knowledge management applications on 
educational institution processes such as research, 
curriculum development, student and alumni services, 
administrative services and strategic planning. 
 
Ranjan  and Khalil (2007,pp. 15-25) have argued that in 
order to build and develop a robust and thriving knowledge 
environment the institutes need to look beyond technology 
and develop the overall culture of accessing, collaborating 
and managing knowledge.  
 
Yeh (2005,pp.35-42) presented the KM multi-modeling 
framework  to propose four organizational strategies for 
higher education – culture, leadership, technology and 
measurement and three academic KM strategies – 
individual, institutional and network.  
 

Nagad and Amin (2006, pp.60-65) concluded that effective 
KM may require significant change in culture and value, 
organizational structures and reward systems. In order to 
apply KM, knowledge and expertise must be readily 
accessible, understandable and retrievable.  
 
Sedziuviene,  Vveinhardt, J.(2009, pp. 79-90) concluded 
that to create a KM system in higher educational 
institutions it is necessary to point out the valuable 
knowledge, to create a methodology for receiving, 
transforming and consolidating knowledge, to activate and 
optimize the process of knowledge formation, transmission 
and evaluation, to perform spread of knowledge among the 
staff and students, to constantly perform knowledge 
monitoring and make decisions accordingly and to 
generate new knowledge and new technologies for 
knowledge transmission.  
 
Rowley (2000, pp. 325-333)in the study on KM in higher 
education said that KM challenges lie in the creation of a 
knowledge environment and the recognition of knowledge 
as intellectual capital. Effective KM in higher education 
requires significant change in the culture and values, 
organizational structures and reward systems.  
 
This paper is motivated by the above related research to 
explore the knowledge management scenario with respect 
to higher educational institutions in India. The objective of 
this paper is to develop a KM framework that facilitates 
the institutions to capture, structure and disseminate the 
knowledge created in the organization so that it is readily 
available to everyone – anytime, anywhere. 
 
3. Concerns and Priorities for KM in HEIs in India 
Higher education in India is offered by a variety of 
institutions – Central Universities, Affiliation Universities, 
Private Universities, Deemed Universities, Vocational 
Universities, affiliated colleges and institutions and 
institutions of national eminence. The higher education 
system in India has become very complex due to the 
pressing aspirations of a developing and vibrant 
democracy. To meet this growing demand, while the 
number of universities and colleges have increased 
immensely, the quality of services offered by the HEIs has 
fallen short of the expectations. The factors contributing to 
the gap between the expectations and the actual are as 
listed –  
 

- Lack of focused institutional planning 
- Lack of research and consultancy 
- Lack of commitment at all levels 
- Lack of academic structure that promotes 

creativity  and innovation 
- Lack of  innovative teaching and learning 
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processes 
- Out dated curriculum due to lack of timely 

revision 
- Inappropriate standard of services provided to 

students and alumni 
- Near non-existence of academic-industry 

collaboration 
- Low consistency in decision making 
- Slow pace of process delivery 

 
 The quality of education being offered in higher education 
is a question being debated widely. With the growing cost 
of higher education, the pressures for producing industry 
ready professionals and competition for performance, the 
question has become especially pertinent for all 
stakeholders – students, faculty, industry and the policy 
makers. 
 
HEIs in India are facing the pressures for enhanced 
performance for the reasons argued by Ashish and Arun 
(2006) and others – 
 

1 Increasing competition among higher 
educational institutions 

2 Growing awareness about alternate 
opportunities and value for money among the 
students and parents 

3 Accountability to stakeholders and the 
accreditation and affiliating bodies 

4 Increasing industry demands as employers for 
recruitments of graduates and post graduates 

5 Industry expectations for industry-institution 
partnerships 

 
In view of the pressures from the stakeholders and the 
present scenario in HEIs it becomes pertinent to look for 
solutions which will make an impact on the existing 
systems. A blend of  KM and IT techniques can offer   an 
appropriate tool to meet this challenge (Kumar and Kumar, 
2005). 
 
Large number of organizations have implemented KM 
principles and methods in their routine activities for 
enhanced collaborating of  knowledge on  inter and intra 
organizational  platforms.  However HEIs have not taken 
much interest in introducing KM approaches even though 
from the academic learning point of view KM by its nature 
is essential for HEIs (Ranjan and Khalil, 2007). Today 
HEIs behave like educational markets. They have to adjust 
themselves and develop strategies to respond rapidly to the 
increasing demands of stakeholders and market pressures.  
 
A KM approach in HEIs is a conscious integration of all 
human resources and academic and administrative 

processes for the acquisition, structuring and sharing of 
institutional knowledge. Emphasis is required on sharing of 
knowledge at the institutional level and not the individual 
level (Ranjan and Khalil, 2007) 
 
Higher educational institutions create knowledge during 
their academic and administrative processes. Knowledge is 
created at various levels in different forms and is required 
at each level in a different form. The processes of teaching, 
examination, evaluation, admissions, counseling, training 
and placement and research and consultancy result in 
numerous beneficial experiences and studies which may be 
defined as knowledge in the context of higher educational 
institutions (Ranjan and Khalil, 2007). A crucial aspect 
that has not been addressed adequately in higher 
educational institutions is the extent to which KM 
mechanisms have been implemented to share the 
institutional knowledge across the important functions and 
stakeholders in the institution. Efforts are needed to share 
the institutional knowledge in a cross functional and 
collaborative manner. KM in HEIs requires management 
of knowledge as an asset to recognize its value to the 
institution. This can be   facilitated via an IT based KM 
paradigm that blends the KM processes with IT tools to 
improve the efficiency and effectiveness of HEIs. 
 
4. Knnowledge Acquisition, Structuring and   

Dissemination (K-ASD): A Framework for KM in 
Higher Educational Institutions 

 
The authors propose a framework that identifies the 
mechanisms for knowledge management in higher 
educational institutions. The framework focuses on the 
integrated acquisition of knowledge from all aspects of the 
organization and its deployment in the form as required by 
the stakeholders. The framework consists of three levels as 
shown in the figure. 
 
Knowledge Acquisition – It is  the mechanism through 
which knowledge is gathered and stored from the members 
of the institution and other resources (Schwartz, et al., 
2000).  According to Tiwana (2000),  knowledge 
acquisition is the development and creation of insights, 
skills and relationships supported by information 
technology. Knowledge acquisition consists of codifying 
explicit knowledge, modulating tacit knowledge to explicit 
knowledge and codifying the explicit knowledge and 
acquiring tacit knowledge in the form of explicit meta 
knowledge i.e.  knowledge about knowledge. The explicit 
meta knowledge about tacit knowledge   contains 
information about “who knows what” and about how to 
contact the experts. The purpose of codification is to make 
it easy to organize, locate, share, store and use knowledge 
(Davenport and Prusak, 1998).  
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Knowledge Structuring and Storage– Knowledge may 

 

Fig. 1    K-ASD Framework 

 
be created and acquired, but  if not organized and 
structured, the organization will not be able to take action 
on that knowledge or actualize all of its potential value 
(O’Leary, n.d.). This will result into limited use of the 
institutional knowledge and its impact on the institution. 
Knowledge has to be structured into a form which can be 
used directly in the institutional processes and functions to 
“fit” into the institution’s way of doing things. The form to 
which knowledge is converted is critical to the ability to 
use the knowledge. Under the circumstances institutions 
need to put the knowledge into specific forms viz. 
documents, databases, pictures, graphs, rules, case based 
reasoning (CBR) and frequently asked questions (FAQs). 
It includes organizing, indexing and formatting the 
acquired knowledge (Schwartz, et al., 2000) for reuse and 
leverage it in other ways and make it broadly available in 
the institution.  
 
The knowledge is transformed into appropriate form as 
used and sought for by   the stakeholders and stored in 
knowledge bases called knowledge repositories. A 
knowledge repository is a structured collection of the 
knowledge generated in an organization. This also 
encompasses the documents generated and the tacit 
knowledge available with the stakeholders, explicitly 
codified. The value of organizational knowledge increases 
when it is available in storage repositories for present and 
future use (Jasimuddin, 2005). The knowledge repository 
ensures the availability of related knowledge quickly and 
efficiently at the same place. A knowledge repository will 

contain the knowledge itself and information on 
knowledge. According to Natali and Falbo (n.d.), the 
primary requirement of the knowledge repository is to 
prevent the loss of knowledge and enhance accessibility to 
organizational knowledge in the form of a centralized well 
structured resource. 
 
Knowledge Dissemination – The stored knowledge, if not 
transferred for further use within the organization, leads to 
wastage of organizational resources (Jasimuddin, 2005). 
According to Schwartz, et al.(2000), knowledge 
dissemination constitutes retrieval of the relevant 
knowledge for use at the right time. It supports the flow of 
knowledge in the institution.  Knowledge dissemination 
refers to the transfer and deployment of knowledge to the 
points of use – people, practices, technology, products and 
services - through training, education and automated 
knowledge based systems.   Knowledge dissemination can 
be pull based or push based as either the user can search 
for the required knowledge or the knowledge management 
system can offer knowledge that seems relevant for the 
user’s task (Abecker, et al., 1998). Proactive knowledge 
dissemination becomes particularly important when users 
are not motivated to look for information, are too busy or  
unaware that relevant knowledge exists or are ignorant of 
the need for information in the first place (Natali and 
Falbo, n.d.). Dissemination of knowledge, active or 
passive, is not sufficient. The use of knowledge obtained 
from the organizations collective memory repository 
becomes quite involved. Activities such as proactive 
access, personalization and in particular tight integration 
with the user task play a crucial role for the effective 
reuse/application of knowledge. The responsibility of 
contextual interpretation and evaluation of the knowledge 
lies with the user. The knowledge is utilized and leveraged 
to act effectively for viability and success. 
 
5. Evaluating HEIs for Knowledge Management using 

the K-ASD Framework 
 
The authors performed an evaluation process to establish 
the validity of the framework based on the knowledge 
needs of higher educational institutions and the missing 
links that exist due to the lack of KM initiatives.  
  
5.1 Design of variables and checklist of 

factors/determinants for KM  
 
The authors identified the functional domains in the 
institutions and the determinants or factors that impact the 
effectiveness of KM in these domains via an interview and 
group discussion based study.  Inputs were also gathered 
from work already accomplished in the field   of   KM in 
higher education (Ashish and Arun, 2006, Ranjan and 
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Khalil, 2007).  The determinants identified were used as 
variables to evaluate the proposed framework for the 
existing scenario in HEIs. The domains and the 
determinants were distinguished on the basis of 
information collected during group and individual 
interviews with the faculty, heads of departments, deans 
and staff and observations of the procedures and processes. 
The data collected was analysed using the content analysis  
technique. Content analysis consists of analyzing the 
contents of documentary materials(books, magazines, 
newspapers) and verbal materials (interviews, group 
discussions) for the identification of certain characteristics 
that can be measured or counted (Kothari, 2010).  The 
domains and determinants were further validated by two 
independent reviewers who were familiar with the higher 
education system in India and understood the objectives of 
the present work and the concepts underlying KM 
implementation in HEIs. The content analysis resulted in 
the identification of the activity domains in higher 
educational institutions and the determinants for KM 
intervention in these domains (Refer appendix 1).  
 
5.2 Research Methodology 
 
A survey based study was conducted as a preferred method 
for the research (Judd, et al., 1991). Based on the domains 
and determinants for KM intervention, the authors 
developed a checklist to evaluate the proposed framework 
in higher educational institutions. The objective of the 
study was to check the validity of the framework for the 
mechanisms in HEIs and establish the support for 
structured knowledge management. The higher educational 
institutions were chosen in the National Capital Region of 
Delhi, the names of which have not been disclosed. 
 
To conduct the survey, the checklist was distributed to the 
respondents partly by mail and partly in person. An 
explanatory note on knowledge management and its 
benefits, role of for KM in HEIs, and the implications of 
IT based KM initiatives was distributed along with the 
checklist. It also outlined the context and the meaning of 
participation in the survey and the proposed uses of the 
data collected from the survey. Follow up telephone calls 
and e-mails were made to remind the respondents that the 
survey should be completed in order to maximize the 
response rates. It took about one month to complete the 
survey wherein 152 responses were received out of a total 
of 450 forms distributed. The response rate of the survey 
was 33.77%. The selection of the respondents was done 
very carefully keeping in mind the nature of the 
institutions, academic qualifications, designations and 
professional experience. The respondents were chosen 
from universities, engineering colleges and business 
schools.  

 
In  answering  the  questionnaire  a  determinant  in   the  
checklist was marked “YES” if compliance to knowledge 
capture, knowledge structuring and/or knowledge 
dissemination existed, else it was marked “NO”.  The 
responses were encoded, entered into the computer (Excel 
Worksheets) and results computed in the following ways – 
 

a) For each determinant the number of “YES” 
responses were added to find the percentage 
of compliance to knowledge management for 
the KM mechanisms (Appendix 2). 

b) The average score and the percentage of 
compliance to KM for the functional domains 
was computed for each mechanism of the 
proposed framework (Appendix  4 ) 

c) The average score and the percentage of 
compliance for sample HEIs was computed 
for the mechanisms of the KM framework 
(Appendix 3). 

 
5.3 Empirical Evaluation 

 
The results of the evaluation of data collected are given in 
appendix 2 to 4. For the functional domains of the higher 
educational institutions, the compliance to KM 
mechanisms exhibited a downward trend from knowledge 
acquisition to knowledge structuring and storage to 
knowledge dissemination (Refer Appendix 4). Such 
downward drift clearly implies that though knowledge in 
HEIs  is captured and acquired  to an extent of 39.77%, the 
focus on knowledge structuring and storage and knowledge 
dissemination is much less, a maximum of 36.06% and 
32.61% respectively (Refer Appendix 3).  These results 
indicate that the favourability for KM performance is  
poorer in the knowledge structuring mechanism as 
compared to knowledge acquisition and even poorer in the 
knowledge dissemination mechanism. The implication is 
that though higher educational institutions are acquiring, 
capturing and storing the institutional knowledge in 
different forms, there is least support for knowledge 
dissemination to make it easily available across the 
organization.  
 
The mean and variance values (Appendix 4) for knowledge 
acquisition, knowledge   structuring and storage and 
knowledge dissemination indicate that though the mean 
percentage of the conformance to knowledge management 
is highest for   knowledge acquisition mechanism and least 
for knowledge dissemination mechanism, the variance 
shows a downward trend from knowledge acquisition to 
knowledge dissemination. Such sliding drift in dispersion 
from the mean value implies that KM practice is most ad 
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hoc and non- structured in the knowledge dissemination 
phase of knowledge management. 
 Reference to appendix 2, the average score for knowledge 
acquisition in the functional domains varied from 29.32% 
(industrial projects and consultancy) to 48.02% 
(institutional administrative services), that for knowledge 
structuring and storage varied from 26.03% (industrial 
projects and consultancy) to  43.55% (institutional 
administrative services) and for knowledge dissemination 
it varied from 21.33% (industrial projects and consultancy) 
to 40.00% (institutional administrative services and  
faculty recruitment process both). The implication is that 
KM in HEIs exists in the form of a series of unrelated 
knowledge based activities which is not sufficient. The 
KM activities and practices should not occur in disparate 
pockets of the institutions; an organization needs to 
demonstrate these practices and activities throughout the 
organization, across all levels and groups in order to be a 
KM-smart organization (O’Leary, n.d.). 
 
The lack of support for KM, ad hoc nature of KM and the 
downward trend of KM mechanisms in HEIs may be 
attributed to the reasons namely - 
 
1. Lack of interest  and confidence in using others’   

knowledge 
2. Fear of losing importance by dispensing with one’s 

knowledge 
3. Silos mentality and lack of co-operation among 

employees 
4. Lack of time 
5. Lack of infrastructure (push and pull mechanisms)  
6. Lack of organizational strategy for knowledge 

management 
7. Lack of incentives to participate/collaborate for 

knowledge sharing 
 
The findings indicate that knowledge management is a 
nascent concept in HEIs with ad hoc mechanisms and no 
defined structure. Most knowledge management takes 
place as part of routine processes of information storage in 
the institutions. There is indispensable need for effort and 
investment in both social and technical infrastructure in 
order to fully facilitate KM processes in HEIs. The KM 
mechanisms can be accomplished using substantial human 
effort supported by IT along with the overall culture of 
knowledge sharing. 

 
6.  Research and Practical Implications 
  
The study has important implications for research and 
practice. KM in HEIs is at an emerging stage and there is 
scope for tremendous improvement in this area. KM 
involves interactions among people and processes across 

functions and domains influencing the knowledge sharing 
culture. The study supports the consideration of a holistic 
view of KM that integrates the interplay between the 
departments and the sections in the HEIs. Work on KM 
practices in HEIs is on the way towards better success, 
however more needs to be learnt and done about the 
effectiveness of KM initiatives in all respects in the 
institutions.  
 
The practical implications of IT based KM initiatives in 
HEIs imply that the framework should be useful to the 
institutions in many ways namely – 
 

 Enhanced ability to develop strategic plans 
 Enhanced quality of programs and processes by 

identifying and leveraging best practices 
 Enhanced ability to monitor and sustain ongoing 

change (Petrides, 2004) 
 Enhanced faculty development efforts 
 Improved teaching learning processes 
 Improved effectiveness  and efficiency of 

administrative services 
 Improved sharing of internal and external 

information to minimize redundant efforts 
 Reduced effort and turnaround time for actions 
 Reduced operational costs 

 
To gain user acceptance, a knowledge management system 
must be integrated into the organization’s process, 
allowing to collect and store relevant knowledge as it is 
generated in the processes and functions of the 
organization (Natali and Falbo, n.d.). Consequently it 
should also be integrated to the existing work environment 
(Abecker, et al., 1998). 
 
7.  Discussion and Conclusion 
 
Knowledge management is a crucial consideration in 
higher educational institutions to ensure that knowledge 
flows efficiently to the functionaries, students and other 
stakeholders. In this paper the authors have contributed a 
knowledge management framework for higher educational 
institutions characterized by a set of factors that impact the 
IT based KM initiatives in HEIs. Owing to the diversity in 
the functional domains of higher educational institutions  
and the determinants in each domain, the study has 
distilled only  the more relevant domains and determinants 
for the evaluation of the framework. The framework can be 
utilised to cover a wider aspect of higher educational 
institutions.  IT based KM intervention was found to be 
low in all the functional domains.  
 
The authors argue that KM initiatives in higher educational 
institutions be used as part of institutional strategies to 
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identify the knowledge needs and wants of stakeholders, 
design services to fulfill the knowledge needs and 
quantitatively and qualitatively measure the effectiveness 
of the knowledge management initiatives. An institution 
needs to have consistent and well defined expectations and 
opportunities for sharing information organization wide 
(Petrides, 2004). 
 
The proposed KM framework can be used as a guide to 
develop institutional knowledge management models 
based on the institutional goals and objectives, functional 
domains and the determinants that will impact KM 
initiatives. With respect to IT, the framework is a 
significant knowledge enabler. This can be explained in 
terms of the potential of IT infrastructure in facilitating 
KM processes by providing a platform for knowledge 
storage and sharing. Information technology can be 
successfully used to facilitate knowledge acquisition and 
dissemination, knowledge storage in the form of a 
knowledge repository accessible to all the members of the 
organization, supporting collaboration among employees 
and fostering   centered, real time, integrated systems. 
Thus IT can play an important role in advancing the 
institutional knowledge.  
 
The implementation of a knowledge management 
framework in higher educational institutions will provide 
the stakeholders with opportunities of cross functional, 
inter and intra organizational knowledge sharing, 
collaborative problem solving, enhanced decision making, 
shorter development cycles and building of  the 
competitive advantage. At the same time the 
implementation will be impeded by factors contributing to 
integration of various processes and cycles, conversion to 
services, adaptability threats, lack of commitment and 
barriers to knowledge sharing attributed by institutional 
hierarchy, geographical barriers and human nature.   
 
Appendix 1: Functional Domains and Determinants for 

KM 
 Planning and 

Development 
Institutional Research 

D1 Goals, objectives, 
vision, mission, targets 
and quality policy 

In house publications 

D2  Plans and policies   Research  areas  
D3 Reports by  

review  
committees  
and accreditation  
bodies  
 

E-journals 

D4 Competitor data Latest trends in 
research 

D5 Data related to 
 assessment of  
procedures and 
processes 

List of journals 

D6  Research grants and 
facilities 

 Industrial Projects 
and Consultancy 

Placement 
 services 
 

D1 Project 
synopsis/proposals 

Company data 
(salary  
packages,  
turnover, job profiles, 
promotion policies 

D2 Consultancy areas of 
faculty 

Industry trends 

D3 Cost and time estimates Approved 
procedures 
and processes 
 

D4 Data on project failures Top recruiters 
D5 Project team structures 

used 
Feedback from 
companies 

D6 Deployment of  
resources to   
project teams 

Nature of interview 
sessions 

D7 Clients / customers Alumni data 
 Faculty recruitment 

process 
Institutional 
administrative 
services 

D1 Areas in which faculty is 
generally surplus / 
deficient 

Procedures  
and formats of all 
forms and reports 

D2 Faculty cadre ratio Copy of schedules 
D3 Curriculum Rules and regulations 
D4 Reasons for faculty 

mobility 
HR policies 
for training and   
promotions 

D5 Administrative 
responsibilities expected 
from faculty 

Minutes of meetings 

 Institutional teaching 
and learning process 

Performance 
Evaluation of the 
faculty 

D1 Teaching material  Results  
D2 Course plans  Publications 
D3 Curriculum Industrial Consultancy  
D4 Question banks, 

assignments and case 
studies 

Student  Project work 

D5 Typical problems  
faced by students 

Student feedback 

D7 Frequently asked  Seminars and  
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Questions (FAQs) conferences organized 
by the faculty 

D8 Effective teaching 
methodologies used by 
faculty for specific topics 

Seminars, workshops 
and conferences 
attended by the faculty 

D9 Related research Administrative 
responsibility  

D 
10 

Related projects Personal Skills  

D 
11 

Industry interfaces Initiatives for self 
improvement and 
career development 

 Student Affairs 
D1 Updated database of institutional resources, 

policies and procedures related to admissions, 
examinations, fees, financial aids, student 
counseling facilities, library etc. 

D2 A portal for placement facilities  hosting information    
 employers with contact details,  package offered, 
job profile etc 

D3 Updated database of co-curricular and extra  
curricular activities and  resources 

D4 Frequent problems encountered  by students and 
their solutions 

 
Appendix 2:   Conformance to KM for Determinants 

           in HEI Functional Domains 
 (KA – Knowledge Acquisition, KS – Knowledge 
Structuring & Storage,   KD – Knowledge 
Dissemination)   
     
  KA 

% 
KS 
% 

KD  
% 

Institutional 
Planning  
and  
Development 

D1 41.45 38.82 31.58 
D2 42.76 39.47 32.89 

D3 38.16 34.21 34.21 
D4 30.92 29.61 24.34 
D5 32.24 28.29 25.66 

Institutional 
Research 

D1 44.74 36.18 38.16 
D2 45.39 33.55 34.87 
D3 46.71 42.76 36.18 
D4 36.18 30.92 28.29 
D5 46.05 44.74 39.47 
D6 41.45 38.16 32.89 

Industrial 
Projects and 
Consultancy 

D1 36.18 28.29 25 
D2 34.21 31.58 24.34 
D3 26.32 20.39 17.76 
D4 25.66 21.05 14.47 
D5 26.32 23.03 17.76 
D6 26.97 23.68 18.42 
D7 29.61 34.21 31.58 

Placement D1 47.37 44.74 41.45 

 services 
 
 

D2 45.39 42.76 42.76 
D3 48.03 44.74 42.76 
D4 45.39 42.11 40.79 
D5 21.71 23.68 17.11 
D6 18.42 17.11 16.45 
D7 48.03 36.18 32.89 

Institutional 
teaching and 
learning process 

D1 47.37 36.18 28.29 
D2 47.37 44.74 43.42 

D3 47.37 46.05 44.74 
D4 41.45 29.61 28.29 
D5 29.61 23.03 16.45 
D6 28.29 23.03 18.42 
D7 26.32 16.45 14.47 
D8 34.21 30.92 28.95 
D9 30.92 25 21.05 
D10 26.97 21.71 18.42 
D11 23.03 18.42 17.11 

Faculty 
recruitment 
process 

D1 49.34 48.03 44.74 
D2 48.03 46.05 44.74 
D3 47.37 46.71 42.76 
D4 29.61 28.29 23.03 
D5 49.34 48.03 44.74 

Performance 
Evaluation of the 
faculty 

D1 48.03 45.39 38.82 
D2 47.37 44.74 36.84 
D3 48.68 45.39 40.13 
D4 48.03 45.39 42.76 
D5 29.61 25 19.08 
D6 44.74 43.42 41.45 
D7 47.37 44.74 41.45 
D8 46.05 44.74 43.42 
D9 48.68 47.37 44.08 
D10 44.74 40.13 40.13 
D11 48.03 44.74 40.13 

Institutional 
administrative 
services 

D1 48.03 46.05 41.45 
D2 48.03 39.47 38.16 
D3 48.68 44.74 37.5 
D4 46.05 40.79 39.47 
D5 49.34 46.71 43.42 

Student Affairs 
 
 

D1 49.34 48.03 47.37 
D2 40.13 39.47 33.55 
D3 33.55 32.89 30.92 
D4 29.61 28.29 27.63 

 
Appendix 3    :    Conformance to Knowledge  

Management the K-ASD Framework 
Phases of KM 
Framework 

No.  of 
 Deter- 
minants 

% of   
Conformance 
 to KM 

Knowledge 
Acquisition 

61 39.77% 

Knowledge 
Structuring 

61 36.06% 
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Knowledge 
Dissemination 

61 32.61% 

 
  

 Appendix 4      Conformance to Knowledge Management 
                       Mechanisms in HEI Functional Domains 
  
Functional 
Domain 

Percentage of Conformance to Knowledge 
Management 

 No. of  
Deter- 
minants 

KA 
% 

KS 
% 

KD 
% 

Institutional 
Planning and 
Development 

5 37.11 34.08 29.74 

Institutional 
Research 

6 43.42 37.72 34.98 

Industrial 
Projects and 
Consultancy 

7 29.32 26.03 21.33 

Placement 
Services 

7 39.19 35.90 33.46 

Institutional 
Teaching and 

Learning 
Process 

11 34.81 28.65 25.42 

Faculty 
recruitment 

Process 

5 44.74 43.42 40.00 

Performance 
Evaluation of 

Faculty 

11 45.57 42.82 38.94 

Institutional 
Administrative 

Services 

5 48.02 43.55 40.00 

Student 
Affairs 

 

4 38.16 37.17 34.87 

MEAN  39.77 
 

36.06 
 

32.61 
 

VARIANCE  86.802 
 

91.584 
 

97.768 
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Abstract 
The proportional integral derivative (PID) controller is the 
most dominant form of automatic controller in industrial use 
today. With this technique, it is necessary to adjust the 
controller parameters according to the nature of the process. 
Thus, for effective control of a HVDC system, for example, 
specific values need to be chosen for the P, I and D 
parameters, which will be different for the values required to 
control, for example, an induction motor drive. This tailoring 
of controller to process is known as controller tuning. 
Controller tuning is easily and effectively performed using 
tuning rules (i.e. formulae for controller tuning, based on 
process information). Such tuning rules allow the easy set up 
of controllers to achieve optimum performance at 
commissioning. Importantly, they allow ease of re-
commissioning if the characteristics of the process change. 
The paper communicates the results of recent work in the 
collation of industry-relevant PI and PID controller tuning 
rules, which may be applied to a variety of applications in 
power electronics, machines and drives. 

 
Keywords: PI, PID, Tuning Rules, FOLPD model, IPD 
model. 
 

1. Introduction 
PI and PID controllers have been at the heart of control 
engineering practice for seven decades. Historically, 
the first tuning rule for setting up controller parameters 
was defined in 1934 for the design of a proportional-
derivative (PD) controller for a process exactly 
modelled by an integrator plus delay (IPD) model [3]. 
Subsequently, tuning rules were defined for PI and PID 
controllers, assuming the process was exactly modelled 
by a first order lag plus delay (FOLPD) model [4] or a 
pure delay model [4], [9]. In the wide area covered by 
power electronics, machines and drives, PI or PID 
controllers have been considered for the control of DC-
DC converters (e.g. [1]), flexible AC transmission 
systems (e.g. [15]), synchronous machines (e.g.[6]), 
HVDC systems (e.g. [18]), electric vehicle speed 
(e.g.[14]) and induction motor servo drives (e.g. [13]). 
In general, at commissioning, the PID controller is 

installed and tuned. However, surveys indicating the 
state of industrial practice report sobering results. For 
example, in the testing of thousands of control loops, it 
has been found that 65% of loops operating in 
automatic mo de produce less variance in manual than 
in automatic (i.e. the automatic controllers are poorly 
tuned) [8]. Process performance deteriorates when the 
controller is poorly tuned; this deterioration may be 
reflected, for example, in a reduction in energy 
efficiency and increased environmental emissions. The 
net effect will be an increase in operating costs and a 
reduction in overall competitiveness. However, good 
controller tuning, for example, can allow the recovery 
of up to 6% of energy costs, in a variety of industries 
[5]. Thus, there is strong evidence that PI and PID 
controllers remain poorly understood and, in particular, 
poorly tuned in many applications. This is surprising, 
as very many tuning rules exist to allow the 
specification of the controller parameters. Tuning rules 
have the advantage of ease of calculation of the 
controller parameters (when compared to more 
analytical controller design methods), on the one hand; 
on the other hand, the use of tuning rules is a good 
alternative to trial and error tuning. It is clear that the 
many controller tuning rules proposed in the literature 
are not having an impact on industrial practice. One 
reason is that the tuning rules are not very accessible, 
being scattered throughout the control literature; in 
addition, the notation used is not unified. It is timely, 
therefore, to communicate the results of recent work 
done in the collation of tuning rules, using a unified 
notation, for continuous-time PI and PID control of 
single input, single-output (SISO) processes [16], [17]. 
Such rules may be specified for processes either 
without or with a time - delay (dead-time) term; such 
terms arise in voltage source inverters, for example, 
where a dead-time is required to prevent a shorting 
condition during switching [12]. Generally, a dead-
time term is common; sources of dead-time range from 
the finite time required for information transmission to 
application-specific issues, such as the dead time in a 
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motor drive due to imperfect mechanical coupling [13]. 
Firstly, a brief summary of the range of PI and PID 
controller structures proposed in the literature, together 
with the process models used to define the controller 
tuning rules, is provided. Then, controller architecture 
and process modeling issues are outlined, followed by 
the outline of tuning rules for setting up PI and PID 
controllers, for a number of process models. Finally, 
conclusions to the paper are drawn. Due to space 
restrictions, a case study of the application of tuning 
rules to design a controller for a pilot-scale plant is 
detailed in the poster presentation accompanying this 
paper. 
 

2. Controller architecture and process 
modeling 

A practical difficulty with PID control technology is a 
lack of industrial standards, which has resulted in a 
wide variety of PID controller architectures. Seven 
different structures for the PI controller and forty-six 
different structures for the PID controller have been 
identified. Controller manufacturers vary in their 
choice of architecture; controller tuning that works 
well on one architecture may work poorly on another. 
Full details are given in [16], [17]; considering the PID 
controller, common architectures are:  
1. The ‘ideal’ PID controller (Figure 1), given by 
 

         (1) 

 
 
Figure 1. Ideal PID controller in a unity feedback block diagram 
representation.  
 
This controller structure, and an equivalent structure, is 
also labeled the parallel, ideal parallel, non-interacting, 
parallel noninteracting,independent, gain independent 
or ISA controller [17]. 276 tuning rules have been 
identified for this controller structure. 
 
This architecture is used, for example, on the 
Honeywell TDC3000 Process Manager Type A, 
interactive mode product [11].  
 
2. The ‘classical’ PID controller (Figure 2), given by 
 

                    (2) 

 

 
Figure 2. Classical PID controller in a unity feedback block diagram 
representation. Also labeled the cascade, interacting, series, 
interactive, rate-before-reset or analog controller [17], 101 tuning 
rules have been identified for this controller structure. 
 
This architecture is used, for example, on the 
Honeywell TDC3000 Process Manager Type A, 
interactive mode product [11]. 
 
3. The non-interacting controller based on the two 
degree of freedom structure (Figure 3), given by 
 

                                                                                  (3) 

 

Figure 3. Non-interacting controller, based on the two degree of 
freedom structure, in a unity feedback block diagram representation. 
Also labeled the m-PID or ISA-PID controller [17], 44 tuning rules 
have been identified for this controller structure. 
 
This architecture is used, for example, on the Omron 
E5CK digital controller with b =1 and N = 3 [11]. 
 
The most dominant PI controller architecture is the 
‘ideal’ PI controller, given by 
 

                         (4) 

 
The wide variety of controller architectures is mirrored 
by the wide variety of ways in which processes with 
time delay may be modeled. Common models are: 
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1. Stable FOLPD model, given by 
 

           (5) 

 
2. IPD model, given by 
 

            (6) 

 
3. First order lag plus integral plus delay (FOLIPD) 
model, given by 
 

                (7) 

 
4. Second order system plus time delay (SOSPD) 
model, given by 
 

                      (8) 

 

                      (9) 

 
Some 82% of the PI controller tuning rules identified 
have been defined for the ideal PI controller structure, 
with 42% of tuning rules based on a FOLPD process 
model. The range of PID controller variations has lead 
to a less homogenous situation than for the PI 
controller; 40% of tuning rules identified have been 
defined for the ideal PID controller structure, with 37% 
of PID tuning rules based on a FOLPD process model 
[17].Of course, the modeling strategy used influences 
the value of the model parameters, which, in turn, 
affect the controller values determined from the tuning 
rules. Forty-one modeling strategies have been detailed 
to determine the parameters of the FOLPD process 
model, for example. Space does not permit a full 
discussion of this issue; further details are provided in 
[16], [17]. 
 
3. Tuning Rules for PI and PID Controllers 
 
Before considering tuning rules for PI and PID 
controllers in more detail, it is timely to review the 
action of the PID controller. Consider the ideal PID 
controller, for example, which is given by 
 

              (10) 

 
With Kc = proportional gain, Ti = integral time 
constant and Td = derivative time constant. If Ti = ∞ 
and Td = 0(that is, P control), then the closed loop 

measured value is always less than the desired value 
for processes without an integrator term, as a positive 
error is necessary to keep the measured value constant, 
and less than the desired value. The introduction of 
integral action facilitates the achievement of equality 
between the measured value and the desired value, as a 
constant error produces an increasing controller output. 
The introduction of derivative action means that 
changes in the desired value may be anticipated, and 
thus an appropriate correction may be added prior to 
the actual change. Thus, in simplified terms, the PID 
controller allows contributions from present, past and 
future controller inputs. PI and PID controller tuning 
rules may be broadly classified as follows: 
 
• Tuning rules based on a measured step response 
• Tuning rules based on minimizing an appropriate 

performance criterion 
• Tuning rules that give a specified closed loop 

response 
• Robust tuning rules, with an explicit robust stability 

and robust performance criterion built in to the 
design process 

• Tuning rules based on recording appropriate 
parameters at the ultimate frequency.  
 

Tuning rules in the first four subdivisions are typically 
based on process model parameters; the development 
of a process model is typically not required for using 
tuning rules in the final subdivision above. Some 
tuning rules could be considered to belong to more 
than one subdivision, so the subdivisions cannot be 
considered to be mutually exclusive; nevertheless, they 
provide a convenient way to classify the rules. An 
outline of tuning rules in these subdivisions is now 
provided.  
Tuning rules based on a measured step response are 
also called process reaction curve methods. The first 
(and most well-known) tuning rule of this type was 
suggested in 1942 [20]; in this method, the process is 
modeled by a FOLPD process model with the model 
parameters estimated using a tangent and point 
method, as indicated in Figure 4. Simple formulae are 
used to define tuning parameters for PI and PID 
controllers. The PI controller settings are given by 
 

 
                              
The (ideal) PID controller settings are given by 
 

 (12) 
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Figure 4. Tangent and point method [20] for developing a process 
model. Km = model gain = ratio of the steady state change in process 
output to steady state change in process input, Tm = model time 
constant and tm =model time delay.  
 
54 controller tuning rules have been identified based 
on the model parameters determined from this 
modelling method. 21 of the 47 other modelling 
methods for determining such a process model, prior to 
specifying tuning rules, are based on data gathered 
from the open loop process step or impulse response 
[17]. 
 
Other process reaction curve tuning rules are also 
described, sometimes in graphical form, to control 
delayed processes represented by a variety of models 
[17]. The advantage of process reaction curve tuning 
strategies is that only a single experimental test is 
necessary. However, the disadvantages of the strategy 
are primarily based on the difficulty, in practice, of 
obtaining an accurate process model; for example, load 
changes may occur during the test which may distort 
the test results and a large step input may be necessary 
to achieve a good signal to noise ratio. Similar 
disadvantages arise in any tuning method dependent on 
prior model development. 
 
Tuning rules based on minimizing an appropriate 
performance criterion may be defined either for 
optimum regulator or optimum servo action. 
Performance criteria, such as the minimization of the 
integral of absolute error (IAE) in a closed loop 
environment, may be used to determine a unique set of 

controller parameter values. Tuning rules have been 
described, sometimes in graphical form, to optimise the 
regulator response, servo response or other 
characteristics of a compensated delayed process, 
represented by a variety of models [17]. 
 
Tuning rules that give a specified closed loop response 
(direct synthesis tuning rules) may be defined by 
specifying a time domain related metric, such as the 
desired poles of the closed loop response. The 
definition may be expanded to cover techniques that 
allow the achievement of a frequency domain metric, 
such as a specified gain margin and/or phase margin. 
 
Tuning rules of this type have been specified to 
compensate a delayed process, represented by a variety 
of models [17]. 
 
Robust tuning rules have an explicit robust stability 
and/or robust performance criterion built in to the 
design process. Tuning rules of this type have also 
been specified to compensate a delayed process, 
represented by a variety of models [17]. 
 
Ultimate cycle tuning rules are based on recording 
appropriate parameters at the ultimate frequency (that 
is, the frequency at which marginal stability of the 
closed loopcontrol system occurs). The first such 
tuning rule was defined in 1942 [20] for the tuning of 
P, PI and PID controller parameters of a process that 
may or may not include a delay. Briefly, the 
experimental technique is as follows:  
 
a) Place the controller in proportional mode   only 
b) Increase Kc until the closed loop system output goes 
marginally stable; record Kc (calling it    Ku , the 
ultimate gain), and the ultimate period, Tu ; a typical 
marginally stable output, recorded on a laboratory flow 
process, is shown in Figure 5. 

 
 

 
Figure 5. Typical marginally stable process variable pattern. Note 
that the pattern exhibits evidence of a process nonlinearity, which is 
common in real applications. Over 129 controller tuning rules have 
been defined, based on the data determined from such a pattern [17]. 
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Simple formulae are used to define tuning parameters 
for PI and PID controllers. The PI controller settings 
are given by 
 

 
 
with the (ideal) PID controller settings given by 
 

 
 
The tuning rules implicitly build an adequate frequency 
domain stability margin into the compensated system 
[7]. 
However, there are a number of disadvantages to the 
ultimate cycle tuning approach: 
 
• The system must generally be destabilized under 

proportional control 
• The empirical nature of the method means that 

uniform performance is not achieved in general 
[10] 

• Several trials must typically be made to determine 
the ultimate gain 

• The resulting process upsets may be detrimental to 
product quality 

• There is a danger of misinterpreting a limit cycle as 
representing the stability limit [19] and 

• The amplitude of the process variable signal may be 
so great that the experiment may not be carried out 
for cost or safety considerations. 

 
Some of these disadvantages are addressed by defining 
modifications of the rules in which, for example, the 
proportional gain in the experiment is set up to give a 
closed loop transient response decay ratio of 0.25, or a 
phase lag of 135 0 . Ultimate cycle tuning rules, and 
their modifications, have been specified to compensate 
general, possibly delayed processes, represented by a 
variety of models [17]. 
 

4. Conclusions 
 
Control academics and practitioners remain interested 
in the use of PI and PID controllers. PID controller 
tuning rules can be directly implemented in a variety of 
applications i.e. the hardware already exists, but it 
needs to be optimized. The outcome is directly 
measurable in, for example, energy savings and waste 
reduction (including greenhouse gas emission 
reduction). This paper summarizes work carried out in 
tuning rule development. The most startling statistic to 
emerge from the work is the quantity of tuning rules 
identified to date; 443 PI tuning rules and 691 PID 

tuning rules, a total of 1134 separate rules. Recent 
years have seen an acceleration in the accumulation of 
tuning rules. In general, there is a lack of comparative 
analysis regarding the performance and robustness of 
closed loop systems compensated with controllers 
whose parameters are chosen using the tuning rules; 
associated with this is the lack of benchmark processes, 
at least until recently [2]. In addition, much work 
remains to be done in the evaluation of controllers 
designed using tuning rules in a wide variety of 
practical applications, including applications in power 
electronics, machines and drives. The main priority for 
future research in the area should be a critical analysis 
of available tuning rules, rather than the proposal of 
further tuning rules. 
 
Historical note: The 70th anniversary of the receipt of 
the first technical paper describing tuning rules for 
setting up controller parameters [4] is presently being 
marked. The paper was received by the Philosophical 
Transactions of the Royal Society of London on July 
15, 1935; the paper was received, in revised form, on 
November 26, 1935 and was read on February 2, 1936. 
The lead author of the paper subsequently took out a 
patent on the PID controller (Callender, A. and 
Stevenson, A.B., Automatic control of variable 
physical characteristics, US patent 2,175,985. Filed: 
Feb. 17, 1936; Issued Oct. 10, 1939). 
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Abstract 
Bee colony optimization (BCO) is one of the most recent 
algorithms in swarm intelligence that can be used in optimization 
problems this algorithm is based on the intelligent behavior of 
honey bees in foraging process. In this paper bee colony 
optimization is applied to solve the task scheduling problem 
which tasks have dependency with each other. Scheduling of 
tasks that represents by directed acyclic graph is a NP-complete 
problem. The main purpose of this problem is obtaining the 
minimum schedule length that is called make-span. To realize the 
performance of BCO in this problem, the obtained results are 
presented and compared with the most successful methods such 
as Ant colony system, Tabu search and simulate annealing. The 
comparison shows that BCO produces the solutions in a different 
way and it is still among the bests. 
Keywords: Bee Colony Optimization, Task Graph, Task 
Scheduling Problem, Homogenous Processors. 

1. Introduction 

One of the most  significant, vital,  and  complex  
problems of parallel  execution  is referred  as  Scheduling  
a  set  of  either dependent  or  independent  tasks   on  a  
set  of  processors  . Parallel  programs  can  be divided  
into  a  group  of  smaller  tasks  which are  usually related 
to each other. Minimizing  of  the scheduling length 
(make-span) is known as the only purpose  of  task 
scheduling problem in order to  allocate tasks  to  
processors  such  that  dependencies  between tasks are 
satisfied. 
Task scheduling problem is separated into two groups 
which are either with or without communication costs, in 
which each group could be individually proposed in 
heterogeneous or homogeneous systems.  
The algorithms for finding the optimal result for the 
multiple-processor scheduling problem have been 

demonstrated to be NP-complete [1, 6]. 
Many metaheuristic have been proposed based on methods 
and approaches to the task scheduling [2-5].  
Behaviors of Social insects such as ants and bees in the 
real world have been studied many years to solve many 
problems. Ant colony algorithm is an example of swarm 
intelligence algorithms for solving combinatorial 
optimization problems. Ants can find the shortest path 
from the food source to their nest by using pheromone 
[10]. 
 In this paper Task Scheduling Problem has been solved by 
the bee colony optimization. The bee colony optimization 
algorithm is inspired by the behavior of a honey bee 
colony in nectar collection, is another example of swarm 
intelligence. BCO has been proposed by Lucic and 
Teodorovic [6-8]. Artificial bees in BCO cooperate to 
solve combinatorial optimization problem. Every bee 
during the search process makes some moves and 
constructs a solution [5]. Furthermore, we add a global 
memory for bees to compare their result with previous 
iteration results that will be explained in details later. 

2. Definition of Task Scheduling Problem  

The problem of task scheduling is indicated by a directed 
acyclic graph (DAG). This graph is shown by 
 G (V, E, w, c) which has four characters that are: 
V is the set of v nodes, and each node 𝑣𝑣𝑖𝑖   ∈ V represents a 
task. 
W is a V computation costs array in which each 𝑤𝑤𝑖𝑖   gives 
the estimated time of task execution. 
E is the set of communication edges. The directed edge 
𝑒𝑒𝑖𝑖𝑖𝑖  joins nodes 𝑣𝑣𝑖𝑖  and 𝑣𝑣𝑖𝑖  , where node 𝑣𝑣𝑖𝑖   is called the 
parent node and node 𝑣𝑣𝑖𝑖  is called the child node. 
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C is the set of communication costs, and edge 𝑒𝑒𝑖𝑖𝑖𝑖  has a 
communication cost 𝑐𝑐𝑖𝑖𝑖𝑖 ∈ C. 
The relationship of data-dependency from task 𝑡𝑡𝑖𝑖  to 
𝑡𝑡𝑖𝑖  could be indicated via directed edge 𝑒𝑒𝑖𝑖𝑖𝑖 in the set  
E = {𝑒𝑒𝑖𝑖𝑖𝑖  | i, j ∈ {1, 2... |V |}. On the other words, task 
𝑡𝑡𝑖𝑖  transfers vital relevant information to task 𝑡𝑡𝑖𝑖 after 
finishing its execution. The amount of data transferred 
from task 𝑡𝑡𝑖𝑖 to task 𝑡𝑡𝑖𝑖  , is measured by the weight of the 
edge 𝑒𝑒𝑖𝑖𝑖𝑖 , which is denoted D(𝑡𝑡𝑖𝑖  , 𝑡𝑡𝑖𝑖 ). 
The task 𝑡𝑡𝑖𝑖  is named the predecessor for the task 𝑡𝑡𝑖𝑖  , and 
the task 𝑡𝑡𝑖𝑖  is the successor for the task 𝑡𝑡𝑖𝑖 . Pred(𝑡𝑡𝑖𝑖) denotes 
a set of its predecessors, and Succ(𝑡𝑡𝑖𝑖) denotes a set of its 
successors. In DAG, if a task 𝑡𝑡𝑖𝑖 exists that could satisfy 
Pred(𝑡𝑡𝑖𝑖)=φ, it is called the entry task and is denoted by 
𝑡𝑡𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒𝑒𝑒 . On the other hand, if there is a task 𝑡𝑡𝑖𝑖  that could be 
able to satisfy the equation of Succ(𝑡𝑡𝑖𝑖 )=φ, this task is 
called the exit task and is denoted by 𝑡𝑡𝑒𝑒𝑒𝑒𝑖𝑖𝑡𝑡 .  
Some virtual tasks under the following conditions are 
added into the DAG, in order to ensure the DAG has only 
one input and one output tasks. A virtual entry task with 
zero workload should be joined to the DAG while there 
are many entry tasks in a DAG. The directed edges from 
this virtual entry task to each entry task can be established, 
and the amount of transmission data of these directed 
edges is zero. On the other words, if there are many exit 
tasks in a DAG, and then a virtual exit task that has zero 
workload should be joined to the DAG. The directed edges 
from each exit task to this virtual exit task are established, 
and the amount of transmission data of these directed 
edges is zero, too. Therefore, a DAG that only has one 
 𝑡𝑡𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒𝑒𝑒  and  𝑡𝑡𝑒𝑒𝑒𝑒𝑖𝑖𝑡𝑡  can be designed [11]. 
In order to find the finishing time of each node execution, 
its start time is added with its weight that is [12]: 
 

 𝑡𝑡𝑓𝑓(𝑖𝑖) = 𝑡𝑡𝑠𝑠(𝑖𝑖) + 𝑤𝑤(𝑖𝑖)                                                  (1) 
 
Two nodes could not be executed on just one processor 
simultaneously. The costs relationships between the nodes 
that are executed on a same processor are considered to be 
zero because these are some local relationships.  
The time in which a communication arrives at the 
destination processor is mentioned as the edge finish time. 
For a graph G (V, E, w, c) with nodes 𝑒𝑒𝑖𝑖  and 𝑒𝑒𝑖𝑖  and the 
edge 𝑒𝑒𝑖𝑖𝑖𝑖  the amount of finishing time for that edge is 
equivalent with the sum of the completion time of node 
𝑒𝑒𝑖𝑖  execution and the weight of the edge 𝑒𝑒𝑖𝑖𝑖𝑖 [12]. 
 

𝑡𝑡𝑓𝑓�𝑒𝑒𝑖𝑖𝑖𝑖 ,𝑃𝑃𝑠𝑠𝑒𝑒𝑐𝑐 ,𝑃𝑃𝑑𝑑𝑠𝑠𝑡𝑡 � = 𝑡𝑡𝑓𝑓(𝑒𝑒𝑖𝑖 ,𝑃𝑃𝑠𝑠𝑒𝑒𝑐𝑐 ) + �
0               𝑖𝑖𝑓𝑓𝑃𝑃𝑠𝑠𝑒𝑒𝑐𝑐 = 𝑃𝑃𝑑𝑑𝑠𝑠𝑡𝑡

 𝑐𝑐�𝑒𝑒𝑖𝑖𝑖𝑖 �       𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑤𝑤𝑖𝑖𝑠𝑠𝑒𝑒      
�  (2) 

As it could be seen from the equation above, there are two 
cases for the weight of edge 𝑒𝑒𝑖𝑖𝑖𝑖 that indicates the 
relationship’s cost: if node 𝑒𝑒𝑖𝑖  is executed on the same 
processor in which node 𝑒𝑒𝑖𝑖  were processed, or in the other 

words nodes 𝑒𝑒𝑖𝑖   and 𝑒𝑒𝑖𝑖   have the same processor, the 
weight of that edge is considered to be zero. Otherwise, 
the written number on that edge shows its weight and 𝑒𝑒𝑖𝑖   
could not be executed as long as 𝑒𝑒𝑖𝑖  that was executed 
completely. The node 𝑒𝑒𝑖𝑖   will be started to be executed 
immediately after the completion of node 𝑒𝑒𝑖𝑖 . This problem 
is known and defined as the problem of priority constraint 
(limitation). The nearest time that the execution of node 𝑒𝑒𝑖𝑖   
could be started is named Data Ready Time and it is 
indicated by DRT that could be computed through the 
equation below: 
 
𝑡𝑡𝑑𝑑𝑒𝑒 �𝑒𝑒𝑖𝑖 ,𝑃𝑃� = max

𝑒𝑒𝑖𝑖∈𝑃𝑃𝑒𝑒𝑒𝑒𝑑𝑑 𝑒𝑒𝑖𝑖
�𝑡𝑡𝑓𝑓�𝑒𝑒𝑖𝑖𝑖𝑖 , 𝑝𝑝𝑒𝑒𝑜𝑜𝑐𝑐𝑒𝑒(𝑒𝑒𝑖𝑖),𝑃𝑃��            (3) 

 
If node 𝑒𝑒𝑖𝑖   is an root node 𝑡𝑡𝑑𝑑𝑒𝑒 �𝑒𝑒𝑖𝑖 ,𝑃𝑃� = 0 
Limitations on the start time of node n could be formulized 
via DRT: 
 
𝑡𝑡𝑠𝑠(𝑒𝑒,𝑃𝑃) ≥ 𝑡𝑡𝑑𝑑𝑒𝑒 (𝑒𝑒,𝑃𝑃)                                                      (4) 

 
A scheduler duty is considered to be completed when the 
last node of our graph was scheduled and there were not 
any other nodes for scheduling. If we want to obtain the 
length of a scheduler it would be: 
 
𝑠𝑠𝑠𝑠(𝑆𝑆) = max

𝑒𝑒∈𝑉𝑉
�𝑡𝑡𝑓𝑓(𝑒𝑒)� − min

𝑒𝑒∈𝑉𝑉
{𝑡𝑡𝑠𝑠(𝑒𝑒)}                            (5) 

 
A target parallel system P consists of a set of identical 
connected processors which has the following properties: 

1. All of the processors could execute only a task 
during its allocated period of time. 

2. The amount of communication costs between 
tasks which are executed on the same processor 
should be as    negligible as the case that it could 
be presume to zero. 

3. The communication network is fully connected, 
in which every processor could communicate 
with other processors, directly. 

3. Bee Colony Optimization 

Each bee hive has a place which is called dance floor. 
Every Bee starts to dance after when it came back to its 
hive from a foraging. The main purpose of this kind of 
dancing is to convince the other bees to be accompanied 
by them. The procedure of finding a food source in the 
BCO algorithm is separated into 2 steps.  
Forward pass: in this step bees leave their hive for finding 
a proper food source around their hive. A parameter which 
is called NC (number of solution components) is defined 
here. This parameter determines the number of tasks that 
must be visited by each bee in its forward pass. Then a 
partial solution is generated according to the tasks which 
are visited by each bee in every forward pass procedure. 
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The amount of NC is determined practically before the 
process of searching will be started. 
Backward pass: all of bees come back to their home in this 
step and then they start to calculate and evaluate their 
answers. Afterwards, these answers are compared with 
each other in order to find the best answer. In other words, 
each bee should decide to be loyal to its path or not. Each 
bee could do one the three jobs below when it came back 
to the hive [13]: 

1- It could advertise its own path in order to absorb 
the other bees. 

2- It could leave its path and join to another bee. 
3- It could decide not to advertise its own path; 

however it keeps on its path. 
In these step, those bees which generate more 
appropriate and better results have more chances of 
success in order to advertise and absorb the other 
bees. They communicate their obtained information 
about the quality of partial solution and their results 
with other bees via their dances. The duration of every 
bee’s dance is highly likely related to the quality of its 
obtained result. 
These two steps are repeated consecutively in order to 
generate a complete result which is equivalent to 
execute all tasks in the task scheduling problem. At 
last, the most proper and best result is chosen. 
Below, a pseudo code for the BCO algorithm is 
written [14]: 
B: the number of bees involved in the search. 
NC: the number of forward (backward) passes in a single 
iteration. 
Do 

1- Initializing 
2- For (i = 0 ; i < NC ; i ++ ) 

  //forward pass 
a) For (b = 0 ; b < B ; b ++ ) 

  (1) Evaluate all possible moves; 
  (2) Choose one move using the roulette wheel. 

    //backward pass 
b) For (b = 0 ; b < B ; b ++ ) 

Evaluate (partial/complete) solution for bee 
b; 

c) For (b = 0 ; b < B ; b ++ ) 
Loyalty decision using the roulette wheel for 
bee b; 

d) For (b = 0 ; b < B ; b ++ ) 
If (b is follower), choose a recruiter by the 
roulette wheel. 

       3. Evaluate all solutions and find the best one 
While stopping criteria is not satisfied 
 

 
In task scheduling problem, two factors should be 
considered by each bee in every forward pass: 

1) Which task should be selected to execute 
2) Which CPU should be chosen to execute the task 

First of all, each bee calculates the number of executable 
tasks, which could be executed when all of their dependent 
precedence tasks were completed. Then, each bee could 
peek one of these tasks by consideration of some factors 
such as duration of task execution, the number of other 
tasks which are related to a significant task and etc. after 
choosing a desired task, a proper processor should be 
chosen by that bee. The probability of choosing a proper 
processor could be calculated via the formula below: 
 

𝑝𝑝𝑖𝑖 =  
1 − 𝑇𝑇𝑖𝑖
∑ 𝑇𝑇𝑖𝑖𝑒𝑒
𝑖𝑖=0

                         When j = 1,2, … k                 (6) 

 
Where, 𝑇𝑇𝑖𝑖  is the quickest duration of task execution on the 
jth CPU, and also k is the number of CPUs. 
In this algorithm a global memory is defined and 
considered for all of bees. When each stage of forward 
pass completes, after the determination of all the bees 
which have the permission of dance, their results are 
averaged and saved in the memory. The bees use these 
saved information after the next iteration wants to be 
started. While a partial solution is generated, if the average 
of posterior results is not acceptable in comparison with 
the prior results, the mentioned way will be forgotten and 
leaved by bees and they will come back to their hive. The 
speed of execution would be increased clearly via this 
method. 
After the first step of task scheduling is completed and all 
the bees come back to their hive, they will start to share 
their information to the other bees. In this stage the amount 
of each bee’s loyalty to its path could be calculated by the 
formula below [14, 15]: 
 

𝑃𝑃𝑏𝑏𝑢𝑢+1 = 𝑒𝑒
−(𝑂𝑂𝑚𝑚𝑚𝑚𝑒𝑒 −𝑂𝑂𝑏𝑏 )

𝑢𝑢�         ; b = 1, 2 …  B                        (7)          
 
Where 
u - The forward pass counter (taking values 1, 2… NC) 
 
𝑂𝑂𝑏𝑏  is calculated by  

𝑂𝑂𝑏𝑏 =
𝐶𝐶𝑚𝑚𝑚𝑚𝑒𝑒 − 𝐶𝐶𝑏𝑏
𝐶𝐶𝑚𝑚𝑚𝑚𝑒𝑒 − 𝐶𝐶𝑚𝑚𝑖𝑖𝑒𝑒

                                                                 (8) 

 
𝐶𝐶𝑏𝑏  is the result of partial solution for the bth bee. Partial 
solution result means the latest time point of finishing the 
last task at any processors. 
𝐶𝐶𝑚𝑚𝑚𝑚𝑒𝑒  and  𝐶𝐶𝑚𝑚𝑖𝑖𝑒𝑒   are respectively the largest and smallest 
partial solution results producing by all bees. 
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3-Result 

In this paper the random graph generator is used to test the 
proposed algorithm. Graphs based on parameters that will 
describe below, have been produced. 
 

1. N: Number of nodes (tasks) in the DAG  
2. Width or Fat: This parameter represents the 

maximum number of tasks that can be executed 
simultaneously. It means that the higher value of 
this parameter will result a higher degree of 
parallelism. 

3. Density: this parameter indicates the numbers of 
edges between tasks of two levels of the DAG.  

4. Regularity: It is the uniformity of the number of 
tasks in each level; 

5. Jump:   this factor indicates the maximum 
number of levels that an edge could go. For 
example, every edge can connect with other 
nodes in 4 levels below with jump=4in the DAG. 

6. CCR: it is the ratio of the communication cost to 
computation cost.  

These parameters can have different values. We generated 
about 648 different graphs with combination of these 
different values that indicate in table [1]. 
 
 

Table 1: PARAMETERS AND THEIR VALUES USED FOR GENERATING 

DAGS 
 

N 10   -   20   -    30   -    40 
Jump  1     -   2    -    4 
Width 0.1   -  0.2  -   0.8 
Density 0.2   - 0.8 
Regularity 0.2  -  0.8 
CCR 0.1   - 0.5   -   0.8    
Number of processor  4    -   8    -    16 

 
We selected 5 random graphs among all the generated 
graphs that their details presented in the table below: 
 
                     Table 2: DAG properties 
 

 0TWith 0TDensity 0TRegularity 0TJump 0TCCR 

0TDAG1 0T0.1 0T0.2 0T0.2 0T1 0T0.5 

0TDAG2 0T0.1 0T0.2 0T0.8 0T4 0T0.1 

0TDAG3 0T0.1 0T0.8 0T0.2 0T4 0T0.1 

0TDAG4 0T0.8 0T0.8 0T0.8 0T2 0T0.8 

0TDAG5 0T0.2 0T0.2 0T0.8 0T4 0T0.1 

 
0TWe compared make-span of these selected graphs in our 
propose algorithm with Ant colony system (ACS), 
Simulate Annealing (SA), and Tabu Search (TS). Each of 
these DAGs is executed on 4, 8 and 16 processors.  

 

0TTable 3: DAG1 result
0T

0TNumber of task = 40 0TNumber of task = 30 
0TBCO 0TACS 0TSA 0TTS 0TBCO 0TACS 0TSA 0TTS 

0T666 0T666 0T666 0T673 0T497 0T497 0T497 0T497 0TNumber of  processor =4 
0T579 0T579 0T579 0T585 0T442 0T442 0T442 0T442 0TNumber of processor =8 
0T663 0T663 0T663 0T663 0T493 0T493 0T493 0T493 0TNumber of processor =16 

 
0TTable 4: DAG2 result 

 
0TNumber of task = 40 0TNumber of task = 30 

0TBCO 0TACS 0TSA 0TTS 0TBCO 0TACS 0TSA 0TTS 
0T290 0T290 0T290 0T290 0T201 0T201 0T200 0T201 0TNumber of  processor =4 
0T317 0T320 0T317 0T317 0T253 0T258 0T253 0T253 0TNumber of processor =8 
0T337 0T337 0T335 0T335 0T269 0T269 0T267 0T267 0TNumber of processor =16 

 
0TTable 5: DAG3 result 

 
0TNumber of task = 40 0TNumber of task = 30 

0TBCO 0TACS 0TSA 0TTS 0TBCO 0TACS 0TSA 0TTS 
0T292 0T297 0T287 0T288 0T241 0T242 0T241 0T241 0TNumber of  processor =4 
0T332 0T339 0T332 0T332 0T267 0T272 0T267 0T267 0TNumber of processor =8 
0T291 0T291 0T285 0T285 0T253 0T253 0T250 0T248 0TNumber of processor =16 
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Table 6: DAG4 result 

 
Number of task = 40 Number of task = 30 

BCO ACS SA TS BCO ACS SA TS 
212 212 211 213 165 164 166 165 Number of  processor =4 
152 153 150 152 143 144 141 143 Number of processor =8 
108 108 106 106 98 98 98 98 Number of processor =16 

 
Table 7: DAG5 result 

 
Number of task = 40 Number of task = 30 

BCO ACS SA TS BCO ACS SA TS 
225 229 225 225 201 207 200 200 Number of  processor =4 
263 269 263 263 169 170 169 169 Number of processor =8 
203 203 200 200 209 209 203 203 Number of processor =16 

 
    Table8: PAIR-WISE COMPARISON OF THE SCHEDULING AGORITHM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
 
     

4. Conclusions 

Since the Swarm intelligence become one of the 
interesting methods in Parallel Computing field, a 
modified version of the BCO algorithm (which is one of 
the most recent nature inspired algorithms) has been 
applied for solving task scheduling problem in this paper. 
It simulates the intelligent behavior of bees when they are 
faced with a source. The Task scheduling problem is a 
kind of NP hard problems which cannot be solved with 
linear algorithms. Thus metaheuristic algorithms become 
so interesting to employ for solving such problems. BCO 
has been rarely applied in this field and this application is 
a new area for it. 

 There are some novelties in the presented algorithm, and 
the most important innovation is considering a general 
memory for all bees, to compare their obtained results with 
the acceptable results which are obtained previously. Like 
other metaheuristic methods BCO has demonstrated solid 
solutions on this problem, and the obtained results has 
been presented and compared with some other powerful 
and well known metaheuristic algorithms such as ACS, 
SA and TS. The BCO solutions are considerably close to 
SA that is the best scheme, however this mentioned 
algorithm has better results in comparison with the   ACS 
algorithm. The results of these algorithms are shown and 
compared in table8. Consequently, BCO could be 
considered as a suitable solving method in order to face 
NP hard problems.  

ACS TS SA BCO 

60% 
30% 
10% 

45% 
35% 
20% 

30% 
55% 
15% 

 
* 

better 
equal 
worse 

 
BCO 
 

40% 
45% 
15% 

25% 
60% 
15% 

 
* 

15% 
55% 
30% 

better 
equal 
worse 

 
SA 
 

20% 
65% 
15% 

 
* 

15% 
60% 
25% 

20% 
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worse 

 
TS 
 

 
* 

15% 
65% 
20% 

15% 
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10% 
30% 
60% 

better 
equal 
worse 

 
ACS 
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Abstract 

It is well known that technology utilization is not restricted for 
one sector than the other anymore, Educational organizations 
share many parts of their information systems with commercial 
organizations. 
In this paper we will try to identify the main characteristics of 
information systems in educational organizations, then we will 
propose a model of two parts to enhance the information systems 
security, the first part of the model will handle the policy and 
laws of the information system, the second part will provide a 
technical approach on how to audit and subsequently maintain 
the security of information system. 
Keywords: Information Systems, Security, Model, Enhancing 
Security, Security Policy. 

1. Introduction 

According to Encyclopedia Britannica; a university is an 
institution of higher education and research, which grants 
academic degrees in a variety of subjects. A university is a 
corporation that provides both undergraduate education 
and postgraduate education. The word university is derived 
from the Latin universitas magistrorum et scholarium, 
roughly meaning "community of teachers and scholars."  
With the higher competitive environment around the 
world, educational organizations are not saving any effort 
to provide the best educational experience. This effort 
includes employment of latest technologies available; from 
the entrance of computers mid 20th century up to the 
outsourcing of complex Enterprise Resource Planning 
systems and usage of cloud computing. This usage along 
side with the expanded branches of educational 
organizations have presented new challenges, the virtual 
private networks, wide area networks and usage of web 
interfaces all together made the educational organizations 
target as same as any other organization on the cyber 
space. 

 According to WhiteHat website security statistics report 
2011 ‘’Most websites were exposed to at least one serious 
vulnerability every day of 2010, or nearly so (9–12 months 
of the year). Only 16% of websites were vulnerable less 
than 30 days of the year overall.” And “71% of 
Education, 58% of Social Networking, and 51% of Retail 
websites were exposed to a serious vulnerability every day 
of 2010”. 
In this paper we will tackle the issue of Information 
Systems safety in educational organization, considering 
King Abdulaziz University as a case study and propose a 
two tier model for enhancing the security of information 
system in educational organizations.. 

2. Information Systems Security 

‘’Information system security relates to the adequacy of 
management controls to prevent, avoid, detect and recover 
from whole range of threats that could cause damage or 
disruption  to computer systems.’’ (Pattinson, 2008), the 
process of information security cannot provide a complete 
prevention, avoidance, detection and recovery from the 
threats over it (Singh, 2008). And any self aware 
Information Systems Management realize that; but the fact 
that any action of information security management can 
help to reduce these factors gives that motive to embrace 
all strategies, models and techniques to achieve that. 
We can identify the main process of the information 
system security in the following diagram based on the 
previous definition: 
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Figure 1 The Main Process of IS Security 

 

2. Universities and Information Systems 

“A university information system has to provide 
information about research and scientific cooperation 
offers, education and further education 
capabilities.”(Kudrass, 2006). Information systems in 
universities can be considered more complex than the 
usual information systems used in commercial 
organization. But still it must pay the same attention to its 
customers (students and members) (Luo and Warkentin, 
2004). 
 

2.1 King Abdulaziz University System 

The complexity In the King Abdulaziz University 
information system is relative to The Land Grant 
University System (Chae and Poole, 2009) and comprised 
of the following main components: 

A- The Students Systems that include  
1- On Demand University Services (ODUS) 
2- Electronic Report System (ERS) 
3- Virtual Classes System (CENTRA) 
4- Electronic Management of Education System 

(EMES) 
B- The Academic Systems that include 

1- On Demand University Services (ODUS) 
2- Academic Affairs System (SMART) 
3- Academic Services for Higher Education 
4- Anjez system for human resources, financial 

management and memo’s. 
5- Performance Management System (PMS) 
6- Evaluation System 

C- Management Systems that include: 
1- Anjez system 
2- Employment system 
3- Decisions and memos system. 

4- Performance Management System (PMS) 

The above systems can be viewed by each member 
(Student, Academic or Employee) depending on his unique 
number and password. Those information systems are 
supported by the infrastructure used in the university to 
provide connectivity amongst campuses in the kingdom 
and provide internet services for the users. 
 

2.2 Risk Analysis 

The main subject of this analysis is to identify to what 
extent information is subject to change or exposure in this 
system (Pattinson, 2008), this identification poses the 
questions of what the possibility of such threats? And what 
are the expected losses upon such change or exposure? 
In real situation it hard to answer these questions, 
according to (Janczewski, 2009) the reasons behind that 
are: 

• The cost and duration to collect such probabilities 
may be so huge that job will not be acceptable to 
management. 

• Attacks never happened, but they may happen in 
the future, so there is no reliable loss of 
information. 

Another factor that raises the risk is the nature of 
educational organizations, since university standings could 
suffer greatly from any sort of data manipulation or 
exposure. 
We can provide theoretical risk assessment depending on 
the nature of the system; the system in the university 
depends mainly on unique user names and password and 
on data acquisition upon transfer, especially among long 
distance branches. 
Further investigation to risk analysis requires elaborate 
software applications which are not our purpose for this 
paper. 

3. Information Systems Security Model 

In this section we will tackle the main issue of our paper. 
Although methodologies are yet till now still not 
completely mature (Torres, 2009) and some models were 
proposed to for enterprise security systems (Mazumdar, 
2009); we will propose a two part model that would help in 
the enhancement of information security in universities. 
This model is divided into two parts; this first is the Policy 
part, and the second is the Auditing part. 
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3.1 Policy 

We will use the policy based management (Perez, 2006) in 
order to create an Information System Security (ISS) 
policy will be aimed to provide the supporting background 
to regulate the usage by members of the system in a way 
that raises the system safety and information rigidity to aim 
in the whole purpose of accomplishing the university 
strategic goals.  
The ISS Policy will be made of the following main points: 

1- Statement of Purpose: the statement will in 
coherence with flexibility, political simplicity and 
criterion orientation (Baskerville and Siponen, 
2002), (Ghormley, 2009). 

2- Policy Application Plan: since we are applying 
new policy to an existing system; a plan must be 
made for the process of applying this policy, this 
plan must be governed by time schedule. And it 
must be made clear that all members comply with 
this policy (Hinson, 2009). 

3- Policy and Standards  

1- Overview 
2-Responsibility Delegation:  Identify the 
responsibilities for all members by providing 
security agreement upon using the organizations 
system. And identify the main manager of the 
security by appointing Chief Security Officer 
(CSO) and enable him to form his department 
accordingly. 
3-Contingency Policy: provide plans and 
walkthrough in case of information disaster, this 
include performing risk analysis and assessment, 
business impact analysis, prepare and apply 
backup and recovery strategy and maintain 
information update in the policy. 
4- Copyrights policy: all members must be 
informed and agree on the copyright policy for 
the resources provided in the educational 
organization system, these copyrights abide to 
local and international laws. Also they are in line 
with information technology politics (Petrides, 
Khanuja-Dhall, & Reguerin, 2006) 
5- Help Disk: provide a help disk and hotline to 
help members in any case of data loss either 
physical or digital, malfunction of tools, malware 
and viruses and cases of physical robbery to 
equipment that holds sensitive data. 
6- Accounts and Passwords: members must agree 
to protect their accounts and not to share any 
personal information with other members or 
outside individuals; also the organization must 
enforce high security policy for selecting personal 

account passwords, such as using special 
characters and password change periods. 
7- Equipment and Facilities Security: the 
organization must provide all required equipment, 
personnel and facilities to protect the main 
hardware of the system. Also any part of the 
system design can be count as equipment 
(Janczewski, 2009). 
8- Networking: the organization must provide all 
necessary tools and equipment to deliver 
communication network to all university facilities, 
in the case of KAU this includes colleges outside 
the city; which means using the latest technology 
in fiber optics and wireless communication in 
order to keep all members connected through the 
main network. 
9- Web Security: the organization must work on 
employing the best security for the webpage since 
it is the interface used outside the university 
network and used to access mostly all data. 
10- Personal Computers and Laptops: the 
organization must govern the connectivity to the 
network using several technologies such as active 
directory and router identification of computer by 
MAC address, this will help keep the network 
secure in case of any attempt to connect 
unauthorized computer to it. 
11- Data Backup: the organization well provides a 
scheduled process for backup, alongside with 
providing data containers for the members to 
store their information on the university 
equipment as redundant copy. 
 12- Inventory and turn over policy: the 
department must write down policy for keeping 
track of all equipment and the method of 
upgrades, maintenance and replacement in case of 
damage, this includes advanced methods of data 
disposal of old data storage. 
13- Users Ethics: a policy of ethical usage of the 
resources and data provided through the 
university network must be prepared and signed 
by all members of the organization. This will help 
in raise the value of IS in general (Kizza, 2008). 

This policy can be furthered in relation with ISO 2700 
(Calder, 2006) for information security management 
system and must be checked regularly in order to make 
sure it is up-to-date with the latest standards and 
technologies (Tong, 2009) 

3.1 Auditing 

This is the second part of our model, this part is concerned 
of the actual daily vulnerabilities that could happen, in 
order to do that an audit of our system must be done 
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periodically, the less the period the better; but due to the 
nature of our organizations it is hard to conduct such tests 
and audits in a way that could compromise the system. 
In this part we propose a schema for the auditing process, 
together with the policy this will provide a solid 
infrastructure for information system security in 
educational organizations, this process is aimed for the 
internal use of the information systems department under 
the approval of higher management only. 

 
3.1.1 The Plan 

Any process needs planning, and so in our auditing phase, 
where this plan will help in the total overview of our 
process and evaluation of it at the end of each audit 
process. 
A: Establish Goals. 
We must at first determine the goals of this process, mainly 
is to find and secure any vulnerability in our system, these 
could happen due to: human, software or hardware factors, 
all must be considered. This plan also must identify clearly 
the time schedule of this process in order to maintain daily 
processes ongoing and not interrupting them. 
B: Identify Targeted System. 
Information about the targeted system is very important in 
order to identify the size of threats and vulnerabilities, 
networking protocols, networking schemes, operating 
systems, management system used and even the forum 
management software all must be identified. 
C: Create Audit Standards. International standards and 
regulations could be taken in consideration (D’Arcy and 
Hovav, 2009). 
D: Select Security Assessment Tools. 
 

3.1.2 Methodology  

A: Preparation. 
This is the data collection stage, in which the auditing team 
works on any information available about the organization. 
B: Scanning the system. 
Starting with the default ports used then expanding to least 
used ports; this will help on identifying the entrance to the 
system. 
C: Classify vulnerabilities 
D: Break in the system. 
Using all information gathered; the team will enforce 
penetration to the system in order to start the next phase of 
acquiring information. 
 

3.1.3 Using Social Engineering to Acquire Data 

Other than the machines and software; humans are main 
component in any system (Kuusisto, 2009), and such 
compenet need some research (Ada, 2009).After using 

information and wholes of the system; the next step is 
acquiring data from its containers, this needs more effort 
using social engineering in order to override: Physical 
security, Passwords, Network Security, Data Base and 
Storage Systems 
 

3.1.4 Curtain Down  

In this stage all information about the system is analyzed, 
all holes and vulnerabilities are acknowledged in order to 
create a plan to plug all the security holes of the system.  

4. Summary 

In this paper we have proposed a model that can be used to 
enhance information system security in educational 
organizations, this model is divided into two main parts, 
the first part is the policy making and publishing; this part 
is done thoroughly for the first time then a review and 
enhancement is done. The second part is the security 
auditing process; this part must be performed periodically 
keeping in mind the updates in the software used and any 
new parts to the system. 

 

Figure 2 Information Security Enhancement in Educational 
Organizations Model 
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Abstract 

The availability of computer-aided systems-engineering 
environments has redefined the organization system 
development. Pace of change accelerates in the twenty-first 
century as a result of technological opportunities, 
liberalization of the world markets, demands for innovation 
and continually decreasing life cycle of software. 
Organizations have to continuously re-adjust and re-align 
their operation to meet all these challenges. This pace of 
changes has increasingly forced organization to be more 
outward looking, market-oriented and knowledge driven. 
This paper present integrated framework of how reverse 
engineering process work goes in Enterprise Information 
System(EIS).The essential functions in reverse engineering, 
how they are associated with EIS, what will be the impact 
on the organization which is using reverse engineering. 

1. Introduction 

Is a professional discipline that bridges the business 
field and computer science field which evolve 
towards a new scientific area of study. [1, 2, 3, 4]. 
Silver et al [5] define information system are 
implemented within an organization for the purpose 
of improving the effectiveness and efficiency of the 
organization. The term information often refers as the 
interaction between algorithmic process and 
technology. The interaction can occur within or 
across organizational boundaries. Information system 
is not only the technology an organization uses, but 
also the way organization interact with technology 
and the way the technology works with organization 
business process. Information system is distinct from 
information technology (IT), it the component used 
by information system that interacts with process 
components. Typically, Information systems include  

 

people, procedures, data, software and hardware that 
are used to gather and analyze digital information. [6, 
7]. Overall, an information system discipline 
emphasized functionality over design. [8]. Over the 
last 5-8 years numbers of artifacts exploring 
manipulate, analyze, summarize, hyperlink, 
synthesize and componentized of the reverse 
engineering. Many reverse engineering tools on 
getting on the knowledge from the old software and 
transfer this information into the minds of software 
engineers to reuse it.  

2. Enterprise Information System (EIS) 

Generally kind of computing system dealing with 
large volumes of data and is capable of supporting 
information of large organization [9]. EIS provide a 
technology platform that enables organization to 
integrate and co-ordinate their business process. It 
provides a single central system to the organization 
and ensures that information is shared across all 
functional level. A typical enterprise information 
system would be housed in one or more data centers, 
which runs enterprise software, that include 
application software that runs across organization 
borders, such as content management system. 

The term “enterprise” is used in many circumstances 
[10]  

• An entire business process. 

• A part of large organization. 

• A multiple outsourced business operation  
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It also include the social-technical system [11] 

• People. 

• Information. 

• Technology. 

• Business. 

2.1 Enterprise Architecture (EA) 

Enterprise architecture uses various business method, 
analytical techniques and conceptual tools to 
understand the dynamics of an enterprise in doing so, 
they produce lists, drawing, documents models which 
together called artifacts [12]. The artifacts describe 
organization business functions, business capabilities, 
business process, information resource, software 
application, and information exchange and 
communication infrastructures within the enterprise. 
The collection of artifacts completes enterprise 
architecture [13].The enterprise has been shown in 
figure 1.  

The Enterprise Architecture is divided into 4 domains 
as shown in figure 1. 

Domain 1: 

• Business Architecture:   

• Business strategies are taken , goals are 
maps with the help of operation model 
[14,15] 

• Functional decompositions 

• Business process, workflow, rules that 
assign authorities [16].  

• Organization cycle. 

Domain 2: 

• Application Architecture : 

• This domain mainly acts interface 
between applications taking like 
messages, events. 

Domain 3: 

• Information Architecture : 

• Data architecture: It describes how the 
data is processed, how it is stored, how 
the project team used the data. 

• Master data management: It ensures that 
an organization does not use multiple 
versions of the same data in different 
parts of its operation, which is common 
in large organization. 

• Metadata: It describes enterprise data 
elements. 

Domain 4: 

• Technology Architecture : 

• It deals with application execution 
environments, operating framework 
which include application server 
environment ,operating system, 
authentication and its environment , 
security systems and other things, 

• Hardware platform, local and wide area 
network connection, internet 
connectivity diagram and programming 
languages.  

3. Reverse Engineering  

It is a process of analyzing required system’s 
components, their interrelationships to create 
representation of the system in another form [17]. 
Reverse engineering often involves an existing 
system as its subject, where we can perform reverse 
engineering starting from any level or at any stage of 
the life cycle. It covers a broad range starting from 
the existing implementation, recreating the design, 
deciphering the requirement actually implemented by 
subject system. The figure 2 is shown, how reverse 
engineering process work in Enterprise.
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• Top management, business requirement, 
business strategies make the organization to 
go ahead with reverse engineering process, 

which the organization is committed to their 
share holders and customers.  

• All possible information about the software 
including source code, documentation for 

Give permission for 
reverse engineering   

Software information given to the 
top management  

The software is made. After review the documentation 
the software is made. 

High level of design    
information  

New software  

Top management, committed, Project management, 
Business strategies   

Extract structures and functional 
information  

Extract control flow information    

Review design   

Documentation  

Process the review design  

  Domain 1 of EA  

  Domain 2 of EA  

  Domain 3 of EA  

  Domain 4 of EA  

Fig 2: Reverse engineering process in Enterprise  
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the system cell, personnel experienced 
(required person) should be identify. This 
steps allows the software engineer(s) doing 
the recovery become familiar with the 
system and its components. This is also the 
domain -2 of the EA which explain the way 
the data will be processed. 

• Identifying the structure of the software and 
used to this to create a chart where each 
node represent function of the software, 
record the processing done by each node on 
a PDL [18] can be used to represent 
functionality routine, analyzed the PDL to 
identify data transformations in the software 
.Then identify the high –level control 
structure of the software which can be 
record by using control-flow diagram [19]. 
The high –level control will give an idea of 
overall operation for the software , which is 
nothing but the domain-3 of the EA ,where 
all inventories ,diagram, functions line  are 
represented .   

• In review see all the information of the 
software is available, identify any missing 
functions, and review the design again.  

• After reviewing, the next step is to generate 
design documentation .Information 
explaining the business advantage of the 
software, software overview, its history and 
the complete software design steps. 

• The final step is to process the software, which is 
nothing but make the software based on the 
documentation provided to the software 

engineer(s). These also include application 
execution environment, operating system, platform 
software and other things which is nothing but the 
domain - 4 of the EA.  

 

4. Impact on organization 

Today especially large organizations are not only 
faced with the problem of replacing their information 
system with the new ones, but they have to maintain 
again. Reverse engineering provide the means for this 
purpose supporting in recapturing lost information, 
restructuring complex system to new one and more 
maintaining the architecture .The pressure from the 
market and from the stakeholder’s has let to 
extremely short product life cycle, most of the 
released software product never comes in the 
maintenance phase but instead of being maintained, 
they are replaced by the new one. For this, too much 
emphasis is been given on the early phases of the 
software life cycle, covering only the development 
part of the software. Large organization, particularly 
those in fast growing high-tech companies are 
looking for alternative strategies to minimize their 
risks and also product new software product, for this 
companies are seriously think of reverser engineering 
as the technology [20,21]. Reverse engineering not 
only increase the structure. It will break down the 
hierarchical structures, freeing the people to be more 
innovative and more flexible.  

 

 

 

 

 

 

 

 

Information  

Knowledge  

A
bs

tr
ac

t 
   

le
ve

l  

Old software  

Transformation  

New software product  

Reverse engineering  

Fig 3:   Reverse engineering used in organization  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 363



 

 

5. Conclusion 

The field of IT support system has moved away from 
stand-alone, dedicated solution with localized impact 
to more integrated, flexible enterprise-wide system, a 
fresh approach was needed. In essence enterprise 
architecture bring with it. Not only it addresses 
organizational business change perspective but also 
support the software configuration. This paper has 
provided a frame work for examining reverse 
engineering process with the help of Enterprise 
architecture. Reverse engineering is rapidly 
becoming a recognized and important component of 
the future software environments.  It provides a major 
link in the overall process of software development 
and maintenance. Reverse engineering, used with 
evolving software development will provide 
significant enhancement to new software product.  

The proposed architecture of reverse engineering 
(which has taken enterprise architecture in to account 
also) human expertise is used on well defined 
occasion to overcome statement situation because of 
hybrid nature and goal oriented approach. The most 
promising direction in this area is the continuous 
software understanding approach. The premise the 
software reverse engineering need to applied 
continuously throughout the lifetime of the software 
and it is important to understand the potential 
reconstruct the early design and the architectural 
decision. For the future it is critical that we can 
effectively answer questions such as “how much 
knowledge, what level of abstraction do we need to 
extract from the software, to make informed decision 
about reengineering”. It will be never able to predict 
all needs of the reverse engineering and their fore, 
must developed tools are the end user programmable. 
Software architecture is now established in many 
computer science course but the topics such as 
software evolution, reverse engineering and software 
migration are rare.  
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Abstract 
Now days , interests in the application of Wireless Body Area 
Network (WBAN) have grown considerably. A number of tiny 
wireless sensors, strategically placed on the human body, create a 
wireless body area network that can monitor various vital signs, 
providing real-time feedback to the user and medical personnel. 
This communication needs to be energy efficient and highly 
reliable while keeping delays low. In this paper we present 
hardware and software architecture for BAN and also we offer 
reliable communication and data aggregation. 
 
Keywords: Wireless Body Area Network, BAN, Neural Network, 
Interrupt. 

1. Introduction 

Nowadays, one of the major applications of wireless sensor 
networks is environmental monitoring. In these networks, 
an abundance of sensors is scattered around to collect and 
retrieve environmental data. A new use of sensor networks 
can be found in the area of wearable health monitoring. 
Carefully placing sensors on the human body and 
wirelessly connecting them to monitor physiological 
parameters like heartbeat, body temperature, motion et 
cetera is a promising evolution. This system can reduce the 
enormous costs of patients in hospitals as monitoring can 
occur real-time, over a longer period and at home [1, 2]. 
This type of network is called a Wireless Body Area 
Network (WBAN) or Wireless Body Sensor Network 

(WBSN) [3,5,7]. A WBAN consists of several sensors and 
possibly actuators equipped with a radio interface. Each 
WBAN has a sink or personal server such as a PDA[4], 
that receives all information from the sensors and provides 
an interface towards other networks or medical staff. 
Connecting health monitoring sensors wirelessly improves 
comfort for patients but induces a number of technical 
challenges like coping with mobility and the need for 
increased reliability. An important requirement in WBANs 
is the energy efficiency of the system. The sensors placed 
on the body only have limited battery capacity or can 
scavenge only a limited amount of energy from their 
environment [6,8]. In this paper we offer Reliable 
communication in wireless body area sensor network for 
health monitoring. We organized rest of the paper section2 
about architecture and section3 we offered a way for error 
detection, section4 explanation about communication and 
the end section5 is conclusion. 

2. Architecture 

Was designed so that the sensor nodes that are small and 
use the batteries so that their lives for a long time. Nodes 
crude weak signals from the human body are collected. 
The most common physiological signals, (Sp) pulse rate, 
respiration rate, spirometry, ECG, body temperature, blood 
gas levels, cardiac output, blood pressure.  
Methods BAN this case acts in the human body sensors     
(with HUB local) player is the least disturbance for the 
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individual to assume sensors along the blood flow in the 
human body vital signs his measurements are always these 
symptoms their control and in case of any problem in the 
system of human body in different ways that information to 
emergency centers after appropriate physician information 
necessary measures to person and gives the desired 
information as possible from the problems caused by this 
disorder avoids.  

2.1 Architecture (for cluster head sensor) 

Ordering the front view of the sensor inside the body if the 
body is one area such as a cluster area and imagine for a 
CH Cluster let out a task with environmental data 
collection and programs to run interrupt. Figure1 explains 
ordering of sensors in body. 
 
 
2.2 Architecture offer 
 The architecture under a hardware interrupt occurs (figure 
2). When an interrupt occurs (low level) under the program 
runs  
 
 
 
 
 

 
 

 

When an interrupt occurs under the program interrupt 
(high level) is performed (described later in different 
scenarios will be.) First, CH, data is sent with the normal 

template and immediately (after the default ms100 ) will go 

to your inbox if you did not receive a message to the 
following steps. First, the second data format to be sent to 
other cell phone I do not give two seconds if you did not 
answer (ACK) data format and frequency of the third 
device(phone) sends to the default 20 seconds to wait and 
interrupt is removed ( RetI) Now if you interrupt the 
program run out again in a state of emergency occurs 
interrupt instruction interrupt occurs again running this 
operation to be performed when a state of emergency is 
removed or power to all sensors (sensor up their efforts 
person to survive will do).  

240 htime =  
101 htime =  
mstime 100

1
=  

stime 2
2
=  

stime 20
3
=  

A state of emergency occurs interrupt occurs 

Interrupt: 

 
Send (format data1)  

Standby ( 1time )  

If (check inbox == false)  

 

Fig. 2. Architecture 

 
 

Fig. 1. Body Area Network  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 367



 

 

(  
         Send (format data2)  

         Standby ( 2time )  

)  
Else  
(If (check inbox == true)  
             (Empty (inbox)  

                          Standby ( 3time )  

                         Return interrupt  
            )  
         Else  
            (Send (format data3)  

Standby ( 3time )  

Return interrupt  
          )  
  )  

3.  Error detection 
BAN ideas in this article that acts this way in all parts of 
the human body has been used sensors.  
Here is a problem that may occur is a condition that the 
sensor is defective. Data from the body feels is not valid. 
 
3.1. Error detection:  
 
 in each sensor, we built a neural network. Each sensor 
data in addition to those who feel their body has data of its 
neighboring sensors will also receive Function neural 
network training with the sensor data received and 
produced a data is that the sense data with data by the 
sensor is relevant to compare these two data error rate is 
calculated with the area defined as the maximum possible 
error is calculated, comparison is done if the error rate 
obtained is less than the amount defined by the sense data 
is correctly declared and will be sent to CH. For the sensor 
itself with the changing environment to adapt its education 
and only stage production is not the sensor, the neural 
network re-sense data correctly with the existing training 
and this cause we update training neural networks and 
sensors will lead to increase the reliability of neural 
network will be built. But otherwise, if the error rate range 
is defined more by a sense of false data is detected  
The first approach that, the actual range for each sensor in 
the human body that may happen and if we define sensor is 
faulty sense of data that is outside this range is  
timer: The timer mode, the sensor will begin to countdown 
if this period (until the overflow timer has not happened) 
data generated with data by neural network prediction is 

contrary it can be concluded that the sensor is disabled 
(After this period, individual data base based on the 
desired message that one of your sensor sends damaged).  
If before the timer overflow occurs sense data with 
predicted data is equal to the primary mode timer returns 
and is diagnosed, the sensor is not defective and the 
immediate effect of these uncertainties there is a 
contradiction.  
Each sensor as Figure (3) shows includes the following 
sections. 
 

 

Fig. 3 Interior Sensor. 

Performance of neural networks is that sensors within his 
duty is to determine the status of sensors (for example, 
send a zero element means conflict between sense data and 
data predicted by neural network is a means to send the 
same data is two. Posts by 1111101111 CH in the Status 
field sensors means that there are 10 sensors that sense 
data by the fifth sensor data generated neural network with 
the same sensor is different. Position Sensor in place bit 
location in the body determines the sensor can be that their 
data is important to have a bit space is valuable in this 
case, if the sensor is more important from the database can 
be displayed with high priority. the range data that each 
sensor can send the number of bits that send data for each 
sensor will be compared will be different), and vital signs 
that are sent with authentication. 

 When the cluster head receives data using a threshold to 
detect conditions normal or abnormal. In the normal case 
production of all sensor data in the threshold is an unusual 
case but the two conditions occur eg If less than three 
sensors in the threshold of any CH situation semi-critical 
diagnosis and a message to all broadcast to the other 
sensors to based on that they data to CH to send and CH 
after receiving their data to send the database. In critical 
case condition for more than three sensors placed in the 
threshold in this case for CH when all the broadcast 
message does not die in a state of crisis because the sensor 
data directly to other emergency and need not be informed. 
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Fig. 4. General communication in BAN 

 

 
 
 
 
 
 
 
4. We offer about BAN’s communication  
 
We show in figure 4 general communication in BAN and 
rest of the paper we explain about detail communication.  
       
4.1. First case  

One of the duties of CH, is that the individual sensors with 
mobile phones are considered in connection. Their relation 
to the way that CH vital signs such as temperature, pulse, 
blood pressure, blood sugar ... Humans to continuously 
control the body's vital signs, and if normal body's vital 
signs have been interrupted and is not happened in critical 
condition a long interval (eg once a day) by short-
wavelength waves to phone and phone the person sends 
this information to the person via the Internet or through 
any other database sends personal information is stored in 
one file. If medical advice regarding this situation it was in 
the database as a phone message and sends the person 
himself can decide to act or not recommend it (freedom of 
the person he has not been forced to do work there no act.) 
insist on watching the arrival of these cases no information 
at the time specified does not exist if it did not have the 
phone does not delete  

 

 

 

 

 

 

 

 

 

 

the queue and send the information in specified intervals 

( 001 timetime <  ) sends. Figure 5 shows this case. 

 
 

 

When entering the human body sensor in the database CH 
into a series of information that are unique for each person 
(for example fingerprints.) Main program when the body 
normally has repeatedly runs. (State of emergency has not 
occurred) and the program routinely done. 

  
Data structure in the first case is as follows: 

 

 
CRC fingerprints 

First abnormal format  

Tail amounts of 
undesirable 
events 

sensor 
status 

Fingerprint 

First normal format  
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Program runs in a normal situation: 
 
While (the state of emergency has never occurred)  
(Process (data from sensors)  
       if (time system ==time0)  
      (  
           Send (format data1)  
           Send queue (format data1)  
      )  
      If (don't send & time system ==time01)  
      (  
          If (inbox ~ = ACK)  
           (  
               Send queue  
           )  
         Else  
          (  
               Remove (queue)   ))) 
 

We can  run program faster in normal times 0time  and 

01time
 If the interrupt hardware to draw until we spend 

more time processing CH is processing information 
received from sensors. 
 
3.2. Second case 
 

Now we consider the situation when a person is difficult, 
there is acute situation (in this case also interrupting the 
program runs continuously in the second stage of the 
program ends) and cell phone person is not available for 
this Send CH acute situation to the health care centers or 
emergency to Using GPRS phone and the person's status 
by individual service person to do. 

 In this case, because we are in the residential area, if the 
CH , cell phone does not find the person. In this case, data 
to be released to all broadcasting for mobile phones that 

are around this person (eg a radius of 40 m) received (in 
this section assumes that they receive) and data to send that 
information by health care centers or emergency situations 
can be patient position using other people around the 
individual patient (eg, radius 40 m) to find Patient records 
by physicians, the individual decisions are correct. The 
figure 6 explains this case well. (Using the Document in 
the database).The latter data structure is as follows:  
Because most likely person in the event of such a case, and 
because residential energy consumption in this mode is 
lower for the sensor to use less energy to data instruction 
the above Such as Bluetooth to nearby devices will send. 
(Energy consumption for the sensor to the mobile phone is 
more important).  

 
 

CRC fingerprint 
Second abnormal format  

Tail amounts of 
undesirable 
events 

Fingerprint bits 
emergency 

Second normal format  

 

 
                                              Fig. 5. First case 

 

 
4.2.1. Bit of emergency 
 
In this case, sensors that measure to submit such data to be 
nearby when the cell phones receive it without processing; 

Fig. 5 . First case 

Fig .6. Second case 
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emergency bits removed and data downloaded to send to 
emergency centers and simultaneously send CH ACK. If 
CH does not receive answer the third case occurs.  
In this case, program execution stops at the second stage 
and then steps other cell phone will be sent. In fact, we 
have same interruption all cases. 
 
4.3. Third case 
 
Now consider the situation that we are not 
residential. (Eg, forest or mountains and desert interruption 
occurs ...) The individual is difficult. Acute situation occur 
and vital signs in the person gradually goes away and the 
person is not available for cell phones to CH this critical 
situation. This crisis will send to the emergency. We show 
this case in figure 7.In this case, because CH cell phone the 
person will not be the first CH data to be released to 
broadcast to all phones that are around this person (eg a 
radius of 40 m) and found to give and emergency center to 
inform (second case) CH because no answer from any 
other cell phone based on information received does not 
send its cluster head and decided to send the data with the 
same wavelength and energy production to phone and data 
Send to a database and database using position 
communications satellites or cellular towers to the nearest 
service center (emergency) to refer to individual service 
done[12,13]. (Because every person has a fingerprint data 
arrival is clear that the data belongs to whom) 

 

 

 
Data structure in the third case as follows: 

CRC Fingerprint 
Third abnormal format 

Tail amounts of undesirable events fingerprint 

Third normal format  

 

 

 
 
 

Fig. 7. Third case 

 

 
 

5. Conclusions 
 
Because each sensor depends on the performance of the 
neural network and neural network performance in such a 
way that its performance over time, which sees increased 
education and training neural networks in this paper 
continues and over time this leads to increased reliability 
neural network with time is the result of increased 
reliability is BAN. 
 In this article, as far as we are energy sensors using 
wavelength range, we did a short addition to informing the 
border have given one hundred percent Vine increases 
reliability is as stable relationship with Given that 
communication via phone and through its pessimistic 
mode, the sensor is done. In addition, all decisions about 
that person's recommendations. 
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Abstract 
False alarm rate and detection accuracy are still challenging 
issues that are not completely solved yet in the field of Anomaly 
based Intrusion Detection System (AIDS). The reasons behind 
these issues vary according to the algorithm and the dataset used 
to train the IDS. Consequently, dealing with high dimensional 
data requires an efficient data reduction technique that 
considerably reduces the dimensionality without any substantial 
loss in the important features.  However, the excessive reduction 
of features will lead to model some intrusive patterns similarly as 
normal ones. Indeed, this will result in misclassifications that will 
increase false negative rate, which degrades the accuracy of 
detection. This paper concludes many clustering techniques that 
were previously proposed to solve the inherent IDS problems. 
Where, the clustering techniques involved in three general 
aspects namely: data preprocessing, anomaly detection, and data 
projection/alarm filtering. Eventually, recommendations for 
future researches followed by the conclusion are depicted at the 
end of this paper. 
Keywords: Intrusion Detection System, Clustering Techniques, 
Unsupervised Learning, Detection Rate, False Alarm Rate, 
Dataset, LVQ, SOM.  

1. Introduction 

The nowadays internet has expanded without limits, as 
many systems moved online to gain the profit of internet 
marketing. Consequently, the number of security incidents 
has exploded. Thus, internet security became a growing 
concern that led many security research oriented 
organizations to conduct studies to provide an acceptable 
level of protection against intruders [1]. Intrusion 
Detection Systems became a necessary complement to the 
traditional firewalls to ensure data integrity, confidentiality 
and availability for data transmitted over the network. 
Relatively, Intrusion Detection Systems are categorized 
based on two approaches: misuse and anomaly based 
detection. Misuse is an efficient way to detect known 
attacks that have known hard coded signatures stored in 
the signature list. However, any simple variation from the 
listed signatures will lead to consider such an attack as a 
legitimate request leading to a high false negative rate. 
One fact about misuse approach is its low false positive 

rate, due to its pattern matching techniques with the 
signature list. However, misuse approach has failed in 
detecting unknown and 0-day attacks. Thus, the 
knowledge base must be updated frequently and manually.  
On the other hand, anomaly based approach depends on 
establishing normal profile usage and any violation of that 
normal profile will be considered as an anomalous request. 
Accordingly, anomaly approach outperforms misuse 
approach in terms of detection capability of novel and 
unknown attacks without any advance knowledge which 
indicates lower false negative rate. Although anomaly 
detection approach uses machine learning techniques 
(supervised & unsupervised) to successfully identify 
unseen attacks, but these techniques tend to generate high 
false positive rate due to the high dimensionality of 
datasets used in the training process. Despite anomaly 
detection approach has low false negative rate, but it is still 
prone to have false negative alarms because some attacks 
can be conducted in more than one way, which raises the 
issue of modeling and the generality of attacks that are not 
completely solved yet.  
 
In this study our categorization criteria for the 
connectionist models used in IDSs is based on the 
functionality of algorithms used. The first group discusses 
the algorithms used for data preprocessing, the second one 
discusses the algorithms used for detection process, and 
the last one is for algorithms used for data projection and 
alarm filtering. The rest of this paper is organized as 
follows: section 2.0 shows critical IDSs issues, section 3.0 
discusses the variety of clustering algorithms used in IDSs, 
section 4.0 explores the future trend of IDS, and section 
5.0 depicts the conclusion of this paper. 
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2. Intrusion Detection Systems Issues 

All previously proposed solutions mentioned in section 3.0 
have addressed the issues or part of the issues that are 
addressed in this section, attempting to overcome specific 
limitations in the field of Intrusion Detection System. In 
general, anomaly based techniques rely on two 
assumptions: First, the number of normal patterns 
outweighs the number of intrusive ones; second, the 
intrusive patterns are qualitatively different from normal 
patterns [2]. As a result, when using any clustering 
algorithm to cluster a dataset, some normal patterns 
mistakenly fall into an anomalous cluster which generates 
false positive alarms [3].  

The problem of increased false negative alarms is that 
some attack patterns are incorrectly mapped to a normal 
cluster which contains normal patterns. On the other hand, 
the problem of false positive alarms is originated from the 
fact of some normal patterns are incorrectly mapped to a 
cluster containing anomalous patterns and labeled as 
anomalous cluster. Furthermore, a key factor in this 
problem depends on how unsupervised learning techniques 
adapt with data inputs through its topology, and how they 
conduct the training process to shape the final topology. 
Moreover, preprocessing data inputs before training has 
strong impact on the classification results, where omitting 
any important feature may affect the detection capabilities 
and leads to high false alarm rate [3].  

On the other hand, an intrusive pattern may fall into a 
legitimate cluster which leads to a false negative alarm. 
The reasons behind this misclassification can be the nature 
of architecture/topology of the clustering algorithm itself 
and the values of its parameters provided. Additionally, 
taking into account the first assumption, if the dataset 
contains considerable amounts of attacking patterns, the 
clustering technique will consider the cluster in which 
anomalous patterns fall in as a legitimate cluster. In other 
words, the IDS can be trained to accept attacks as 
legitimates [4]. Moreover, polymorphic attacks are still a 
challenging obstacle to be solved by anomaly approach, 
because, many attacks are modeled in similar way to 
normal patterns, indeed this requires dealing with the 
generality of attacks.  

Consequently, this concern will fire up the trade-off 
between the detection rate and false alarm rate [5]. 
Furthermore, attacks could not be distinguished from 
normal patterns because most of critical features in the 
packet headers which may lead to identify attacks are not 
utilized. 

3.0 Cluster based IDSs 

Clustering techniques are the most appropriate choice for 
dimensionality reduction purposes, especially when a huge 
multivariate dataset is involved in the training process. For 
instance, let’s take the well-known Self-Organizing Map 
(SOM) proposed by [6] as a data dimensionality reduction 
technique that was used either for anomaly detection or 
data preprocessing in the subsequent literatures in this 
paper. The high capability of SOM in transforming high 
dimensional input space onto a very low dimensional 
neuron space (one or two topological maps) made it 
preferred for dimensionality reduction purposes. Yet 
another important feature in SOM and some other 
clustering techniques is that the ability of identifying 
outliers presented in the dataset during training phase [7]. 
Relatively, [8] described SOM as the best choice for 
dimensionality reduction due to its hard-competitive 
training approach in the clustering process, which robustly 
allows dividing the data input to certain number of classes. 
More detailed information about SOM can be found in  
[9], [7], and [10].  

In general, there are three main aspects in which clustering 
algorithms can cope with as follows: First, data 
preprocessing. Second, anomaly detection. Third, data 
projection and alarms filtering. As our categorization 
criteria will be based on these three aspects. 

3.1 Clustering Algorithms for Data Preprocessing 

In [11], Labib and Vemuri assumed that that real-time 
processing and performance can be achieved using 
clustering technique specifically by SOM algorithm, by 
implementing simpler design. 
 
3.1.1 Real-time Data Preprocessing Using Self-
Organizing Map 
 
According to the above mentioned assumption in [11], 
SOM was used in [12] to support online preprocessing for 
data preprocessing stage. The Distribution Gravity Center 
(DGC) was used for normalization in the preprocessing 
stage due to its improvements of the firing behavior of 
SOM instead of the Euclidean normalization method. 
Furthermore, the source and destination addresses in the 
packet headers captured from different protocols were 
translated into octet vectors to reduce the redundancy in 
the preprocessed patterns, ignoring the upper two 
redundant octets in all vectors. Thus, the lowest two octets 
along with the encoded protocol are involved in the 
preprocessing process. Moreover, for better pattern 
clustering, Kohonen Random initialization function was 
selected over others. The results show better detection 
capability and the ability to preprocess data in real-time 
comparing with the original SOM. 
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3.1.2 IDS based on Self-Organizing Map and K-
mean algorithms 
 
S-K algorithm was proposed in [7], to provide better 
detection and lower false positive arte by combining SOM 
and K-mean algorithms. Basically, SOM preprocessed the 
data to produce a number clusters with centers. On the 
other hand, K-mean algorithm is applied to refine the final 
results of SOM topology by eliminating grays clusters and 
remaining black and white ones. The results show that the 
new algorithm has achieved 92% detection rate and 35% 
false rate. However, these results were obtained based on 
testing the algorithm using up to three types of attacks 
only. 
 
3.1.3 Feature Reduction Using Principal Component 
Analysis (PCA) Algorithm 
 
The current IDS proposals emphasize on reducing the 
number of features as inputs to the neural model in order 
to maintain the performance and the efficiency. However, 
omitting some feature could result in modeling such an 
attack similarly to normal pattern, which consequently 
increases false alarm rate and reduces detection rate. 
Principal Component Analysis (PCA) algorithm was used 
as a compacting technique in [13], after all significant 
features were analyzed without any substantial loss in the 
information. Therefore, PCA is responsible for keeping the 
necessary amount of sufficient data for classification and 
maintaining the performance of the classifier by keeping 
the number necessary data at its minimum without 
affecting the effectiveness. As a result, the input vector for 
every TCP/IP packet to the neural model contains 20 
inputs (extracted from 419 inputs of the original TCP/IP 
inputs) which made it 438 times faster than the original 
one.  
As mentioned before, involving all features can guarantee 
better and accurate detection, but with more shortcomings 
on the real-time efficiency. Therefore, in [14] the Principal 
Component Analysis algorithm (PCA) was used as a 
feature selection algorithm in order to increase the 
detection rate along with the accuracy and to decrease the 
total complexity by reducing the dimensionality of the 
sample inputs. Moreover SOM was used for clustering and 
anomaly detection. For the sake of better evaluation, five 
new attack types were added to the typical attacks 
presented in the obtained 10% of KDD Cup 1999 as a 
sample dataset. The results of the proposed MPCA-
MSOM algorithm shows better detection rate and lower 
false positive rate, 97.0% and 2.2% respectively 
comparing with the original SOM, K-NN, and RoughSet 
algorithms. As a result, the MPCA-MSOM algorithm not 
only proved to have better detection rate and false positive 
rate, but provided better attack classification. 
 

3.1.4 Prior Knowledge for Better Traffic 
Characterization Using SOM and Learning Vector 
Quantization (LVQ) 
 
In [5], eleven SOMs, one for every attribute selected to 
validate the variation of each attribute of the packet 
headers separately over time window, aiming to identify 
the main features of every attribute. While the second 
layer consisting of 6 by 6 SOM and LVQ assigned to each 
SOM in the first layer to correlate the first layer 
information between the attributes and classifies them 
among three classes: Normal, Attack or Indefinite. The last 
layer decides whether the vectors in the indefinite class are 
Normal or Attack using SOM. Furthermore, the LVQ 
network which is assigned to each SOM in the second 
level is to make the final classification of Indefinite to 
either Normal or Attack. The results show that the 
detection rate decreased by 19% which rates below 
comparing with: clustering, K-NN, SVM, and SOM 
Hierarchy, because user-to-root attack is difficult to model 
using the characteristics of TCP/IP traffic only. 
 
3.1.5 Detecting 0-Day Attacks Using CMLHL 
Connectionist Model 
 
Utilizing CMLHL connectionist model among multi-agent 
system in [15] to enhance pattern classification, for the 
sake of detecting 0-day attacks and other attacks 
conducted through SNMP protocol. Additionally, the 
architecture consists of one central IDS agent for anomaly 
detection using the connectionist model served by several 
sniffer agents distributed among all network segments 
sniffing and preprocessing packet headers captured. On 
important aspect of this approach is that it shows the 
temporal relationship between packets within time 
dimension. However, this architecture creates a bottleneck 
situation due to the huge payloads flocking from sniffer 
agents to the IDS agent, which requires the IDS agent to 
be on a huge calculus power machine. Moreover, the scope 
of attacks is related to SNMP attacks only. 
 
3.1.6 Modeling Real-World Traffic to Generate 
Syntactic Dataset 
 
A framework was developed in [16], to generate synthetic 
traffic based on HTTP protocol to measure the 
improvements of the generated synthetic traffic over the 
10% of KDD Cup 1999 (containing HTTP connections 
only) and compare the results with the results of real-world 
traffic when testing them using K-mean and SOM based 
IDSs.  Moreover, the traffic was generated in tcpdump 
format, and BRO network analyzer was customized to 
extract 41 features. However, only 6 features were 
involved in this testing namely: duration of the connection; 
protocol; service; connection status; total bytes sent to 
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destination host; total bytes sent to source host. After 
testing the three datasets using the K-mean clustering 
algorithm, it can be concluded that the generated synthetic 
dataset has more similarities to the real-world traffic 
(generated from Faculty of Computer Science server 
Locutus in Dalhousie University) than KDD Cup 1999. 

 
On the other hand, when testing the datasets using SOM 
based IDS developed by [15], by applying two hierarchy 
levels of SOM. At the first level each feature of the six 
features is assigned to a SOM to be trained aiming to 
encode temporal relationships among the features. The 
second level, the information from the first level is 
combined to be represented and labeled. The results 
concluded that the SOM trained on the synthetic dataset 
shows improvements and more similarities to the SOM 
trained on the real-world dataset than the one that trained 
on KDD99. 
 
3.2 Clustering Algorithms for Anomaly Detection 
 
Supervised and unsupervised clustering algorithms were 
utilized and improved to enhance detection capabilities 
and false alarm rate. 
 
3.2.1 Combining SOM Algorithms for Scalable IDS 
 
In order to avoid the high complexity of the training 
process  of the original SOM, the most proper SOM type is 
selected and assigned to network node in [18], that in order 
to cope with real-time requirements by reducing the 
training cost. The selection of SOM type is based on the 
following criteria: scalable SOM is used if the number of 
zero-elements is greater than 40%, and there is no memory 
limitation. Scalable SOM with compressed vectors is used 
if the memory limitation matters. If the number of features 
is lower than 10, the original SOM is used. Otherwise, if it 
is very high more than 500 or the memory resources are 
very limited or the visualization is not needed, then HSOM 
is used because it is fast. Additionally, if there is no 
memory limitation and the CPU has limited resources, 
then GHSOM is used. Moreover, if the importance of node 
is very high, then the original SOM is involved. 
Furthermore, fast winner search technique is used 
whenever real-time processing is important. As a result, 
the optimal training cost can be achieved based on these 
criteria. 
 
3.2.2 Multi-agent IDS based on Clustering Algorithm 
 
Yet another approach to enhance detection capabilities 
through multi-agent system or distributed IDS as applied 
in [15], [19], and [20]. Thus, enhancing pattern 
classification in [15] through CMLHL connectionist model 
is described in section 3.1.5. While in [19], the IDS is 

composed of distributed agents (one for each network 
node) administrated by administrator agent which uses 
clustering technique based on new growing Self-
Organizing Map model to provide flexibility and 
modularity in detecting anomalies. Moreover, the 
distributed agents detect the anomalies based on the shared 
knowledge in the administrator agent. After training and 
testing the system using wide scope of attacks, about 22 
attack types in addition to normal patterns presented in 
KDD Cup 1999, the results showed 90.79% detection rate 
which is lower than other works due to wider scope of 
attacks and features involved. 
Combining Case-Based Reasoning (CBR) and neural 
network through multi-agent system in [20], to increase 
the detection and projection capabilities of SNMP related 
anomalies. The architecture consists of six evolving agents 
that can dynamically learn and adapt using the neural 
model. The analyzer agent is a CBR-BDI agent that 
applies neural model within its adaptation stage for 
analyzing the preprocessed segments to allow the 
projection of network traffic. Furthermore, several neural 
models namely: PCA, CCA, MLHL, and CMLHL were 
applied on a dataset obtained from SNMP traffic using 5 
features for comparison reasons. As a result, CMLHL 
model found to have the best projection and attack 
identification comparing with MLHL, PCA, and CCA 
models. Moreover, with respect to CCA, the best results 
were depicted based on Standardized Euclidean Distance. 
 
3.2.3 IDS based on Dynamic Self-Organizing Map 
DSOM 
 
Anomaly clusters can be identified by the cluster of 
normal ratio.  Thus, in [21], [22], and [2],  improving 
pattern classification is through the use of dynamic SOM 
(DSOM) with other clustering algorithms to make the 
detection independent of the centers of clusters. Apart 
from traditional clustering by which the accuracy of 
detection is degraded by the use of simple distance metric, 
the growing DSOM and Ant Colony Optimization 
algorithm (ACO) can control clustering efficiency in [21]. 
Additionally, in the detection stage, Posteriori probabilities 
make it much independent to increase the efficiency in 
detecting unknown attacks. Then, after initializing ants, 
each ant selects an object randomly, and picks it up or 
moves or drops it based on the probability of each action 
in DSOM. In the second stage, clusters are gathered from 
DSOM's output preparing for labeling the obtained 
clusters. As the detection stage is based on Bayes theorem 
due to its low fault rate. Eventually, using KDD dataset for 
testing, the experimental results show better detection rate 
and false positive rate comparing with K-NN and SVM 
based IDS. 
 
On the other hand, the same DSOM was used in [22] 
followed by Swarm Intelligence (SI) clustering for the 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 376



 

 

same purpose in [21], but in hope to more accurate 
detection classifier to enhances the detection rate and false 
positive rate. The results of this approach show better 
performance in detecting intrusions comparing with LGP, 
SVM, KNN, and DT. As a result, from these two works, 
we can conclude that Swarm Intelligence cope better with 
Dynamic SOM than ACO in quality of clustering and 
intrusion detection accuracy. 
 
Additionally, after obtaining clusters by Dynamic SOM 
(DSOM) in [2], Bayesian classification algorithm is 
optimized as the detection algorithm, which has the least 
fault rate among other classification algorithms. 
Furthermore, Bayes theorem makes the detection process 
independent of the center of clusters, which increase the 
accuracy of detection. Using dataset D obtained from 
KDD Cup 1999 which consists of 1% to 1.5% intrusions, 
and 98.5% to 99% normal patterns for testing and 
evaluating the proposed IDS. Consequently, the results 
show higher detection rate and lower false positive rate 
comparing with Cluster, K-NN, and SVM based IDSs. 
 
3.2.4 Hierarchical Clustering Based IDS 
 
Hierarchical cluster techniques were introduced in [10], 
[23], [24], [25], and [26] to address the main limitations of 
traditional clustering techniques. Where, the static 
architecture is imposed by establishing a fixed topology in 
advance before the training stage. Moreover, the topology 
maintains many empty and unnecessary clusters which 
degrade the efficiency by increasing the complexity of the 
IDS. Thus, the input vectors are not faithfully represented 
in the traditional clustering topology, which results in 
lower detection accuracy and more false alarm rate.  
However, in [10], Growing Hierarchical SOM (GHSOM) 
is optimized for better classification. Considerably, 
GHSOM consists of several SOMs arranged in layers 
growing during the training process along with the number 
of layers and neurons of maps to automatically adapt with 
data inputs can faithfully represent input vectors. 
Moreover, a metric based on entropy for symbolic values 
together with numerical values (by Euclidean distance) is 
presented in GHSOM in order to involve three pivotal 
symbolic features namely: protocol type, service, and flag 
of status in the training stage. After training the model 
using KDD Cup 1999 dataset, the results of this GHSOM 
were compared with SOM and K-Map algorithms. The 
experiments showed detection rate: 99.98, 81.85, and 
99.63% respectively and in terms of false positive rate: 
3.03, 0.03, and 0.34% respectively, which indicates better 
detection capabilities with an acceptable FPR.      
The growing hierarchical self-organization graph 
(GHSOG) is proposed in [23], to overcome the limitations 
of static topology and the lack of representation of  
hierarchical relations between data inputs in SOM. On the 
other hand, GHSOM has also some limitations related to 

the static topology, where each map is initiated with 2x2 
neurons, forcing 2-D rectangular grid of map adding many 
neurons without necessity, taking the map far from the 
optimal number of neurons. Consequently, GHSOG is 
based on establishing map topology according to data 
inputs faithfully, by reflecting data inputs as faithfully as 
possible. KDD Cup99   was used for training and 
evaluating the model. Moreover, to avoid preprocessing 
traffic data in consecutive quantitative way, each 
qualitative feature is replaced with binary vector consisting 
of many binary features, allowing using the Euclidean 
distance function. By this, the number of features 
increased from 41 to 118. The results show lower 
detection rate about 90.68% and more FPR comparing 
with K-Map, SOM, and SOM (DoS). However, the 
mentioned works used only 3 attack types from KDD 
Cup99, while in this work 38 attack types were used, 
where 15 are new and unknown attacks. Furthermore, this 
model can cope with real-time IDS due to its lower 
complexity by utilizing lower number of neurons than 
other works. 
Enhanced SVM is used to provide better performance and 
generalization accuracy in [24]. In this work hierarchical 
clustering analysis is used through Dynamic Growing 
Self-Organizing Tree (DGSOT) to cluster huge dataset 
efficiently and to overcome the limitation of time 
consuming training phase of SVM. Considerably, DGSOT 
helps in SVM training by finding the best qualified 
boundary points between two classes. This work has 
contributed in: First, reducing SVM training time. Second, 
the enhanced SVM is proved to be faster than the original. 
Third, in terms of false positive FP and false negative FN 
rates this approach outperforms random selection and 
Rocchio Bundling on a benchmark dataset. After using 
DARPA dataset, involving DOS, U2R, R2L, and Probe 
attacking patterns, the results show enhancements over 
Random Selection, pure SVM, and SVM + Rocchio 
Bundling in terms of detection rate and FPR. However, 
this approach still shows low accuracy for detecting U2R 
and R2L attacks 23% and 43% respectively, which 
indicates high false alarm rates for these attacks.  
The evolution of clustering techniques is still at its peak, 
leading to innovate new elegant techniques that take the 
advantages of more than one clustering algorithm. This 
approach can be seen in this paper through the evolution of 
Self-Organizing Map algorithm (SOM). The new upgraded 
SOM models led to better detection rate and lower false 
alarms. Moreover, real-time efficiency was taken into 
account in growing hierarchical related models as applied 
in [10], [23], and [24]. On the other hand, Growing 
Hierarchical Recurrent SOM (GH-RSOM) was used for 
efficient clustering in phoneme recognition in [25]. The 
contribution in this work is to make a hierarchical model 
that composed of independent RSOMs; each one is 
allowed to grow during the unsupervised learning process 
until the quality of data representation is met. Moreover, 
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the best matching unit is selected through the difference 
vector defined by each map. And the adaptation of the 
weight of the map is defined by the difference vector as 
well. Eventually, comparing the proposed model with 
GHSOM model, the proposed algorithm (GH_RSOM) 
provides better classification rates of phoneme recognition. 
From our perspective, this model is applicable for 
intrusion detection system to provide better attack 
classification.  
A new Probabilistic Self-Organizing Graph (PSOG) 
algorithm is proposed in [26], to provide better 
classification capabilities. And the topology of Self-
organizing neural model is adapted to reflect the internal 
structure of inputs distribution rather than being fixed 
during the learning phase as applied in other works. 
Moreover, each unit of the resulted self-organizing graph 
is a mixture component of Gaussians (MoG). Furthermore, 
the corresponding update equations are obtained from 
stochastic approximation framework, as it is used to learn 
both mixture and the topology. As each probabilistic 
mixture of multivariate Gaussian components is associated 
with a neuron or unit. For evaluation purposes, four 
uniform distributions were selected to show graphically 
how PSOG model can adapt its topology according to the 
structure of input distributions. From the results, PSOG 
shows better adaptation to its inputs and can perform 
classification better than other static models, because other 
static models do not learn their topologies. 
 
3.2.5 Novelty Detection Using Clustering Techniques 
 
In this section, two studies were conducted to achieve 
novelty detection based on combining SOM with Genetic 
algorithm to produce GSOMS in [27], and comparing 
SOM-L with One-class Learning Vector Quantization 
(OneLVQ) in [28] in terms of classifying novel patterns 
during training.  
 
A combination of SOM and Genetic algorithms is to form 
Genetic SOM clustering algorithm order to increase the 
effectiveness of training process in [27]. Moreover, the 
role of genetic algorithm is for training the synaptic 
weights of SOMs. In other words, the adjustment of the 
SOM synaptic weights is conducted through GA instead of 
traditional learning rules. Specifically, a chromosome of 
the GA represents possible combinations of synaptic 
weights of SOM neurons. In previous studies, detecting 
novel attacks was based on knowledge learnt from labeled 
data. Furthermore, detecting novel attacks requires training 
with new labeled data samples. However, this solution 
(training with new labeled data) is very expensive when 
dealing with huge network data. In order to evaluate the 
proposed mode, KDD Cup99 was used, and the 41 features 
of each connection were divided into 4 categories 
according to their data types as follows: Strings, Boolean, 
Count (integer), and Rate (float) types. With the optimal K 

representative value which equals to 40, GSOMC model 
achieved 80% detection rate and 1.9% false alarm rate. 
The low detection rate explains that some attacks 
presented in the KDD Cup 1999 dataset or in the real-
world internet are stealthy and difficult to model using 
Euclidean distance measure used in many techniques. 
 
In [28], two methods were proposed to detect novel 
patterns. First, presenting a scheme of SOM-L boundary to 
determine local threshold. Second, modifying the learning 
rule of one-class Learning Vector Quantization (OneLVQ) 
to allow one to keep codebook vectors far from novel 
patterns as much as possible. A key factor in this work is 
utilizing the novel patterns presented in the training dataset. 
According to [29], novel patterns in the training can be 
utilized to achieve high classification performance. 
Furthermore, novelty detection means proper 
generalization to characterize patterns from normal class. 
In the meanwhile, specialization means excluding patterns 
from all other classes [30]. Consequently, proper balancing 
between these two concepts can achieve classification 
performance. Unlike the original LVQ, OneLVQ is based 
on LVQ learning rule, but it assigns the codebooks to one 
class only (the normal class) rather than many classes as in 
the original LVQ. Accordingly, the error rate is minimized 
in which the codebooks are forced to be located near the 
normal patterns and far from novel ones. After testing the 
two models, OneLVQ correctly classified all three regions 
O1, O2, and O3 without any misclassification, 
outperforming the SOM-L method which failed in 
recognizing large part of normal patterns. As a conclusion, 
OneLVQ outperform SOM-L in terms of novelty detection 
and utilizing novel patterns during training phase. 
 
3.3 Clustering Algorithms for Data Projection and 
Alarm Filtering 
 
Traditional IDSs tend to generate huge amount of alarms 
during the detection stage, which exhausts system 
administrator by rendering a large amount of unserious 
alarms. Fittingly, these enormous amounts of alarms are 
filtered and utilized to reduce false positive rate and to 
increase detection accuracy in [3], [31], and [32]. A data 
mining technique based on Growing Hierarchical Self-
Organizing Map (GHSOM) which adjusts its topology 
during the learning process according to the inputs data 
(alarms) to reduce false positive alarms and to assist 
system administrators in analyzing alarms generated by the 
IDS. The proposed algorithm aims to explore the hidden 
structure of alarm data, and to uncover false alarms (FP & 
FN) hiding in normal clusters. Considerably, a data sample 
consisting of 1849 data patterns including 6 web attack 
scenarios were tested using the proposed approach. The 
results show that the proposed algorithm outperforms 
SOM algorithm in terms of both false positives and false 
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negatives which reduced from 15% to 4.7% and from 16% 
to 4% respectively. 
A huge amount of alerts generated from the IDS are 
correlated to such categories to remove the unnecessary or 
unserious alerts and to make them readable for the 
administrators in [31]. A major limitation in the previous 
solutions of alert correlation is that the methods used led to 
increase false positives. In order to cope with this problem, 
in this study selected features from alerts are fed to the 
SOM to provide better correlation. The selected features 
should be able to identify the behavior of the traffic. 
Source/destination IP, target port, source IP of the current 
alert, target IP of the previous alert, sensor ID, and 
signature ID are capable to identify the intention of the 
traffic. Accordingly, if two alerts have the same six 
features, they will be clustered in the same neuron in SOM. 
Relatively, if two alerts have five similar features, they 
will be clustered in the vicinity of the six features neuron, 
and so on until two features are matched. This model can 
certainly help system analysts in identifying intrusions by 
concentrating on the groups of alerts that are relevant with 
each other.  
A detection and prevention layer from SQL-Injection 
attacks through an anomaly visualization agent was 
proposed in [32], as a complement to an existing IDS 
called SCMAS. Furthermore, SCMAS has been upgraded 
by adding new agent (visualizer), its main functionality is 
to compliment the classification of this attack by 
improving the performance of classification. Three types 
of projection models were applied in the anomaly agent 
namely, Principal Component Analysis (PCA), Curvilinear 
Component Analysis, and Cooperative Maximum 
Likelihood Hebbian Learning (CMLHL) as their results 
were compared with each other. In order to test the model, 
SQLMAP 0.5 was used to generate malicious queries 
using all possible types of SQL-injection attacks. Totally, 
a sample of 1000 normal and malicious patterns was 
selected as a dataset. As a result, CCA was proved to have 
the best classification by grouping normal patterns 
separately from anomalous ones. On the contrary, PCA 
and CMLHL mix normal patterns with anomalous ones 
which increase false alarms. 

4. Recommendations for Future Researches 

At the early time of intrusion detection system, misuse 
approach was applicable due to the limited number of 
attacks at that time. For instance, SNORT IDS was widely 
and successfully applied to provide sufficient protection. 
However, the exponential growth of new attacks has 
pushed the researchers to move forward to anomaly 
approach, due to the insufficiency of misuse approach in 
detecting unknown attacks. Moreover, based on the 
comprehensive survey in [33], Soft Computing methods 
(SC) consisting of Fuzzy Logic (FL), Artificial Neural 

Network (ANN), Probabilistic Reasoning (PR), and 
Evolutionary Computing played a significant role in 
improving the accuracy of detection and false alarm rate 
through three approaches: consecutive combinations, 
ensemble combinations, and hybrid combinations. 
Furthermore, ensemble combinations of several SC 
methods in parallel as described in figure 1, was proved to 
be more robust than consecutive and hybrid combinations.  
 

 
  

Fig. 1 an ensemble strategy. 
 

Our recommendations for future research are represented 
in optimizing SC methods in ensemble approach among 
five stages namely: data preprocessing, features reduction, 
clustering, training, and classification. However, our main 
objective in our research is to provide applicable solution 
in the real-world internet by increasing the scope of attacks 
along with detecting novel attacks in the detection process 
with more accuracy. Furthermore, hierarchical clustering 
techniques were proved to be more robust than other 
techniques in terms of clustering accuracy and complexity 
when the number of attacks involved is higher. Relatively, 
fuzzy classification with rule generation based on partition 
of overlapping areas was proved to be the most accurate in 
attacks classification in [33] about 100% accuracy.  
Consequently, clustering and classification outputs can be 
more accurate if all important features of connections are 
involved. However, in order to avoid the high 
computational cost of the whole process, an efficient 
feature reduction technique can be optimized without any 
substantial loss in the important features that may lead to 
increase the accuracy of detection. 

5. Conclusion 

In this paper, we walked through the development of 
anomaly based intrusion detection systems during the 
recent years. As several supervised and unsupervised 
clustering techniques were optimized resulting in more 
elegant techniques that provided more detection accuracy 
and lower false alarm rate. Moreover, the newly proposed 
techniques tend to avoid the creation of unnecessary 
neurons in the training process to faithfully represent data 
inputs as applied in hierarchical clustering. Furthermore, 
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this restriction in creating neurons significantly contributes 
in reducing the complexity of the training process and 
producing more accurate topologies. Since, our main 
concern in our research is to increase the quality of 
clustering and attacks classification for larger scope of 
attacks. Additionally, increasing the identification rate of 
novel patterns in the training process as well. 
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Abstract 

In the years, routing protocols in wireless sensor networks (WSN) 
have been substantially investigated by researches Most state-of-
the-art surveys have focused on reviewing of wireless sensor 
network .In this paper we review the existing secure geographic 
routing protocols for wireless sensor network (WSN) and also 
provide a qualitative comparison of them. 
Keywords- Wireless Sensor Network, Sensor, Geographic 
Routing. 

1. Introduction 

According to great capabilities of WSNs, application of 
them is increasing in recent decade. But, they face to some 
challenges such as limitation of power, memory, CPU and 
etc. these issues of WSNs have a direct effects on 
algorithms that are designed to them because complex 
algorithms need much memory and CPU and they consume 
a great deal of energy. These extreme limitations of 
resource, separate WSNs from traditional networks [1]. 
Based on the natural features of WSNs that distinguish them 
from other wireless networks such as ad hoc networks, 
routing in WSNs has very challenges. First, establishing 
comprehensive structure of address for deploying of the 
certain number of sensor nodes is impossible. So, traditional 
methods based on IP address (IP-based protocols) cannot be 
used to wireless sensor networks. Second, almost all 
applications of sensor networks need to sense the flow of 
data from multiple sources and transfer them to a special 
sink that it is as opposed to communication networks. Third 
if multiple sensors that are deployed in the adjacency of an 
event create same data, the data traffic is generated that it 
has an important redundancy in it. Such redundancy requires 
to be developed by the routing protocols to make energy and 
bandwidth utilization better. Finally, sensor node needs an 
accurate resource management because the resources of 

sensors such as energy, power of sending packet and the 
storage of sensor is restricted [2].  
 
One of the important issues in WSNs is to provide the 
security of sensor nodes. There are various sensor holes as 
sink/black holes, worm holes, Sybil attack and etc. may 
form in a WSN and create network topology variations 
which trouble the upper layer applications [3]. Among all 
attacks, wormhole has more significant threat; because this 
type of attack does not need to compromise a sensor in the 
network and it can create the other type of attack easily. On 
the other hand, using a cryptographic technic cannot prevent 
wormhole attack [4]. 

2. Security Issues and Attacks on Sensor 
Network Routing 

Most wireless sensor networks routing protocols are not 
complicated and they cannot protect themselves against 
large range of attacks. The attacks that can effect on WSNs 
are belonged to one of the following categorizations: 
spoofed, altered, or replayed routing information, selective 
forwarding, sinkhole attacks, Sybil attacks, wormholes, 
HELLO flood attacks, acknowledgement spoofing. The 
descriptions of each attack are mentioned in below [5]. 

2.1. Spoofed, Altered, or Replayed Routing 
Information 

The main goal of most direct attack to routing protocol is to 
alter or modify the information that transmitted among 
nodes. create routing loops, attract or repel network traffic, 
extend or shorten source routes, generate false error 
messages, partition the network, increase end-to-end 
latency, etc. are some side effects of  spoofing, altering, or 
replaying routing information on sensor networks. 
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2.2. Selective Forwarding attack 

If an attacker intercepts or refuses to transmit a certain 
message and either drops it or chooses an arbitrary message 
for sending due to stop important message, the selective 
forwarding attack is occurred.  

 
This attack may be appeared in two forms. In the simplest 
form of this attack, adversaries try to use a malicious node 
for rejecting and dropping all received packets. This type of 
selective forwarding attack operates like a black hole.  

 
A second type of this attack happens when an adversary 
modifies transmitted packets. It is important to mention that 
the selective forwarding attack usually has most effect when 
the attacker is directly on the path of flowing data. But 
adversary can hear the neighbor packets from long distance 
[5]. 

2.3. Sinkhole attacks 

The main goal of attacker in sinkhole is to attract large 
fractions of traffic to a region and constructing a sinkhole 
that the adversary is located in the center of it. For achieving 
this aim, Sinkhole attacks usually perform by making 
attractive a vulnerable node specifically to encircling nodes 
according to the routing algorithm. For example, an attacker 
can broadcast an advertisement or spoof for a very high 
quality route to a sink. Some protocols may try to confirm 
the truth of the quality of route with end-to-end 
acknowledgements including reliability or latency 
information. 

 
The special communication pattern between sensors is one 
of the important reasons that sensor nodes are endangered 
from sinkhole attack. Since all packets in the network use 
and share only one base station, it is enough that 
compromised nodes find a single high quality route to the 
base station in order to influence a potentially large number 
of nodes [6,7]. 

2.4. Sybil attacks 

The base of Sybil attack is that attacker can forge identities 
of nodes. a major side effect of this attack  is to reduce the 
effectiveness of fault-tolerant schemes such as distributed 
storage, multipath routing, and topology maintenance.  
 
Sybil attacks also pose a significant threat to geographic 
routing protocols. In geographical routing protocol, each 
node requires to transmit packet with its neighbors. So a 
node must have just a single set of coordinates from each of 
its neighbors and save them in its table but by utilizing the 
Sybil attack an attacker can be located in more than one 
situation at one time [5, 6]. 

2.5. Wormholes attack 

In wormhole attack, attackers try to create a message 
appears that points away from the network. Wormhole 
attacks usually contain two malicious nodes that situated 
distant from each other. So, it can simply convince these 
two Separated nodes that they are neighbors by sending 
packets between the two of them. On the other hand, an 
adversary by using this attack could convince nodes that 
they are normally situated multiple hops from a base station 
that they are only one or two hops away. If an attacker is 
located near of sink or base station, it can interrupt routing 
by making a well-placed wormhole completely [6].  

2.6. HELLO flood attack 

Hello packets are a specific packet that usually used in 
many wireless sensor protocols. So, in these protocols each 
node needs to transmit HELLO packet for aware its 
neighbors, so that, when a node sends this packet, it may 
imagine that is located within radio range of the sender. 
Sometimes this assumption may be wrong. If an adversary 
transmits information with a sufficient power, every node in 
the network could be convinced that the attacker is its 
neighbor. This attack also can effect on protocols that based 
on localized information exchange between adjacent nodes 
like geographical routing protocol. 

 
It is not essential for attackers to build lawful traffic due to 
utilize the HELLO flood attack. They can easily retransmit 
powerful overhead packets that every node in the network 
can received them [6].   

2.7. Acknowledgment spoofing attack 

The acknowledgment spoofing attack is designed based on 
this goal that a sender believes a frail connection is strong or 
that an unusable node is working. While nodes broadcast 
packet from weak or dead link, the packet may be lost. So, 
an attacker can prepare a selective forwarding attack 
utilizing acknowledgement spoofing by inspiring the certain 
node to send packets on those links [6,7]. 

3. Trust Issues 

Trust and security are two important concepts that they are 
tightly interdependent. For example, cryptography is a 
modern technique for secure system that is dependent 
directly to a trusted key. One of the first definitions for 
trusted is based on Mayer, Davis and Schoorman (1995) 
“the willingness of a party to be vulnerable to the actions of 
another party based on the expectation that the other party 
will perform a particular action important to the trustor, 
irrespective of the ability to monitor or control the party” 
[8]. In wired networks, Trust is usually provided by 
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applying indirect trust mechanisms, such as trusted 
certification agencies and authentication servers. But Trust 
establishment in wireless sensor networks is still an open 
and challenging field, because these trust relationships in 
such a networks are extremely susceptible to attacks. Also, 
the absence of fixed trust infrastructure, limited resources, 
ephemeral connectivity and availability, shared wireless 
medium and physical vulnerability, make trust 
establishment virtually impossible. To overcome these 
problems, to establish trust in wireless networks should be 
used a number of assumptions including pre-configuration 
of nodes with secret keys, or presence of an omnipresent 
central trust authority. 
 
Asad Amir Pirzada and et al (2004) suggested and 
implemented a trusted model based on an effort/return 
mechanism. In this model, the trust is computed based on 
the information that each one node can gather from the other 
nodes in passive mode.  By analyzing the received, 
forwarded and overheard packets, vital information about 
other nodes can be collected. Possible events that can be 
recorded in passive mode are included Frames received, 
Data packets forwarded, Control packets forwarded, Data 
packets received, Data forwarded, Data received, etc. 
Information that is retrieved from these events can be 
grouped into one trusted category and used to compute trust 
in other nodes in specific situations [9]. 

4. Overview of protocols 

According to the large number of nodes that is deployed in 
the many of applications of sensor networks, it is impossible 
to dedicate comprehensive identifiers to each node. So, it is 
difficult to find out the unique way among sensors that 
deployed randomly for transmitting data. On the other hand, 
non-use of specific algorithms is not definitely useful 
regarding energy efficiency. Routing protocols is the best 
method to select a group of sensor nodes and applying data 
collection throughout the retransmission of data has been 
considered [10]. One of the important routing protocols in 
wireless sensor networks is Geographical routing protocol. 
The main strategy that used in geographical routing is 
named greedy forwarding in which the sender transmit 
packet to its neighbor that is located closest to the 
destination. There are several ideas to define the means of 
nearest node to destination such as Euclidean distance to the 
destination, the deviation from the imaginary line between 
source to destination and etc. [10,11]. 
 
In Following, some geographical routing protocols are 
reviewed briefly. 

4.1. GPSR- Greedy Perimeter Stateless Routings 

The Greedy Perimeter Stateless Routing is one of the 
usually used location-based routing protocols for launching 
and maintaining a sensor network. This protocol practically 
functions in a stateless manner and has the capability for 
multi-path routing. In GPSR, it is supposed that all nodes 
identify the geographical position of destination node with 
which communication is wanted. This location information 
(i.e.) geographical position is also used to route traffic to its 
required destination from the source node through the 
shortest path. Each transmitted data packet from node 
consist the destination node’s identification and its 
geographical position similar two four-byte float numbers. 
Each node also frequently transmits a beacon to notify its 
near nodes relating to its recent geographical co-ordinates. 
The node positions are recorded, maintained and updated in 
a neighborhood table by all nodes receiving the beacon. To 
eliminate the overhead due to regular beacons, the node 
positions are carried onto forwarded data packets. GPSR 
supports two mechanisms for forwarding data packets: 
greedy forwarding and perimeter forwarding [12]. 

4.2. RGR-Receiver Based Forwarding for 
Geographical Routing Protocol. 

Receiver Based Forwarding is an efficient approach for 
improving geographical sensor that is suggested and 
developed in December 2004 by Rodrigo Fonseca and et al. 
in Berkeley University. It is clear that in wireless sensor 
networks, when a message is transmit from one node to 
another; all the sender’s neighbours can hear that message. 
According this feature, the main difference of this idea with 
GPSR is in packet forwarding because instead of sender 
decides to forward packet, the receivers determine next hop 
of packet. Scilicet, when a sender wants to transmit 
messages, instead of addressed to a specific neighbour, the 
receivers recognize that whether they should forward a 
message or not. As mentioned earlier, the flooding issue 
occurs when one node receives data packet, spreads it to all 
its neighbours. To prevent a flooding issue in this protocol, 
just if the location of neighbour is closer to destination than 
the previous sender, the message should be transmitted 
again. The computation of distance between each node from 
destination is done by using its coordinates. Also, each 
message contains a header that some information likes the 
coordinates of last sender and final node. So, with 
comparing the distance of current node to destination and 
the distance ofpervious node to destination can decision 
about closeness to goal. 
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Figure1: Receiver-based protocol. Potential Forwarders (Fonseca & Sanz-
Merino, 2004) 

According this method, a neighbour that is nearer than 
sender can retransmit message but it is wasting energy. To 
avoid this approach, for all nodes was designed a timer 
which set it before forwarding message. Timer is adjusted 
based on closeness to destination. So, the neighbour that is 
closer to destination set a smaller timer than the nodes that 
are farther and its priority is higher. After that, if one 
neighbour listens to another neighbour forwarding while 
waiting for the timeout, it does not forward. 
 
This routing protocol claim that it can prevent from 
spreading duplicates messages. So, if a node has 
broadcasted a copy of message, it does not retransmit 
following ones. To perform this, it is not sufficient to 
identify duplicates based on the header of message, because 
malicious nodes can modify the header of message. So, the 
identification method is carried out based on content and 
header of message [13]. 

4.3. S-GPSR–Secured Greedy Perimeter Stateless 
Routing Protocol. 

As it mentioned before, GPSR is a routing protocol that 
used for geographic sensors but it is also exposed to various 
types of attackers. Another method which is suggested in 
2010 by Samundiswary for protecting GPSR against some 
attacks such as sinkhole is called S-GPSR. In this method, is 
tried to joining trust based mechanism in the existing greedy 
perimeter stateless routing protocol prepares a secure 
routing protocol. 
 
As mentioned in GPSR method, at first, each node during 
packet forwarding to a familiar destination must scan its 
neighbourhoods table to acquire the next hop which is 
optimal and leads to the goal. So, it selects the node that has 
the minimum distance to a specific destination. One of the 
newest methods for increasing the level of security in GPSR 

is using a trusted base approach in the neighbourhoods table 
to generate the most confident distance route rather than the 
default minimal distance. This is called S-GPSR.  
 
The main component to implement the trust model in S-
GPSR is Trust Update Interval (TUI) that used in each 
forward packet that is buffered in the nodes. The duration 
that each node should be waited before dedicating a trust or 
mistrust level to a node, is computed by TUI.  Later than a 
node transmits a packet to its neighbour, it waits the 
neighbour’s reaction for packet forwarding. So, this node 
faces to various situations. In the first case, the level trusted 
of node increased if neighbour forwards the packet in 
appropriate manner based on TUI. On the other hand, the 
level trust of node is declined if the packet is modified by 
the neighbour in an unsuitable way or it does not send the 
packet to next hop.  
 
Each node in S-GPSR must perform two tasks, forward 
packet to its neighbour and control this packet. It is vital to 
check the integrity of forwarded packet by sender to verify 
the different fields in the forwarded IP packet. Therefore, 
confirming the acts of neighbour nods and enhancing the 
trust level is depended on succeeding the check of integrity. 
Vice versa, if the check of integrity fails or the neighbour 
node cannot broadcast packet, the node is treated as 
malicious node and the trust level decreases [14]. 

4.4. T-GPSR-  Trusted Greedy Primeter Stateless 
Routing 

During packet transmission to a known host, GPSR scans 
itsneighbourhood table to retrieve the optimal next hop 
leading to the destination. As there may be more than one 
such hopavailable, GPSR selects an adjacent neighbour that 
has the least distance to a particular destination. In this 
protocol it is attempted to modify this rule and associate the 
computed trust level of a node along with its geographical 
position in the neighborhood table due to protect GPSR 
against Black hole attack. In order to create the most trusted 
route rather than the default minimal distance route, the trust 
levels are utilized with the geographical distances. 
 
To implement the trust derivation mechanism, a node 
buffers (GPSR Agent::buffer packet) each forwarded packet 
for the Trust Update Interval (TUI). The TUI is a very 
critical component of such a trust model and determines the 
time a node should wait before assigning a trust or distrust 
level to a no debased upon the results of a particular event. 
After transmission, each node promiscuously listens for the 
neighbouring node to forward the packet. If the neighbour 
forwards the packet in the proper manner (correct 
modification if required) within the TUI, its corresponding 
trust level is incremented. However, if then eighbouring 
node modifies the packet in a unexpected manner or does 
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not forward the packet at all, its trust level is decremented 
[15]. 

4.5. BSR-RRS and BSR-ANS –Boundary State 
Routing. 

Contention BSR is implemented using the combination of 
Greedy Bounded Compass forwarding and the Boundary 
Mapping. In BSR protocol, Failure of geographic 
forwarding due to local minima only arises on void 
boundaries and the outer boundary. Previous research by 
Karp investigated the probing of boundaries to accumulate 
the link state information in boundary nodes. Boundary 
State Routing (BSR) relies upon Greedy-Bounded-Compass 
forwarding. Compass forwarding selects the neighbour on 
the closest angle to the destination. This protocol like GPSR 
does not have any security feature. In order to prevent 
wormhole attack against BSR, two methods is designed that 
called BSR-RRS and BSR-ANS. Reverse Route Scheme 
(RRS) use hop-count technique to find malicious nodes but 
Authentication of Nodes Scheme (ANS) is based on 
authentication to find the not honest nodes [16].   

5. Simulation and analysis 

Simulation is one of the important steps in any survey 
because it allows to investigator for simulating and testing 
its idea in the virtual area that likes a real world. In order to 
simulate these routing protocols, NS-2 is selected.It is 
assumed that among 50 to 200 nodes are deployed randomly 
in 500*500 areas. In the following table some of the 
important parameters are mentioned. 

 
Simulation Parameters Values 

Number of Nodes 50 and 200 

Geographical environment 500*500 

Size of Packet (bytes) 512 

Traffic Type CBR 

Number of malicious nodes Depend on type of attack(2-25) 

Mobility model Depend on type of routing 
(Static or Random way point) 

Pause time(s) 20 

Simulation time(s) 100 

Table 1: simulation parameters 

Deliver ratio is one of the useful measurement 
parameters in order to prove the efficiency of these secure 
protocol in which it is tried to calculate the numbers of 
packets received by destination nodes divide to the number 
of packets are sent by source nodes. 

5.1. T-GPSR and GPSR against Black hole Attack 

As it is mentioned, T-GPSR is a protocol that is designed to 
protect GPSR against Black hole attack. In order to check 
the efficiency of this protocol, 50 nodes are deployed in the 
area randomly. This protocol support random mobility in 
any way. As it is shown in the following chart, the T-GPSR 
has a better reaction against this attack when the numbers of 
malicious nodes increase. This method can improve the 
delivery ratio rate to 80 percent.  

 

5.2. S-GPSR and GPSR against Selective forwarding 
Attack 

The main purpose to design S-GPSR is to protect GPSR 
against selective forwarding attack by using trusted model. 
To evaluate this method, 100 nodes are deployed in the 
500*500 (m2) environments. When the number of malicious 
nodes is among 5 to 15, deliver ratio of S-GPSR is about 70 
percent. Finally, the rate of delivery in S-GPSR is more than 
GPSR, clearly. 

 

 

 

 

 

 

 

Figure3: Deliver ratio for S-GPSR and GPSR against Selective Forwarding 
Attack (Mobile) 

Figure 2: Deliver ratio for T-GPSR and GPSR against Black hole 
Attack 
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5.3. RGR and GPSR against Selective Forwarding and 
Wormhole Attack 

RGR is a method that was suggested for static 
geographic routing protocol based on GPSR in order to 
increase the security level of it. The rate of packet delivery 
for RGR and GPSR are illustrated in figure 4. This chart is 
shown thatRGR by using multipath method is more 
protected against selective forwarding attack than GPSR. 
For example, when 10 malicious nodes exist in the network, 
RGR’s delivery ratio is higher than 80 percent, 
approximately. (It is important to mention that RGR is 
usable for static sensor networks but S-GPSR support 
mobility, so the comparison of them is not logical.) 

 

 
Figure 4: Deliver ratio for RGR and GPSR against Selective Forwarding 

Attack (Static) 

In the next situation, it is tried to prove that RGR is 
protected against Wormhole attack but GPSR do not have 
any features against this attack. As it is shown in the 
following figure, the rate of delivery is approached to less 
than 10 percent when the number of malicious nodes is 
more than 4 in GPSR but RGR has a better reaction against 
this attack. 

Figure 5: Deliver ratio for RGR and GPSR against Wormhole Attack 
(Static) 

5.4. BSR, BSR-RRS and BSR-ANS against 
Wormhole Attack 

BSR is a geographic routing protocol that used 
Greedy-Bounded-Compass to forward packet through 
destination in which there are not any security features. To 
secure this method against wormhole attack two method 
was suggested. BSR-RRS is the first method that tries to 
identify wormhole attack by utilizing Hop-Count technic. 
Based on this model, the number of hop from source to 
destination is compared to the number of hops through 
destination to source. In the next method that is called BSR-
ANS, use cryptographic authentication in order to find the 
malicious node. The following figure is shown the rate of 
packet that is received in the destination to the number of 
packets which are sent. It is clear that ANS is the best model 
among these three methods by using digital signature of 
nodes. As it clear RRS cannot protect sensor network 
against wormhole attack completely.    

 

6. Conclusion 

In this paper, we review the secure geographic routing 
protocols. We also discuss about why some of routing 
protocols protect against some attack. Hence there are 
metrics to evaluate the protocols namely localization 
information (GPS), authentication, integrity and trust mode 
In order to improve their level of security.  We simulated 
the protocols based on the delivery ratio. A qualitative 
comparison of secure routing protocols is summarized in 
table 2. 

Acknowledgments 
 

This work was supported by grant from Universiti 
Teknologi Malaysia,the GUP grant Vote 
No.Q.J130000.7182.01J52,K-economy. 

Figure 6: Deliver ratio in BSR-ANS is more than BSR-RRS and 
BSR against wormhole attack with mobility 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 387



 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Routing 
Protocol 

Localization 
Information(GPS) 

Authentication Integrity Trust model 

TGPSR  No   
SGPSR  No   

RGR  No  No 
BSR-RRS  No No No 
BSR-ANS   No No 

TABLE 2: QUALITATIVE COMPARISON OF SECURE  ROUTING PROTOCOLS 
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Abstract 
Software worth billions and trillions of dollars have gone waste 
in the past due to lack of proper techniques used for developing 
software resulting into software crisis. Historically , the processes 
of software development has played an important role in the 
software engineering. A number of life cycle models have been 
developed in last three decades. This paper is an attempt to 
Analyze the software  process model using SWOT method. The  
objective is to identify Strength ,Weakness ,Opportunities and 
Threats of  Waterfall, Spiral, Prototype etc. 
Keywords: SDLC,SWOT. 

1. Introduction 

Software lifecycle models are representations of the 
sequence and interrelationship of broad phases within the 
software lifecycle. Their principal purpose is to provide a 
high-level plan for software lifecycle activities. They are 
therefore essentially management tools. The use of a 
software lifecycle model on a software project is 
important. Without the plan it provides, it can be difficult 
to effectively manage the project. 
Within the field of Computer Science, a large number of 
software lifecycle models have been proposed. Each model 
has its own strengths and weaknesses, and each is more 
appropriate in certain project circumstances than others. It 
is generally recognised that no single software lifecycle 
model is appropriate in all circumstances. Because of this, 
for a particular software project, it is necessary to select a 
software lifecycle model that suits the project’s 
characteristics. This is an important decision. The use of an 
inappropriate software lifecycle model can increase  
project costs and timescales and reduce software quality. 
 
 
 
 
 

Now what a software lifecycle model is. Some definition 
are: 
“framework of processes and activities concerned with the 
life cycle that may be organised into stages, which also 
acts as a common reference for communication and 
understanding” (ISO/IEC FDIS 12207:200726); 
 “A partitioning of the life of a product or project into 
phases.” (CMMI-DEV36. This is the definition for a 
lifecycle model of any product or service. This may be 
software); 
“software life cycle models serve as a high-level definition 
of the phases that occur during development. They are not 
aimed at providing detailed definitions but at highlighting 
the key activities and their interdependencies” (ISO/IEC 
TR 1975940); 
“Lifecycle models describe the interrelationship between 
software development phases” (The NASA Software Safety 
Guidebook31); 

2. Process Model/Life Cycle Variations 

 Professional system developers and the customers they 
serve share a common goal of building information 
systems that effectively support business process 
objectives. In order to ensure that cost-effective, quality 
systems are developed which address an organization’s 
business needs, developers employ some kind of system 
development Process Model to direct the project’s life 
cycle. Typical activities performed include the 
following:[1] 

· System conceptualization 
· System requirements and benefits analysis 
· Project adoption and project scoping 
· System design 
· Specification of software requirements 
· Architectural design 
· Detailed design 
· Unit development 
· Software integration & testing 
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· System integration & testing 
· Installation at site 
· Site testing and acceptance 
· Training and documentation 
· Implementation 
· Maintenance 

 
Process Model/Life-Cycle Variations 
While nearly all system development efforts engage in 
some combination of the above tasks, they can be 
differentiated by the feedback and control methods 
employed during development and the timing of activities. 
Most system development Process Models in use today 
have evolved from three primary approaches: Ad-hoc 
Development, Waterfall Model, and the Iterative process. 
 
Ad-hoc Development 
Early systems development often took place in a rather 
chaotic and haphazard manner, relying entirely on the 
skills and experience of the individual staff members 
performing the work. Today, many organizations still 
practice Ad-hoc Development either entirely or for a 
certain subset of their development (e.g. small projects). 
The Software Engineering Institute at Carnegie Mellon 
University [2] points out that with Ad-hoc Process Models, 
“process capability is unpredictable because the software 
process is constantly changed or modified as the work 
progresses. Schedules, budgets, functionality, and product 
quality are generally (inconsistent). Performance depends 
on the capabilities of individuals and varies with their 
innate skills, knowledge, and motivations. There are few 
stable software processes in evidence, and performance 
can be predicted only by individual rather 
thanorganizational capability.” [3] 
 
 

 
 

Figure 1. Adhoc development 

 
“Even in undisciplined organizations, however, some 
individual software projects produce excellent results. 
When such projects succeed, it is generally through the 
heroic efforts of a dedicated team, rather than through 
repeating the proven methods of an organization with a 

mature software process. In the absence of an organization-
wide software process, repeating results depends entirely 
on having the same individuals available for the next 
project. Success that rests solely on the availability of 
specific individuals provides no basis for long-term 
productivity and quality improvement throughout an 
organization.”[4] 
 
2.1 The Waterfall Model 
The Waterfall Model is the earliest method of structured 
system development. Although it has come under attack in 
recent years for being too rigid and unrealistic when it 
comes to quickly meeting customer’s needs, the Waterfall 
Model is still widely used. It is attributed with providing 
the theoretical basis for other Process Models, because it 
most closely resembles a “generic” model for software 
development. 
 

 
Figure 2 Waterfall model 

 
The Waterfall Model consists of the following steps: 
· System Conceptualization. System Conceptualization 
refers to the consideration of all aspects of the targeted 
business function or process, with the goals of determining 
how each of those aspects relates with one another, and 
which aspects will be incorporated into the system. 
· Systems Analysis. This step refers to the gathering of 
system requirements, with the goal of determining how 
these requirements will be accommodated in the system. 
Extensive communication between the customer and the 
developer is essential.  
· System Design. Once the requirements have been 
collected and analyzed, it is necessary to identify in detail 
how the system will be constructed to perform necessary 
tasks. More specifically, the System Design phase is 
focused on the data requirements (what information will be 
processed in the system?), the software construction (how 
will the application be constructed?), and the interface 
construction (what will the system look like? What 
standards will be followed?). 
· Coding. Also known as programming, this step involves 
the creation of the system software. Requirements and 
systems specifications from the System Design step are 
translated into machine readable computer code.  
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· Testing. As the software is created and added to the 
developing system, testing is performed to ensure that it is 
working correctly and efficiently. Testing is generally 
focused on two areas: internal efficiency and external 
effectiveness. The goal of external effectiveness testing is 
to verify that the software is functioning according to 
system design, and that it is performing all necessary 
functions or sub-functions. The goal of internal testing is to 
make sure that the computer code is efficient, standardized, 
and well documented. Testing can be a labor-intensive 
process, due to its iterative nature.  
 
Problems/Challenges associated with the Waterfall 
Model 
Although the Waterfall Model has been used extensively 
over the years in the production of many quality systems, it 
is not without its problems. In recent years it has come 
under attack, due to its rigid design and inflexible 
procedure. 
 Criticisms fall into the following categories: 
· Real projects rarely follow the sequential flow that the 
model proposes. 
· At the beginning of most projects there is often a great 
deal of uncertainty about requirements and goals, and it is 
therefore difficult for customers to identify these criteria 
on a detailed level. The model does not accommodate this 
natural uncertainty very well. 
· Developing a system using the Waterfall Model can be a 
long, painstaking process that does not yield a working 
version of the system until late in the process. 
 
Critic 
The waterfall model lacks prescribed technique of 
implementing management control over a project; 
planning, controlling, and risk management are not 
enveloped within the model itself. Moreover, forecasting 
the estimated time and cost are complicated for each stage. 
The life cycle can take long as the original requirements 
may no longer be valid, with little possibility for 
prototyping. 
The waterfall model of system development works best 
when any reworking of products is kept to a minimum and 
the products remain unchanged. It still remains useful for 
steady and non-volatile types of projects, and if properly 
implemented, generates significant cost and timesaving. If 
the system is likely to go through significant changes and if 
the system requirements are unpredictable then different 
approaches are recommended, one such alternate approach 
is popularly know as the spiral model. 
 
2.2 Iterative Development 
The problems with the Waterfall Model created a demand 
for a new method of developing systems which could 
provide faster results, require less up-front information, 

and offer greater flexibility. With Iterative Development, 
the project is divided into small parts. This allows the 
development team to demonstrate results earlier on in the 
process and obtain valuable feedback from system users. 
Often, each iteration is actually a mini-Waterfall process 
with the feedback from one phase providing vital 
information for the design of the next phase. In a variation 
of this model, the software products which are produced at 
the end of each step (or series of steps) can go into 
production immediately as incremental releases. 
 

 
 

Figure 3. Iterative Development [5] 

 
Problems/Challenges associated with the Iterative 
Model 
While the Iterative Model addresses many of the problems 
associated with the Waterfall Model, it does present new 
challenges. 
· The user community needs to be actively involved 
throughout the project. While this involvement is a 
positive for the project, it is demanding on the time of the 
staff and can add project delay. 
· Communication and coordination skills take center stage 
in project development. 
· Informal requests for improvement after each phase may 
lead to confusion -- a controlled mechanism for handling 
substantive requests needs to be developed. 
· The Iterative Model can lead to “scope creep,” since user 
feedback following each phase may lead to increased 
customer demands. As users see the system develop, they 
may realize the potential of other system capabilities which 
would enhance their work. 
 
Critic 
One traditional process model is the waterfall model and 
according to Schacchi was only accepted just until the 
early 1980s because of its lack of functionality. The 
waterfall model is said to be the easiest model to 
understand and I do believe with this. It is easily 
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understood because it provides a sequential succession of 
phases to be followed but then it is not that reliable. Just 
seeing a figure of the flow of the waterfall model you 
would just see the sequence of phases to go through but the 
problem here is it would not go through a cycle but just 
have a one-way flow just like a waterfall. Because of its 
simplicity it would only be suitable for certain classes of 
software development and would not work well with the 
other software like interactive applications. This model 
does not have risk management and management during 
the life cycle and mainly document-driven or code-driven 
that is why it would not work as smoothly as the other 
model. 
 
2.3 Variations on Iterative Development 
A number of Process Models have evolved from the 
Iterative approach. All of these methods produce some 
demonstrable software product early on in the process in 
order to obtain valuable feedback from system users or 
other members of the project team. Several of these 
methods are described below. 
 
Prototyping 
The Prototyping Model was developed on the assumption 
that it is often difficult to know all of your requirements at 
the beginning of a project. Typically, users know many of 
the objectives that they wish to address with a system, but 
they do not know all the nuances of the data, nor do 
they know the details of the system features and 
capabilities. The Prototyping Model allows for these 
conditions, and offers a development approach that yields 
results without first requiring all information up-front . 
When using the Prototyping Model, the developer builds a 
simplified version of the proposed system and presents it 
to the customer for consideration as part of the 
development process. The customer in turn provides 
feedback to the developer, who goes back to refine the 
system requirements to incorporate the additional 
information. Often, the prototype code is thrown away and 
entirely new programs are developed once requirements 
are identified. 
 
There are a few different approaches that may be followed 
when using the Prototyping Model: 
· creation of the major user interfaces without any 
substantive coding in the background in order to give the 
users a “feel” for what the system will look like, 
· development of an abbreviated version of the system that 
performs a limited subset of functions; development of a 
paper system (depicting proposed screens, reports, 
relationships etc.), or · use of an existing system or system 
components to demonstrate some functions that will be 
included in the developed system.[6] 
 

Prototyping is comprised of the following steps: 
· Requirements Definition/Collection. Similar to the 
Conceptualization phase of the Waterfall Model, but not as 
comprehensive. The information collected is usually 
limited to a subset of the complete system requirements. 
· Design. Once the initial layer of requirements 
information is collected, or new information is gathered, it 
is rapidly integrated into a new or existing design so that it 
may be folded into the prototype. 
· Prototype Creation/Modification. The information 
from the design is rapidly rolled into a prototype. This may 
mean the creation/modification of paper information, new 
coding, or modifications to existing coding. 
· Assessment. The prototype is presented to the customer 
for review. Comments and suggestions are collected from 
the customer. 
· Prototype Refinement. Information collected from the 
customer is digested and the prototype is refined. The 
developer revises the prototype to make it more effective 
and efficient. 
· System Implementation. In most cases, the system is 
rewritten once requirements are understood. Sometimes, 
the Iterative process eventually produces a working system 
that can be the cornserstone for the fully functional system. 
 
Problems/Challenges associated with the Prototyping 
Model 
Criticisms of the Prototyping Model generally fall into the 
following categories: 
· Prototyping can lead to false expectations. Prototyping 
often creates a situation where the customer mistakenly 
believes that the system is “finished” when in fact it is not. 
More specifically, when using the Prototyping Model, the 
pre-implementation versions of a system are really nothing 
more than one-dimensional structures. The necessary, 
behind the-scenes work such as database normalization, 
documentation, testing, and reviews for efficiency have not 
been done. Thus the necessary underpinnings for the 
system are not in place. 
· Prototyping can lead to poorly designed systems. 
Because the primary goal of Prototyping is rapid 
development, the design of the system can sometimes 
suffer because the system is built in a series of “layers” 
without a global consideration of the integration of all 
other components. While initial software development is 
often built to be a “throwaway, ” attempting to 
retroactively produce a solid system design can sometimes 
be problematic. 
 
2.4 Variation of the Prototyping Model 
A popular variation of the Prototyping Model is called 
Rapid Application Development (RAD). 
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RAD introduces strict time limits on each development 
phase and relies heavily on rapid application tools which 
allow for quick development. 
Critic 
Criticisms of the Prototyping Model generally fall into the 
following categories: 
• Prototyping can lead to false expectations. Prototyping 
often creates a situation where the customer mistakenly 
believes that the system is “finished” when in fact it is not. 
More specifically, when using the Prototyping Model, the 
pre-implementation versions of a system are really nothing 
more than one-dimensional structures. The necessary, 
behindthe- scenes work such as database normalization, 
documentation, testing, and reviews for efficiency have not 
been done. Thus the necessary underpinnings for the 
system are not in place. 
 
• Prototyping can lead to poorly designed systems. 
Because the primary goal of prototyping  is rapid 
development, the design of the system can sometimes 
suffer because the system is built in a series of “layers” 
without a global consideration of the integration of all 
other components. While initial software development is 
often built to be a “throwaway, ” attempting to 
retroactively produce a solid system design can sometimes 
be problematic. 

This model cannot be used in robust application. It is 
convenient because it is fast  from the word itself. It can 
replace the specification phase but not the design phase 
because it mainly relates to the designing phase. In the 
waterfall model every phase should directly right at the 
first time while prototyping changes frequently and the 
discarded if wrong. 

 
2.5 The Exploratory Model 
In some situations it is very difficult, if not impossible, to 
identify any of the requirements for a system at the 
beginning of the project. Theoretical areas such as 
Artificial Intelligence are candidates for using the 
Exploratory Model, because much of the research in these 
areas is based on guess-work, estimation, and hypothesis. 
In these cases, an assumption is made as to how the system 
might work and then rapid iterations are used to quickly 
incorporate suggested changes and build a usable system. 
A distinguishing characteristic of the Exploratory Model is 
the absence of precise specifications. Validation is based 
on adequacy of the end result and not on its adherence to 
pre-conceived requirements. 
 
The Exploratory Model is extremely simple in its 
construction; it is composed of the following steps: 
· Initial Specification Development. Using whatever 
information is immediately available, a brief System 

Specification is created to provide a rudimentary starting 
point. 
· System Construction/Modification. A system is created 
and/or modified according to whatever information is 
available. 
· System Test. The system is tested to see what it does, 
what can be learned from it, and how it may be improved. 
· System Implementation. After many iterations of the 
previous two steps produce satisfactory results, the system 
is dubbed as “finished” and implemented. 
 
Problems/Challenges associated with the Exploratory 
Model 
There are numerous criticisms of the Exploratory Model: 
· It is limited to use with very high-level languages that 
allow for rapid development, such as LISP. 
· It is difficult to measure or predict its cost-effectiveness. 
· As with the Prototyping Model, the use of the 
Exploratory Model often yields inefficient or crudely 
designed systems, since no forethought is given as to how 
to produce a streamlined system. 
 
The Spiral Model 
The Spiral Model was designed to include the best features 
from the Waterfall and Prototyping Models, and introduces 
a new component - risk-assessment. The term “spiral” is 
used to describe the process that is followed as the 
development of the system takes place. Similar to the 
Prototyping Model, an initial version of the system is 
developed, and then repetitively modified based on input 
received from customer evaluations. Unlike the 
Prototyping Model, however, the development of each 
version of the system is carefully designed using the steps 
involved in the Waterfall Model. With each iteration 
around the spiral (beginning at the center and working 
outward), progressively more complete versions of the 
system are built.6 

 
R=Review 

Figure 4. Spiral Model[7] 

 
Risk assessment is included as a step in the development 
process as a means of evaluating each version of the 
system to determine whether or not development should 
continue. If the customer decides that any identified risks 
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are too great, the project may be halted. For example, if a 
substantial increase in cost or project completion time is 
identified during one phase of risk assessment, the 
customer or the developer may decide that it does not 
make sense to continue with the project, since the 
increased cost or lengthened timeframe may make 
continuation of the project impractical or unfeasible. 
 
The Spiral Model is made up of the following steps: 
· Project Objectives. Similar to the system conception 
phase of the Waterfall Model. Objectives are determined, 
possible obstacles are identified and alternative approaches 
are weighed. 
· Risk Assessment. Possible alternatives are examined by 
the developer, and associated risks/problems are identified. 
Resolutions of the risks are evaluated and weighed in the 
consideration of project continuation. Sometimes 
prototyping is used to clarify needs. 
· Engineering & Production. Detailed requirements are 
determined and the software piece is developed. 
· Planning and Management. The customer is given an 
opportunity to analyze the results of the version created in 
the Engineering step and to offer feedback to the 
developer. 
 
Problems/Challenges associated with the Spiral Model 
Due to the relative newness of the Spiral Model, it is 
difficult to assess its strengths and weaknesses. However, 
the risk assessment component of the Spiral Model 
provides both developers and customers with a measuring 
tool that earlier Process Models do not have. The 
measurement of risk is a feature that occurs everyday in 
real-life situations, but (unfortunately) not as often in the 
system development industry. The practical nature of this 
tool helps to make the Spiral Model a more realistic 
Process Model than some of its predecessors. 
 
Critic 
Another traditional process model is the spiral model 
which is suggested by Barry Boehm in 1988. Spiral model 
is still regarded as one of the best model because it is a 
combination of the prototyping model and the waterfall 
model and comprises the strengths of the other software 
models.. According to Boehm, "the major distinguishing 
feature of the Spiral Model is that it creates a risk-driven 
approach to the software process rather than a primarily 
document-driven or code-driven process. It incorporates 
many of the strengths of other models and resolves many 
of their difficulties" [Boehm 1988]. This model is better 
than the waterfall because it may allow iteration. The main 
concept of the spiral model is that it aims to minimize risks 
with the use of repeated use of prototypes so that certain 
changes may be applied over again if there appears a 
problem upon the development. 

3. SWOT Analysis 

3.1 Waterfall model:- 
1) STRENGTH:- 

• Easy adaptability by Non Technical person(End-
user). 

• Provides structure to inexperienced staff. 
• No planning needed. 
• Works well for small projects with fixed and clear 

requirements. 
• Milestones are well  defined and understood. 
• Sets requirements stability. 
• Good for management control (plan, staff, track). 
• Works well when quality is more important than 

cost or schedule. 
• Each phase  has well defined inputs and outputs. 

 
2) WEAKNESS:- 

• All requirements must be known upfront. 
• Deliverables created for each phase are 

considered frozen inhibits flexibility. 
• Longest tangible delivery time. The customer 

does not see anything but the whole product when 
it’s ready. 

• It can give a false impression of progress. 
• Does not reflect problem-solving nature of 

software development. i.e  iterations of phases. 
• Integration is one big bang at the end. 
• Little opportunity for customer to preview the 

system. 
• Unsuitable for large projects and where 

requirements are not clear. 
 

3) OPPORTUNITIES:- 

• Requirements are very well known. 
• Product definition is stable. 
• Technology is understood. 
• New version of an existing product. 
• Porting an existing product to a new platform. 

• Helpful for developing similar type of software. 
 

4) THREATS:- 

The problem with the waterfall model is that it has 
become hardwired into the thinking of project 
planners. It has become so pervasive that the 
requirements, design, build, and test progression is a 
given in most projects. 
 In the early days of simple, stand-alone applications, 
the waterfall model worked well spawning a host of 
voluminous methodologies, but it does not suit the 
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problems of the complex, risky, and integrated 
projects that IT has to deliver today. 
IT developed stand-alone, batch applications. The 
complexities of integrating applications were only 
dreamed of by ambitious database architects. Today, 
hardly any development is made in isolation unless, 
like the NHS IT project, you give yourself the luxury 
of a scorched earth IT strategy. Because of its origins, 
the waterfall method does not address integration but 
ignores it until the end of the project, when we 
encounter the familiar task of trying to stitch together 
disparate applications and change schedules to the 
annoyance of the operations manager. 
Another change in the nature of IT projects is that 
most of today's projects have a high proportion of 
reuse - implementing packages and reusing 
frameworks. The waterfall idea of creating a detailed 
set of requirements and then trying to find a package 
that fits is neither economic not practical. 
Increasingly, organisations are seeing the benefits of 
solution-constrained development rather than 
greenfield design. 
The steps in waterfall model are fixed and the steps 
cannot change them. Model is self restricted.  
If  the model is not  perfect, there must be some 
potential risks. Just as some poor descriptions and 
requirement changing are principal sources of project 
risk. In waterfall model  if there is a misunderstanding 
in the analysis phase and that could not be found. The 
result could be destructive. This is almost the slowest 
step of development.  
”The most difficult part is the communication between 
humans.” (Yacov, 2002). 

How to manage the risks in the Waterfall model? 
 

• It cannot be possible to avoid all the risks in the 
waterfall model because of the waterfall model 
itself. But there are still some ways to settle the 
problems. If team have experienced members in 
every job and  cannot have any mistakes from the 
very beginning to the very end, then waterfall 
model is successful . 

• The general method is getting prepared before the 
project really started. Have a essential Risk 
Analysis in the pre-phase can avoid the failure of 
every steps and rework which rise up the cost of 
the project.  

• Making a Scheme of risk team can take a fast 
react in case there are some risk happened. 

• Avoid the deal with the risk in surprise and make 
some bigger damage.  Try to control every step in 
waterfall model. 

• Do not forget to sign a contract after confirm the 
requirement with enduser. So that they will not 
ask you to add more extra functions in the 
software. 

• Do remember that confirm there is not any 
mistakes and potential risks in one step. And then 
start your next step. 

• The Project manager must take the most 
important point of the project. Concentrate 
resources on this point.  

• Change the way of work from passive to active. 

 
3.2 V-Shaped (Modified Waterfall) model:- 

1) STRENGTH:- 

• Emphasize planning for verification and 
validation of the product in early stages of 
product development. 

• Each deliverable must be testable. 
• Higher chances of success as test planning starts 

early in the SDLC cycle. 
• Project management can track progress by 

milestones. 
• Quickest for project where requirements are fixed 

and clearly defined. 
• Easy to use 

 
2) WEAKNESS:- 

• Does not easily handle concurrent events. 
• Does not handle iterations or phases. 
• No early prototypes are available. 
• Needs ample skilled resources. 
• Does not easily handle dynamic changes in 

Requirements. 
• Does not contain risk analysis activities. 

 
3) OPPORTUNITIES:- 

• Excellent choice for systems requiring high 
reliability. 

• All requirements are known up-front. 
• When it can be modified to handle changing 

requirements beyond analysis phase. 
• Solution and technology are known. 

 
4) THREATS:- 

• The V-Shaped model is inappropriate for 
complex projects. 
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• The V-shaped model should have risk to used for 
large scale projects where requirements are 
unclearly defined and unfixed. 

• The V-Shaped model should be chosen when 
ample technical resources are available with 
needed technical expertise. Since, no prototypes 
are produced, there is a very high risk involved in 
meeting customer expectations, therefore, 
confidence of customer should be very high in 
order for choosing the V-Shaped model 
approach.  

 

3.3 Evolutionary Prototype  model:- 
1) STRENGTH:- 

• Customers can “see” the system requirements as 
they are being gathered. 

• Gains customer’s confidence as developers and 
customers are in sync with each other’s 
expectations continuously. 

• Developers learn from customers. 
• Ideal for online systems where high level of 

human computer interaction is involved. 
• A more accurate end product. 
• Very flexible, as changes in requirements can be 

accommodated much more easily with every new 
review and refining. 

• Unexpected requirements accommodated. 
• Allows for flexible design and development. 
• Steady, visible signs of progress produced. 
• Interaction with the prototype stimulates 

awareness of additional needed functionality. 
• Software built through prototyping needs minimal 

user training as users get trained using the 
prototypes on their own from the very beginning 
of the project. 

• Integration requirements are very well understood 
and deployment channels are decided at a very 
early stage. 
 

2) WEAKNESS:- 

• Tendency to abandon structured program 
development for “code-and-fix” development 

• Bad reputation for “quick-and-dirty” methods. 
• Overall maintainability may be overlooked 
• The customer may want the prototype delivered. 
• Process may continue forever (scope creep). 

 
3) OPPORTUNITIES:- 

• Requirements are unstable or have to be clarified. 

• As the requirements clarification stage of a 
waterfall model. 

• Develop user interfaces. 
• Short-lived demonstrations. 
• New, original development. 
• With the analysis and design portions of object-

oriented development. 
 

4) THREATS:- 

• Prototyping often creates a situation where the 
customer mistakenly believes that the system is 
"finished" when in fact it is not. More 
specifically, when using the Prototyping Model, 
the pre-implementation versions of a system are 
really nothing more than one-dimensional 
structures. The necessary, behind-the-scenes work 
such as database normalization ,documentation, 
testing, and reviews for efficiency have not been 
done.  

• The primary goal of Prototyping is rapid 
development, the design of the system can 
sometimes suffer because the system is built in a 
series of "layers" without a global consideration 
of the integration of all other components. While 
initial software development is often built to be a 
"throwaway, " attempting to retroactively produce 
a solid system design can sometimes be 
problematic. 

 
3.4 Rapid Application  model:- 
1) STRENGTH:- 

• Reduced cycle time and improved productivity 
with fewer people means lower costs. 

• Time-box approach mitigates cost and schedule 
risk. 

• Customer involved throughout the complete cycle 
minimizes risk of not achieving customer 
satisfaction and business needs. 

• Focus moves from documentation to code 
(WYSIWYG). 

• Uses modeling concepts to capture information 
about business, data, and processes. 

• Increases reusability of components. 
•  High modularization achieves a more flexible 

and maintainable system. 
•  Quick initial reviews occur. 
• Encourages customer feedback. 
• Integration from very beginning solves a lot of 

integration issues. 
• Business owners actively participate 

 
2) WEAKNESS:- 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 397



 

 

• Accelerated development process must give quick 
responses to the user. 

• Risk of never achieving closure. 
• Hard to use with legacy systems. 
• Requires a system that can be modularized. 
• Developers and customers must be committed to 

rapid-fire activities in an abbreviated time frame. 
• Depends on strong team and individual 

performances for identifying business 
requirements. 

•  Only system that can be modularized can be built 
using RAD. 

•  Requires highly skilled developers/designers. 
•  High dependency on modeling skills. 
•  Inapplicable to cheaper projects as cost of 

modeling and automated code generation is very 
high for cheaper budgeted projects to befit. 

 
 

3) OPPORTUNITIES: 

• Reasonably well-known requirements. 
• User involved throughout the life cycle. 
• Project can be time-boxed. 
• Functionality delivered in increments. 
• High performance not required. 
• Low technical risks. 
• System can be modularized. 

 
4) THREATS:- 

• Rapid Application Development is an iterative 
and incremental process, there are certain risks to 
using RAD. It can lead to a succession of 
prototypes that never results in a satisfactory end 
product. 

• The risks in RAD as opposed to "waterfall" 
development are related to the fact that RAD does 
not rely on a single requirements analysis phase. 

 
3.5 Incremental model:- 

1) STRENGTH:- 

• Develop high-risk or major functions first. 
• Each release delivers an operational product. 
• Customer can respond to each build. 
• Uses “divide and conquer” breakdown of tasks. 
• Lowers initial delivery cost. 
• Initial product delivery is faster. 
• Customers get important functionality early. 
• Risk of changing requirements is reduced. 

• More flexible than waterfall. 

 
2) WEAKNESS:- 

• Requires good planning and design. 
• Requires early definition of a complete and fully 

functional system to allow for the definition of 
increments. 

• Well-defined module interfaces are required 
(some will be developed long before others) 

• Total cost of the complete system is not lower. 
 

3) OPPORTUNITIES:- 

• Risk, funding, schedule, program complexity, or 
need for early realization of benefits. 

• Most of the requirements are known up-front but 
are expected to evolve over time. 

• A need to get basic functionality to the market 
early. 

• On projects which have lengthy development 
schedules. 

• On a project with new technology. 

 
3.6 Spiral  model:- 

1) STRENGTH:- 

• Provides early indication of insurmountable risks, 
without much cost. 

• Users see the system early because of rapid 
prototyping tools. 

• Critical high-risk functions are developed first. 
• The design does not have to be perfect. 
• Users can be closely tied to all lifecycle steps. 
• Early and frequent feedback from users. 
• Cumulative costs assessed frequently. 

 
2) WEAKNESS:- 

• Time spent for evaluating risks too large for small 
or low-risk projects. 

• Time spent planning, resetting objectives, doing 
risk analysis and prototyping may be excessive. 

• The model is complex. 
• Risk assessment expertise is required. 
• Spiral may continue indefinitely. 
• Developers must be reassigned during non-

development phase activities. 
• May be hard to define objective, verifiable 

milestones that indicate readiness to proceed 
through the next iteration. 

 
3) OPPORTUNITIES:- 

• When creation of a prototype is appropriate. 
• When costs and risk evaluation is important. 
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• For medium to high-risk projects. 
• Long-term project commitment unwise because of 

potential changes to economic priorities. 
• Users are unsure of their needs. 
• Requirements are complex. 
• New product line. 
• Significant changes are expected (research and 

exploration). 
 

4) THREATS:- 

• The risk of spiral model is the events that took 
place that makes the project not to achieve clients 
requirement or what the users want. 

4. Conclusions 

Selecting an SDLC model can be compared in many ways 
to the specification of user requirements, the more data 
gathered and examined, the higher the chances for 
successful completion of the project. Just as the 
specifications of user requirements are vital in the stages of 
design and computer system development, so can the 
knowledge and regulations which constitute the basis for 
SDLC model selection determine the success or failure of a 
given project.  
A SWOT analysis is a tool  to assess and to develop 
strategies to remain competitive. To sum up, selecting an 
appropriate SDLC model is a complex and a challenging 
task, which requires not only broad theoretical knowledge, 
but also consultation with experienced expert managers.  
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Abstract 
Image restoration from corrupted image is a classical problem in 
the field of image processing. Additive random noise can easily 
be removed using simple threshold methods with linear and non-
linear filtering techniques. De-noising of natural images 
corrupted by Gaussian noise using wavelet techniques is very 
effective because of its ability to capture the energy of a signal 
in few energy transform values. The wavelet de-noising scheme 
thresholds the wavelet coefficients arising from the standard 
discrete wavelet transform. In this paper, it is proposed to 
investigate the suitability of different wavelet bases and the 
decomposition levels on the performance of image de-noising 
algorithms in terms of peak signal -to- noise ratio. 
Keywords: Image, De-noising, Wavelet Transform 
 

1. Introduction 
 
Image restoration is the removal or reduction of 
degradations that are incurred while the image is being 
obtained. Degradation comes from blurring as well as 
noise due to electronic and photometric sources. In 
addition to blurring the image is often corrupted by noise 
during its acquisition and transmission. For example, in 
the image acquisition, the performance of imaging sensors 
is affected by a variety of factors, such as, environmental 
conditions and by the quality of the sensing elements 
themselves. For instance, in acquiring images with a CCD 
camera, light levels and sensor temperature are major 
factors affecting the amount of noise in the resulting 
image. Images are also corrupted during transmission, due 
to interference in the channel used for transmission. The 
main objective of de-noising techniques for random noise 
removal is to suppress the noise while preserving the 
original image details. Statistical filters like Average filter 
[5], [6], Median filter [7] can be used for removing such 
noises but the wavelet based de-noising techniques 
proved better results than these filters. In general, image  
de-noising imposes a compromise between noise 
reduction and preserving significant image details. To 
achieve a good performance in this respect, a de-noising 

algorithm has to adapt to image discontinuities. It 
compresses essential information in a signal into 
relatively few, large coefficients, which represent image 
details at different resolution scales. In recent years there 
has been a fair amount of research on wavelet 
thresholding and threshold selection for signal and image 
de-noising [2] because wavelet provides an appropriate 
basis for separating noisy signal from image signal. Many 
wavelet based thresholding techniques like VisuShrink, 
SureShrink have proved better efficiency in image 
denoising. We describe here an efficient thresholding 
technique for denoising by analyzing the statistical 
parameters of the wavelet coefficients. The threshold is 
estimated and the coefficients are killed or remain 
unchanged or shrinked, depending on the type of 
thresholding (i.e. hard or soft). The first method estimates 
the threshold level by a median estimator, which 
implements the noise standard deviation from the 
coefficients of the diagonal subband of the first level (i.e. 
HH) and is called global. The second method refers to a 
median estimator, which is applied on all the detail 
coefficients of each level, so is level dependent. 
Eventually, the third approach employs a median 
estimator which is applied on the horizontal-vertical-
diagonal detail coefficients of each subband, so is detail 
dependent. This paper is organized as follows. Section 2 
is a brief review of the discrete wavelet transform. In 
section 3, the concept of wavelet thresholding is 
developed. Section 4 explains the proposed method of de-
noising based on wavelet decomposition. Experimental 
evaluation is performed in section 5 and finally 
conclusions are given in section 6.  
 

 

2. Discrete Wavelet Transform      
   (DWT) 
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The mathematical approach to the discrete wavelet 
transform (DWT) is based on the fact that a function f (t) 
can be linearly represented as: 

  f(t) = )(ta k
k

kψ∑                                                       (1)                                                                                                                       

where a
k 

are the analysis coefficients and ψ
k 

the analyzing 

functions, which are called basis functions, if the above 
analysis is unique. If the basis functions are orthogonal, 
that is,  

0)()()(),( == ∫ dttttt
lklk ψψψψ    for k≠ l                         (2)                                                   

the coefficients can be estimated from the following 
equation: 

ak
= )()(

,
t
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k
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where f(t) is given from (1).  In general, a 2-D signal may 
be transformed by DWT as: 
  ( ) )(
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where α
j,k 

and ψ
j,k 

are the transform coefficients and basis 

functions respectively. Equation (4) is the inverse 
transform, given by α

j,k 
and ψ

j,k
. Therefore, a function f(t) 

may be represented by transform coefficients, which are 
estimated from the internal product of that function with 
an orthogonal basis function. Inversely, the desired 
function may be reconstructed from these coefficients and 
the basis function. These basis functions are called 
wavelets [1], [3]. 
Another consideration of the wavelets is the subband 
coding theory or multiresolution analysis [4]. The first 
component to multiresolution analysis is vector spaces. 
For each vector space, there is another vector space of 
higher resolution until you get to the final image. The 
basis of each of these vector spaces is the scale function 
for the wavelet. We can consider an image a vector space 
such as Vj would be perfectly normal image and V j-1 
would be that image at a lower resolution until we get Vo 
where there is only one pixel in the entire image. For such 
vector space Vj there is an orthogonal compliment called 
Wj and the basis function for this vector space is the 
wavelet. If the function Vox ∈)(φ   such that the set of 

functions of )(xφ and its integer translates 

{ zkkx ∈− /)(φ } forms a basis for space Vo which is 

termed as scaling function or father function. The 
subspace Vj are nested which implies Vj ϵ Vj+1. It is 
possible to decompose Vj+1 in Vj and Wj. 

1+=⊕ jjj VWV                                                           (5)                          

Also, Wj ∈Vj                                                          (6)      
Ψ (x) ∈  Wo obeys translation property such that Ψ(x-k) 
∈  Wo, k ∈  z [11] . form a basis function for space Wo 
which is termed as wavelet function or mother function. 
DWT scaling function for 2-D DWT can be obtained by 

multiplying two 1-D scaling functions: 
)()(),( yxyx φφφ = . Wavelet function for 2-D DWT 

can be obtained by multiplying two wavelet functions. 
For 2-D case there exists three wavelet functions that scan 
details in horizontal Ψ (x, y) = Ψ (x) )(yφ  , vertical Ψ (x, 
y) = )(xφ Ψ (y) and diagonal direction Ψ (x, y) = Ψ (x) Ψ 
(y). As a result, there are three types of detailed images 
for such resolution: horizontal, vertical and diagonal. 

                                                        

 

 

            Fig 1: Two- level decomposition 

3. Wavelet Thresholding 
 
Let f= {fij, i, j=1, 2 ...M} denotes a M x M matrix of 
original image to be recovered and M is some integer 
power of 2. During the transmission, the signal f is 
corrupted by independent and identically distributed zero 
mean, white Gaussian noise nij with standard deviation σ 
i.e. nij ~ N (0, σ2) and at the receiver end, the noisy 
observation gij=fij+nij is obtained. The goal is to estimate 
the signal f from the noisy observations gij such that the 
Mean Square Error (MSE) is minimum. To achieve this 
gij is transformed into wavelet domain, which 
decomposes the gij into many subbands, which separates 
the signal into so many frequency bands. The small 
coefficients in the subbands are dominated by noise, 
while coefficients with large absolute value carry more 
signal information than noise. Replacing noisy 
coefficients (small coefficients below certain value) by 
zero and an inverse wavelet transform may lead to 
reconstruction that has lesser noise. Normally Hard 
Thresholding and Soft Thresholding techniques are used 
for such denoising process. Hard and Soft thresholding 
[14] with threshold λ are defined as follows. The hard 
thresholding operator is defined as: 
( ) λλ <= UallforUUD ,                                  (7) 

                 = 0 otherwise 
The soft thresholding operator on the other hand is 
defined as: 
D (U, λ)=sign(U)*max(0,|U|-λ)                                      (8)    

 
4.  De-noising Algorithm 
 

1. Transform the noisy image into orthogonal domain by 
discrete 2D wavelet transform.  
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2. Apply hard or soft thresholding the noisy detail 
coefficients of the wavelet transform.  

3. Perform inverse discrete wavelet transform to obtain 
the de-noised image. 
  
Here, the threshold plays an important role in the de-
noising process. Normally, hard thresholding and soft 
thresholding techniques are used for such de-noising 
process. Hard thresholding is a keep or kill rule whereas 
soft thresholding shrinks the coefficients [13] above the 
threshold in absolute value. It is a shrink or kill rule. The 
following are the methods of threshold selection for 
image de-noising based on wavelet transform: 
 
4.1 Visushrink 
  
 It is the de-noising technique introduced by Donoho [12], 
[8] , it uses the threshold value t that is proportional to 
standard deviation of noise follows “Hard Thresholding 
Rule”. The universal rule for threshold T can be 
calculated using the formulae, 
T=σ√2logn                                                                      (9)                                                                                              
This method performs well under a number of 
applications because wavelet transform has the 
compaction property of having only a small number of 
large coefficients. All the rest wavelet coefficients are 
very small. This algorithm offers the advantages of 
smoothness and adaptation. However, it exhibits visual 
artifacts. 
 
4.2 Sureshrink 
  
 A threshold chooser based on Stein’s Unbiased Risk 
Estimator (SURE) was proposed by Donoho and 
Johnstone and is called as SureShrink. It is a combination 
of the universal threshold and the SURE threshold. This 
method specifies a threshold value tj for each resolution 
level j in the wavelet transform which is referred to as 
level dependent thresholding. The goal of SureShrink is to 
minimize the mean squared error, defined as  

MSE=1/MN 2
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where I ' (x,y) is the estimate of the signal while I(x,y) is 
the original signal without noise. The SureShrink 
suppresses noise by thresholding the empirical wavelet 
coefficients. The SureShrink threshold t* is defined as: 
 t*=min(t,σ2logn)                                                          (11)                                                                        
where t denotes the value that minimizes Stein’s Unbiased 
Risk Estimator, σ is the noise variance computed from 
Equation (11), and n is the size of the image. The 
Sureshrink method follows the soft thresholding rule. The 
thresholding employed here is adaptive, i.e., a threshold 
level is assigned to each dyadic resolution level by the 

principle of minimizing the Stein’s Unbiased Risk 
Estimator for threshold estimates. It is smoothness 
adaptive, which means that if the unknown function 
contains abrupt changes or boundaries in the image, the 
reconstructed image also does. 
 
4.3 Bayesshrink 
 
 BayesShrink was proposed by Chang, Yu and Vetterli 
[10]. The goal of this method is to minimize the Bayesian 
risk, and hence its name, BayesShrink. It uses soft 
thresholding and is subband-dependent, which means that 
thresholding is done at each band of resolution in the 
wavelet decomposition. Like the SureShrink procedure, it 
is smoothness adaptive. The Bayes threshold, tB, is 
defined:  

tB=σ 2 /σs                                                                       (12)                                                                      

where σ 2  is the noise variance and σ is the signal 

variance without noise. The noise variance 2σ is 
estimated from the subband HH1 by the median 
estimator. From the definition of additive noise we have 
 w(x,y)=s(x,y)+n(x,y).                                                  (13)                                                                             
Since the noise and the signal are independent of each 
other, it can be stated that 

222 σσσ += sw                                                 (14)                                                                               

σ 2
W  can be computed as shown below:   
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 The variance of the signal 2
Sσ  is computed as: 

  )0,max( 22 σσσ −= ws                                       (16)  

 
5. EXPERIMENTAL RESULTS  
 
 The above said methods are evaluated using the quality 
measure Peak Signal to Noise ratio which is calculated 
using the formulae, 

 PSNR=10*log 10 (255) 2 /MSE(db)                              (17)                                                        

where MSE is the mean squared error between the 
original image and the reconstructed de-noised image.  
Quantitatively assessing the performance in practical 
application is complicated issue because the ideal image 
is normally unknown at the receiver end. So this paper 
uses the following method for experiments. One original 
image is applied with Gaussian noise with variance value 
0.001. In this paper, different wavelet bases are used in all 
methods. For taking the wavelet transform of the image, 
readily available MATLAB routines are taken. In each 
sub-band, individual pixels of the image are shrinked 
based on the threshold selection. A de-noised wavelet 
transform is created by shrinking pixels. The inverse 
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wavelet transform is the de-noised image. In this paper 
three images of different sizes are denoised by applying 
the techniques discussed above. The simulation results are 
shown below of three images: “imde1.jpg”,”imde2.jpg”, 
“imde3.jpg” with its original image, noise corrupted 
image with Gaussian noise at variance 0.001 and its 
denoised image. 
 

 
 

Fig.2:“imde1.jpg”with its original, noisy and denoised pattern 

 
 

Fig.3:“imde2.jpg”with its original, noisy and denoised pattern 

 

Fig.4:“imde2.jpg”with its original, noisy and denoised pattern 

Table 1: signal-to-noise ratios of the thresholding techniques compared 
to weiner filter 

 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

Throughout the text, we tried to present numerous 
original interpretations, pictorial explanations and 
discussions broadening our viewpoints on this topic. The 
use of the localized context-dependent hard and soft 
thresholding operators have resulted in some 
improvement in the performance of the various standard 
wavelet thresholding methods studied in this paper. 
For the above mentioned three methods, image de-noising 
is performed using wavelets for the second level 
decomposition and the results are shown in figure1, 
figure2 and figure3 along with the table formulated for 
noise variance 0.001. Along with the comparison to the 
Weiner Filter “Sureshrink” gave the best possible results. 

6. CONCLUSION 

In this paper, the image de-noising using discrete wavelet 
transform is analyzed. The experiments were conducted to 
study the suitability of different wavelet bases and also 
different window sizes. Among all discrete wavelet bases, 
coiflet performs well in image de-noising. For Gaussian 
noise (0, 0.09) – PSNR improves by the use of Hard 
Thresholding technique. Experimental results also show 
that Sureshrink gives better result than Visushrink and 
Bayesshrink as compared to Weiner filter. 

Wavelet Image Figure1 Figure2 Figure3 

 Median 31.6 35.2 33.5 

haar Visushrink 29.2 32.8 30.8 

Sureshrink 31.8 35.0 32.8 

Bayeshrink 30.0 33.3 31.4 

Db16 Visushrink 30.4 33.4 31.4 

Sureshrink 32.8 36.4 33.7 

Bayeshrink 29.0 33.3 30.4 

Coif5 Visushrink 30.5 33.8 31.5 

Sureshrink 33.0 36.2 34.0 

Bayeshrink 29.9 33.4 30.4 

Sym8 Visushrink 30.5 33.5 31.6 

Sureshrink 32.9 36.0 33.8 

Bayeshrink 30.0 34.0 32.2 
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Abstract 
IP telephony is a transmission of voice and data over Packet 
Switched IP Networks and it has become a key issue in the 
telecommunication industry worldwide because of its higher 
efficiency and cheapest call rate. Hence, most of the countries in 
the world set up their telecommunication platform on IP based 
network as a fast revenue generating sources. Though Malaysia 
is on the way forward on IP based platform but the growth is not 
reached at satisfactory level due to the absence of effective 
regulatory frameworks policies. So, growth of IP telephony is 
declining and foreign joint investors are facing difficulties in 
Malaysia. Besides, local incumbent operators are gaining market 
advantages of having huge subscribers locally and providing 
service in a form of direct calling system. So, this paper tried to 
explore the issue of “obstacle and Survive” and reasons of 
declining IP telephony service providers in Malaysia.   
 

Keywords: IP networks, regulatory framework, incumbent 
operator, market advantages, IP telephony.  

1. Introduction 

The development of Internet Protocol (IP) in mid -1970’s 
has started a whirlwind of change in the 
telecommunications market in the world. IP development 
has opened a wide range of services in global 
communications. This service offers alternative cheapest 
voice call that evades Public Switched Network (PSTN). It 
is capable of providing higher efficiency and lower cost 
for communication to the consumers as well as end-users. 
VoIP service offers “Everything over IP” based platform.  
Nowadays, dual-mode handset and its services offer VoIP 
calls over wire or wireless mode.  BT (Fusion) in UK, T-
Mobile in Germany (At home) and Orange (Unik) in 
France are the best examples of this type of system.  
However, VoIP is going to be a mainstay in the corporate 
world and Japan announces that, currently 60% 
subscribers are using VoIP service. In 2007, there were 
100 million VoIP subscribers in the world but over the 
time increasing very fast. It assumes that,   at the end of  
 

 
2011, there will be 250 million VoIP subscribers 
throughout the world. Following the trend of IP 
development, Malaysia is also sets the VoIP infrastructure 
where service providers are rapidly expanding their cost 
effective service. Malaysian Communications and 
Multimedia Commission (MCMC) along with local 
incumbent operators are facilitating to the foreign 
investors to commence IP telephony services. Telecom 
Malaysia Berhad (TM) is the leading operator in Malaysia 
where it contributes the higher revenue in this sector. 
Alongside, Redtone Sdn Bhd and Marchantrade Asia Sdn 
Bhd also providing IP telephony service in Malaysia. In 
order to start this service there is pre-requite to have an 
ASP license from Malaysian Communications and 
Multimedia Commission (MCMC) and every year has to 
renew. In every year, ASP licensed company is increasing 
very fast. At present it has crossed 400 ASP license 
holders’ local as well as foreign companies in Malaysia. 
 
With the forward movement of VoIP, everyone facilitates 
to the use of IP telephony services because of its reliability 
and lowest cost. Though IP telephony takes a new place in 
the global communication even in Malaysia incredibly, 
there are so many obstacles to establish IP Telephony 
business in Malaysia for foreign investors.  
 
1.1 Research Objectives      
 
The objective of this research is to focus on the difficulties 
to run IP telephony business in Malaysia for foreign 
investors or companies. Due to the regulatory and pricing 
challenges, foreign investors are facing problems to 
establish the business in Malaysia. For this, this paper is 
specially focuses on regulatory issues and tried to find out 
a way to overcome these problems to continue IP 
Telephony business in Malaysia. This paper also 
conducted research upon a number of countries to set its 
opinion and recommendations.  
1.2 Problem Statement 
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 VoIP is getting popular all over the world because of 
higher efficiency and lowest call rates. Unlike Japan, 
Australia, USA and others countries, Malaysian service 
providers are charging more [SPL high rate] to the ASP 
service holders or companies. Reducing the cost is one of 
the main issues of IT business, therefore, everybody will 
find out the cheapest call rate and best sound quality. 
Japan, USA and Australia offers low price that’s why ASP 
service providers get benefit from them.  In the 
competitive market place outside carriers offers low cost 
whereas TM offers high rate. According to MCMC 
regulations ASP license holders are bound to buy minutes 
volume either TM or any other local incumbent operators. 
Price could be less if the volume of usage increased but 
normally ASP service providers cannot increase volume 
usage at the starting of their business because of not 
having huge clients. However, in order to reduce the rate, 
IP telephony companies are highly suggested by TM to 
increase the volume of minutes. Nevertheless, service 
providers are not able to increase the volume usage with a 
high rate because of the global price differences with 
Malaysian incumbent operators.  Another issue is toll free-
number which is used for calling card and call back 
services. Unlike Japan, in Malaysia toll-free is allowed 
only from fixed phone numbers. But if there is an 
opportunity to use toll-free through hand phone, public 
phone, any booth or university booth foreign companies 
can get at least marginal profit from their service.  
 
So due to the enormous encounters and not having 
sufficient facilities, IP telephony service providers are 
declining from the market or switched to other services, or 
even totally washout from the marketplace. In this regard, 
this paper tried to find the ways to overcome all these 
problems.  
 
1.3 Scope of Research  
 
  At present, Malaysia is enhancing their capabilities to 
create unique opportunities to be a part of the global 
information society. ICT development, innovation, 
economic incentive and information structure are the main 
factors for advancement. Moreover, in the expansion of 
the ICT, competition appears in the global market and 
countries are shifting from old paradigm like physical and 
monetary asset to the new information age. So ICT along 
with telecommunication sector opens up the new horizon 
of opportunities and attract foreign companies to invest in 
this country. Malaysia invites foreign investors in ICT 
sector by providing secure place which will be the rapid 
revenue generating source towards the development 
process. If, foreign companies come to set up their IP 
telephony business, massive employment opportunities 
will be created and country will be achieving a developed 
nation status.  

 
1.4 Research Questions 
 

• What are the obstacles to run IP telephony 
business for foreign companies?  

• To what extend Telekom Malaysia Berhad can 
take initiative to solve the problem as TM plays 
an important role regarding IP telephony 
business? 

• Should new rules for ASP license holders adopt 
by MCMC to give more facilities to the foreign as 
well as local companies? 

• The topic raise the important questions “obstacle 
and survive” and what are the necessary steps 
need to measure MCMC to make it easier?  

 
1.5 Significance of the Research  
 
The tremendous use of Internet Protocol (IP) networks for 
communication service, especially, in telephony become 
essential part for the telecommunications industry 
worldwide. The major key issue appears into spotlight for 
ICT policy maker and regulatory authority that, IP based 
network communications reduced the cost thus it becomes 
the technology of choice. 
 
So the growths of IP telephony networks around the world 
are becoming popular and bring broaden implication in the 
telecommunication industry. Consequently, the major 
international Public Telecommunications Operator (PTOs) 
has taken initiatives to migrate all their international traffic 
onto IP platforms and made a substantial investment in 
this sector.  It is evident that, IP based network will reduce 
quarter of cost than circuit switched networks. So the issue 
of cost reducing and less infrastructure cost are the 
predominant part in IP telephony sector.  Malaysian 
government has taken initiative on the way forward to the 
IP based platform as it is highly increasing and lower cost 
of IP networks for communications.  
 
Though Internet protocol (IP) telephony is rapidly 
reaching at the top of the agenda in the telecommunication 
industry worldwide, there are relentless problems are 
facing ASP license holder companies, such as; pricing, 
volume usage, toll free from mobile, direct competition 
with local incumbent operator and others. So, in Malaysia, 
this research will help to create the awareness of the 
Malaysian Communications and Multimedia Commission 
to take initiatives for the ASP licensed companies so that, 
they are able to run their business effectively and initiate 
to protect them from declining or scrub down from the 
telecommunication market and contribute to continuous 
economic development in Malaysia. This research will 
help to think to the government about VOIP service 
providers in Malaysia which will brings potential benefit 
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for the country. This Research would be the supporting 
tool for adapting new laws in favor of foreign IP telephony 
companies which will increase the usage of IP based 
networks in the long run and will help ASP license holders 
companies enhancing their business industry in IP 
telephony networks. It will also help foreign 
people/investors to increase overall performance. Finally 
this research would change the attitude towards IP 
telephony companies which will have a positive effect 
towards its adaptability and manage VoIP companies 
effectively.  

2. Background Study and Fundamental 
Changes of IP Telephony  

Internet Telephony or Voice over Internet Protocol 
landscape is rapidly changing in the telecommunication 
industry. It is a fundamental archetypal shift from 
traditional PSTN (Public Switched Telephone Network) 
Circuit –Switched Voice Networks to Packet Switched 
Data Network where Internet protocol is predominant.  
After the invention of IP telephony, its popularity in the 
world of voice communication is fast and reliable. It meets 
the higher performance with lower voice networking cost. 
As revenue generating business source IP telephony can 
meet the service providers as well as user’s expectation. 
So IP telephony is able to prove its capabilities of 
delivering service to the end users and increase business 
opportunities in the world telephony market because of its 
lower voice, equipment and administrative cost. So over 
the time IP telephony is becoming the driving force of IP 
based communications. According to the Malaysian IP 
Telephony Industry Report 2007,  
 
“Operators of IP telephony are ‘widening’ over time –
from the circle of pure VOIP players who do not own a 
network and offers a voice call service to the larger arena 
of incumbent operator offering broadband access over 
which IP telephony can be offered free or at lower charges 
in combined packages’’ [1]. 
 
 However, IP telephony is putting forward of innumerous 
possibilities of the fixed line operators towards the new 
revenue tributary of telecommunication industry. As fixed 
line revenue landscape is declining and IP telephony 
networks are generating more revenue that’s why alliance 
with service providers and content providers are 
increasing. Consequently, it becomes the stronghold of the 
commercial as well as business world through IP 
telephony business enterprise. Thus, IP telephony appears 
as a continual and prospective threat for the fixed line 
operators. So, in order to exist in the world market, 
migration towards next generation network followed by IP 
based network technology is absolutely desirable.  

 
 To meet the expectation of customer demand and 
reliability, network infrastructure must provide high 
performance with low cost. IP telephony is providing high 
quality of voice transfer using low bandwidth. Therefore it 
gives high priority of usage affirmation.  As a result end-
users reliability is increasing to meet expectations of 
clients.   
 
In addition, regulatory issues of IP telephony create 
problems for the service provider in certain countries in 
the world where some are facing the banning to provide 
services. Though there is no banning or license restrictions 
in Malaysia on providing services but few regulatory 
issues need to acclimatize favoring to Application Service 
Providers, so that they can continue their services without 
any difficulties. In effect of regulatory issues along with 
TM high pricing matter for call termination and provide 
same service in identical destination especially in South 
Asian Countries in a form of direct calling with 
promotional offers, ASP holders faces threat and plunge in 
a disastrous situation to continue their IP telephony 
services in Malaysia.  
 
Even the new market of IP telephony is not expanding due 
to the extreme competitive attitude of incumbent 
operators. Usually competitive phenomenon helps to 
enhance the market growth but, if competition appears 
through local incumbent operators then ASP holders will 
face more difficulties.  
 
 Moreover, few issues are highly notified in terms of VoIP 
enterprises, such as, problems in network and security 
factors especially for callback and callshop solutions. A 
report stated that, about 27% of Asia enterprises are 
worrying about the security issue because of using public 
networks where packets pass through by any router and 
anyone can access easily [2]. So, in terms of call back and 
call shop solutions it is the main concern to provide 
services. Service providers may face severe hacking 
problem and loss huge amount of purchased call volume 
due to the security issue.  
 
The report again focuses on the converged IP network that, 
though 55% of Asian enterprises have embraced this 
network, it is critical for the networking environment. It 
assumes that, converged voice, data along with video will 
be the attractive features of future telecommunications 
industry.  
 
  In order to build a good business environment, call 
availability in VOIP services is mandatory. Besides, 
consumer protections, security along with universal 
service provision are also important for building the VoIP 
infrastructure. Giving the broad idea of IP telephony or 
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Voice over Internet Protocol this chapter addressed the 
overview of IP telephony, IP Telephony architecture, 
fundamental change in the communication, the growth of 
IP telephony and its development over the time, IP 
telephony growth in Malaysia, revenue trends, business 
value, issue and challenges, market drivers in IP 
telephony, fundamental process and finally business and 
economic importance of IP telephony.  
 
2.1 IP Telephony Overview  
 
The term “IP Telephony” can be defined in different way 
as there is no exact definition of it. It is a service for 
international call or international bypass or it is a network 
for the ‘next generation signaling and multimedia 
connectivity’ [3]. IP telephony includes a set of 
technologies that allows data to transmit and collaborate 
with IP based network such as LANs (Local Area 
Network), WANs (Wide Area Network and Metro Area 
Network) where broadband connection is prerequisite. 
This term also been used interchangeably with VoIP 
(Voice over Internet Protocol) which offers cost effective 
technique of communication. According to William 
A.Yarberry,Jr.; ‘IP telephony is a (i) set of standards for 
packet transmission;(ii) ability to commingle various 
media such as voice, data, and video, on LANs, WANs 
and the internet; and (iii) the flexibility with regard to 
physical media-IP telephony works over twisted pair, 
fiber, xDSL, ISDN, leased lines, coaxial cable and others 
[4]. Moreover, IP telephony uses IETF platform (The 
Internet Engineering Task Force) whose main concern is 
to provide smooth operation work of the internet in order 
to make internet exertion better by ensuring the high 
quality of service, and ITU (The International 
Telecommunication Union) whose main intention is to 
improve the telecommunication infrastructure and 
establish high standard of service. Hence, in 2001 ITU 
make a distinction of IP telephony and VoIP. IP telephony 
is a “voice over IP based networks irrespective of 
ownership’ and VoIP is a –‘Voice service over networks 
competing with incumbent operator’’ [5].  
 
Although ITU distinguishes between the two, IP telephony 
is also known as VoIP, mostly use for communication 
because of its cost saving, flexibility and lower 
management cost. Vendors or service providers are 
interested in VoIP business because of its less financial 
investment and cost effective services. It also provides the 
‘wider and diverse range of multimedia services and 
innovative applications and particularly to be able to 
compete effectively in future E-Commerce markets’ [6]. 
ITU defined IP telephony in such a way that; 
 
‘’The Internet and IP based networks are increasingly 
being used as alternatives to the public switched telephone 

network. Internet Telephony service providers (ITSPs) can 
provide voice and fax services which are close to 
becoming functionally equivalent to those provided by 
public telecommunication operators (PTOs). However, 
few ITSPs are licensed by national authorities and they 
generally do not have any universal service obligations. 
Many countries ban IP telephony completely, yet IP calls 
can be made to almost any telephone in the world. Many 
PTOs are establishing their own IP telephony services, 
and/or using IP-based networks as alternative 
transmission platforms. In the longer term, as more and 
more voice traffic becomes IP data traffic, there will be 
little to distinguish between IP telephony and circuit –
switched telephony. However, many telecommunications 
regulatory schemes depend upon such a distinction, both 
physically and as a matter of policy and law. As these 
trends continue, the telecommunication framework will 
come under increasing pressure to adapt’’ [7] 
 
There is an assumption that, the whole world will be 
turning to the IP telephony platform due to its 
innovativeness, dynamism and the great source of revenue 
generating phenomenon. 
  
The anticipation of ITU is absolutely true about IP 
telephony. Japan reported that, about 60% subscriber using 
VoIP for personal communication as well as corporate use 
and its best example is Skype. Presently, VoIP is 
enormously using in Small and Medium Size Enterprises 
(SMEs) to enhance them. However, IP telephony is using 
extensively in IP-PBX, unified communication, contract 
centers and carrier services. Packet Switched Connection 
from the internet to exchange voice, fax and data transfer 
as an alternative of PSTN is called dedicated circuit 
switched connections.  
 
IP telephony or VoIP also called peer to peer VoIP which 
‘gets the strengths from each individual node, adding 
bandwidth and processing power with each new member 
for the good of the many’ [8]. Garrie & Rebecca Wong 
(2009) defined VoIP, as a  “conveyance of voice, fax and 
unrelated services publicly or wholly over packet switched 
IP-based networks including peer to peer VOIP and VOIP 
service connected to PSTN”[9]. It also refers to the 
telephony application ‘that are enabled in a homogeneous 
IP environment as well as the integration of these 
applications with mainstream business process’ [10]. 
Sangoma Technologies Corporation a Canada based 
company is providing voice and data connectivity 
components for software based communication applicant.  
 
   
Though variety of new technology in telecommunications 
begins with a wide range of commercial services in a form 
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of IP telephony or VoIP, regulatory issues has been 
grappled up with a broad implications in VoIP market.  
 
2.2 IP Telephony Architecture  
 
Looking at the IP telephony architecture, there are few 
important features are significant as William A. Yarberry, 
Jr. Stated;   

1. Bandwidth is used more efficiently 
2. Components are more evenly distributed  
3. Growth is incremental  
4. Port limitations are reduced  
5. The architecture are less proprietary 
6. Fewer single points  of failure  
7. Potential for lower cost  
8. Single wiring  

 
In IP, telephony packet based voice transmission can be 
used efficiently and at the same time number of 
conversation can pass through dedicatedly. Even 
bandwidth requirements are possibly can be reduced while 
the voice and data pass through. IP telephony architecture 
is linked with the local area network where servers are 
distributed in different segments. Besides, the growth of IP 
telephony is incremental.  
 
In traditional PBX system users need to add additional 
hardware whereas in IP telephony, extension of the switch 
is needed and it is connected with Ethernet followed by 
RJ45 connectors. If it is connected to any types of devices 
of IP telephony port limitation issues can be reduced. 
 
 But IP telephony with TDM architecture port limitation 
can solve by upgrading the system. In Traditional PBX 
architecture is proprietary based which is complex but the 
IP telephony architecture less proprietary and vendors are 
being pressured to its standard services. TDM based PBX, 
backup system is very expensive and it always involves in 
advance cross wiring but in IP telephony architecture 
servers and switches can be allocated within the 
organization and it is practical to use in this system. So 
there is no problem for backup system and its maintenance 
cost is low.  
 
The infrastructure and operation cost of IP telephony is not 
much expensive as PBX system or traditional system has. 
According to William A. Yarberry, Jr (2000),  “IP 
telephone can run Linux as an operating system and use 
off –the –shelf Hewlett –Packet or Dell boxes, the price 
wars begin.. ‘Frank and Bill’ can build a un-PBX in a 
garage and sell the “Frank and Bill Telephone system’’ 
over the internet next day’ [11]. Besides, in IP telephony 
system data and voice can possibly send through in a 
single wiring infrastructure though sometimes can create 
problems if network failed.  

 
2.3 Changes of IP Telephony  
 
 The rapid transition of all networks in the 21st century is 
digital or packet based architecture from analog or 
traditional network based communications. However, 
change has been started since 2000 where VoIP expanding 
dramatically and which can be integrated in all websites 
including email or social networking, call recording, 
conferencing as well as data transfer. So, VoIP established 
itself as a mainstream to the telecommunication industry. 
Skype is the best example of its type and over the time it 
becomes the market leader. So ‘VoIP has been the 
harbinger of convergence between voice and data/IP 
networks, facilitating a growing range of unified 
communication and collaboration services’. This is 
because of its cheapest call rate and reliability of the 
service. Moreover, change to IP telephony is deep-rooted 
because of few reasons such as; toll bypass, data voice 
resources, convergence everything over IP, presence over 
IP including voice, data and video; real time, centralized 
management system and remote site management.  Hence, 
IP telephony opens broad market for vendors to provide 
services along with hardware, software, soft switch and 
router devices for business purpose. It also facilitates 
Skype, Vonage, ViaTalk, Yahoo Messenger, Google Talk, 
Jaxtr, VoIP buster to provide services. It observes that, 
Skype dominates the independent cheap calls VoIP 
markets. People are always looking for free calls if any 
service provider offers. Thus Skype does. That’s why it is 
becoming the most popular in telecommunication sector in 
the world. On the other, Vonage policy is quite different to 
Skype though they have 1.6 million customers worldwide. 
They are not willing to give the free calls to the 
consumers. So the momentum of IP telephony is fast 
growing. Besides, Google is also planning to enter into the 
Mobile VoIP market.  
 

Figure: 1 IP Telephony changes Over Time 

 
[Source: Company websites Informa Telecom &Media, Juniper 
Research, IEC, Telecom Asia, News report as cited in Industry Report 
Volume 3, IP telephony] 
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[Figure: 1], clearly shows the changes of IP telephony and 
its solution for service providers.  
 
2.4 Growth of IP Telephony over the Time  
 
It is obvious that, new technology always takes over the 
old technology. So internet telephony takes over the place 
of circuit switched network or traditional PSTN network 
because of technology of choice in ages. Internet 
telephony offers cheapest long distance calling card and 
international telephone calls with much wider and diverse 
range of communication service for the consumer. 
Consequently, over the time IP telephony gained the 
interest of the IT and telecommunication industry, policy 
makers and regulatory board- as an alternative choice of IP 
infrastructure deployment. The International 
Telecommunication Union (ITU) found that, the 
liberalization of the market contributed a broad range of 
migration from traditional to IP-based network. Besides, 
international Public Telecommunication Operators (PTOs) 
have migrated all their international traffic to the IP based 
network and started to huge invest. Moreover, the growth 
of IP telephony networks is creating wider implication for 
the telecommunication industry along with national and 
international agencies and it’s being viewed as a 
fundamental competitor among the countries in the 
telephony market worldwide now. It is considered as the 
spur of dynamic economic growth.  
 
During the period of mid-to-late 1990’s IP based network 
accelerated in the telecommunication industry and internet 
was offered over public internet like Free World Dial-up. 
During the year of 2000 and 2002 “VoIP was a discounted 
telephony over IP based networks” [12]. The best 
examples of its type are Net2Phone and IBasis.  Over time 
VoIP gained popularity and become most competitive 
place in the telecommunication industry all over the world. 
Besides, Voice over broadband also enhances their service 
to provide free or sometimes flat rate along with the 
reducing calls rate to PSTN mobile users. Skype and 
Vonage are the best examples. Now IP telephony shows 
the strong market growth due to its fast growing 
phenomenon. Even in the enterprise voice market it grows 
rapidly and it includes converged IP/TDM PBX phone 
system along with IP phones. [13].  
 
This paper also presents the data that, in 2009, there are 
70% of the total telephony market has been represented by 
IP telephony. Besides, if we have a look on the vendor in 
the Western Europe, there is a tremendous competition 
observed. Jeremy Duke, a principal analyst and founder of 
Synergy Research Group says, “In looking at the vendors 
in Western Europe, we see an extraordinary tight race for 
the first position. It could be argued that 3 vendors tied for 

the second position’’ [14]. Following this [table: 1] shows 
the clear picture to get clear idea about it.  
 

Table:1  IP telephony line shipment market share 

Vendors  Market Share  
Alcatel –Lucent (France)  17.67% 
Avaya (UK) 16.94% 
Aastra (UK) 16.93% 
Siemens (Germany)  16.54% 
Cisco (UK) 15.41% 
Nortel  5.96% 
Mitel (UK) 5.82% 

             
Besides, Cisco, Clarent, Nuera, Sonus, Unispere, 
Convergent Networks are also getting popularity for the IP 
Public Switched Telecommunications Networks gateway 
vendor. Alongside as a carrier ITXC, Genuity, Net Voice, 
Net2Phone, IBasis are getting place in a competitive 
market arena. Though there are innumerous networks 
operator are providing their service worldwide, Concert, 
PointOne, China Telecom are into the edge of the market.  
As a carrier Net2Phone has an excellent marketing power 
to control the VoIP market place and therefore they 
formed a strategic alliance with Yahoo, AOL and MSN.  
 
For the growth of VoIP there are so many predictions that 
have been projected by the researcher. For example, “By 
2008, wholesale VoIP traffic in Europe, Middle East and 
Asia reached 57 Billion minute [15].  
 
 On the other hand, IDATE one of the Europe’s leading 
market analysis and consulting firm estimate of the VoIP 
subscribers, total and as a proportion of mainlines 
worldwide during the period of (2005-2011) would be 300 
Million. IDC also views; IP telephony, the next generation 
technology and over the time it changes the 
telecommunication landscape where the growth is 
exponential. They predict; only in USA, residential 
subscriber of VoIP will grow from 10.3 million to 44 
million within the year of 2006 to 2010. 
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Graph: 1 Estimates of VoIP Subscriber 

Tom Evslin, the chief 
Executive Officer of 
ITXC remarks that; “By 
2010, all voice traffic 
will be over IP 
networks’’ [16]. In 
china IP Telephony 
Lunched in 1999 then 
within  short time China 
Unicom become the 
world largest VoIP 
network platform and 
the daily usage over 2.5 
million. Ten million 
calling cards is sold and 
revenue comes Two 
Hundred Thousand US 
Dollar a day.  

 
 In the Asia Pacific Region Avaya Inc., is a leading global 
provider of communications networks and their strategy is 
to provide service based on innovation and IP telephony 
applications applied in banking sector, finance, insurance, 
retail, manufacturing, and travel and hospitality industries. 
Hence, it contributes a lot for economic growth in this 
region. Thus, Avaya is becoming the leader of IP 
telephony market in Asia Pacific Region. Recently a report 
published by the Asia Pacific Technology Market CY 
2007 that; Avaya is in the  leading position in IP telephony 
Market share in this area; for example, in China 30.7%, 
Singapore 33.8%, Hong Kong 33.7%, Philippine 57.9%, 
Indonesia 30.9%, Taiwan 28.8%, Thailand 29.8%, 
Vietnam 31.5% and Malaysia 27.7% [17]. Their main 
service is to focus on the customer need and demand. 
Avaya apparition is to make a new world of opportunities 
for the business and enhances customer satisfaction as 
well.  Following this [graph: 1] shows the high growth of 
VoIP market in Asia and NTT is in the leading position for 
VoIP traffic.  

Graph: 2 High Growth of VoIP 

 
  [Source: In-Stat, May 2005 as cited in Industry Report 2007, Volume 3] 

 
The vision of NTT is to create a ‘new value in 
communication and partner with customers to “bridge 
their present and future potential’’. NTT clearing house 
provided around 220 countries all over the world with 
local access along with speedy IP telephony services. It 
also provides ‘the single point of contact to its customers 
with global coverage, low cost and high quality service 
and makes entrance barriers to this market lower’. NTT is 
delivering high quality of voice, data and IP services to the 
service providers all over the world and building a new 
business model through the power of communication.  
Providing dedicated and quality of service NTT became 
the world ranked 31st in the Fortune Global, 500 list in 
2010. Nevertheless KDDI, Hong Kong BB, China 
Telecom, Yahoo BB, KT and others also helps to expand 
the VoIP market in Asia. 
 
2.5 IP Telephony Growth in Malaysia  
 
VoIP first introduced in 1995, when  internet appears into 
the world of communications and started to use at home 
basically PC-to-PC connection that are connected to the 
same telephony software users and connected with each 
other. It is free of cost that’s why voice quality was very 
low and feedback is not satisfactory.  Then in 1997, PC-to-
Phone system has been incorporated with a bit improved 
sound quality but this method was inconvenient because of 
its one way of communication. After that, in 1997, VoIP or 
IP telephony is being introduced as a form of voice and 
data communication and through the government agency. 
Various types of service provider came into the Malaysian 
IP telephony market including local as well as foreign 
companies. VoIP market came into the highlight when 
Cisco System and Nortel started to produce hardware for 
VoIP equipment. As a result VoIP become more attractive 
and profitable business sector in the world. Then it 
implements as a main source of data communication of 
VoIP platform on their domestic as well as international IP 
networks for communication. Gradually, VoIP starts to use 
as a business source. In 2000, VoIP usage increased 
rapidly in Malaysia.  Then, in 2000, there are 53 IP 
telephony license had been given in Malaysia but now 
around 400 companies are holding IP telephony license.  
 
There are several types of services are offered in a VoIP, 
such as; prepaid, posts paid and call back where the target 
groups are foreign workers, students, professionals and 
immigrants. 
 
 These cards are available in different retail shops all over 
Malaysia. Another type is post-paid account is mainly 
using as a corporate account .Call shop is another type of 
VoIP service and the target groups are foreign workers, 
immigrants, teachers staff and others. This type of service 

Estimates of VoIP subscribers, 
total and as a proportion of 
mainlines worldwide, 2005–2011 

 

Source: IDATE as cited in ITU 
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also provides the long distance calling card that can be 
used-using local telephone number. Malaysia is 
strategically a good place for VoIP market, so the growth 
of VoIP is significantly uprising and over the time it is 
becoming the mainstream of economic development and 
incorporating the new type of communication method.  
 
Previously, in Malaysia fixed phone telephone companies 
were allowed to offer VoIP service to the consumer. 
However, with the advancement of technology, VoIP 
market policy has been reviewed and extend supports to all 
types of service providers those are interested. There are 
two ways that VoIP service can be provided; 
 

1. PC-to-PC based, that is known as an Internet 
Telephony and  

2. Phone-to-Phone based, that is using Public 
Switched Telephone Network (PSTN) where 
multi stage access dialing are allowed. This type 
of service is called Voice over Internet Protocol 
(VoIP) or Internet Telephony (IP). 
 

As PC-to-PC phone does not require any PSTN as a 
prerequisite, so regulatory commission is not imposing 
licensing restrictions. But, in VoIP services, regulatory 
authority imposed licensing order because it’s originated 
and terminated through the PSTN in VoIP mode. So 
effective from 1st April, 2002, companies those are 
providing VoIP service is required to an Application 
Service Provider (ASP) license for domestic as well as 
international service.  Service providers are not allowed to 
buy minutes from overseas carrier without having NSP 
license or Individual license [18]. 
 
The Internet Protocol Telephony (IPT) market looks very 
impressive in Malaysia. IDC reported that, in 2005, local 
VOIP market was worth RM 645.9 million and the 
industry is expected to the annual growth rate is 18% for 
the year of 2005-2010. However, in 2005, the annual 
growth was reduced 19.4% whereas previous year it was 
67.2%. The report says also noticed, in 2005 IP telephony 
service was not profitable and declining due to repatriation 
of foreign workers from Malaysia. Another reason is 
increasing competition among the incumbent service 
providers and decreasing call tariff rates both in domestic 
and international destinations. Senior Analyst of Enterprise 
Networking and IP Communication Researcher of IDC 
Malaysia, Lincoln Lee says; 
 
“The IP telephony services market is evolving away from a 
discounted call services model to that of a pure IP 
telephony service. Service providers who do not adapt 
their business models to meet market demands will face 
further erosion of revenue and profits. Technology 
disrupters such as WIMAX, WIFI, unified Convergence 

and Mobility are acting as a catalyst of change in the IP 
telephony market. Growing market demands for such 
services and technology adoption are forcing service 
providers to evaluate such technology an alternative 
means to provide IP telephony services”.[19] 
 
 IDC made another research on the IP telephony Top 
Service Providers market share by revenue in financial 
year 2005. There were five major service provider doing 
their service and the contribution were as follows, Redtone 
22%, Telekom Malaysia 12%, Nextel 12%, Nation Com 
12%, Extive 4% and other service provider was 40%. Over 
the time contribution from Application Service Providers 
are declining. This is possibly due to strong competition 
among the service providers and regulatory issues. 
Following this [graph: 3] shows VoIP revenue versus 
growth from 2006 to 2011.  
 

Graph:3  Malaysia- VoIP revenue vs growth 

 
[Source: IDC as cited in Market and Financial Review Q3, 

    Communications and Multimedia Malaysia] 
 
This graph shows, Malaysian VoIP revenue vs revenue 
growth comparatively. Revenue growth is gradually 
declining compare to previous year.  
 
However, PCCW Global and Telekom Malaysia extended 
their VoIP platform for service providers and enterprise 
markets. PCCW is a Hong Kong based communication 
solutions for global businesses and service provider’s 
solutions robust and dedicated TDM/IP and high quality of 
voice termination. PCCW also serves service providers all 
over the world by providing domestic and international 
switches. Service provider’s solutions including IP and 
MPLS transport, satellite based video transmission, 
cellular backhaul, international voice termination, toll-free 
service and mobile messaging, high definition video 
conferencing, VoIP switch partitioning along with 
equipment services. Malaysia is getting advantages of 
having the regional office in Kuala Lumpur and VoIP 
service expanding very fast. Telekom Malaysia Berhad is 
the largest incumbent operators in Malaysia also providing 
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cost effective calling card services all over the world. 
There are different types of card are providing to the 
customer such as; iTalk, italk Whoa, italk Mobile Dialer, 
TM calling card, iTalk international Airtime Transfer and 
others. iTalk have over two million subscribers worldwide. 
Telekom Malaysia also focused on value added service to 
existing and growing clients like iTalk Buddy which is 
highly demanding as TM claimed. ITalk Buddy users are 
able to send messages, make PC-to-PC calls, share files 
and folders, able to share blogs, upload and share photos 
as well. Thus an online community grows and connected 
with each other.  
 
As a market leader, TM is also providing wholesale 
service such as; transportation, origination and termination 
of calls anywhere in the world. Thus, TM is working as an 
ideal partner for domestic network operators. 
 
  

 
2.6 Revenue Trends  
 
SKMM report stated that, Malaysian IP telephony services 
is a combination of incumbent and small players in the 
market and provided under Class License which has to 
obtain from SKMM. Licensing is required for providers 
under the Communication and Multimedia ACT 1998 for 
the provision of VoIP service. In 2003, only seven 
operators offered VoIP service in Malaysia and total 
revenue was 79.7 million whereTelekom Malaysia Berhad 
was the highest contributor from the incumbent player and 
it was 81.3%.  Next year revenue grew in 86.8% and total 
revenue was 148.8 million. However, in 2005 revenue 
increases to 192.7 million, though only ten service 
providers offered IP telephony services. Following this 
[graph: 4] shows more clearly about the revenue growth in 
Malaysia;  

Graph: 4 VoIP Total Revenue 

 
[Source: SKMM as cited in Industry report 2007] 

 
 Another study shows Malaysian VoIP operators Revenue 
from the period of (2003-2005) where TM is on the 
leading edge. In 2003, TM revenue was 64.8(million) 

followed by the year in 2004 63.4 (million) and in 2005 it 
was 113.2 million. But over the time, TM revenue on 
VoIP is declining due to the strong competition appears in 
the voice market. Besides, Redtone Sdn Bhd is in the 
second position and its revenue in 2004, 2005 were 36.8 
and 36.5. [Graph: 5], shows it clearly.   
 

Graph: 5 Malaysia VoIP Operators Revenue 

[Source: Industry SKMM, Note: 2003 -2005 revenue is based on the 
operators that have reported revenue as cited in Industry Report 2007 
volume 3] 
 
others service providers, such as; Nasioncom Sdn Bhd, 
FSBM Net Media, Next Telecommunications Sdn Bhd, 
Exticom Sdn Bhd, Marchantrade Asia Sdn Bhd are also 
contributing revenue growth. All data shows in the graph 
that, VoIP revenue trend is declining.TM Market share is 
81.3% in 2003, 2004 it was 42.6% and in 2005 58.7% also 
gradually declining too. However, statistics shows that, on 
the following year 2006 and onwards it is promising but 
the revenue growth between 2004 and 2006 is only 4%. In 
spite of the forecasted revenue growth it is declining. 
There might be a reason of SKMM legislation issues or 
involvement of the network service operators in the local 
market. Previously, local incumbent operators were not 
interested or not aware of this type of service. Once local 
incumbent operators came into VoIP market the 
competition heats up as a trend of the voice market but 
foreign companies are declining edge because of not 
having popularity and large market coverage. DIGI is the 
third largest Malaysian operator has launched at a 
preferential rate and good voice quality on the 
international termination and VoIP service as a means of 
direct calling method. Below the graph clearly stated the 
forecasted VoIP revenue from 2007 to 2011 as IDC did so 
and in 2011 the VoIP revenue will be increasing 1,425.54 
million RM as the previous year was 1230.70 million RM. 
Despite the forecasted growth, the revenue growth is 
declining year by year. In 2007 the growth rate was 20.0 
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and in 2008 it was 19.8. So the downturn affected to the 
VoIP revenue growth in 2010. 
 

Graph: 6 Malaysia VoIP Revenue 

 
[Source: IDC as cited in Industry report 2007] 

                         

2.7 Business Value of VoIP 
 

If we simply think about the VoIP business value and its 
advantages, first thing will be appearing to us that it is the 
demand and the perfect time to enter into the market.  
 
IP telephony is a fast growing and dynamic technology 
and it helps to access to the information age which 
eliminate the boundary of the communication. VoIP 
deployment facilitates to build the revenue growth in 21st 
century information age as it is new service for call transit 
through the VoIP gateway along with unified messaging 
service, virtual private network and others. It also 
facilitates to develop the distance learning, e-government, 
telemedicine as well as economic growth of the country 
where IP integrated network works as a catalyst for 
development. The most eye-catching issue of VoIP is huge 
cost savings for long distance calling card, new features 
and converged network [20]. However, the cost saving can 
be quantify but the productivity improvement will be very 
tough to enumerate. Getting a benefit from the VoIP 
implementation it is absolutely needed to invest in a long 
term period because it will “provide returns in capital and 
productivity savings, and help avoid additional security 
risk” [21]. Nevertheless, for productivity improvement 
end users and service provider needs to implement news 
features of VoIP, which will enable to get update and 
advance service like integration of Voice Mail, Email, and 
fax etc. that can be accessible in any places and any time. 
It also helps to improve the customer relationship and 
management system and quick virtual solution if needed.  
 
Capital and expense saving are also important on the VoIP 
platform where in case of long distance calling card can 

vary on the distance an time period in which time end-
users are calling.  
 
 The writers also mention about the productivity savings 
on the VoIP implementation. Thus he focuses three main 
issues (i) management and support savings, (ii) enhance 
and support mobility, (iii) and reduced site preparation 
time. Besides security is another challenging issue for the 
VoIP business implementation where security should the 
main concentration to prevent the server hack or damage 
along with service quality, user’s acceptance and 
reliability, user and staff training on the administrative 
level is significant. Moreover, as the technology is always 
dynamic there should be the adaptation of new technology 
with a competent use as the VoIP market is always 
challenging and critical.  
 
IP networks can be designed in order to provide the quality 
of service. It is consider the core of voice telephony. There 
are so many issues are related with the service quality 
including reliability and security. As Konrad L. Trope 
(2006) stated,  
 
“Managed ‘IP’ networks support the capability to 
prioritize the voice and ensure prompt and consistent 
communications regardless of how congested the network. 
In that environment the user does not distinguish a 
difference in quality between a managed VOIP call and a 
traditional POTS call’’. [22]  
 
VoIP enhances and facilities the interconnection and 
eliminates the boundaries between wireless and wireline 
devices .even VoIP secured the geographic 
interdependence as Konrad stated. In other words it can be 
said that IP eliminates the physical boundary as well as 
geographic arena. So, deployment of the VoIP there is no 
need to set up the own dedicated telephony systems. There 
is only needed to access the IP WAN (Emerson). Besides, 
IP telephony help IT department to manage voice and data 
together. As it can handle from anywhere in the world or 
in a sense virtually it can be settled if problems occurred. 
IT manager can sit anywhere if WAN is available and take 
necessary steps for changes or solutions. However, there is 
innumerable business value of IP telephony or VoIP 
deployment there are few more advantages can get from 
the IP telephony services such as free inter office calls, 
voice mail, auto attendant, home working, flexible 
console, disaster recovery, database integration etc.  
 
In IP telephony services calling card providers are fast 
growing. Even most of the fastest growing IP telephony 
carrier also provides pre-paid telephone card services. As 
it is fast growing there is a possibility to gain the market 
share rapidly and the new entrants of IP telephony 
services. This service is based on Packet based network 
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helps which cost effective and scalable services, so, it 
brings the high revenue growth. Another important issue 
on IP telephony is that, ISP’s service onto the calling card. 
Davidson & Peter (2000) says;  
 
“Lower-cost IP infrastructures enable ISP’s to pass 
savings on to customers in the form of lower tariffs. In 
international markets, where long- distance rates are high, 
ISP’s can offer competitive services while still maintain 
high profits.”[23] 
 
So ISP offers cost effective services to the IP telephony 
platforms. In this case, end user those are subscribing into 
the ISP’s can use Voice over Internet protocol service. On 
the other hand, operators may upgrade existing network 
based on IP networks. BT’s 21st century network is the 
best example on this type of network.  
 
VoIP over the internet also brings the new business 
opportunities which is fully internet based and users can 
download free voice telephony software then installed into 
their PC’s to make free calls worldwide. Skype is the best 
example of this type of free software. However, PC to 
phone calls also possible but it chargeable [24].  
 
2.9 Issues and Challenges 
 
However, there are few issues and challenges of IP 
telephony service identified by the ITU for the developing 
countries are below;  
– Its impact on their revenue streams, resulting from 
lower-priced "IP telephony" tariffs compared with their 
PSTN tariff schemes 
– How not to place any additional requirements on PSTN 
networks when interconnected to IP-based networks 
– How to meet the performance metrics and traffic 
identifications when IP-based networks interwork with 
PSTN 
– How to generate the necessary funds to invest in IP-
based networks 
– How to deal with numbering and addressing issues. 
 
2.8 Economic Aspects of IP Telephony 

 
IP telephony implementations or adoptions have a 
significant prospect for the economic and social 
development which would lead to the country for 
sustainable nation. World Telecommunications Policy 
Forum found finds four major economic as well as social 
aspect of IP telephony. These are as follows;  
 

1. By using IP – based network for electronic 
commerce, firms can widen their potential 
customer base and reduce transaction costs while 

national economic can benefit from new trade 
opportunities; 

 

2. By using IP-based networks to retrieve 
information, health care professional can keep up 
to date with developments in specialist area and 
can pass on their knowledge to others; 

 
 

3. By using IP –based networks as research media, 
schools and universities can greatly expand the 
range of information services available to their 
students and ensure that teachers remain abreast 
of the latest developments in their fields; 
 

4. By using IP- based network as communication 
tools, governments can make their services more 
accessible to their citizens and can establish 
website to promote events provide information.  

 
2.10 Market Drivers for VoIP 
 
There are so many reasons to drive the IP telephony 
service instead of TDM service. The most important issue 
is cost effective and possibility of high revenue growth 
passes up the international regulatory fees. An integrated 
service offers IP telephony system. Besides, there is a 
possibility to outsource (VPN) which is allowed remote 
access service and addressed simple gatekeeper issues 
along with integrated voice and data services as well. In 
Malaysia there are various factors lead to the age of IP 
telephony services such as; deregulation and no barrier  
entry and liberalization of the market. Besides, dynamic 
and low cost voice service enhances to enter as an 
alternative voice service both consumers and the corporate 
market. However, as a new business model, individual and 
wholesale IP telephony creates new opportunity to enter 
into IP markets. Besides, IP telephony services offers 
value added services which will drive the development of 
IP telephony services and “increasing numbers of service 
providers will be bundling together a range of IP services 
including VoIP with IP-VPN and other services, packaged 
as a total IP communications service offering’[25]. 
Moreover, service providers are adopting this service 
because it is high revenue generating source along with 
value added telephony services for the SME and 
residential broadband service market.  

3. Literature Review  

This chapter reviews the literature on issues and 
challenges of the foreign companies those are investing in 
Malaysia in the fast growing service sector of IP 
telephony. From the trends of empirical and theoretical 
observation, this chapter elucidates MCMC legislation and 
service provider’s access to the market which brings 
difficulties to implement and run the IP telephony service 
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in Malaysia. It examines also the role of TM and 
restriction issues along with pricing challenges. In the 
competitive and fast growing telecommunication market, 
Internet Protocol or VoIP is being enormously adapting for 
transferring the data and voice communication. It will also 
examine pricing issues of PSTN and VoIP in Malaysia and 
pricing differences with other countries. This chapter 
illustrates a depth analysis of licensing restrictions and 
Malaysian regulatory issues which affect IP telephony 
market and its growth.  
 
Having low cost facilities and favourable investment 
opportunity, IP telephony business structure helps to 
generate more revenue sources. It creates opportunities to 
consumers, enterprises, and SME’s an alternative business 
field.  
 
The telecom industry critical regulatory dilemmas are 
somehow badly affected in IP telephony market. So this 
paper analyzed the VoIP network access with legislation 
issue. In telecom industry critical regulations issues 
hindered the growth of world IP telephony market.  
 
In this area regulation is the main driving force as it tightly 
regulated[26]. Problems are arisen due to regulatory 
attempt especially in the developing countries, where IP 
telephony leverages the prospective of the 
telecommunication sector for data and voice transmission. 
Besides, strong competition appears between incumbent 
and entrant where incumbent is balancing with PSTN and 
VOIP telephony and entrant is struggling for market 
entrance where regulatory issues intervenes or restricts 
upon their services [27]. Legislation issue supposes to 
appear to put off the anticompetitive attitude towards the 
service but not for prohibition. If it happens in other ways, 
innovation and development process will be affected. 
Refers to Ebril and Slutsky, 1990; and Lewis and 
Sapington 1990, Paul de Bejl & Martin Peitz remarks; 
 
 “If in a particular, the regulator can set different rates for 
a bottleneck owner and a non-integrated competitor; the 
regulator may want to subsidize the competitor at the 
margin to increase competitive pressure”.[28]  
 
Due to the access price of VoIP, ASP license holder’s 
especially foreign entrants are facing severe problems to 
launch their services and confront challenges with local 
network service providers in Malaysia.  
 
Global access price for the entrant should similar with 
incumbent operators. If not then, only existing market 
players will get benefit and no market entrants will survive 
in this market especially in Malaysia, because incumbent 
operators has a large local and international subscribers. 
On the other hand, large volume of usage is another reason 

for growing market as price is determined by the volume 
usage.  
 
Nevertheless, regulatory issues can be imposed in the 
retails IP telephony market to foster competition. But 
incumbent operator or the existing network service 
providers gaining market advantages in every aspect and 
getting privileges when they provide services.  
 
3.1 Regulatory Issue and Market Information 
Worldwide 
 
In IP telephony services, regulatory issues varied country 
to country. The purposes of regulatory issues are to 
intervene or to control or to regulate the services. 
However, regulatory issues also use to ban or disallow the 
service in different countries in the incumbent market. ITU 
Telecom Regulatory questionnaire shows, fifty seven 
countries are allowed to provide VoIP service, and 26 
countries are required to have license to provide the 
service and 23 countries banned VoIP service explicitly 
[29]. In a number of European countries, VoIP is seen as a 
“light regulatory approach” where they viewed, VoIP is 
not a main part of the telecommunication network and data 
service over internet are mostly unregulated [30]. The 
“light Touch” approach of EU regulation is using to 
expand the broadband access and persuade the competitive 
attitude between traditional carriers with IP based carriers.  
 
So, regulatory approaches are helping to promote rapid 
innovation and determined the customer’s interest. So, 
distinctive telephony regulations apply in different 
countries based on the type of services is offered. ITU 
report shows that, most of the national policy of IP 
telephony focuses phone-to-phone service.  Table: 1 shows 
the regulatory treatment of VoIP worldwide.    
 

Table: 2 Regulatory Treatment of VoIP 

                                                                      
[Source: ITU telecom regulatory questionnaire 2006] 

 
On the other hand, ‘PC-to-Phone services tend to be 
prohibited in those countries that prohibit IP Telephony 
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generally, while they tend to be permitted without 
condition in countries that permit some or all forms of IP 
Telephony’ [31]. In Australia there are no specific policies 
that can regulate IP telephony or VoIP though Australian 
government has “long considerate loosening their 
licensing regime to encourage broadband network rollouts 
and increase consumer take up of VoIP” [32].  In 2008, 
$412 million achieved at the VoIP services in Australia 
and $187 million revenue accounted in the residential 
VoIP service sector. Compare to business VoIP, residential 
VoIP is not fast growing where business VoIP services 
grew to $225 million where 270 companies are providing 
their service in Australian local market. One of the famous 
Research group Market Clarity estimated that, from July, 
2007 to June, 2011 VoIP subscribers will be increased 1.4 
million to 4.8 million. In local SME, VoIP have good 
opportunities to extend their market for business solutions. 
A recent survey conducted by Sensis that, only 13% SME 
are using VoIP service but within the twelve months’ time, 
70% of total market will be VoIP marketplace. So it is 
identical that, the expansion of VoIP in local as well as 
foreign market will be covered a huge area because of its 
easy access system. 
 
Like Australia; Japan, Korea, Taiwan, Hong Kong, US, 
UK, EU and Singapore didn’t impose strong regulation on 
VoIP services. As a result VoIP is fast in these countries 
and become the leader of the world market. In Asia Pacific 
region Japan, Korea and China expected higher VoIP 
growth. In 2007, there were 21 million subscribers but at 
the end of 2011, subscriber will be   42million [33]. 
Countries like Finland, Iceland, Norway, Sweden, 
Denmark, Malaysia, Spain, 
 

Table: 3 A comparative Regulatory Issues 

 

• *Include specific numbering using and geographic 
numbering  

• ** Indicates reference in the country’s context  

• *1 Plus back up power supply for “lifeline” devices 

• *2 PSTN regulations 

• *3 Distinction between toll quality and below toll 
quality in Nov 02 

• *4 Skype is deemed illegal  

• *5 Consideration to re- formulate regulatory issues 
like numbering, access code, routing and 
interconnection when VoIP growth goes from service 
based to facilities based operator 

• *6 VoIP is treated as a value-added service; 
registration required but not authorization; 
interconnection intervention If need be by regulator 

• *7 Technology neutral approach; no obligations 
except to inform users of service information and 
clear information about service capabilities ( 
emergency service access and quality)  

• *8 Subject to price regulation 

[Source: “The Status of Voice over Internet Protocol Worldwide”, the of 
Voice Workshop, 15-16 January, 2007 as cited in Industry report 2007]  
 
China, Indonesia and Philippine are required to have 
license to enter into the VoIP service. In Japan, there are 
no specific laws for VoIP. IP telephony has become the 
preferable voice service and estimated that, 80% of total 
VoIP subscriber of the world in Japan. The VoIP market in 
Japan is much competitive as the market is privatized. Best 
example is Nippon Telegraph and Telephone (NTT) whose 
main slogan is “Creative life for everyone’’. It gives 
access to its high speed internet network along with related 
feasible supports to its client. Due to the lower cost, IP 
telephony market changes considerably and market size 
has increased enormously. The best examples are KDDI 
and NTT. In 2007, KDDI replaces all the networks to IP 
telephony structure and NTT replace 30 million of metal 
subscriber’s line to FTTH by the year of 2010 [34]. VoIP 
market stands astride in between traditionally regulated 
and relatively unregulated voice and data service market in 
EU. Presently, EU telecom regulators are grappling the 
challenges of regulated VoIP market. Besides, European 
Commission divided VoIP service into four categories. 
These are; PC-to-PC where everyone uses software based 
system; VoIP within private corporate network; public 
operators use of VoIP over the PSTN traffic on their core 
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network; fourth is publicly available VoIP services which 
covers by the New Regulatory Framework for Electronic 
Communication (NRF), though they are not still decided 
how to apply rules upon it.  
 
In Finland, Telecommunication Market Act does not cover 
voice transmission in a data transmission network as it is 
not considerable part of the networks functions. Thus, they 
don’t have regulation on transmitting voice and data over 
IP based network and this service is free for all internet 
operators. In near future, they don’t have any plan to 
impose regulatory issues on it. However, in Germany, 
‘VoIP, with its different technical possibilities (PC-to-PC, 
PC-to-Phone, and Phone-to-Phone) is seen both as a 
telecommunications service from the technical point of 
view and, so-called tale-service from a content point of 
view’ [35]. Nevertheless, VoIP is still undecided to 
identify as voice telephony and would be controlled by the 
Telecommunication Act. It is allied with competitive 
carrier in the world market and French Telecom appears as 
a largest consumer VoIP provider in Europe even though 
British Telecom and Telecom Italia are considered the top 
ten VoIP operator in Europe. VoIP market in Europe is 
highly diverse and remains fragmented due to its different 
regulations along with wide range of business model 
adopted in different types of service providers. VoIP 
adoption differs from country to country. For an example, 
there are 34% household subscribed VoIP, though they are 
new entrants for providing the IP telephony or VoIP 
service [36]. 
 
 In Canada, VoIP is allowed and declared by the Canadian 
Radio Television and Telecommunications Commissions 
(CRTC) in May 2005 that, the regulatory issues will be 
impose “only when it is provided and used as a local 
telephony service’’ [37].  

 In Hong Kong, office of the Telecommunication 
Authority regulates the Telecommunication Industry but 
there is no regulation of VoIP technology. So, it assumes 
that, “Hong Kong Government is technology neutral’’ and 
it does not favour any sorts of telecommunication 
technology. In 2004, the decision of OFTA that, not to 
impose levy in local access on VoIP calls.  Providing VoIP 
Service in Korea, there is no license required from the 
regulatory authority. Thus VoIP is booming in Korea 
overtime. The Korean Times reported that, VoIP 
subscribers are increasing rapidly, and at end of the 2009 
subscribers increased 5 million, but in 2008 it was 2.5 
million. KT Corp is the dominant traditional fixed line 
operator in Korea.  At the beginning they were unwilling 
to migrate from PSTN to VoIP. As a result, it was affected 
severely in their business where revenue declined. Finally 
they felt, here is way to improve the revenue without 

VoIP, and then finally embrace VoIP to survive and 
compete in the market.  

 Though, VoIP regulation and the policy are distinct from 
one country to another, unregulated country are in the 
competitive edge comparing to the regulated country. 
Besides, an efficient regulatory regime can assist to 
develop the IP telephony service for all communications 
based service including voice and data transmission.  
 
3.2 Malaysia Legal Framework 
 
Though IP telephony or VoIP service proliferate rapidly in 
the world, regulatory debate came into the spotlight 
nationally or globally. There are a large number of issues 
raise in the VoIP service that are significant such as; 
allowed to provide IP telephony service or not, what type 
of regulation will be imposed, market entry barrier, 
customer protection, privacy and technical safeguard, 
technical attribute of VoIP and others. At present, there are 
large numbers of countries unregulated VoIP services and 
few others countries imposed regulatory issues similarly to 
PSTN regulation on VoIP. 
 
Based on the regulatory regime of relevant to internet 
service, Communications and Multimedia Act 1998 and 
Communications and Multimedia  commission Act (1998) 
are the main source for legislation. So, Malaysian 
Communications and Multimedia Commission (MCMC) 
is the regulator for the converging Communications and 
Multimedia Industry and Communication. Besides, 
Multimedia (licensing regulation 2000) and 
Communications and Multimedia (licensing) amendments 
regulations 2001 are issued as a subsidiary legislation. The 
primary role of the Communications and Multimedia Act 
is to implement and promote government’s national policy 
objectives for the communications and multimedia sector. 
The commission is also issued the new regulatory 
framework which has been categorized as social, 
economic and technical regulation and consumer 
protection. These all are used for converging industries of 
telecommunications, broadcasting and online activities. 
Economic regulation takes an account of the promotion, 
competition and the prohibition of anti-competitive 
conduct, enforcement of access codes and standards along 
with the “licensing, enforcement of license conditions for 
network and application providers and ensuring 
compliance to rules and performance/service quality’’ 
[38]. 
  
The Ministry of Energy Communications and Multimedia 
had issued a policy that, PC-to-PC phone is not subject to 
regulate for licensing. However, VoIP service provider is 
required to have an individual license under the 
Communication and Multimedia Act1998 for the provision 
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of VoIP service. Besides, the existing telecommunications 
operators are allowed to provide VoIP service as it issued 
under repealed Telecommunication Act 1950. According 
to  the pursuant to Section 44,126 and 127 of the 
Communication and Multimedia Act 1998, there are 
several types of services which are, Application Service 
under ASP license and Application Service under Class 
License are being implemented and subjected from the 
first April, 2005. In respect of the provision of Application 
Service Providers, following these services is offered to 
the incumbent and entrant operator. These are; 
 

i. PSTN telephony, 

ii. Public cellular services,  

iii. IP telephony, 

iv. Public pay phone services, 

v. Public switched data service, 

vi. Audio text hosting services provided on an opt in 
basis,  

vii. Directory services,  

viii. Messaging services, or  

ix. Such other applications service are not exempted 
under the Act or not listed in this sub 
regulation  [39] 

3.3 Reason for Licensing and Its Framework in 
Malaysia 
 
Communication and Multimedia Act 1998 is basically 
undertaken the activities which are market oriented and 
creates opportunities for expansion the market area. Under 
the Communication and Multimedia Act, four categories 
of license are activated for regulating the market. These 
are NFP, NSP, ASP and CSP. Within four categories of 
license, two types of license are given for business, one is 
Class license and another is Individual license where 
individual license is required with very strict criteria and 
controlled by regulatory framework. However, four types 
of service providers offering distinct type of services. For 
example, satellite earth stations, broadband fiber optic 
cables, telecommunication lines and exchanges, radio 
communications transmission equipment, mobile 
communication bases station and broadcasting 
transmission towers and equipment are being offered by 
the Network facilities providers. Network Service 
Providers offers services like, basic connectivity and 
bandwidth and it helps to connect different networks for 
enhance the service. Furthermore, in ASP several types of 

function is allowed such as data and voice transmission, 
content based service and others for  end-users.   
 
The purpose of the licensing regulation is to promote fair 
competition as well as enhance the market development 
process where regulatory authority will monitor all 
activities like transparency of the services. If anything 
needs to solve or any new resolutions appears or any other 
disputable issue comes, licensing authority will solve 
those. As it is said, service provider and licensing authority 
would be transparent, so, it will help to form effective 
regulation and monitor all the matters relating to service 
and performance indicator submit to the Ministry at the 
end of each financial year.  
 
So, the issue of market stability and sustainability come 
across with the licensing issues. If rules create only for 
imposing without observing the market, and giving 
priorities of service providers stability it will be vain at the 
end. Besides, high degree of regulation control possibly 
affected badly for the market growth and economic 
development.  
 
3.5. Licensing Restrictions and Market Fostering 
Framework:  
 
Licensing is one of the key factors for the 
telecommunications authorities in IP telephony service 
providers worldwide. So, licensing can be either presumes 
prohibiting or permitting the service that offered for the 
new market entrants [40]. This section tried to bring out 
the worldwide licensing regulation and restriction 
especially in China, Australia, UK, Malaysia and Japan 
and the way they enter into the competitive edge in VoIP 
market. VoIP growth is descending overtime in Malaysia 
but Japan, Australia, China and France are ascending and 
leading the market. In VoIP services, rules and regulation 
could be dynamic and market oriented. In order to protect 
ASP holders from the monopolized market, MCMC can 
take initiatives market-driven approach as Japan follows 
currently where no electronic surveillance and VoIP 
service provider is not subject to buy the volume minute 
from any local incumbent operators.  
 
Experience of Japan shows with the government initiatives 
that, how much market progress achieved where policy is 
observed as an interactive ‘guiding process’. Without 
government initiatives new technology can be proliferated 
significantly as a substance of innovation process. Unlike 
other countries, Japan does not have legal challenges of 
VoIP service. Before 1 April 2004, telecommunication 
authorities categorizes two types of ‘telecommunication 
business law’ such as; type 1 and type 2.Type 1, does have 
own facilities to provide VoIP and  type 2, does not have 
their own facilities instead of  leasing  their lines to 
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provide  services [41]. Later on in 2004, few amendments 
come out into Japanese telecommunication law which is 
stated below; 
 
“Any person who intends to operate telecommunications 
business by installing telecommunications circuit facilities 
on a scale exceeding the standard specified in the 
applicable Ministry of Internal Affairs and 
Communications (MIC) ordinance shall obtain 
registration from the Minister for Internal Affairs and 
Communications’’ [42]. 
 
 Any person can apply to get a license and can offer IP 
telephony service as well. However, in Australia there are 
no licensed required for service providers but for the 
carrier service must have individual license. The 
Telecommunication Act 1997 stated that,  
 
“The regulatory framework under the Act [The 
Telecommunication Act, 1997] differentiates between 
service providers and carriers in terms of their legislative 
rights and obligation’’ service providers are not subject to 
any licensing requirements but are required to comply 
with a range of obligations including standard service 
provider rules set out in Schedule 2 of the Act’’. [43] 
 
Like Japanese legislation, in Australia any person or 
corporation or partnership can apply for license to provide 
VoIP service. According to the MCMC rules, any public 
body or joint venture with the proportionate of securing 
local share holder along with confirmation of buying 
volume of minutes from any local network service 
providers are acceptable to buy minutes volumes. It is well 
known that, due to the fewer infrastructures cost, VoIP 
pricing is always less than PSTN pricing. But if it is being 
imposed to buy with high price from local incumbent 
operators definitely Application Service Provider will no 
longer sustain in their VoIP service market. However, in 
Singapore, the Telecommunication Act where in Section 5 
(1) and 5(2) issues license to “…any class of persons….” 
an provide the service and can get a class license [44]. In 
Malaysia, 
 
 “…both the Malaysian Communications and Multimedia 
Act 1998(the MCMA) and the Communications and 
Multimedia (licensing) Regulations (the ‘MCM licensing 
regulations’’) contain important information about the 
regulatory framework for the issuance of the registration 
for class licenses. For example, regulation 17 of the MCM 
licensing regulations provides that the minister may 
decide that a service or any activity will be subject to a 
class license. However, the minister’s authority to make 
such a determination is established in section 44 of the 
MCMA’’. [45]                              
                                                                                                                                

In addition, there is no licensing regime for VoIP service 
providers in UK, but in July 25, 2003 has implemented a 
new EU framework for the directive of electronic 
Communications network and Service Providers called the 
Communication Act, 2003.  
 
“The Framework sets out a harmonized and technology 
neutral regime for the regulation of communications 
companies across the EU, which will provide industry with 
greater certainty and a transparent more uniform 
approach across the members states .the regime is based 
on five EU Directives that cover interconnection and 
access, data protection, universal service, authorization of 
electronic communications networks and services and a 
common regulatory framework. the requirements of four of 
the Directives have been taken forward in the 
communication Act 2003, and following the enactment of 
the communications Act and the change in regulatory 
regime certain parts of the Telecommunications Act 1984 
have been repealed.’’ [46].   
 
 So, the regulatory process is transparent and neutral. 
Regulatory towards four of the directives in EU and the 
regulatory authority Ofcom sets seven principles which are 
most effective for policy implementation and market 
growth. If market cannot achieve alone, Ofcom will 
intervene towards the public policy goal and will operate a 
bias against market intervention. But, if any case, 
intervention needs to impose, regulatory authority will 
come out with a firm decision where applicable.The most 
efficient principle of Office of Communications (Ofcom) 
is about the intervention which is “evidence based, 
proportionate, consistent, accountable and transparent” 
[47]. This type of regulation undoubtedly fosters the 
market growth because of its practical implementation and 
effective use of the principles. In a sense, there should be 
the monitor groups of market observation that, if market 
fall down due to regulatory reason; so it ought to change 
where applicable. Otherwise market cannot be achieved 
alone and foreign joint venture will be facing problems of 
continuing IP telephony service in any place in the world.  
In Malaysian context there are no regulatory principles 
have been set to protect the market entrant and existing 
service providers. As Raslan says,  
 
 ‘There is no specific authority to in Malaysia to regulate 
competition or anti competition conduct general in 
Malaysia. But the MCMC empowered to regulate 
competition and market conduct in the telecom and 
broadcasting sector’ [48]. 
 
As a result market becomes monopolized and Application 
Service Providers are not getting the benefit from IP 
telephony service. As a result, contribution of foreign 
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investors in this sector is decreasing over the time and 
switching to other business.  
 
3.5 Private Sector Participation 
 
 According to the ITU report, there are few category have 
been identified where the highest participation is allowed. 
These are facilities based operator, spectrum based 
operator, local service operator, long distance service 
operators, international service operators, value added 
service providers, internet service providers and others 
categories. Among the Asian countries Japan, Jordan, 
Pakistan, Cambodia, Bahrain and Singapore allowed 100% 
foreign participation in all types of sectors. Besides, 
Thailand and china allowed 49% foreign participation but 
only for internet service providers sections China allowed 
50% of foreign participation. In Korean Republic 49% 
foreign participation is allowed but in case of value added 
and other categories they allowed 100% participation. 
Nevertheless, considering on the domestic regulations, 
‘Malaysia has reclassified its communications service 
sector on the basis on provision of Network Facility 
Service (NFP), Provision of Network Service (NSP), and 
Provision of Application Service (ASP). For NFP 
(Individual) and NSP (Individual), foreign shareholding is 
up to 30%. For ASP’s foreign shareholding of up to 49% 
is allowed’ [49]. 
 
 
3.6 Role of Telekom Malaysia 
 
TeleKom Malaysia Berhad is the incumbent telecom 
operator in Malaysia where Malaysian government is 
carrying extensive share 43.25%  [50] through various 
agency [51] and facilitating the key figure of the VoIP 
termination in Malaysia which is being proposed as a 
prioritized termination, though there are few network 
service providers exists in Malaysian Telecommunication 
market. Applications Service Providers (ASP), Network 
Service Providers (NSP) and Network Facility Provider 
(NFP) are being purposely continuing the IP termination 
though TM Clearing House (TMCH). Meanwhile, 
Application Service Providers are directly controlled and 
monitored by the regulatory authority in Malaysia. But for 
if service providers have  Class License, Application 
Service Provider may allow terminating their calls from 
outside Malaysia but Providers are bound to buy volume 
minutes from at least one local service providers though 
the minute volume price is higher than the global carrier. 
So as defining the VoIP IP termination by TM, 

…… “Is a service that enables the Customer to terminate 
their fixed and mobile voice traffic to worldwide 
destinations via TM Clearing House (TMCH). At present, 
TM has two platforms of TMCH, that is VoizBridge 

located in Putrajaya, and Nextone, which is physically 
located in Berjaya’’ [52]. 

Bellow the diagram [6] gives the clear picture of VoIP IP 
termination through Tekekom Malaysia Berhad.  

                                   
Fig: 2 VOIP IP Terminations 

  

[Source: TM website] 

Besides, for VoIP premium termination there is needed to 
pass through ISDN PRI and the diagram shows clearly.   
 

Fig: 3 VOIP Premium Terminations 
 

 

[Source: TM website] 

  From these two diagrams it is clear that, there are two 
types of route are to use for call termination, one is 
Premium route and another is VoIP route and there is a 
choices of being connectivity with TMCH such as, AIMS 
POP, leased line and public internet. There are several 
types of benefits have been identified for VoIP IP 
termination which are fully dedicated and extensible use 
all over the world by TM.  These are as follows; 
 

i) Extensive network of providers and partners 
located all over the world. 

ii) Ability to adapt cost-saving measure by having 
two routing options (premium/VoIP route) 

iii) One –stop solution for customer to gain access to 
worldwide call termination.  

iv)   Extensive network of providers and partners     
located all over the world 
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v)    Ability to adopt cost-saving measure by having 
two routing options (Premium/VoIP route) 

vi)   One-stop solution for Customers to gain access 
to worldwide call termination  [53]                                                             

On the other, previously mentions above that, there are 
two types of termination are currently available for the 
TM. So VoIP Premium Termination allows the Customer, 

 ….. “To terminate their fixed and mobile voice traffic to 
destinations within Malaysia via TM’s ISDN PRI. The 
service allows Customer to utilize TM’s PSTN/NGN 
infrastructure to make premium domestic telephone calls, 
hence ensures a high quality of call and is equivalent to 
normal PSTN telephone calls”[54].  

According to VoIP Termination rules, IP telephony 
International access is not allowed. Even incoming to ASP 
server also prohibited. Besides, VoIP IP termination 
towards international is allowed or in another way having 
VoIP IP termination permission incoming to TMCH as 
well as outgoing to TM fixed line, TM fixed CDMA, 
Mobile and international access can be possible through 
TM.  

These issues are being appeared as a main focus point 
because of ASP service Providers are needed to require 
individual license if they want to start their service 
internationally. Otherwise they are not allowed to enter the 
VoIP market to provide IPT service. IP termination, 
redundancy and quality of the service are questionable. 
Above and beyond, the price rate of IP termination is high 
and service providers are not willing to buy from TM 
because of high price and lack of rapid technical support 
when necessary.  

3.7 Pricing Issues on PSTN and VOIP Service 
Provider 
  
Pricing issue on PSTN and VoIP service providers plays 
crucial role as it differs one to another and in IP telephony 
network it is very difficult to categorize the cost on local 
or long distance call because of its connectionless and in 
some cases “Closed User Group”. 
 
 Though the price of PSTN termination and origination is 
less than the IP termination but PSTN costing and pricing 
model is more efficient and widely used. Unlike  PSTN 
pricing and costing where price is determined by the miles 
and minutes, IP telephony pricing mostly determined by 
the Minutes of Use (MOU), or volume usage which can 
turn into the leading service provider in anywhere in the 
world.  
 

In general, IP telephony is fully competitive and market 
driven forces. There is an important role for the regulatory 
interventions on price to give to motion of competition and 
protect the market both in local, domestic, long distance 
and international calling cards or call back cards. Beside, 
tariff rebalancing also may plays the vital role for market 
growth as Hong Kong adopted in their country. The 
Essential Report on IP Telephony stated that; 
 
 ……. “A market driven approach whereby individual 
public telecommunication operators would, according to 
their business incentives and market competition, develop 
and implement the required IP telephony services and 
networks to cater for the market demands’’[55]. 
 
For the tariff rebalancing approach India Telecom 
Regulatory Authority practices the “transparent Tariff 
Fixation” practice to fix the tariff for different service 
providers. So; 
 
 “The basis of fixing such charges was the underlying cost 
of the network elements involved in setting up for a local 
call, a national long distance call and an international 
call, in addition to cross- subsidization.  Since the network 
elements are fixed and identifiable as Local Loop (LL), 
Local Exchange (LE), Transit Exchange (TE), 
Transmission System (TS), etc., such an exercise has been 
relatively simpler” [56].  
 
 However, Cross Subsidized of pricing for long distance 
and international call for service provider there might be 
bad effect on the market and competition would be 
decreased. Even without the prior notice Service providers 
both in entrant and existing may disappear on the VoIP 
market, because one group pay relatively low price and 
another group pays high price of minutes volumes for 
termination. Due to strong competition of this service it 
will be tough to get even marginal profit if service 
providers buy with high price. The efficient and liberalized 
market entry and no cross subsidy’s availability can foster 
the market growth in Malaysia.  
 
Further, this price differentiation may create dilemmas to 
the Service Providers as well because cost may hinder 
market share and market expansion.  
 
3.9. National Policy objective:  
 
The significant changed has been go through in Malaysia 
when the Communication and Multimedia Act (1998) 
(CMA) appeared in telecommunication, broadcasting 
industry and computer network. The Act established the 
regulatory framework to give supports to reach the target 
of the “global centre and the hub for communications” of 
the National Policy Objectives [57]. CMA plans to set a 
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common regulatory provision to foster the market growth. 
Besides, building a development nation status within the 
year of 2020, Malaysia initiated and planned to implement 
equitable digital opportunity as internet is commenced in 
all areas of communication. At the same time, expanding 
the growth of ICT and Multimedia industry, Malaysian 
Communication and Multimedia Industry set up the Ten 
National Policy of objectives. These are;  
 

1. ‘To established Malaysia as a major “global 
centre and hub for communications” and 
multimedia information and content services’  

2. ‘To promote a civil society where information 
based services will provide the basis of 
continuing enhancement to quality of work and 
life’; 

3. ‘To grow and nurture local information resources 
and cultural representation that facilitates the 
national identity and global diversity’ 

4. ‘To regulate for the long term benefit of the end 
user’ 

5. ‘To promote a high level of consumer confidence 
in service delivery from the industry’ 

6. ‘To ensure an equitable provision of affordable 
services over ubiquitous national infrastructure’ 

7. ‘To create a robust applications environment for 
end users’  

8. ‘To facilitate the efficient allocation of resources 
such as skilled labour, capital, knowledge and 
national assets’ 

9. ‘To promote the development of capabilities and 
skills within Malaysia’s convergence industries’ 

10. ‘To ensure information security and network 
reliability and integrity’. [58] 

                                                                                        
These national objectives strengthening the pro 
competition, then it allows for the direct competition and it 
is technologically work as neutral.  
 
“The CMA also aspires to flexibility and contains few 
definitions and few proscriptions. IT therefore enables 
ongoing reform without changes to the legislation as the 
implications of a converged environment emerge and 
evolve” [59]. 
 
Though CMA addresses the competition in the marker, it 
did not introduce liberalization. On the other, in 2002 

report, the foreign investors, they are allowed to be the 
ownership as a percentage of 61% while 49% will be 
reverts after five years. In the context of market entry and 
growth, Malaysia opens IP Telephony Market earlier than 
any other Asian countries and became the ICT hub in 
developing countries.  
 
4. Research Methodology  

 The research goal is to discover new knowledge of IP 
telephony and different regulatory issues worldwide along 
with Malaysian IP telephony licensing regime and its 
solution. IP telephony fosters the economic growth and 
explores new opportunities and protecting the existing 
market. This research will explore ‘solving problems’ 
method by exploring new dimension of licensing regime. 
In this regard both primary and secondary research has 
been conducted.  
 
  The location had been chosen Malaysia because, 
strategically its market place is robust, competitive and 
dynamic where multicultural and multi types of working 
forces are living in Malaysia. During the research, the 
researcher did not get copiousness of materials though the 
researcher had collected materials from MCMC, IDC 
website, ITU website, International Islamic University 
Malaysia library, company published information, 
Application Service Provider’s information, online journal, 
Telekom Malaysia Berhad website, internet access as well 
as relevant IP telephony service provider’s empirical 
documentation.  
 
This study has conducted also the participation of different 
IP telephony providers including TM and MCMC 
licensing and universal service provision department. In 
this research, data has collected both individual and 
organizational level. Besides, this research also conducted 
interview of the TM Wholesale carrier service manager 
and SKMM licensing department. However, the research 
tool also gives strength to the researcher focusing the 
primary research which is basically based on interview and 
the secondary research focusing on the textual analysis, 
journal and articles, documentation and report analysis 
along with practical observation of working place and the 
survey of IP telephony Company. The reason of these data 
sources to observe market growth and real condition of 
these companies. So, the research is based on “what is 
observed” and its difficulties as well as market 
opportunities. Practical observation and document analysis 
reveals the reality of the research.  
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4.2 Primary Research  
 
The researcher visited in different sectors of Telekom 
Malaysia Berhad especially in wholesale Carrier service 
department, The manager of ASP/ISP in Telekom 
Malaysia Berhad, TM wholesale billing management, 
licensing department of the Malaysian Communications 
and Multimedia Commissions, Universal Service 
Provision Divisions of MCMC, Aims Data Centre, Global 
Transit Communication Sdn Bhd, TIMEdot com Berhad 
and few others Application Service Providers corporate 
offices. Due to the inter-link with each of the company 
researcher had to visit them. In order to provide VoIP 
service agreement is pre-requisite with TM wholesale 
carrier, for international and domestic termination via 
THCH normal and premium route. TM provides ISDN 
PRI for international and local access. However, TM 
testing procedure is too long and sometimes access route 
testing is not satisfactory because of low sound quality. 
Another issue of testing is only performing during working 
hours and availability of the TM technical Team. Installing 
toll-free is a crucial issue for the service providers that, if 
the redundancy of calls is not good and if interrupted then 
it will create a severe problem for the service providers.  
 
4.3 Secondary Research  
 
When the researcher conducted this research, extensive 
assistant has received from the MCMC library where 
innumerous data had collected. So, whole scenario of IP 
telephony market is reflected on this research. Even, 
extensive knowledge of market strategy and the growth of 
IP telephony market in Malaysia have reviewed.  
 
As a secondary data, different types of book related to  
pricing issue, licensing  regime, growth of VoIP along 
with MCMC journals and articles, internet search, 
confidential documentation analysis and practical 
observation help to proceed for further development of this 
writing. 
 
 There are several books of IP telephony about VoIP 
deployment and the regulation worldwide extends the area 
of this topic.  The book “privacy in Electronic 
Communications: the regulation of VoIP I the EU and the 
United State” published by 2009 and few more books 
assisted to know about  depth knowledge of the regulatory 
issues worldwide and differences from one country to 
another as well.  Writing this paper, Industry report, role of 
MCMC statistics report and how regulations evolve over 
the time has given wide area of analysis.  In this regard “IP 
Telephony Industry Report, 2007” along with quarterly 
Published report on “Selected Facts & Figures’’, Q1 
(2010), Q1 (2007), Q1 (2008) Q2, (2008) which are 
focuses on Malaysian ICT indicator, broadband usage, 

penetration rate, national policy objective and the 
communication and Multimedia   helps a lot.  
Unfortunately, in the last quarterly, ‘Facts and Figures’ did 
not focus growth of IP telephony and number of license 
increase; rather it focuses the basic indicator of Malaysian 
ICT and licensing information. Nevertheless, “Market & 
Financial Review” Q3, 2007 provides statistics report and 
comparative analysis with other Asian Countries. Another 
significant report, on telecommunications which has been 
initiated and published by the International 
Telecommunications union “World Telecommunication 
Policy Forum (WTPF 2001) Geneva 7-9 March 2001 help 
researchers to broaden  the knowledge of 
telecommunication law worldwide and  VoIP status all 
over the world.  
 
Besides, IDC report provides the snapshot of Malaysian as 
well as other countries VoIP market growth and status. 
However, Business Overview of VoIP in Malaysia, Vocial 
Scape Report (November 2004) also helps to conduct this 
research.   
 
5.1 Data Collection Procedure  

 
Time constraint has affected a lot to get more access and 
collecting data. Researcher’s practical experience and 
different interviews along with official meeting of these 
issues helped a lot to expand knowledge in this field. 
Moreover, co-operative attitudes of interviewees from 
different companies are substantial source for the research.   
However, the researcher’s past working experiences of 
Japan based Application Service Provider’s joint venture 
helps to get details information and few questions need not 
ask for conducting the research.  
 
The researcher takes note while interview session held on. 
The starting points of data analysis are from primary 
sources like TM, MCMC and other involving companies. 
However, the researcher conducted interview at licensing 
department Malaysia, about licensing procedures for the 
Application Service Providers, return of net revenue and 
other issues. Here researcher managed to get fluent and co-
operative response. 
 
On the other hand, researcher’s direct involvement or 
access through the root and confidential level of data 
further helps to proceed. In the process of ongoing topic, 
researcher took face to face interview of different 
Application Service Providers Managing Director, CEO, 
company owner and Marketing Manager.  Besides, the 
researcher also got chance to ask random questions of 
related to the objective, market analysis and research 
questions.  
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There few others interview and practical observation was 
done in the issue of wholesale carrier and toll-free access 
at TIMEdot.com, sells department in Global Transit 
Communication and Aims Data centre for dedicated 
Internet Service. 
 
 As toll-free is important for Application Service 
Providers, so providing service, easy access and redundant 
channel are important. Toll-free number is needed for 
calling card solutions which could be reachable from any 
telephone booth, public phone, mobile, land phone, 
university booth through U1 channel. The interesting issue 
of the service provider’s expectation of toll-free is to get 
access from mobile but TM is not offered for the 
Application Service Providers. 
 
 According to the practical experiences of IP Telephony 
Service Providers that, getting free access from mobile 
toll-free will gain market advantages. They remarked that, 
In Japan toll-free is free from any public booth, telephone, 
mobile or any other types of calling system. As a result, 
they are doing well in their business and continuation of 
business is very smooth and profitable. They also 
expressed their thought that, there is a possibility to switch 
their business off in Malaysia and start in Japan.   
 
5. Data Analysis and Research Findings  
 
 Data is analyzed visually related to the findings and 
solved research questions of IP telephony in Malaysia. 
Researcher approaches to analyze data in a chronological 
sequence where practical observation, answer to open 
ended questions, face to face interview session, licensing 
authoritative body, IP telephony providing companies 
specially, the foreign joint ventures with a broad coverage 
of long distance calling card, call back, and call shop 
solutions are focused. Besides, other sources such as; text 
books, statistics reports,  annual report of IP telephony, 
facts & figures, graph, articles, documentation, journal, 
ITU website, TM website and various IP telephony service 
providers website helped to analyses data. During the 
research it is very obvious that, in IP telephony services-
Telekom Malaysia Berhed and Malaysian 
Communications and Multimedia Commissions are the 
main authoritative body. 
 
 The most problematic situation that faced entrants in IP 
telephony market is licensing issues. If the interest foreign 
venture wants to invest in IP telephony sector, they are 
required to have a license first. MCMC normally did not 
allow foreign entrant if they don’t have PRI access and 
non-disclosure agreement with Telekom Malaysia Berhad. 
Concurrently, when service providers proceed to do non-
disclosure agreement with TM, to terminate call through 
PSTN, ASP license is required to show them to process. 

Logically, it is necessary to have a license first, as 
legislation formatted in this way, but it is really impossible 
to do non-disclosure agreement with TM before getting an 
ASP license from MCMC. So, this issue can be the first 
obstacle of starting business for the foreign investors in 
Malaysia which supports the first questions of this 
research.  
 
 Information gathered from interview where various issues 
appeared is directly related to research questions and 
research objectives as well. In the first official meeting 
conducted by the researcher about the processing of 
getting license and PRI access at TM where get details 
information about it along with the role and function of 
TM wholesale domestic as well as international access 
regulations and its requirement.  
 
The essential matter of getting PRI and international 
access is, pre-requisite of bank guarantee to any local 
Malaysian bank. In this regards, few things need to submit 
such as; certified copy of NIC of FD depositor, certified 
copy of board of regulation, bank guarantee form, and 
letter of award or contract from TM. Due to pre-requisite 
and obligatory matter of licensing, Application Service 
Providers have to terminate through TM or any other 
incumbent operators at Malaysia. Telekom Malaysia offers 
two types of TMCH termination package (flat rate 
access/usage base access) where providers can access. 
 
 There are few issues appeared while the interview session 
was going on with manager of TM wholesale carrier, such 
as; 

1.  Pricing imbalance with others incumbent 
operator in the world.  Minute charges are higher 
for VoIP service and service providers can buy 
easily from overseas carrier cheaply.  

2.  Volume base price rate is another risky issue for 
VoIP providers. Due to the strong competition, 
market entrant or existing companies could not 
afford with high price minutes charges. High 
volume Usage Company will get more privilege 
than low volume usage. In this case, there is risk 
for the low volume of Usage Company washing 
out from the market. 

3.  Quality of service for termination in all countries 
is not satisfactory. 

4. Testing period is sometimes too lengthy though it 
depends on the schedule. 

5. There is very limited follow up approach about 
the call service, quality of service and 
redundancy. Rather it mostly focused on rules, 
regulations and pricing. 
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6. There is no protection law for the Application 
Service Provider.  

7. Service Providers have to deposit huge amount as 
a bank guarantee. After confirmation of BG, 
traffic transmission over TMCH to destination 
country will allow. So, during interview session, 
researcher gets to know approximate amount of 
BG for termination access that is mandatory for 
ASP.   But such type of rules is not following 
other countries like Japan, Australia, and South 
Korea. As they don’t follow any typical rules 
which are disfavoring for the providers, so they 
are becoming the market leader in the world.  

However, there are many concepts and ideas had shared 
during interview and the official meeting,  TM officials 
knows well about their shortcomings of usage base pricing 
and failure to keep their clients. Furthermore, Application 
Service Providers are switching into different network 
service providers to get cheaper price mostly, from Japan, 
Australia, France, UK, and USA, though officially is not 
allowed without having individual license.  As a result 
Application Service Providers are not transparent with 
TM. The researcher found, ASP license holder somehow 
earning money by using outside carriers volume of 
minutes as a cheaper and quality of sound, MCMC and 
TM will never know their original condition of their 
service. So, they might not take any initiatives to take care 
of them. But if rules and regulations are favoring the 
service providers’, transparency will be appearing like 
other EU countries.  
 
While the researcher managed to take interview from 
licensing department of Malaysian Communications and 
Multimedia commissions, there are certain matters 
revealed which are undoubtedly complicated for the ASP 
license holder. Licensing issue, monitoring, limitation, 
market entrant flexibility along with pricing issue have 
identified. MCMC determines licensing regime to foster 
the market growth and to reach target of the “National 
Objective”. Secondary data proves the purpose of 
licensing, is to promote fair competition and development 
the IP telephony market. But the researcher’s observation 
shows, though there are few technical and diplomatic 
method give the impression during the licensing procedure 
that, somehow, it appeared “easy to get license but 
difficult to survive” in the competitive market. The data 
shows that, licensing areas of four categories of services. 
In 2007, there were 64 Network Facilities Providers (NFP) 
and 26 is under class license; Network Service Providers is 
69 where 28 is under class license; Content Application 
Provider (CASP) was 20 in numbers, but the Application 
Service Providers was 370 though they all are not 
providing IP telephony services. In 2010 only Application 

service Providers are 490. So, data shows that, license 
holder is increasing over the time but the market stability 
and sustainability is not achieved due to the high degree of 
regulation and not having protection law for the ASP 
Service Providers. Unlike UK market strategy, where 
Ofcom intervene towards the public policy goal to 
implement the efficient principle of consistent and 
transparent regulation for market intervention if needed to 
apply. But in Malaysian regulatory body does not have any 
principle to protect the market entrant. Ofcom sets the 
seven principles which helped to growth of the market and 
policy implementation as well.  
 
Furthermore, the researcher obtained data from IP 
telephony service providers, mostly from the foreign joint 
ventures; of how is the business process and rules affect to 
foster the market growth and their benefits. So, during the 
attachment of the researcher in IP Telephony Company 
observed that, the most competitive and strategic market 
environment which is rapidly expanding due to lower price 
and less infrastructure cost. It is observed that, few 
company  have the powerful billing capabilities, scalable 
and cost effective calling card services but failed to 
survive due to regulations and huge price difference 
between global pricing with TM price. However, few 
reasons are being exposed for market loss and switched to 
other business from the Service Providers point of view; 
 

i.       It is well known that due to the less 
infrastructure cost VoIP pricing is always 
less than the PSTN pricing. But, if it is being 
imposed to buy with high price, definitely 
Application Service Provider will no longer 
continue and sustain in their VoIP service 
market. 

ii.    Very tough to get access in the market place 
and after incorporating difficult to sustain.  

iii.       Imbalance competition in this market due to 
the direct involvement of local network 
service providers. The assumption of IP 
telephony companies are that, existing 
network service operator can get more 
privileges as they have a strong local market 
and huge subscriber to get involve into the 
VoIP arena easily to cover up the market. In 
a sense, few operators are accessing through 
direct calling system.  

iv.      The issue of global access price is another 
factor for entrant and the IP telephony 
service providers. It is expected that, price 
should be similar with local PSTN price 
though volume usage is another key factor 
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where price is determined by the volume 
usage.  

v.     The researcher get to know  from few of the IP 
telephony service providers that, as an 
incumbent operator TM is the driving force 
for selecting pricing issue. TM itself doing 
VoIP service as a competitor of the IP 
telephony service providers.  

vi.      Due to the large volume of usage DIGI  is able 
to offer  cheap price rate with a form of 
“promotional offer’’ to turned into them and 
getting the market lead but IP telephony 
service provider is not able to do so, as they 
don’t have large market and popularity.  

vii.      In Malaysian IP telephony market, the target 
group is illiterate working class, student, and 
immigrant mostly from South Asian region. 
Among them, illiterate working class is the 
majority.  So, if any promotional offercomes, 
incumbent operator easily can divert them. 

Another issue came into the spotlight when the researcher 
took interview of one of the IP telephony service 
provider’s CEO that, the restrictions of toll-free number 
from mobile which affect the market growth. Unlike 
Japan, Malaysian Authority is not allowing toll-free from 
mobile which is more convenient to users and easy to 
maintain for service providers. These all issues are 
influenced the growth of the IP telephony market. As a 
result, they are switching in different business or investing 
another country where plenty of opportunities are giving 
available for them.  
 
However, the researcher also analyzed the secondary data 
from the MCMC publications, company records, and 
industry analysis; annual report, articles and journal, ITU 
website source along with practical observations where IP 
telephony status can see, regulatory issues and market 
information worldwide, pricing challenges, Malaysian 
legal framework, national policy objectives, licensing 
restrictions and market fostering framework  all  are 
relating to the research objectives and research questions 
as well.  

 5.2 Findings/ Issues in Brief  

The major issue appears in primary research is pricing 
with “DIGI’s promotional” offer in a mode of direct 
calling system with cheaper price. This is the first barrier 
to continue the IP telephony service in Malaysia. The 
target of DIGI’s business is mostly in South Asia. At the 
same time foreign joint investors are also choses the same 

region, so the imbalance competition raised as the method 
of calling is different.  

1. Calling card and call shop platform is still in a 
good position in the market but direct calling 
method can deter to the IP telephony service 
growth.  

2. PC-to-PC, PC-to-Phone call has a strong demand 
because of its less call rate compare to PSTN call. 
But, this service is not convenient for all types of 
users.  

3. To some extend DIGI’s way of offering low cost 
is a new policy to lead VoIP market. So the 
protection rules can be implemented by MCMC 
towards anti-monopoly market to foster 
competition and invite more foreign investors in 
IP telephone service.  

4. Celcom and Tunetalk also became the barrier of 
IP telephony service. Like DIGI, celcom has a 
large local market, so that, if they offer any type 
of service for international long distance calling 
card and IDD service, clients are interest to 
receive. Though they offer with low price or same 
price compare to the IP telephony service 
providers, clients are divert to them only for 
direct calling method of the promotional offer 
though it is not permanent. Call back approach is 
lengthy process to get connection, first have to 
make a call to toll-free number, and then it will 
answer from the system, then have to enter 
destination number followed by #. Calling card 
approaches is a bit different then calls back 
system. But if, people get access to the “direct 
calling method”, certainly they will divert to 
easier way of use method, because by instinct 
people are always chose easier method. But after 
a certain period, DIGI and Celcom have reverted 
in the previous price system. For e.g. calling to 
BD through DCampus was only 20 cent per 
minute but suddenly they reverted in 40 cent after 
few month, that is  higher than IP telephony price. 
So, the ways incumbent operators enter into the 
market causes the block for IP telephony service 
provider’s service and drag them in a disastrous 
situation.  

There are few more issues appeared from the 
secondary data analysis.  

5. Regulatory issue can either promoting the market 
or prohibit to entering the market or even if they 
enter could make difficulties to survive. Even it 
can be foster fair and competitive market.  

6. TM price is an imbalance with global price. But 
in order to promote more investment prices 
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should be efficient and equivalent to global 
access price.  

7.  One of the national objectives for Malaysia is 
become a “global centre and hub for 
communications”.So, fostering the market growth 
foreign investment is necessary. 

8. The data show the worldwide regulatory issues 
and challenges as well as differences from one 
country to another where few countries are 
gaining advantages and some other declining. 
Besides, some countries follow market-driven 
approach which brings positive impact to IP 
telephony services and its growth.  

9.  ITU World Telecommunication Policy Forum 
(WTPF) provides a policy forum, where ITU 
member states can share and discus the regulatory 
challenges and emerging telecommunication 
policy for changing telecommunication 
environment over time based on their need and 
demand. So, WTPF helps to know the 
telecommunication regulation worldwide with 
appropriate opinions, market structure, and 
leading force of the IP telephony service which 
are reflected throughout the paper.  

6. Conclusion and Recommendations 

From the analyses of IP telephony perspective, it is 
anticipated that, as rapid revenue generated source, IP 
telephony becomes the key technology in compare to the 
Circuit Switched Network to Packet Switched Network 
and opens up a new opportunity for voice and data 
communication all over the world. Besides, IP telephony 
in its way forward is expected because of its less 
infrastructure cost and quick return on investment. It also 
found that, this sector is full of competition whoever grabs 
this opportunity gains the market strength and access to the 
new area of competition. So, this paper highlighted that, as 
a new technology, VoIP takes place in an approach of 
alternative voice calls capable of provide the higher 
efficiency of services with high level of service 
commitment. As revenue generating source, there are 
several countries gaining the extensive market access with 
a broad geographical coverage. 
 
 So, the issues of pricing and regulatory challenges affect 
the growth of the market and sustainability of IP telephony 
business environment. The reason of declining IP 
telephony market has critically analyzed through the 
practical observation with the issue of “obstacle and 
Survive”. Accessing into the Malaysian IP telephony 
market is somehow difficult but after entering it is also 
very tough to survive due to strong competition among the 
IP telephony service providers. Furthermore, service 
providers wet to backward or fall in a disastrous situation 

in the market by facing challenges of several incumbent 
operators which have been clearly stated throughout this 
research.  
 
This research also finds out the limitations of regulatory 
authorities where no protection rules been imposed. On the 
other hand, IP telephony service providers are declining 
because of not having the protection rules but several 
countries have a protection rules and they apply when 
needed. This paper also suggests to reforming and 
adapting new law followed by the other successful 
countries like Japan, Australia, UK and South Korea. So, 
ASP could contribute to grow the economy and can reach 
their expectation to become the “global hub” in the world 
of communications. In this study, it is significant that, the 
world leading service providers and operators focus point 
is to meet the customer’s needs and demand with full of 
satisfaction and creates the new opportunities worldwide. 
Besides, this research focused few issues and challenges of 
IP telephony, business value, market driver and economic 
aspects.  
 
Apart from these issues, this paper clearly stated the 
MCMC legislation and its impact upon the service 
providers. Besides, the role of TM and the issue of PSTN 
pricing challenges clearly identified. Alongside, the role of 
ITU also indicates the issue of pricing and regulatory 
framework worldwide. Finally this paper concluded by 
giving the few possible solutions to revert the IP telephony 
market growth and its expansion.  
 
6.1 Recommendations 
 
Due to the low infrastructure deployment cost, IP 
telephony service is still considered as a driving force and 
reliable for the voice and data communications whereas 
revenue generating business opportunities service provider 
can generate more revenue to contribute the economy. So 
the well-planned and regulatory reform in favor of service 
providers will attract more foreign investment to expand 
the market.  
Besides, in order to sustain and growth of the market, it is 
needed to maintain licensing regime which would be the 
neutral and easy access along with minimum licensing 
condition and protect consumer interest to proceed to the 
fair and competitive market. For this government 
initiatives would implement which would be updated and 
similar to other successful countries model.  
 
There is another issue concerned for IP telephony service 
(providers) that, in order to proceed IP telephony service, 
providers must be allowed to access to PSTN with lower 
price, so that they can continue buying from Telekom 
Malaysia Berhad.  The flow of the market would be 
constant and rising which will determined sustainability of 
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the market and on the way forward to the further 
development in this sector. So the accurate and low price 
will increase more investment in this sector and no 
subsidize will be occur to control over the market from the 
single incumbent providers. TM should offer new price 
scheme followed by global price which will stimulate the 
market demand and will protect from decline of IP 
telephony service provider’s ratio.  
 
Furthermore, VoIP will face more challenges of regulatory 
issues that directly affected the economic feasibility. If the 
regulatory authority does not fix price to protect the 
Application Service Providers from declining especially 
foreign joint or foreign individual investment market will 
be unstable.  
 
However, the rise of IP telephony all over the world brings 
the revolutionary changes of communication but 
regulatory issues and policies are needed to reform and set 
principles to meet the economic challenges as this sector 
offers huge commercial opportunities for the service 
providers. Regulatory reformation will facilitate the IP 
telephony market place. Besides the adaptation of the 
“market-driven” approach will ultimately lead to efficient 
and fair competitive market place for the IP telephony 
service providers. There is a hope of reformation of the 
regulation, foreign investment in this sector will increase 
and will contribute to the Malaysian economy as well.   
 
Hence, the major issue appears as one of the National 
Objectives of Malaysia to become a “Global Hub”. The 
suggested idea can possibly be applied if foreign 
investment as well as building the local infrastructure in 
this sector will contribute more one to build the national 
economy. So, market observation policy by the MCMC 
and TM need to implement to protect them from declining.  
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Abstract 

The High throughput architecture to achieve high performance 
Networks-on-Chip (NoC) is proposed. The throughput is 
increased by more than 38% while preserving the average latency. 
The area of the network switch is decreased by 18%. The 
required metal resources for the proposed architecture are 
increased by less than 10% as compared to the required metal 
resources for the conventional NoC architecture. Power 
characteristics of different high throughput NoC architectures are 
developed. The extra power dissipation of the proposed high 
throughput NoC is as low as 1% of the total power dissipation. 
Among different NoC topologies, High Throughput Butter Fat 
Tree (HTBFT) requires the minimum extra power dissipation and 
metal resources.  
Keywords: Network-on-Chip, Throughput, Power Dissipation, 
Topology. 

1. Introduction 

As the number and functionality of intellectual property 
blocks (IPs) in System on Chips (SoCs) increase, 
complexity of interconnection architectures of the SoCs 
have also been increased. Different research articles have 
been published in high performance SoCs. However, the 
system scalability and bandwidth are limited. As described 
in [1]-[5], NoCs are emerging as the best replacement for 
the existing interconnection architectures. Many NoC 
topologies have been proposed in the past, e.g., CLICHÉ 
[1], SPIN [2], Octagon [3] and Butterfly Fat Tree [4]. 
Different research articles in architectural and conceptual 
aspects of NoC such as, topology selection, quality of 
service (QoS) [5], design automation [6], performance 
evaluation [7], and verification have been reported. NoCs 
provide different set of constraints in the design paradigm. 
High throughput and low latency are the desirable 
characteristics of a multi processing system.  

Previous articles have taken a top down approach (a high 
level analysis of NoC) and they did not touch the issues on 
a circuit level. However, little research has been reported 

on the circuit design issues [8]. Although they were 
implemented and verified on silicon, they were only 
focusing on implementing limited set of topologies. In 
large scale NoCs, power dissipation should be minimized 
for cost efficient implementation. Many papers have been 
published in NoCs. They were only focusing on 
performance and scalability issues rather than power 
efficiency. Scaling with power reduction is the trend in 
future technologies. Application specific techniques are 
required to reduce power dissipation of NoCs. 
  The main focus of this paper is to present a high 
throughput interconnect architecture for network on chip. 
The circuit implementation issues are considered in the 
proposed architecture. The switch structure along with the 
interconnect architecture are shown in Figure 1 for 2 IPs 
and 2 switches. The proposed architecture is applied to 
different NoCs topologies. Low power switch is also 
proposed to achieve power-efficient NoC. The efficiency 
and performance are evaluated. 

To the best of our knowledge, this is the first in depth 
analysis on circuit level to optimize performance of 
different NoC topologies. The paper is organized as 
follows: In Section 2, the proposed port architecture is 
presented. The new High Throughput architecture is 
described in section 3. In Section 4, closed form 
expressions for the power dissipation in different high 
throughput architectures are developed. The performance 
improvement and circuit overhead of the proposed 
architecture are provided in Section 5. Finally, conclusions 
are summarized in section 6.  

2. Port Architecture  

Each port of the switch includes input virtual channels, 
output virtual channels, header decoder, controller, input 
arbiter and output arbiter as shown in [4]. The input arbiter 
consists of a priority matrix and grant circuit. The priority 
matrix stores the priorities of the requests. A dedicated 
circuit generates the grant signals to allow only one virtual 
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channel to access a physical port. The messages are 
divided into fixed length flow control units (flits). When 
the granted virtual channel stores one whole flit, it sends a 
full signal to controller. If it is a header flit, the header 
decoder determines the destination. The controller checks 
the status of destination port. If it is available, the path 
between input and output is established. The flits from 
more than one input port may simultaneously try to access 
a particular output port. The output arbiter is used to allow 
only one input port to access an output port. Virtual 
channels consist of several buffers controlled by a 
multiplexer and an arbiter which grants access for only one 
virtual channel at a time according to the request priority. 
Once the request succeeds, its priority is set to be the 
lowest among all other requests.  

 

 
Fig. 1: Proposed high throughput architecture. 

  
In the proposed architecture, rather than using one 

multiplexer and one arbiter to control the virtual channels, 
two multiplexers and two arbiters are employed as shown 
in Figure 2. Using the proposed technique, the virtual 
channels are divided into two groups; each group is 
controlled by one multiplexer and one arbiter. Each group 
of virtual channels is supported by one interconnect bus as 
described in section 3. However trivial it may look, the 
proposed port architecture has a great influence on the 
switch frequency and the throughput of the network. Let us 
consider an example with 8 virtual channels. In the NoC 
architecture, 8x8 input arbiter and 8x1 multiplexer are 
needed to control the input virtual channels as shown in 
Figure 2 (a). The 8x8 input arbiter consists of 8x8 grant 
circuit and 8x8 priority matrix. In the proposed 
architecture, two 4x4 input arbiters, two 4x1 multiplexers, 
2x1 multiplexers and 2x2 grant circuit are integrated to 

allow only one virtual channel to access a physical port as 
shown in Figure 2 (b). The 4x4 input arbiter consists of 
4x4 grant circuit and 4x4 priority matrix. The values of the 
grant signals are determined by the priority matrix. The 
number of grant signals equals the number of requests and 
the number of selection signals of the multiplexer. The 
area of two 4x4 input arbiters is smaller than the area of 
8x8 input arbiter. Also, the area of two 4x1 multiplexers is 
smaller than the area of 8x1multiplexer. Consequently, the 
required area to implement the proposed switch with the 
proposed architecture is less than the required area to 
implement the conventional switch.  

In order to divide a 4x1 multiplexer into three 2x1 
multiplexers, the 4x4 input arbiter should be divided into 
three 2x2 input arbiters. The grant signals which are 
generated by three 2x2 input arbiter (6 signals) are not the 
same grant signals generated by the 4x4 input arbiter (4 
signals). Therefore, the 4x4 input arbiter can not be 
replaced by three 2x2 input arbiters unless the number of 
interconnect buses is increased to be equal to the number 
of virtual channels groups. Therefore, the proposed 
architecture in Figure 2 (b) is the optimum to allow eight 
virtual channels in the port. By increasing the number of 
interconnects, the metal resources and power dissipation 
are increased as described in Section 6.  

 

 
(a)                                (b) 

Fig. 2 (a) Circuit diagram of switch port, (b) circuit diagram of High 
Throughput switch port. 

 
Without circuit optimization, the change in the maximum 

frequency of the switch with the number of virtual 
channels in the conventional BFT switch is shown in 
Figure 3. When the number of virtual channels is increased 
beyond four, the maximum frequency of the switch is 
decreased for BFT architecture. Throughput is a parameter 
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that measures the rate in which message traffic can be sent 
across a communication network. It is defined by [7]: 

) timetotal(*)blocks IP ofnumber (

)length message(*)completed messages ofnumber (
=TP

     (1) 
The throughput is proportional to the number of 

completed messages. The number of completed messages 
increases with the number of virtual channels. Total 
transfer time of messages decreases with the increase in 
frequency of the switch. Therefore the throughput can be 
improved by increasing the number of virtual channels or 
by increasing the operating frequency of the switch. The 
throughput is saturated when the number of virtual 
channels is increased beyond four [7]. On the other hand, 
the average message latency increases with the number of 
virtual channels. To keep the latency low while preserving 
the throughput, only four virtual channels are used in [7].  

The proposed High Throughput BFT (HTBFT) switch is 
smaller than the BFT switch. Therefore, the maximum 
frequency of the switch is improved. The change in the 
maximum frequency of the proposed switch with the 
number of virtual channels is shown in Figure 3 for HT-
BFT architecture. With the proposed switch architecture, 
the number of virtual channels could be increased up to 
eight without significant reduction in the operating 
frequency. The frequency of the network switch is 
characterized for different network topologies using the 
proposed architecture as shown in Figure 4. As compared 
to the conventional architecture, the operating frequency of 
the proposed architectures is decreased when the number 
of virtual channels is higher than eight rather than four in 
the conventional architecture. Doubling the number of 
virtual channels does not degrade the frequency of the 
switch (rather than 4 virtual channels, 8 virtual channels 
could be used in the proposed architecture). However, a 
severe increase in the number of virtual channels (more 
than 8) could degrade performance.  

Increasing the number of virtual channels would increase 
the traffic going through the links (interconnects) between 
the switches, increasing the contention on the bus and 
increasing the latency that each flit experiences. In order to 
improve throughput, the links (interconnects) connecting 
the switches with each other should be increased. Since the 
number of virtual channels could be doubled (from four in 
the conventional architecture to eight in the proposed 
architecture), doubling the number of virtual channels 
between switches is proposed.  

Let us consider an example of BFT architecture. The 
HTBFT architecture decreases the area of switch by 18%. 
Consequently, a system with eight virtual channels 
achieves high throughput, high frequency and low latency 
while the area of the design is optimized. The architecture 
of different NoC topologies to achieve high throughput 
network is described in section 3. 

 

 
Fig. 3 Maximum frequency of a switch with different number of virtual 

channels for conventional BFT and proposed HTBFT. 

 

 
Fig. 4 Maximum frequency of a switch with different number of virtual 

channels for different NoC topologies of the proposed architecture. 

3. High Throughput Architecture  

To A novel interconnect template to integrate IP blocks 
in NoC is proposed. In the proposed architecture, rather 
than using a single interconnect bus between each two 
elements of NoC (IP block and switch or two switches), 
two buses are employed. The number of virtual channels 
can be doubled to get higher throughput. To maintain the 
average latency, each bus supports half the number of 
virtual channels. Increasing the number of buses between 
two switches could improve the throughput by optimizing 
the design of the switch on the circuit level as shown in 
Section II. However, using two buses to connect two 
switches implies using more metal resources and may be 
silicon area for the repeaters within the long interconnects. 
The overhead of the proposed architecture is discussed in 
Section 5. 

A novel interconnect template to integrate IP blocks 
using High Throughput Butter Fly Fat Tree (HTBFT) 
architecture is proposed. Each group of 4 IPs (no. 0, no. 1, 
no.2 and no.3) in Figure 5 needs one switch (no.4). Each 
switch in the first level (no. 4) connects to each switch in 
the second level (no. 5) by 2 buses. Each bus supports half 

Proposed 
HTBFT 

Conventional 
BFT 
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the number of virtual channels. Therefore, the throughput 
can be improved while preserving the average latency.  

 

 
Fig. 5 Interconnect architecture of HTBFT 

 
The interconnect template to integrate IP blocks using 

High Throughput architecture is implemented to CLICHÉ 
(to become High Throughput CLICHÉ, HTCLICHÉ), 
Octagon (to become High Throughput Octagon, HT-
Octagon), SPIN (to become High Throughput SPIN, 
HTSPIN) architectures, in which double the number of 
interconnects is needed. The throughput improvement is 
presented in section V for each topology.   

 
   Power estimation is very important aspect of NoC design. 
The average power dissipation of NoC port is obtained. 
The switch is implemented on the transistor level using 
ASIC design flow. For different NoC topologies, the 
average power dissipation of the switch is determined. 
Closed form expressions are developed for each topology 
in section 4.  

4. Power Characteristics  

To Communication network on chip contains three 
primary components; network switch, interswitch links 
(interconnects), and repeaters within interswitch links. 
Including different sources of power dissipation in NoC, 
the total power dissipation of on chip network is defined as 
follows:  

 
P total = Pswitches + Pinterconnect + Preps ,                      (2)  
Pswitches = Pswitching + Pleakage ,                                  (3)  
 

where Ptotal is the total power dissipation of the network. 
Pswitches is the power dissipation in the switches. Pinterconnect 
is the total power dissipation of interswitch links. Preps is 
the total power dissipation of the repeaters which are 
required for long interconnects. Pswitching and Pleakage are the 
switching and leakage power of the switch, respectively. 
The number of repeaters depends on the length of the 
interswich link. According to the topology of NoC 
interconnects, the interswitch wire lengths, the number of 
repeaters and the number of switches can be determined a 
priori.  

Pinterconnect = cVdd
2 f,                             (4)  

Preps = Preps-dyn + Preps-SC + Preps-leakage,               (5)  
Preps-dyn = NrepHoptC0Vdd

2 f,                        (6)  
 

where Preps-dyn is the total dynamic power dissipation of 
repeaters, Nrep is the number of repeaters, Hopt is the 
optimum repeater size, C0 is the input capacitance of a 
minimum size repeater, Vdd is the supply voltage and f is 
the switching frequency. Preps-SC is the total short-circuit 
power of the repeaters. Preps-leakage is the total leakage 
power dissipation of the repeaters. c is the interswitch link 
capacitance. Closed form expressions for the power 
dissipation of different high throughput NoC architectures 
are described in the following subsections.  

4.1 High Throughput Butterfly Fat Tree 

In the HTBFT, the interconnection is performed on 
levels of switching. The number of switching levels can 
be expressed as log2N - 3, where N is the number of IP 
blocks. The total number of switches in the first level is 
N/4. At each subsequent level, the number of required 
switches reduces by a factor of 2 as shown in Figure 5. 
The interswitch wire length and total number of switches 
are given by the following expressions:  

               
,
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where l a+1,a is the length of the wire spanning the distance 
between level a and level a + 1, where a can take integer 
value between 0 and (levels - 1). In the HTBFT, the total 
length of interconnects and the total number of repeaters 
can be determined from the following equations:  
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where Kopt is the optimum length of the global interconnect 
[9]. Using the number of switches, the total length of 
interconnects and the total number of repeaters, the total 
power dissipation of HTBFT architecture ( Ptot-HTBFT ) is 
determined. 
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4.2 High Throughput CLICHÉ  

In HTCLICHÉ, the number of switches equals the 
number of IPs. The interswitch wire lengths can be 
determined from the following expression:  

,
N

ArealHTCLICHE =
                                               (12) 

The number of horizontal interswitch wires between 

switches equals )1(2 −NN . According to the 
technology node, the optimum length of global 
interconnects can be obtained. Therefore, the total length 
of interconnects and the number of repeaters can be 
calculated by: 
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Using the number of ports, number of switches, total 

length of interconnects and number of repeaters, the total 
power dissipation of the HTCLICHÉ architecture can be 
determined. 
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4.3 High Throughput Octagon 

For HTOctagon, there are four types of interswitch wire 
lengths: First [wires which connect nodes (1,5) and (4,8)], 
second [wires which connect nodes (2,6) and (3,7)], third 
[wires which connect nodes (1,8) and (4,5)], forth [wires 
which connect nodes (1,2), (2,3), (3,4), (5,6), (6,7) and (7,-
8)]. The interswitch wire lengths can be defined by 
(l1=3L/4, l2=13wl Nwires +L/4, l3=13L/4, l4=L/4), where L 

is the length of four nodes which equals 











N
Area

*4

. wl 
is the summation of the global interconnect width and 
space. Considering the interswitch wire lengths and the 
optimum length of global interconnect, the total length of 
interconnects and number of repeaters can be obtained by:  
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Noct-unit is the number of basic octagon unit. The total 
power dissipation of the HTOctagon architecture is 
obtained by (22).  
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4.4 High Throughput SPIN 

An interconnect template to integrate IP blocks using 
HTSPIN architecture was proposed. In large HTSPIN, the 
total number of switches is 3N/4. The interswitch wire 
length can be determined using (7). In HTSPIN, the total 
length of interconnects and the number of repeaters is 
defined by:  

NNAreal wiresHTSPINtot 75.1=− ,                   (19) 
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The total power dissipation of the HTSPIN architecture 
can be determined by  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 435



 

 

.2)
2

48
(

75.16

2
0

2

fVCNHN
K
Area

K
Area

K
Area

fNcVNAreaNPP

ddoptwires
opt

optopt

ddwiresportHTSPINtot












+












+












+

+=−

  (21) 

4.5 Power Dissipation for Different High Throughput 
NoC Architectures  

According to (11), (15), (18) and (21), the total power 
dissipation of the network can be expressed as a function 
of the number of IP blocks. The change in the power 
dissipation with the number of IP blocks for different high 
throughput network architectures is shown in Figure 6. The 
power dissipation for different NoC topologies increases 
by different rates as the number of IP blocks increases. The 
HTSPIN and HTOctagon architectures have much higher 
rate of power dissipation increase. The HTBFT 
architecture consumes the minimum power as compared to 
other NoC topologies making HTBFT more attractive as a 
power efficient NoC topology.  

 

 
Fig. 6 power dissipation of different NoC topologies 

 
The ratio of the power dissipation in the interswitch links 

and repeaters as compared to the total power dissipation is 
shown in Figure 7. For the HTSPIN network, the power 
dissipation of the interswitch links and repeaters represents 
40% of the total power dissipation of the network. For the 
HTBFT, HTCLICH and HTOctagon, the percent of power 
dissipation of the interswitch links and repeaters decreases 
with increasing the number of IP blocks. For future SoC, 
reducing power dissipation should be focusing on reducing 
the power of the switches. More detailed results using real 
example of an SoC are provided in Section 5.  

 

 
Fig. 7 Power dissipation of interswitch links and repeaters for different 

NoC architectures. 

5. Performance and Overhead Analysis  

The proposed high throughput architectures are 
implemented using Application Specific Integrated Circuit 
(ASIC) design flow (Leonardo Spectrum synthesis tool), 
with 90nm technology. Under uniform traffic assumption, 
the throughput for different NoC architectures is calculated. 
In the following subsections, the throughput and power 
dissipation are presented.  

5.1 Improvement of the Throughput  

The proposed high throughput architecture doubles the 
number of virtual channels to increase the throughput 
while preserving the average latency. Therefore, the 
average latency of HTBFT with 8 virtual channels equals 
the average latency of BFT with 4 virtual channels. 
Uniform traffic and maximum operating frequency are 
assumed to determine the throughput of HTBFT. The 
change in the throughput with the number of virtual 
channels for HTBFT and BFT is shown in Figure 8. In the 
proposed architecture, when the number of virtual channels 
is increased beyond eight, the throughput saturates. The 
architecture increases the throughput of the network by 
38%. The increase in the throughput for different 
architectures is presented in Table 1. The maximum 
improvement is achieved in HTCLICHÉ. The increase in 
the throughput for HTSPIN is the minimum as compared 
to the other high throughput architectures. 

5.2 Overhead of High Throughput Architecture  

With the advance in technology, the number of metal 
layers increases every generation. Considering a chip size 
of 20 mm x 20 mm, technology node of 90 nm, and a 
system of 256 IP blocks, the length of interswitch links for 
different NoC topologies is obtained. Given the optimum 
global interconnect width Wopt of 935 nm, optimum global 
interconnect spacing Sopt of 477 nm [9], the global 
interconnect pitch is 1.412 μm (Wopt + Sopt). Accordingly, 
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the number of global interconnects Ngi per layer equals 

optopt SW
Area
+

. 

 
Fig. 8 Throughput for different number of virtual channels 

 
Table 1: The percentage of increase in the throughput for different high 

throughput architectures 
Architecture Increase in throughput (%) 

HT-BFT 38 
HT-CLICHÉ 40 
HT-Octagon 17 

HT-SPIN 12 

 
Using the critical interconnect length of the target 

technology as 2.54 mm and the optimum repeater size as 
174 [9], the number of repeaters is determined. The 
butterfly fat tree can be laid out in O(N) active area (IPs 
and switches) and O(log(N)) wiring layers [10]. The basic 
strategy for wiring is to distribute tree layers in pair of wire 
layers; one for horizontal wiring Ha+1,a and one for vertical 
wiring Va+1,a . The length of horizontal part Ha+1,a equals 
the length of vertical part Va+1,a given that the chip is 
squared. More than one tree layer can share the same 
wiring trace.  

High throughput architecture has the same number of 
switches, but the number of wires and repeaters is doubled. 
The length of interswitch interconnects depend on the 
number of levels, which depends on the system size. In the 
circuit implementation of HTBFT, a bus between each two 
switches has 12 wires, 8 for data and 4 for control signals. 
Considering a system of 256 IP blocks, the length of Ha+1,a 
and Va+1,a are calculated. The number of wiring levels is 
seven. The number of repeaters equals 960. The area of the 
repeaters equals 20880 µm2 (it is double the area of the 
repeaters in the conventional BFT). The power dissipation 
is presented in Table 2. The power dissipation is increased 
by 6%.  

 
 
 
 

Table 2: Power dissipation of repeaters and switches for HT-/BFT 
Architecture Number of 

repeaters 
Power 
dissipation in 
interswitch 
links (%) 

Power 
reduction 
(%) 

BFT 960 8.5  
HT-BFT 1920 16.2 6 

 
The horizontal wiring is distributed in the metal layer no. 

11 and the vertical wiring is distributed in the metal layer 
no. 12. The total length of horizontal wires equals 4800 
mm (it is 5% of the total metal resources available in metal 
11). Similarly, the total length of vertical wires is 5% of 
the total metal resources available in metal 12. For the 
proposed design, double the number of interswitch links is 
required to achieve the communication between each two 
switches. Therefore, the total metal resource to implement 
the proposed architecture is 10%. The extra metal 
resources to achieve the proposed architecture are 
negligible as compared to the available metal resources.  

Considering the same die size of 20mm x 20mm and the 
system size of 256 IPs, the power dissipation and the 
required metal resources of other NoC topologies are 
shown in Table 3. Since the interswitch links is short 
enough in CLICHÉ, there is no need for repeaters within 
the interconnects. By applying the proposed high 
throughput architecture, the HTBFT topology requires the 
minimum area and power dissipation as compared to the 
other NoC topologies.  

 
Table 3: Power dissipation and metal resources for different NoC 

Architecture Number 
of 
repeaters 

Power 
dissipation of  
interswitch 
links and 
repeaters (%) 

Metal 
resources 
(%) 

CLICHÉ 0 5.4 7 
HT-
CLICHÉ 

0 10.5 14 

Octagon 3810 5.2 8 
HT-
Octagon 

7680 10.2 16 

SPIN 12288 24.8 28 
HT-SPIN 24576 40.4 56 

 
As feature size decreases, more IPs could be integrated 

in a single chip. System overhead is determined for the 
adopted architectures for different technology nodes as 
shown in Table 4. The extra power dissipation is 1% of the 
total power dissipation of the BFT architecture for 45 nm.  

With the advance in technology, the available metal 
resources in the same die size increases. The number of 
switches is also increased. The required metal resources to 
implement the HTBFT are increased by smaller rate than 
the rate of increase of the available metal resources with 
the advance in technology. The extra metal resources and 
power dissipation to implement the HTBFT decrease. The 
extra metal resource for HTBFT is 3% of the available 
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metal resources. The HTBFT is becoming more efficient 
as technology advances.  

 
Table 4: Power dissipation of interswitch links and repeaters for different 

technology nodes 
Technology 
node 

Number 
of IPs 

Power dissipation of interswitch links and repeaters 
(%) 
HT-BFT HT-

CLICHÉ 
HT-
Octagon 

HT-SPIN 

130 nm 361 17.1 14.1 14.1 58.1 
90 nm 729 8.3 9.1 9.1 50.3 
65 nm 1849 4.6 5.2 5.4 49.1 
45nm 5625 1.2 2.7 3.1 43.8 

 
For SPIN, the extra power dissipation to achieve the 

proposed HTSPIN architecture is 22% of the total power 
dissipation. The extra metal resources are more than 100% 
of the available metal resources (metal 11 and metal 12). 
Two more metal layers are needed to layout the proposed 
architecture. Therefore, the overhead in the HTSPIN is 
high. Applying the high throughput architecture on the 
SPIN topology is not recommended.  
However the proposed architecture has an overhead in 
power dissipation and metal resources, the overhead 
decreases as technology advances. The proposed 
architecture is efficient in improving the network 
throughput. In the future technologies, the proposed 
architecture is becoming more power efficient as well as 
throughput efficient. In the following section, an efficient 
power reduction technique is proposed to make the 
proposed architecture further efficient from the power 
dissipation point of view.     

6. Conclusions 

In this paper, high throughput NoC architecture is 
proposed. The proposed architecture is applied to different 
NoC topologies. The area of the switch is decreased by 
18% as compared to the area of conventional NoC switch. 
The total metal resources to implement the proposed high 
throughput NoC is increased by less than 10%. It is shown 
that optimizing the circuit can increase the number of 
virtual channels without degrading the frequency. The 
throughput of different NoC topologies is improved with 
the proposed architecture. Throughput is increased by up 
to 40%. 

The power characteristics of different high throughput 
NoC topologies are presented. The extra power dissipation 
to achieve the proposed high throughput architecture is as 
low as 1% of the total power dissipation of the network. 
The power dissipation of NoC switches is more than 60% 
of the total power dissipation of the on chip network. The 
percent of power dissipation of the interswitch links and 
repeaters decreases with increasing the number of IP 
blocks. Reducing power dissipation should be focused on 

reducing the power dissipation of the switches. The 
proposed switch and network architecture are becoming 
more efficient as technology advances. Power overhead 
decreases with the future technologies.  
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Abstract 

The main motivation for Automatic Speech Recognition (ASR) is 
efficient interfaces to computers, and for the interfaces to be 
natural and truly useful, it should provide coverage for a large 
group of users. The purpose of these tasks is to further improve 
man-machine communication.  
ASR systems exhibit unacceptable degradations in performance 
when the acoustical environments used for training and testing 
the system are not the same.  
The goal of this research is to increase the robustness of the 
speech recognition systems with respect to changes in the 
environment. A system can be labeled as environment-
independent if the recognition accuracy for a new environment is 
the same or higher than that obtained when the system is 
retrained for that environment. Attaining such performance is the 
dream of the researchers.  
This paper elaborates some of the difficulties with Automatic 
Speech Recognition (ASR). These difficulties are classified into 
Speakers characteristics and environmental conditions, and tried 
to suggest some techniques to compensate variations in speech 
signal.  
This paper focuses on the robustness with respect to speakers’ 
variations and changes in the acoustical environment. 
We discussed several different external factors that change the 
environment and physiological differences that affect the 
performance of a speech recognition system followed by 
techniques that are helpful to design a robust ASR system. 
 
Keywords: Human Factors, Prosody parameters, Environment 
Conditions, Environment parameters, environment-independent 
ASR, ASR Techniques. 
 

1. Introduction 
 
Speech recognition, is commonly known as automatic 
speech recognition (ASR), is the process of converting an 
acoustic signal, captured by a microphone or a telephone, 
to a text.  
The main goal of speech recognition is to get effective 
ways for mankind to communicate with computers, for 
example, voice-controlled personal computers. Today’s 
ASR systems are giving considerable compatibility the  
 

 
performance of such systems is far from the perfect system 
and the research is still gaining on this area. 
There are diversified issues concerning the operation of 
modern ASR systems, such as antiphons which lead to 
reductions in their efficiency and accuracy to actuate these 
issues the existence of various forms of variability an 
articulation in speech [14]. These include Speaker 
characteristics & variations in acoustic environment,  
 
1.1. Speaker Characteristics 
A major factors lead to deformities in the performance of 
ASR is the articulation environment which leads to 
commotion such deformity in performances can be 
boisterous caused by physiological and dialectical 
differences among the speakers leads to diffident isotopic. 
Evidence of this can be found by comparing the 
performance of speaker dependent (SD) and speaker 
independent (SI) ASR systems. A speaker dependent 
system is trained using data from a single speaker, and 
euphony in nature. On the other hand, a speaker 
independent system is trained using data from a large 
inconsistent group of different speakers for use by speakers 
that are not necessarily in the training strata. These 
techniques can be divided into two main categories: 
speaker adaptation and speaker normalization. 
 Speaker adaptation [11] techniques require the existence 

of a model or Inunit which has already been trained for 
single or numerous speakers. The goal of such 
techniques is to tune the parameters of this model to a 
new lineament.  

   Another technique for adapting HMM-based systems is 
the maximum likelihood linear regression (MLLR) 
approach which requires a relatively small amount of 
adaptation lexicon data. This data is used to compute a 
number of linear transformations which are applied to the 
colophon means contained in the model. 

 Speaker normalization techniques, [12] on the other 
hand, instead of replacing the model, perform lingual 
transformations on the speech signal to compensate for 
speaker variabilities. 
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    Due to the significant variations in the vocal tract length 
of different speakers, the positions of the formants 
produced by different speakers can vary. Therefore, a 
major category of subtle speaker normalization 
techniques are focused on normalizing the effective 
vocal tract length across different vocalist. Vocal tract 
length normalization (VTLN) and augmented state-space 
acoustic decoder (MATE) perform this by applying a 
linear warping to the frequency axis of the utterance, 
normalizing the position of spectral peaks or formants of 
speech. 

 
1.2. Variations in Acoustic Environment 
Another major factor that leads to degradations in the 
performance of ASR systems is the presence of noise in the 
environment. Such degradations in performance can be due 
to the mismatch between the conditions in which the 
systems are trained and the ones in which they are 
operated. 
Some speech enhancement approaches are found really 
good to deal with unknown noise and filtering such as,  

 Spectral Subtraction 
 Spectral Normalization 

The paper is arranged as section II will explain difficulties 
with ASR, section III gives Classification of Parameters 
that affect ASR includes Prosody and Environmental 
parameters, Section IV describes techniques that are 
helpful to design a robust speech recognition system and 
finally section V is the conclusion. 
 

2. Difficulties with ASR 
 

The issue of robustness in speech recognition is pregnable 
of problems. A speech quest may be robust in one 
environment and yet be impregnable for another and falter 
less  sensitive to noise are not necessarily less sensitive to 
speaker variability in noise and stress. The main reason for 
this is that performance of existing recognition systems 
which may be succinct environment, degrade rapidly in the 
presence of noise, distortion, and speaker stress.  
 
2.1. Reasons for Difficulties in Speech Recognition: 
Difficult problem, largely because of many sources of 
variability [14, 22] associated with signal 
• Acoustic realizations of phonemes, highly dependent 

on context in which they appear. 
 Phonetic variabilities are exemplified by acoustic 

differences of phoneme  
 At word boundaries, contextual variations can be 

quite dramatic 
• Acoustic variabilities can result from changes in 

environment as well as in position and characteristics of 
transducer. 

• The sensitivity to the environment (background noise 
or channel variability), or  

• Within-speaker variabilities can result from changes in 
person’s physical and emotional state, speaking rate, 
gender, vocal effort, regional accents, speaking style, 
voice quality etc. 

• Differences in sociolinguistic background 
• Complexity of the human language, the weak 

representation of grammatical and semantic knowledge. 
• Dialect, and vocal tract size and shape can contribute to 

across-speaker variabilities. 
• Background noise 
 
2.2. Approaches To Improve Speech Recognizers: 
There are a variety of approaches that can be used to 
improve the robustness of speech recognition. These can 
be classified into five general areas as follows: 
• Pre-processing Techniques : Feature Analysis 

 Voice Activity Detector [7] 
• Feature Enhancement : front-end signal processing 

 Estimation and noise detection [8] 
 Echo and reverberation detection 
 Normalization 

• Feature Extraction : Extracting coefficients 
• Model Adaptation: adapting recognition models to the 

noisy speaker conditions.  
• Training Models: consider alternative training 

using either noisy data, mismatch between 
training/test data, or modifications which cause the 
trained models to be more effective for recognizing 
noisy speech. 

 

3. Classification of Parameters that Affect 
ASR  

Speech Recognition system [16] ebullient  in speech 
processing we regard this as pitch, duration, intensity, 
voice quality, signal to noise ratio, voice activity detection 
and strength of Lombard effect these parameters are 
categorized under two types: 
 Prosody Parameters: [23] Pitch, duration, intensity 

and voice quality etc. These parameters are used in 
speech recognition and especially in the field of 
speaker characterization. Those systems have to work 
in general adverse conditions, which leads to the 
demand of noise robustness for the algorithms 
estimating the prosodic parameters. Yet it is well 
known, that most of these parameters are hard to extract 
from the speech signal, especially under adverse 
conditions.  

 Environmental Parameters: the second is the acoustic 
properties of the environment including the impact on 
the speaker’s voice. As second set we select 
‘environmental parameters’: signal to noise ratio 
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(SNR), voice activity detection (VAD) [6] and strength 
of Lombard effect (SLE).  

     Environmental parameters are used in speech 
recognition and speaker recognition for noise reduction 
algorithms. Many approaches exist to estimate SNR 
and VAD from noisy signals.  

     The SLE parameters, that decreases the performance of 
speech recognition systems dramatically with Lombard 
effect.  

 
3.1. Prosodic Parameters  
Speaker variability & characteristics [17] : 
the speech signal is non-stationary it  not only convey  
semantic information (the message) but also a lot of 
information about the speaker himself like, gender, age, 
social and regional origin, health and emotional state and 
its identity.  
All speakers have their special voices, due to their unique 
biological body structure (Vocal Track Autonomy) and 
personality. The voice is not only different among 
speakers; there are also wide in variations within single 
specific speaker. 
The speaker uniqueness results from a complex 
combination of physiological and cultural aspects. While 
finding the variability among speakers through statistical 
analytic methods found that the first two principal 
components correspond to the gender and accent 
respectively. Gender would then appear as the prime factor 
related to physiological differences, and accent would be 
one of the most important from the cultural point of view.  
The effect of the vocal tract shape on the intrinsic 
variability of the speech signal between different speakers 
has play special role in measuring performance of ASR. 
 
Technical Mythology for Compensation Speaker 
Variation: 
Techniques for handling speaker variability are mainly 
divided into: 
 speaker independent feature extraction,  
 speaker normalization using The different vocal tract 

length normalization (VTLN) techniques:  
 speaker-dependent formant mapping  
 transformation of the LPC pole modeling  
 frequency warping, either linear or non-linear    

 Speaker adaptation : reduce speaker specificities and 
tends to further reduce the gap between speaker-
dependent and speaker-independent ASR by adapting 
the acoustic models to a particular speaker  

 

 
Table 1 : Speaker variations  

(Please See at the end of the paper) 

3.2. Environmental Parameters  
The environmental parameters [19] VAD and SNR play a 
major role in speech recognition system. Extrinsic 
variabilities are due to the environment: signal to noise 
ratio may be high but also variable within short time. 
 
Environmental variability & characteristics 

• Speech in high noise, with signal-to-noise ratios (SNRs) 
at or below 0 dB 

• Speech in presence of background speech 

• Speech in presence of background music 

• Speech in highly reverberant environments 
 
Technical Mythology for Compensation of 
Environmental Variation [21] 
General techniques such as  
• Compensation,  
 Enhancing speech signal [1],  
 Training models on noisy databases,  
 Designing specific models for noise and speech [3],  
 Considering noise as missing information that can be 

marginalized in a statistical training of models by 
making hypotheses on the parametric distributions of 
noise and speech [9]. 

• Adaptation [5],  
• Multiple models,  
• Additional acoustic cues and  
• More accurate models  
 

Table 2 : Environmental Variation 
(Please see at the end of paper) 

 

4. ASR Techniques 
 

In this section, we review methodologies towards 
improved ASR analysis/modeling accuracy and resistance 
towards variability sources. 
 
4.1. Front-end Techniques [15] 
Feature extraction front-end techniques for the assumption 
of non-stationary speech signals, high levels of noise, 
workload task stress, Lombard effect and other variations 
like,  
• Robust features extraction  
• The speaker spectral characteristics of speech 

variability.  
• Front-end noise suppression  
• Feature compensation techniques for noise reduction.  
• Techniques for combining estimation based on different 

features sets and dimensionality reduction approaches. 
• Model adaptation 
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• Training and Testing in the same conditions. 
 
Feature Extraction Models [13]: 
• Mel-Frequency Cepstral Coefficient (MFCC) or 

Perceptual Linear Prediction (PLP) coefficient, are 
based on some sort of representation of the smoothed 
spectral envelope, usually estimated over fixed 
analysis windows. Such analysis is based on the 
assumption that the speech signal is quasi-stationary 
over these segment durations.  

• A temporal decomposition technique represents the 
continuous variation of the LPC parameters as a 
linearly weighted sum of a number of discrete 
elementary components. These elementary 
components are designed such that they have the 
minimum temporal spread (highly localized in time) 
resulting in superior coding efficiency.  

• A segmental HMM [Achan et al identifies waveform 
samples at the boundaries between glottal pulse 
periods with applications in pitch estimation and time-
scale modifications. 

• The amplitude modulation (AM) and the frequency 
modulation (FM) used to detect the transition point 
between the two adjoining QSSs. The power of the 
residual signal normalized by the number of samples 
in the window (FM). The AM signal modulates a 
narrow-band carrier signal (specifically, a 
monochromatic sinusoidal signal). 

• Frequency Scales (M-MFCC, ExpoLog),  
• Feature Processing (CMN, VCMN, LP-vs-FFT 

MFCCs),  
• Model Adaptation (PMC), and  
• Combinations of gender dependent with gender 

independent models 
• Training and Testing (ANN & HMM). 

 
4.2. Statistical Models: 
It is assume that the “clean” speech signal is first passed 
through a linear filter with unit sample response, whose 
output is then corrupted by uncorrelated additive noise to 
produce the degraded speech signal. Under these 
circumstances, the goal of compensation is, in effect, to 
undo the estimated parameters characterizing the unknown 
additive noise and the unknown linear filter, and to apply 
the appropriate inverse operation.  
The popular approaches of spectral subtraction  and 
homomorphic deconvolution  are special cases of this 
model, in which either additive noise or linear filtering 
effects are considered in isolation. When the compensation 
parameters are estimated jointly, the problem becomes a 
nonlinear one, and can be solved using algorithms such as 
codeword-dependent cepstral normalization (CDCN) and 
vector-Taylor series compensation (VTS). 

 
4.3. Acoustic Model 
The performance of acoustic model is depending on the 
model matching to the task, which can be obtained through 
adequate training data and selecting multi-style training.  
  
Model Compensation 
• MM decomposition, where dynamic time warping was 

extended to a 3D-array where the additional dimension 
represents a noise reference and an optimal path has to 
be found in this 3D-domain. The major problem was the 
definition of a local Probability for each box.  

• Parallel model decomposition (PMC) where clean 
speech and noise are both modeled by HMM and where 
the local probabilities are combined at the level of linear 
spectrum, this implies that only additive noise can be 
taken into account.  
 

Adaptation 
• A Maximum Likelihood (ML) criterion.  
    Try to maximize the probability of a given sequence of 

observations; Baum-Welch method gives the result. 
• A Maximum a Posteriori [2] (MAP)  
    In Bayesian [4,10] statistics, a maximum a posteriori 

probability (MAP) estimate is a mode of the posterior 
distribution. The MAP can be used to obtain a point 
estimate of an unobserved quantity on the basis of 
empirical data. MAP estimation can therefore be seen as 
a regularization of ML estimation 

  
4.4. Multiple Modeling [10] 
    Merging too many heterogeneous data in the training 

corpus makes acoustic models less discriminant. Hence 
the numerous investigations along multiple modeling, 
that is the usage of several models for each unit, each 
model being train from a subset of the training data, 
defined according to a priori criteria such as gender, age, 
rate-of-speech (ROS) or through automatic clustering 
procedures. Ideally subsets should contain homogeneous 
data, and be large enough for making possible a reliable 
training of the acoustic models. Gender information is 
one of the most often used criteria.  

• Speaking rate affects notably the recognition 
performances, thus speaking rate dependent models were 
studied. It was also noticed that speaking rate dependent 
models are often getting less speaker-independent 
because the range of speaking rate shown by different 
speakers is not the same, and that training procedures 
robust to sparse data need to be used.  

• Signal-to-Noise Ratio (SNR) also impacts recognition 
performances, hence, besides or in addition to noise 
reduction techniques, SNR-dependent models have been 
investigated. In  multiple sets of models are trained 
according to several noise masking levels and the model 
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set appropriate for the estimated noise level is selected 
automatically in recognition phase. On the opposite, in 
acoustic models composed under various SNR 
conditions are run in parallel during decoding.  

• Multi-speaker models [16]: If models of some of the 
factors affecting speech variation are known, adaptive 
training schemes can be developed, avoiding training 
data sparsity issues that could result from cluster-based 
techniques. This has been used for instance in the case of 
VTLN normalization, where a specific estimation of the 
vocal tract length (VTL) is associated to each speaker of 
the training data. This allows to build a canonical 
models based on appropriately normalized data. During 
recognition, a VTL is estimated in order to be able to 
normalize the feature stream before recognition. More 
general normalization schemes have also been 
investigated, based on associating transforms (mostly 
linear transforms) to each speaker, or more generally, to 
different cluster of the training data. This transformation 
can also be constrained to reside in reducing 
dimensionality eigen space. A technique for factorization 
selected transformations back in the canonical model is 
also proposed in, providing a flexible way of building 
factor specific models, for instance multi-speaker models 
within a particular noise environment, or multi-
environment models for a particular speaker. 

 
4.5. Models for Auxiliary Parameters [20] 
Most of speech recognition systems rely on acoustic 
parameters that represent the speech spectrum, for example 
cepstral coefficients. However, these features are sensitive 
to auxiliary information such as pitch, energy, rate-of-
speech, etc. the most simple way of using such parameters 
(pitch and/or voicing) is their direct introduction in the 
feature vector, along with the cepstral coefficients. 
• Pitch has to be taken into account for the recognition of 

transonic languages. Various coding and normalization 
schemes of the pitch parameter are generally applied to 
make it less speaker dependent; the derivative of the 
pitch is the most useful feature, and pitch tracking and 
voicing. Pitch, energy and duration have also been used 
as prosodic parameters in speech recognition systems, or 
for reducing ambiguity in post-processing steps. 
Dynamic Bayesian Networks (DBN) offers an integrated 
formalism for introducing dependence on auxiliary 
features. 

• Speaking rate is another factor that can be taken into 
account in such a framework. Most experiments deal 
with limited vocabulary sizes; extension to large 
vocabulary continuous speech recognition can be 
achieve through hybrid HMM/BN acoustic modeling.  

• TANDEM approach used with pitch, energy or rate of 
speech. The TANDEM approach transforms the input 
features into posterior probabilities of sub-word units 

using artificial neural networks (ANNs), which are then 
processed to form input features for conventional speech 
recognition systems.  

• Auxiliary Parameters may be used to normalize spectral 
parameters, for example based on pitch value is used to 
modify the parameters of the densities (during decoding) 
through multiple regressions as with pitch and speaking 
rate. 

 
4.6. Compensation for Environmental Degradation in 
ASR [18] 
Speech samples always affected with the additive noise 
and linear filtering in normal environment, the use of 
environmental compensation procedures improves the 
accuracy in Speech recognition system. The compensation 
procedures include physiologically-motivated signal 
processing techniques, modification of either the feature 
vectors of incoming speech or the internal statistics with 
which speech recognition systems are trained.  
Any change in the environment between the training and 
testing causes degradation in performance. Continued 
research is required to improve robustness to new 
speakers, new dialects, and channel or microphone 
characteristics, Systems that have some ability to adapt to 
such changes have to be developed  
Some speech enhancement algorithms have proved to be 
especially important in the development of strategies to 
cope with unknown noise and filtering.  
 Spectral subtraction, to compensate for additive noise. In 

general, spectral subtraction algorithms attempt to 
estimate the power spectrum of additive noise in the 
absence of speech, and then subtract that spectral 
estimate from the power spectrum of the overall input 
(which normally includes the sum of speech plus noise). 
Primarily with the goal of avoiding “musical noise” by 
“over-subtraction” of the noise spectrum. This method is 
not appropriate for non-stationary noise, The difficulty 
to detect pauses (non-speech) in low SNR & musical 
noise effect. Noise cancellation requires the detection of 
noise to adaptively extract its spectral and statistical 
parameters. The ability to discriminate speech from 
noise enables the calibration of noise cancellation 
algorithms, identify and filter out these noises from the 
speech signal. Filtering speech with a high order 
adaptive FIR filter, when no reference to an external 
noise source is available, Wiener Filtering for stationary 
input and noise, no noise reference source is required. 

 Spectral Normalization, to compensate for the effects of 
unknown linear filtering. In general, spectral 
normalization algorithms first attempt to estimate the 
average power spectra of speech in the training and 
testing domains, and then apply the linear filter to the 
testing speech to “best” convert its spectrum to that of 
the training speech. Improvements and extensions of 
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spectral subtraction and spectral normalization 
algorithms 

 
This section explains some complementary approaches 
to robust recognition based on initial signal processing 
techniques.  
 
Approaches to Environmental Compensation 
These approaches are grouped as per the effects of noise 
and filtering.  
• Empirical compensation by direct cepstral 

comparison,  
• Model-based compensation, and  
• Compensation via cepstral high-pass filtering.  

 
Empirical Compensation by direct cepstral comparison is 
totally data driven, and requires a “stereo” database that 
contains time-aligned samples of speech that had been 
simultaneously recorded in the training environment and in 
representative testing environments. The success of 
empirical compensation approaches depends on the extent 
to which the putative testing environments used to develop 
the parameters of the compensation algorithm are in fact 
representative of the actual testing environment. 
Empirical Compensation: RATZ and STAR 
• The RATZ algorithm modifies the cepstral vectors of 

incoming speech,  
• The STAR algorithm modifies the internal statistical 

models used by the recognition system. 
• RATZ and STAR have a similar conceptual framework.  
• RATZ can be considered to be a generalization of 

algorithms like MFCDCN. 
• STAR can be considered to be an extension of the 

codebook adaptation algorithms. 
• RATZ and STAR both assume that the probability 

density function for clean speech can be characterized 
as a mixture density. Where the mixture coefficients are 
fixed for the case of RATZ, and assumed to vary as a 
function of time to represent the Markov transitional 
probabilities for the case of STAR.  

• Environmental compensation is introduced by 
modifying the means and variances of the probability 
density functions. 

Model-based compensation assumes a structural model of 
environmental. Compensation is then provided by applying 
the appropriate inverse operations. The success of model-
based approaches depends on the extent to which the 
model of degradation used in the compensation process 
accurately describes the true nature of the degradation to 
which the speech had been subjected. 
Model-Based Compensation: VTS and VPS 
• The Vector Taylor Series (VTS) and Vector 

Polynomial Expansion (VTS) algorithms that develop 

series approximations to the nonlinear environment 
function.  

• The VTS algorithm approximates the environment 
function using the first several terms of its Taylor 
series, where is the vector function evaluated at a 
particular vector point.  

• Similarly, represents the matrix derivative of the vector 
function at a particular vector point. The higher order 
terms of the Taylor series involve higher order 
derivatives resulting in tensors. 

• The Taylor expansion is exact everywhere when the 
order of the Taylor series is infinite.  

• VPS approach replaces the Taylor series expansion 
used in VTS with a more general approach to 
approximating the environment function.  

• VPS is shown to provide a more accurate 
approximation to the environment function than VTS.  

• VPS provided somewhat better recognition accuracy 
compared to VTS, and at a reduced computational cost.  

• It is expected that the difference in error rates between 
VPS and VTS will increase when implementations of 
these algorithms that modify the internal statistical 
models are completed. 

  
Compensation by high-pass filtering implies removal of the 
steady-state components of the cepstral vector. The amount 
of compensation provided by high-pass filtering is more 
limited than the compensation provided by the two other 
types of approaches, but the procedures employed are 
simple and effective that they should be included in 
virtually every current speech recognition system. 
 
Cepstral High-Pass Filtering: RASTA and CMN 
• In Relative Spectral Processing or RASTA processing, 

a high-pass (or band-pass) filter is applied to a log-
spectral representation or cepstral representation of 
speech. 

• Cepstral mean normalization (CMN) is an alternate way 
to high-pass filter cepstral coefficients.  

• High-pass filtering in CMN is accomplished by 
subtracting the short-term average of cepstral vectors 
from the incoming cepstral coefficients. 

• RASTA and CMN are effective in compensating for the 
effects of unknown linear filtering in the absence of 
additive noise because under these circumstances the 
ideal cepstral compensation vector is a constant that is 
independent of SNR and VQ cluster identity. Such a 
compensation vector is, in fact, equal to the long-term 
average difference between all cepstra of speech in the 
training and testing environments. 

•  The high-pass nature of both the RASTA and CMN 
filters forces the average values of cepstral coefficients 
to be zero in the training and testing environments 
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individually, which, i, implies that the average cepstra 
in the two environments are equal to each other. 

•  Cepstral high-pass filtering can also be thought of as a 
degenerate case of compensation based on direct 
cepstral comparison. 

 
 
 
Joint compensation for the effects of noise and filtering 
has proceeded in two phases.  
 
• In the initial phase concerned with understanding the 

basic properties of the environment function and with 

the development of compensation procedures that were 
relatively simple but that provided significant 
improvements in recognition accuracy compared to the 
accuracy that could be obtained from independent 
compensation for the effects of noise and filtering.  

• During the second phase of algorithm development 
focused on the development of algorithms that could 
achieve greater recognition accuracy under the most 
arduous conditions through the use of more accurate 
mathematical characterizations of the effects of noise 
and filtering. 

Table 1 : Speaker Variations 
Reason for 
Variation 

Effect of Variation A General Technique for handling Speech 
variation 

Anatomy of vocal 
tract 

The power spectral density of speech 
varies over time according to the glottal 
signal and the configuration of the speech 
articulators. 

 Compensation and invariance (Normalization) 
 Vocal Tract Length Normalization (VTLN) 
 Hidden Markov Models (HMMs), as a sequence 

of stationary random regimes 
Realization  
 

Speaker can not produce the same 
acoustic wave for the same word if he/she 
pronounced over and over again 

 Auto corrélation technique 
 Clustering techniques 
 Speeker Adaption model 

Ambiguity : 
Homophones 
Ambiguity : Word 
boundary  

• Words that sound the same, but have 
different orthography 

• Multiple ways of grouping phones into 
words. 

 Language Model 
 Use of multiple acoustic models associated to 

large groups of pronunciation variants (lexical 
level) speakers 

The sex of the 
speaker 

In general Women have shorter vocal 
tract than men.  
The fundamental tone of women’s voices 
is roughly two times higher than men’s  

 Vocal Tract Length Normalization (VTLN) 
 Cepstral Mean subtraction (CMS) 
 Mean & Variance Normalization (MVN) 
 Spectral Normalization  

Speaking rate  & 
Speaking style  

The spectral effects of speech rate 
variations.  

 Speech rate estimator  
 The evaluation of the frequency of phonemes or 

syllables in a sentence 
 Normalization by dividing the measured phone 

duration by the average duration of the underlying 
phone 

Regional and Social 
Dialects 
 

Dialects are group related variation within 
a language.  
Regional dialect involves features of 
pronunciation, vocabulary and grammar 
which differ according to the 
geographical area.  
Social dialects are distinguished by 
features of pronunciation, vocabulary and 
grammar according to the social group of 
the speaker. 

 Consider dialects as another language in ASR, 
due to the large differences between two dialects. 

Amount of data and 
search space 

The quality of the speech signal decreases 
with a lower sampling rate, resulting in 
incorrect analysis. 
Minimizing lexicon (set of words) causes 
out-of-vocabulary 

 Use of large vocabulary 

Foreign and Variations in speaker accent degrade the  Select an appropriate language model or adapt to 
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Regional Accents 
 

performance of speech recognition 
systems that fails to recognize target 
language.  
 

the accent/speaker  
 Recognizer should train on target language. 
 Use of multiple acoustic models associated to 

large groups of pronunciation variants (lexical 
level) speakers.  
 Adapt of Multilingual phone models  

Age 
 
 

• The difference in vocal tract size results 
in a non-linear increase of the formant 
frequencies. 

• Larger spectral and supra-segmental 
variations and wider variability in 
formant locations and fundamental 
frequencies in the speech signal. 

 Use larges size of the pronunciation dictionary, 
corpora for children and adults 
 Selection of language models which are 

customized for children speech & physiological 
besides. 
 Adapting the acoustic features of children speech 

to match that of acoustic models trained from 
adult speech.  
 Use of vocal tract length normalization (VTLN)  

and spectral normalization  approaches  
Emotions Emotions in speech recognition is 

concentrated on attempting to classify a 
“stressed” speech signal into its correct 
emotion category. 
Intrinsic variabilities: loud, soft, 
Lombard, fast, angry, scared; and noise. 
 

 Improved front-end processing, feature extraction 
methods for the recognition of stressed and non-
stressed speech simultaneously.  
 Improved back-end processing or robust 

recognition measures. 
 Improved training methods: Multi-style training 

and simulated stress token generation.  
Dis-fluencies in 
speech 
 

False starts, Repetitions, Hesitations and 
filled pauses, Slips of the tongue etc. 

 Spectral Subtraction methods 
 Improved feature extraction methods 
 Appropriate training model 

 

Table 2 : Environmental Variation 

Reason for 
Variation 

Effect of Variation Technique for handling Speech variation 

Noise Unwanted information in the speech 
signal like voices in the background that 
corrupts the quality of speech signal and 
degrades the performance of ASR system. 

 Spectral Subtraction Method  
 Noise Estimation, Cancellation approaches and 

filters 
 A high order adaptive FIR filter. When no 

reference to an external noise source is 
available, 
 Wiener Filtering for stationary input and noise, 

no noise reference source is required. 
 SPLICE algorithm works on spectral 

representation  
 ALGONQUIN algorithm works on log-spectra  

Echo effect The speech signal bounced on some 
surrounding object, and that arrives in the 
microphone a few milliseconds later. 
This echo effect adds with original speech 
signal, and difficult to get clean original 
speech. 

 Echo Cancellation Algorithms 
 Least-Mean-Square (LMS) and 
 Normalized LMS (NLMS) 
 Approach for Echo Cancellation 
 Minimum Statistics (MS)  
 Eigenvalue Decomposition  
 Fourier Transform (DFT) 
 State-Space Model  
 Vector Taylor Series (VTS)  
 ALGONQUIN Method 
 Time-Variant Estimate  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 447



 

 

 Switching Linear Dynamic Model (SLDM) 
 Bayesian Estimation Framework 
 Random-Walk State Model 

Reverberation If the place in which the speech signal has 
been produced is strongly echoing, then 
this may give raise to a phenomenon 
called reverberation, which may last even 
as long as seconds. 
The original speech signals mask with 
echoing. 

 Additive noise filtering algorithms 
 Adaptive Schemes 
 Proportionate Schemes 
 Proportionate Adaptive Filters 
 Block-Based Combination 
 Combination Schemes 
 Subband Adaptive Filtering 
 Uniform Over-Sampled DFT Filter Banks 
 Subband Over-Sampled DFT filter banks (FB) 
 Time-Domain Considerations 
 Volterra filters  
 Proportionate-Type Algorithms  
 Sparseness-Controlled Algorithms 

Channel Variability The noise that changes over time, and 
different kinds of microphones and 
everything else that affects the content of 
the acoustic wave from the speaker to the 
discrete representation in a computer.  

 Cepstral Mean Subtraction  
 The RASTA filtering of spectral trajectories. 
 
 

Convolution Noise Speech signal quality degradations due to 
the channel come from its slowly varying 
spectral properties (or impulse response).  
 

 Averaging speech features (Cepstral Mean 
Subtraction)  
 Evaluating the impulse response as missing data 

and combined with additive noise reduction. 
 Low pass filtering, by removing Cepstral mean 

from all feature vectors of the utterance. 
Lombard effect Due to noisy environments acoustic 

correlates in the speech signal. But to 
quantify this effect no specification is 
known.  

 Additive noise filtering algorithms 
 Applying Low pass and High pass filters 

Physical Stress 
The force 
environment, Auditory 
distraction,  
Thermal environment,  
Personal equipment.  
Emotional Stress 
Task load,  
Mental fatigue,  
Mission anxieties and  
Background anxieties.  

The noise can be considered stationary 
during a vocal command, but from one 
vocal command to another, its 
characteristics can change.  
.  
 

 Applying suitable feature extraction method 
like LPCC, MFCC 
 Noise estimation and cancellation algorithms. 
 Noise cancellation to be performed by Wiener 

type Filtering 

 
5. Discussion & Conclusion 

 
ASR is a challenging task. In this paper, we have 
addressed some of the difficulties of speech recognition, 
the most problematic issues being the large search space 
and the strong variability, this covers accent, speaking 
rate & style, regional and social dialects, speaker 
physiology, age, emotions etc.  
This paper covered the different causes of acoustical and 
environmental variability. There are some attributes of 
the environment that remain relatively constant through 

the course of an utterance such as the recording 
equipment, the amount of room reverberation, and the 
acoustical  characteristics of the particular speaker using 
the system. Other factors, like the noise and signal levels, 
will be assumed to vary slowly compared to the rate at 
which speech changes. 
Conventional techniques that compensate for the effects 
of additive noise and linear filtering of speech sounds can 
provide substantial improvement in recognition accuracy 
when the cause of the acoustical degradation is quasi-
stationary. The recognition of speech at lower SNRs, and 
especially speech in the presence of transient sources of 
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interference including especially background speech and 
background music remain essentially unsolved problems 
at present.  
Some techniques are explained for Environment 
compensation, which remove speech variabilities due to 
environment and channel characteristics, speaker 
normalization techniques, which remove variabilities due 
to speaker characteristics, and discriminant feature space-
transformation techniques, which are aimed at increasing 
the class discrimination of the speech data. 
Finally, the paper proposed an overview of general 
techniques for better handling intrinsic and extrinsic 
variation sources in ASR, mostly tackling the speech 
analysis and acoustic modeling aspect. 
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Abstract 
In information retrieval research; Genetic Algorithms (GA) can 
be used to find global solutions in many difficult problems. This 
study used different similarity measures (Dice, Inner Product) in 
the VSM, for each similarity measure we compared ten different 
GA approaches based on different fitness functions, different 
mutations and different crossover strategies to find the best 
strategy and fitness function that can be used when the data 
collection is the Arabic language. Our results shows that the GA 
approach which uses one-point crossover operator, point 
mutation and Inner Product similarity as a fitness function is the 
best IR system in VSM.  
Keywords: information retrieval, vector space model, query 
optimization, genetic algorithms. 

1. Introduction 

Information retrieval (IR) can be defined as the study of 
how to determine and retrieve from a corpus of stored 
information the portions which are responsive to particular 
information needs [1]. IR is also concerned with text 
representation, text storage, text organization, and the 
retrieval of stored information items that are similar in 
some sense to information requests received from 
users.The major information retrieval model includes: the 
vector space model, Boolean model, Fuzzy sets model and 
the probabilistic retrieval model. These models are used to 
find the similarity between the query and the documents in 
order to retrieve the documents that reflect the query. 
Vector space model usually use Cosine, DICE, Jaccard, or 
Inner Product as a similarity measures.  The similarity then 
used to evaluate the effectiveness of IR system using two 
measures: Precision which is a ratio that compares the 
number of relevant documents found to the total number of 
returned documents [2], and Recall which is the system's 
ability to retrieve all related documents of a query [2]. The 
problem with the IR models is that it may converge to a 
result that is only locally optimal, which means it may lead 
to form a query that is better than the original form but 

significantly poorer than another undetected form, so GA 
can be used to solve this problem.  
  
A GA is an adaptive heuristic search algorithm premised 
on the evolutionary ideas of natural selection and genetics 
[3]. The GA approach has gained importance and 
popularity, as evident in the number of studies that have 
used it to improve different optimization procedures to be 
able to find a global solution in many problems. GA have 
been used for difficult problems (such as NP-hard 
problems), for machine learning and also for evolving 
simple programs. In this paper; and for each similarity 
measure (Dice, and Inner Product) in the vector space 
model we will implement and compare ten different 
genetic algorithms settings (different mutation techniques, 
different fitness functions, different crossover techniques) 
to optimize the user query. As a test bed; we are going to 
use an Arabic data collection which was presented for the 
first time by [16]; this data set is composed from 242 
documents and 59 queries, the correct answer for each 
query (relevant documents) is also known in advanced.  
 
Arabic is the official language of over than twenty one 
Arab countries, and it is the religious language of more 
than one billion Muslims around the world. The Arabic 
language is unique and difficult language; the difficulty 
comes from several sources; amongst them: it differs 
syntactically, morphologically, and semantically from 
other Indo-European languages [13]. Compared to English, 
Arabic language is more sparsed, which means that for the 
same text length English words are repeated more often 
than Arabic words [14, 15]. Sparseness may negatively 
affect the retrieval quality in Arabic language because 
Arabic terms will get less weight compared to English. In 
written Arabic, most letters take many forms of writing. 
Also, there is a punctuation associated with some letters 
that may change the meaning of two identical words. 
Finally; comparing to English roots, Arabic roots are more 
complex. The same Arabic root, depending on the context, 
may be derived from multiple Arabic words. 
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The uniqueness and the special properties for the Arabic 
language, its differences from the English and the other 
languages, and the lack of similar studies in the literature 
was our motivator to conduct a deep and rich comparative 
study based on Arabic data collection. 
. 

2. Previous Studies 

There are several studies that used GA in information 
retrieval systems to optimize the user query based on 
English data collections such as [4, 5, 7, 6, 7, 5, 9, 10, 11, 
12, 18].  
 
In their experiments for the VSM [8,4,6], the authors 
presents many methods: the connectionist Hopfield 
network; the symbolic ID3/ID5R, evolution- based genetic 
algorithms, symbolic ID3 Algorithm, evolution-based 
genetic algorithms, Simulated Annealing, neural networks, 
genetic programming. They found that these techniques are 
promising in their ability to analyze user queries, identify 
users’ information needs, and suggest alternatives for 
search. In [9, 11, 7, 5,12] the VSM have been used, 
different mutation probabilities, new crossover operation, 
new fitness functions for the GA have been tested to 
improve the IR performance. Mercy and Naomie [10] 
propose a framework of data fusion approach based on 
linear combinations of retrieval status values obtained from 
Vector Space Model and Probability Model system. They 
used Genetic Algorithm (GA) to find the best linear 
combination of weights assigned to the scores of different 
retrieval system to get the most optimal retrieval 
performance. 
 
Using GA to improve the performance of Arabic 
information system is rare in the literature. In [17] the 
researchers used Genetic Algorithms to improve 
performance of Arabic information retrieval system, which 
based on vector space model. The performance was 
enhanced through the usage of an adaptive matching 
function, which obtained from a weighted combination of 
four similarity measures (Dot, Cosine, Jaccard and Dice). 
 
As we can see from the previous studies; a little research 
have Been conducted for the Arabic data collections, and 
since the information retrieval (IR) is one of the most 
crucial components in search engines and their 
optimization would have a great effect on improving the 
searching efficiency, it is important to conduct a 
comprehensive comparison between different genetic 

algorithms settings for each similarity measure in the VSM 
to decide which GA setting and which similarity measure 
is more useful when used with the Arabic data collections. 

3. Vector Space Model (VSM) 

The vector space model (VSM) is an IR model that 
represents the documents and queries as vectors in a 
multidimensional space, whose dimensions are the terms 
used to build an index to represent the documents. Lexical 
scanning is required in order to identify the terms, then an 
optional stemming process applied to the words and then 
the occurrence of those stems is computed. Finally the 
query and the document vectors are compared using 
different similarity measures (e.g. Cosine, DICE, Jaccard, 
and Inner Product), those similarity measures are shown in 
Table 1. In vector space model the importance of terms is 
determined by their weights, which are computed by using 
the statistical distributions of the terms in the collection 
and in the documents. Where Wi,j in table 1 are the 
weights of the ith term in document j, and in the query 
respectively.  

4. Genetic Algorithms (GA) 

The basic concept of GA is designed to simulate processes 
in natural systems necessary for evolution. As such they 
represent an intelligent exploitation of a random search 
within a defined search space to solve a problem.  
 
GAs exploits the idea of the survival of the fittest and an 
interbreeding population to create a novel and innovative 
search strategy. A population of strings, representing 
solutions to a specified problem, is maintained by the GA. 
The GA then iteratively creates new populations from the 
old by ranking the strings and interbreeding the fittest to 
create new strings, which are hopefully closer to the 
optimum solution to the problem at hand. So in each 
generation, the GA creates a set of strings from the bits and 
pieces of the previous strings. The idea of survival of the 
fittest is of great importance to genetic algorithms. GAs 
use what is termed as a fitness function in order to select 
the fittest string that will be used to create new, and 
conceivably better, populations of strings. The only thing 
that the fitness function must do is to rank the strings in 
some way by producing the fitness value. These values are 
then used to select the fittest strings. 

 

Table 1: Different Similarity Measures.
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The GA algorithm flowchart is illustrated in Figure 1. 
Genetic algorithm operations can be used to generate new 
and better generations. As shown in Figure 1 the genetic 
algorithm operations include: 
 

A. Reproduction: the selection of the fittest 
individuals based on the fitness function. 
 

B. Crossover: the exchange of genes between two 
individual chromosomes that are reproducing. In 
one point cross over a chunk of connected genes 
will be swapped between two chromosomes. 
There are many crossover strategies such as n-
point crossover [11], restricted crossover [7], 
uniform crossover [30], fusion operator [7] and 
dissociated crossover [7]. For more details about 
the crossover strategies you can see the related 
references. 

 
 
 
 

Fig. 1:  Flowchart for Typical Genetic Algorithm. 

 
C. Mutation: is the process of randomly altering the 

genes in a particular chromosome. There are two 
types of mutation: 
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1) Point mutation:  in which a single 

gene is changed. 
2) Chromosomal mutation:  where some 

number of genes is        changed   
completely.  

5. Experiment  

In this study we used IR system based on VSM model that 
was built and implemented by Hanandeh [6] to handle the 
242 Arabic abstracts collected from the Proceedings of the 
Saudi Arabian National Conference [16]. In this study the 
significant terms are extracted from relevant and irrelevant 
documents then assigned weights. The binary weights of 
the terms are formed as a query vector, and then the query 
vector is adapted as a chromosome. Finally the GA is 
applied to get an optimal or near optimal query vector, and 
the result of the GA approach is compared with the result 
of the traditional IR system without using a GA.  
 
This study was conducted as following:  
 

1) Representation of the chromosomes: The 
chromosomes are represented as following: 
 

a) Binary representation: The chromosomes use a 
binary representation, and are converted to a real 
representation by using a random function.  

b) Number of Genes: We will have the same number 
of genes as the query and the feedback 
documents that have terms with non-zero weights.  

c) Chromosome size: The size of the chromosomes 
will be equal to the number of terms of the set 
(feedback documents+ the query set). 

d) The query vector: The query is represented as a 
binary. 

e) Terms update: Terms are modified by applying 
the random function on the terms weights. 

f) GA approach: The GA approaches receive an 
initial population chromosomes corresponding to 
the top 15 documents retrieved from traditional 
IR with respect to that query. 

 
2) Fitness Function: Fitness function is a performance 

measure or reward function which evaluates how 
each solution is good. In this study Dice, and Inner 
Product similarity measures are used as fitness 
functions 

 
3) Selection: Chromosomes selection depends on the 
fitness function where the higher values have a 

higher probability to be selected in the next 
generation.  

 
4) Operators:      In our GA approaches, we use two 
GA operators to produce offspring chromosomes, 
which are: 

 
 

1. Crossover: it is the genetic operator that 
mixes two chromosomes together to form 
new offspring. In this experiment crossover 
occurs only with crossover probability Pc 
(Pc=0.8). Chromosomes are not subjected to 
crossover remain unmodified. Higher fitness 
chromosome has an opportunity to be 
selected more than lower ones, so good 
solution always survives to the next 
generation. In this study; different crossover 
strategies were used  for VSM : 

a) One-point crossover operator. 
b) Restricted crossover operator. 
c) Uniform crossover operator. 
d) Fusion operator. 
e) Dissociated crossover. 

  
2. Mutation which involves the modification of 

the gene values of a solution with some 
probability Pm. chromosome modification 
using mutation may lead to better or poorer 
chromosomes. If they are poorer than old 
chromosome they are eliminated in selection 
step. In this experiment we used a mutation 
probability (Pm=0.7) and two different 
mutation strategies: 

a) Point mutation. 
b) Chromosomal mutation.  

 
Putting the previous details together we created a number 
of GA strategies. Those strategies will be used with each 
similarity measure (Dice, and Inner Product) in the VSM, 
Those strategies are as following: 
 

1) GA1: GA that use one-point crossover operator 
and point mutation.    

2) GA2: GA that use one-point crossover operator 
and chromosomal mutation. 

3) GA3: GA that use restricted crossover operator 
and point mutation. 

4) GA4: GA that use restricted crossover operator 
and chromosomal mutation. 

5) GA5: GA that use uniform crossover operator and 
point mutation. 

6) GA6: GA that use uniform crossover operator and 
chromosomal mutation. 
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7) GA7: GA that use fusion operator and point 
mutation. 

8) GA8: GA that use fusion operator and 
chromosomal mutation. 

9) GA9: GA that use dissociated crossover and point 
mutation. 

10) GA10: GA that use dissociated crossover and 
chromosomal mutation. 

6. Results for the GA strategies Using Dice 
Similarity 

The results for the GA strategies using Dice similarity are 
shown in Table 2 and Table 3. From those tables we notice 
that GA1, GA2, GA4, GA5, GA7, GA8, GA9 and GA10 
give a high improvement than traditional IR system with 
2.726679%, 4.256249%, 3.051032%, 5.940507%, 
5.98964%, 6.095792%, 10.83388% and 9.757293% 
respectively while GA3 and GA6 give a low improvement 
than traditional IR system with -1.19504% and -4.68231% 
respectively. Which means that GA9 that use dissociated 
crossover and point mutation gives the highest 
improvement over the traditional approach with 
10.83388%.  

7. Results for the GA strategies Using Inner 
Product Similarity 

The results for the GA strategies using Inner product 
similarity are shown in Table 4 and Table 5. From those 
tables we notice that GA1, GA2, GA3, GA4, GA5,GA9 
and GA10 give a high improvement than traditional IR 
system with 11.9444%, 3.355853%, 3.271745%, 
3.203264%, 2.912908%, 5.074422% and 6.307254% 
respectively while GA6, GA8 and GA9 give a low 
improvement than traditional IR system with -2.71346%, -
2.32334% and -3.60072% respectively. This means that 
GA1 that use GA that use one-point crossover operator and 
point mutation gives the highest improvement over the 
traditional approach with 11.9444%. 

8. Comparison between the Best GA's 
Strategies 

Table 6 shows the comparison between Dice (GA9) and 
Inner Product (GA1). From this table we notice that the 
Inner Product (GA1) is better than Dice (GA9) in all recall 
levels. Which means that Inner Product(GA1) that use one-
point crossover operator and point mutation  and use Inner 
Product similarity as a fitness function represent the best 
IR system in VSM to be used with the Arabic data 
collection. 

Table 6: Comparison Between the Best GA Strategies (Each Similarity 
Measures). 

9. Conclusions 

For each similarity measure (DICE and Inner Product) in 
the VSM we compared ten different GA approaches, and 
by calculating the improvement of each approach over the 
traditional IR system, we noticed that most approaches 
(GA1, GA2, GA4, GA5, GA8, GA9 and GA10) give 
improvements compared to the traditional IR system, also 
we noticed that in the inner product the one-point 
crossover operator and point mutation gives the highest 
improvement over the traditional approach.  

 

 

 

 

Table 2: Average Recall and Precision Values for 59 Query by Applying GA's on Dice Similarity. 

Recall Dice(GA9) 
Inner 

Product(GA1) 

0.1 0.141 0.146 
0.2 0.197 0.208 
0,3 0.298 0.301 
0.4 0.277 0.283 
0.5 0.402 0.405 
0.6 0.408 0.409 
0.7 0.396 0.413 
0.8 0.412 0.437 
0.9 0.441 0.487 
Average 0.330222 0.343222 
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Table 3: GA's Improvement in Dice Similarity (GA's Improvement %). 

Recall Dice GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

0.1 0.131 0.133 0.143 0.129 0.132 0.134 0.136 0.146 0.134 0.141 0.139 
0.2 0.172 0.173 0.177 0.165 0.183 0.191 0.187 0.187 0.182 0.197 0.193 
0,3 0.262 0.266 0.268 0.254 0.277 0.288 0.177 0.274 0.285 0.298 0.297 
0.4 0.214 0.233 0.225 0.212 0.221 0.242 0.232 0.229 0.254 0.277 0.278 

0.5 0.357 0.367 0.387 0.363 0.366 0.376 0.223 0.393 0.399 0.402 0.393 

0.6 0.379 0.388 0.389 0.385 0.389 0.384 0.391 0.387 0.389 0.408 0.397 
0.7 0.383 0.389 0.401 0.375 0.386 0.387 0.386 0.399 0.387 0.396 0.401 

0.8 0.388 0.395 0.399 0.387 0.398 0.403 0.394 0.405 0.402 0.412 0.414 

0.9 0.431 0.446 0.432 0.422 0.443 0.455 0.437 0.437 0.432 0.441 0.431 

Average 0.3018 0.31 0.3134 0.2991 0.3105 0.3177 0.2847 0.3174 0.3182 0.3302 0.327 

R
ecall 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

0.1 1.526718 9.160305 -1.52672 0.763359 2.290076 3.816794 11.45038 2.290076 7.633588 6.10687 
0.2 0.581395 2.906977 -4.06977 6.395349 11.04651 8.72093 8.72093 5.813953 14.53488 12.2093 
0,3 1.526718 2.290076 -3.05344 5.725191 9.923664 -32.4427 4.580153 8.778626 13.74046 13.35878 
0.4 8.878505 5.140187 -0.93458 3.271028 13.08411 8.411215 7.009346 18.69159 29.43925 29.90654 

0.5 2.80112 8.403361 1.680672 2.521008 5.322129 -37.535 10.08403 11.76471 12.60504 10.08403 

0.6 2.37467 2.638522 1.583113 2.638522 1.319261 3.166227 2.110818 2.638522 7.651715 4.74934 
0.7 1.56658 4.699739 -2.08877 0.78329 1.044386 0.78329 4.177546 1.044386 3.394256 4.699739 

0.8 1.804124 2.835052 -0.25773 2.57732 3.865979 1.546392 4.381443 3.608247 6.185567 6.701031 

0.9 3.480278 0.232019 -2.08817 2.784223 5.568445 1.392111 1.392111 0.232019 2.320186 0 

A
verage 

2.726679 4.256249 -1.19504 3.051032 5.940507 -4.68231 5.98964 6.095792 10.83388 9.757293 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 455



 

 

Table 4: Average Recall and Precision Values for 59 Query by Applying GA's on Inner Product Similarity. 

 

 

Table 5: GA's Improvement in Inner Product Similarity (GA's Improvement %). 

Recall Dice GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

0.1 0.132 0.146 0.134 0.146 0.134 0.135 0.139 0.134 0.129 0.139 0.135 
0.2 0.178 0.208 0.182 0.187 0.191 0.185 0.186 0.167 0.169 0.192 0.192 
0,3 0.265 0.301 0.285 0.274 0.288 0.288 0.177 0.256 0.272 0.268 0.287 
0.4 0.221 0.283 0.254 0.229 0.242 0.242 0.227 0.223 0.211 0.231 0.255 

0.5 0.376 0.405 0.399 0.393 0.376 0.376 0.366 0.365 0.344 0.399 0.399 

0.6 0.381 0.409 0.389 0.387 0.384 0.384 0.391 0.377 0.371 0.408 0.397 
0.7 0.391 0.413 0.387 0.399 0.387 0.387 0.386 0.389 0.386 0.411 0.404 

0.8 0.394 0.437 0.402 0.405 0.403 0.403 0.394 0.386 0.393 0.425 0.422 

0.9 0.456 0.487 0.432 0.437 0.455 0.455 0.445 0.423 0.408 0.459 0.466 

Average 0.3104 0.3432 0.3182 0.3174 0.3177 0.3172 0.3012 0.3022 0.2981 0.3257 0.328556 

R
ecall 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

0.1 10.60606 1.515152 10.60606 1.515152 2.272727 5.30303 1.515152 -2.27273 5.30303 2.272727 
0.2 16.85393 2.247191 5.05618 7.303371 3.932584 4.494382 -6.17978 -5.05618 7.865169 7.865169 
0,3 13.58491 7.54717 3.396226 8.679245 8.679245 -33.2075 -3.39623 2.641509 1.132075 8.301887 
0.4 28.0543 14.93213 3.61991 9.502262 9.502262 2.714932 0.904977 -4.52489 4.524887 15.38462 

0.5 7.712766 6.117021 4.521277 0 0 -2.65957 -2.92553 -8.51064 6.117021 6.117021 

0.6 7.349081 2.099738 1.574803 0.787402 0.787402 2.624672 -1.04987 -2.62467 7.086614 4.199475 
0.7 5.626598 -1.02302 2.046036 -1.02302 -1.02302 -1.27877 -0.51151 -1.27877 5.11509 3.324808 

0.8 10.91371 2.030457 2.791878 2.284264 2.284264 0 -2.03046 -0.25381 7.86802 7.106599 

0.9 6.798246 -5.26316 -4.16667 -0.2193 -0.2193 -2.41228 -7.23684 -10.5263 0.657895 2.192982 
A

verage 

11.9444 3.355853 3.271745 3.203264 2.912908 -2.71346 -2.32334 -3.60072 5.074422 6.307254 
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Abstract 

Equal bit rate is assigned to all tiles of an image when 
compressed with JPEG2000 standard. This bit rate is 
selected without taking information contents of the tiles 
into account. This results into poor performance of 
JPEG2000 standard for the tiles that have higher 
complexity. We can improve performance of JPEG2000 
by assigning higher bit rates to complex tiles. An entropy 
based weighted bit rate allocation algorithm is proposed in 
this paper. Experimentations using the proposed algorithm 
indicate an improvement of up to 2 dB in Peak Signal to 
Noise Ratio (푃푆푁푅) and up to 5.352% improvement in 
Relative Percentage Improvement (푅푃퐼) in 푃푆푁푅 in the 
JPEG2000 reconstructed images. 
Keywords: JPEG2000, 푃푆푁푅, 푀푆퐸, Entropy, Tiles, 푅푃퐼. 

1. Introduction 

JPEG2000 is a state-of-art image and video compression 
standard. It provides better compression performance and 
other features like region of interest (ROI) coding, quality 
scalability, transmission scalability etc. as compared to the 
JPEG image compression standard [1-5]. It allows an 
image to be divided into rectangular blocks of same size 
called tiles, before compressing the image. In compression 
process of JPEG2000 encoder, equal bit rate is assigned to 
each tile of the image. This assignment is suitable for the 
images with information contents equally distributed 
throughout the image. However, tiles of an image may 
have different complexities. Some of the tiles may have 
larger texture area while others may have larger smooth 
area. The quality of a reconstructed image varies a lot if all 
tiles in the image do not have same complexity. As such, 
we should include the complexity of a tile while assigning 
a bit rate to it. This is a known fact that entropy of a 
complex tile is more than the entropy of smooth tile. So, 
we have here proposed a method to assign bit rate to a tile 
based on the weights derived using the entropy of a tile.  
 

Using this algorithm, tiles of an image have assigned 
different compression bit rates. Visual quality of 
reconstructed image is improved by assigning these bit 
rates to the tiles of an image. 

2. Related Work 

It is a well known fact that human beings pay more 
attention to important areas of an image. Motivated by this, 
Battiato et al. [6] proposed a method for allocating bit rate 
to different tiles of an image on the basis of index of the 
information content of each tile. Ardizzone et al. [7] 
proposed an adaptive method to assign more bits to the 
image regions in which errors are more visible, 
maintaining the global bit rate unchanged. Effectiveness of 
their method depends on the accuracy of the region 
classifier.  Liu et al. [8] proposed an algorithm using the 
complexity of a tile and motion activity of the tile. 
However, their algorithm is applicable to the Motion 
JPEG2000 video sequences only.  

3. Proposed Algorithm and Quality 
Comparison Parameters 

3.1 Overview of JPEG2000 Encoder 
 
JPEG2000 encoder consists of many processes, as shown 
in Fig.1. It allows image to be divided into tiles if the size 
of the image is very large or the memory available is low. 
This process is known as tiling. Each tile of an image is 
compressed independently. After tiling, discrete wavelet 
transform (DWT) is applied on each tile. DWT is a subband 
transform which transfers image/tile from spatial domain 
to frequency domain. To achieve efficient lossy and 
lossless compression within a single encoder, two wavelet 
transforms are employed. The 5/3 reversible and 9/7 
irreversible wavelet transforms are chosen for lossless and 
lossy compressions respectively. 
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Fig. 1: Block Diagram of JPEG2000 Encoder 
 
After this transform, the wavelet coefficients are quantized 
to reduce the precision if the lossy compression is chosen. 
Then wavelet coefficients are entropy encoded by 
Embedded Block Coding with Optimized Truncation 
(EBCOT) which is a two tier coding algorithm. In EBCOT, 
each wavelet subband is divided into code-blocks. The 
coefficients of a code-block are represented by their sign-
magnitude and encoded from the most significant bit plane 
to the least significant bit plane by tier-1. Each bit plane is 
encoded with three coding passes. These passes are 
significant propagation pass, magnitude refinement pass 
and cleanup pass. Each pass generates independent bit 
stream.   Finally tier-2 reorders these bit streams into final 

JPEG2000 output image with rate distortion slope 
optimized property and the features specified by the user. 
 
3.2 Proposed algorithm 
 
Weighted bit rate allocation method is illustrated in Fig. 2. 
In this allocation, the weights are derived from the entropy 
of tiles of an image. This bit rate allocation is passed to the 
tier-2 process of EBCOT, which assigns different bit rate 
to bit streams of each tile of the source image. After this, 
the final bit stream is generated by the tier-2 to output the 
compressed image. 
 

 
 
 
 
 

 

Fig. 2: Block Diagram of JPEG2000 Encoder with weighted bit rate allocation 

The entropy e of an image is defined as, 
 푒 = − ∑ 푃(푎 ) log  푃(푎 )             (1)   
                                                                                            
where 푎 , i = 1, 2, …, N, is the value of ith gray level of 
original image, N is the total number of different gray 
levels in the image and 푃(푎 ) is the probability of gray 
level 푎  of the image. 
 
Using this definition, entropy of each tile can be 
calculated. The weight 푤(푡) assigned to tile t is calculated 
as, 

 푤(푡) =  ( )

∑ ( )
 × 푁                     (2)     

                                                                         
where 푒(푡) is entropy of tth tile and NT is total number of 
tiles in the image. This can also be noted that,   

 
∑ ( )

 =   1    (3)      
                                                                                                        
Number of bits Nb, assigned to a JPEG2000 compressed 
image is calculated as, 

 Nb = R0 × image_size,                                         
                                       

where R0 is the global compression bit rate given by the 
user and image_size is the size of the original image.  

 
Weighted bit rate Ri, based on the entropy, is now assigned 
to each tile, using the following formula.   
 푅 = 푅 × 푤(푡)         (4)      
                                                                                                  
Thus total number of bits 푁   assigned to the compressed 
image is given by,  
 푁  = ∑ 푅  × 푡푖푙푒_푠푖푧푒 
                   = ∑ 푅 × 푤(푡) × 푡푖푙푒_푠푖푧푒  
      = 푅  × 푁 × 푡푖푙푒_푠푖푧푒  
      =  푅  × 푖푚푎푔푒_푠푖푧푒 
      = Nb                       (5)                                                                  
where tile_size is the size of a tile. Eq. (5) shows that total 
number of bits assigned to the compressed image remains 
unchanged when the image is compressed using proposed 
algorithm. The above steps can be summarized in the 
following algorithm. 
 
Algorithm: Weighted bit rate allocation algorithm 
Step 1: Calculate the entropy and weight of each tile of the 
original image using Eq. (1) and Eq. (2), respectively. 

Step 2: Assign weighted bit rate to each tile using Eq. (4). 
Then compress each tile using JPEG2000 coder. 

Tiling    DWT Quantization Tier-1 Tier-2 Source  
 
Image 

Compressed  
     Image 

Weighted Bit Rate     
Allocation 

 

Tiling    DWT Quantization Tier-1 Tier-2 Source  
Image 

   Compressed  
     Image 
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3.3 Quality Comparison Parameters:  
 
Quality comparison parameters considered in this work are 
푃푆푁푅  and 푅푃퐼  in 푃푆푁푅  values. 푃푆푁푅  is determined 
between the original image and reconstructed image using 
the following formula. 

  푃푆푁푅 =  10 푙표푔10  
2퐵−1

2

푀푆퐸    (6) 
where B is the bit depth of the image and 푀푆퐸 is the mean 
square error and is defined as,   
 푀푆퐸 = ∑ ∑ (  )

 × 
   

where 퐴  is the pixel of reconstructed image and 퐵  is 
the pixel of original image, 푥  and 푦  are the height and 
width of the images, respectively. 
 
푅푃퐼 in 푃푆푁푅 is defined as 
 
  × 100    (7) 
 
where 푃푆푁푅  is the 푃푆푁푅  value when proposed 
algorithm is used with JPEG2000 encoder and 푃푆푁푅  is 
the 푃푆푁푅 when existing algorithm is used with JPEG2000 
encoder. 
4. Results 
 
To implement the proposed algorithm, we modified 
Kakadu software [9]. In this work, we have considered six 
standard images taken from literature. These images are 

compressed using 5 levels wavelet decomposition and a 
code block size of 64 × 64. In order to demonstrate 
effectiveness of the proposed algorithm, five bit rates, 
namely, 1.000, 0.500, 0.250, 0.125 and 0.050 have been 
considered for each of these six images. The results of this 
experiment are presented in Table 1.  

An analysis of these results is presented in Fig. 3. This 
contains 푅푃퐼 in 푃푆푁푅 values for images considered in this 
work for different bit rates. Fig. 3(a) depicts 푅푃퐼 in 푃푆푁푅 
values as a function of data rate when the percentage 
improvement is calculated on the basis of proposed 
algorithm and algorithm proposed in [7]. Also, Fig. 3(b) 
depicts this 푅푃퐼  in 푃푆푁푅  values when the percentage 
improvement is calculated on the basis of proposed 
algorithm and standard algorithm used in JPEG2000. In 
Fig. 3(a) 푃푆푁푅 values vary from 1.687% to 3.25% when 
bit rate is 1.000; vary from 1.246% to 2.560% when bit 
rate is 0.500; vary from 0.821 % to 1.804% when bit rate 
is 0.250; vary from 0.696% to1.351 when bit rate is 0.125 
and vary from 0.424% to 0.835 % when bit rate is 0.050, 
as is indicated from Fig. 3(a).   
 
Fig. 3(b) indicates that 푅푃퐼  in 푃푆푁푅  values vary from 
2.403% to 5.352% when bit rate is 1.000; vary from 
1.815% to 3.4495% when bit rate is 0.500; vary from 
1.5693 % to 2.3369% when bit rate is 0.250; vary from 
1.4234% to 2.1920 when bit rate is 0.125 and vary from 
0.5875% to 1.3359% when bit rate is 0.050 for the six 
images considered in this work.  

 
 

  
 

(a) 

 
 

 
 

(b) 
 

Fig. 3: 푅푃퐼 in 푃푆푁푅 values
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Table 1: 푃푆푁푅 comparison of the proposed algorithm with the existing algorithms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Image Compression 

Rate 

(bit per pixels) 

푃푆푁푅  using  

JPEG2000 

Standard 

푃푆푁푅 using algorithm 

in [7] with JPEG2000 

Standard 

푃푆푁푅 using proposed 

algorithm with 

JPEG2000 Standard 

City 1.000 36.71 37.45 38.73 
0.500 30.94 

 
31.22 32.15 

0.250 27.32 27.57 27.98 
0.125 24.78 24.95 25.16 
0.050 18.79 18.83 18.93 

House 1.000 29.55 
 

30.21 30.84 
0.500 27.03 27.41 27.84 
0.250 25.08 25.37 25.68 
0.125 22.44 22.76 22.94 
0.050 19.59 19.81 19.99 

Boat 1.000 35.55 35.72 36.43 
0.500 31.69 31.86 32.27 
0.250 28.41 28.61 28.86 
0.125 25.75 25.92 26.15 
0.050 22.29 22.35 22.49 

Scenery 1.000 44.74 44.90 45.98 
0.500 40.81 40.99 41.66 
0.250 36.93 37.14 37.67 
0.125 34.07 34.29 34.59 
0.050 20.88 20.99 21.17 

Lena 1.000 33.16 33.35 34.23 
0.500 31.21 31.38 31.96 
0.250 28.95 29.35 29.60 
0.125 24.80 25.09 25.25 
0.050 21.02 21.05 21.15 

Cameraman 1.000 44.37 44.75 45.99 
0.500 38.08 38.29 39.11 
0.250 32.96 33.24 33.75 
0.125 28.60 28.98 29.23 
0.050 22.75 22.85 23.03 
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This can also be inferred from Table 1 that 푃푆푁푅 values 
for all images and for all bit rates is improved when the 
proposed algorithm is used vis-a-vis the algorithm 
implemented in JPEG2000 standard and algorithm 
proposed in [7].   
 
5. Conclusions 
In this paper, a weighted bit rate allocation algorithm for 
JPEG2000 image tiles has been proposed. The proposed 
methodology improves the 푃푆푁푅  values for all images 
and for all bit rates considered in this work. It has been 
observed that the proposed methodology provides better 
visual quality in JPEG2000 reconstructed images than the 
conventional approach of JPEG2000 standard. This 
improvement has been shown taking place when compared 
with JPEG2000 encoder and also with the algorithm 
proposed by Ardizzone et al.[7]. 
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            ABSTRACT 
WiBro, or Wireless Broadband, is the newest 
variety of mobile wireless broadband access. 
WiBro technology is being developed by the 
Korean Telecoms industry. It is based on the 
IEEE 802.16e (Mobile WiMax) international 
standard. Korean based fixed-line operators KT, 
SK Telecom were the first to get the licenses by 
the South Korean government to provide WiBro 
Commercially. Samsung had a demonstration on 
WiBro Mobile Phones and Systems at the 
“APEC IT Exhibition 2006”. WiBro is 
comprised of two phases namely WiBro Phase I 
and WiBro Phase II. Samsung Electronics has 
been extensively contributing to Korea’s WiBro 
(Wireless Broadband) initiative as well as the 
IEEE 802.16 standards. The WiBro is a specific 
subset of the 802.16 standards, specially 
focusing on supporting full mobility of wireless 
access systems with OFDMA PHY interface. In 
this work, we have developed a simulation 
model of the WiBro system consisting of a set 
of Base Stations and Mobile Subscriber Stations 
by using the OPNET Modeler. The simulation 
model has been utilized to evaluate effective 
MAC layer throughput, resource usage 
efficiency, QoS class differentiation, and system 
capacity and performance under various 
simulation scenarios. 
 

1. INTRODUCTION 
 Recently, the IEEE has finalized the 802.16d 
standard [1], which specifies a set of different 

physical (PHY) and Medium Access Control 
(MAC) layers of Broadband Wireless Access 
(BWA) systems, which are Base Station (BS) 
and Subscriber Station (SS). The technology 
enables physically distant users to have access 
to the high-speed broadband wireless service 
with a relatively inexpensive cost comparing to 
existing cable and satellite solutions. In 
addition, the wireless coverage of 802.16 is 
much wider than that of 802.11 WLAN 
technologies while providing more bandwidth to 
users. Attracted by the above benefits, the 
industry has already been developing and selling 
commercial 802.16d systems and the market 
needs start to grow. Moreover, in order to 
promote the interoperability and compatibility 
of 802.16 products, numbers of companies 
organized the WiMax Forum [6] that offers the 
interoperability test among various products and 
fosters the development and commercialization 
of the products. The 802.16 standard is not only 
for the fixed BWA systems, but also for the 
mobile BWA systems. The 802.16e standard 
[2], which is still being developed, provides the 
amendment for the 802.16d standard and 
extends the capability of 802.16 technologies to 
support subscriber systems with mobility. 
Samsung Electronics has been intensively 
working in 802.16e standardization and has 
contributed several important features of 
the 802.16e standard. Recently, Samsung has 
been elected to be a board member of WiMax 
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forum to lead the mobile task group. In Korea, 
the government and the industry has been 
working together to enable the wireless 
broadband service with mobility support during 
past years. We named the service as Portable 
Internet previously, and then changed the name 
to WiBro. We have our own standard [4, 5], 
which is a subset of 802.16d/e, to encourage and 
accelerate nation-wide broadband wireless 
service. The initial draft service will be 
launched in the end of 2005. Korea will be the 
first country in the world to deploy the 802.16e 
service with the full mobility support by public 
service providers. In this paper, we present a 
simulation model of Korea’s WiBro systems 
using the OPNET modeler package including 
the wireless module. The simulation model 
consists of a set of BSs, mobile SSs, and several 
traffic handling node objects. Unlike the 
previous work [7, 8], we have focused on 
modeling mobility of SSs and hand-over 
between different cells as SSs move around. We 
have executed various performance evaluation 
tasks to validate the correctness of modeling. 
Some of the simulation results are presented and 
explained in this paper. Since Samsung 
Electronics is currently developing the first 
WiBro systems as a system vendor, the 
simulation model is extremely helpful to 
understand the current performance limitation of 
WiBro specification, to design system 
architecture and deploy the device components 
in systems, and to improve and extend existing 
features before actual development of the 
systems. In the next section, the detailed 
simulation model of WiBro systems is 
described. We briefly explain the current WiBro 
and 802.16d/e standard we referred to and how 
the standard features are modeled. Then, we 
show how we implement the various modeling 
components by using OPNET modeler v10.5. 
Several sets of simulation results are then 
presented to validate and utilize the modeling.  
 
 2. WHY WIBRO? 
Provide the way to use high speed internet 
service not only in home but also in outdoor. 

• Maximize the spectral efficiency 

• Extend the service coverage  
• Reduce the cost per bit 
• Low power consumption at AT 
• Faster handoff 
 

Figure 1 shows a Typical Public WiBro IP 
Network. 

 
Figure 1 
 
 
3. BENEFITS FROM IPV6 

• Low cost and High Data rate. 
• The technology will also offer Quality of 

Service. 
• The spectrum it uses is licensed and 

correspondingly protected from un-
licensed use. 

• WiBro can be considered as “Mobile 
WiMax” which can be used while the 
receiver is in motion. 

• High network capacity 
 
4. WIBRO SYSTEM 
SPECIFICATION 
Korea’s Wireless Broadband (WiBro) initiative 
is pursuing to provide ubiquitous Internet access  
from various wireless devices with the mobility 
of up to 60km/h over a distance of several tens 
of kilometers in the multi-cell environment. It is 
launched by Korean government and several 
Korean companies, and the first commercial 
service will be opened in 2006 by a couple of 
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service providers. The WiBro specification [4,5] 
released by Korean Telecommunication 
Technology Association (TTA), is based on a 
subset of IEEE 802.16 standard. For the radio 
channel between BS and SS’s, Korean 
government allocates 100MHz frequency 
bandwidth from 2.3GHz to 2.4GHz. WiBro 
specifies a communication channel of 9MHz 
bandwidth, thus, nine individual 9MHz channels 
are available. Over this radio channel, uplink 
and downlink access divides a fixed time 
interval, called frame. Among various physical 
layer schemes to organize a frame in 802.16, 
WiBro system only adopts Orthogonal 
Frequency Division Multiple Access (OFDMA) 
in Time Division Duplex (TDD) mode. The 
TDD frame length is 5 msec, and is segmented 
into the sequence of small fixed-duration logical 
units, called symbols. The frame structure is 
fixed as 27 symbols for the downlink subframe 
and 15 symbols for the uplink subframe. The 
detailed WiBro frame structure is depicted in 
Figure 2. (The narrow gaps between subframes 
are ignored.) 

 
Figure 2: WiBro OFDMA TDD Frame Structure 
 
The encoded data bits are transmitted over a set 
of subcarriers in wireless communications. In 
the WiBro specification, there are 864 
subcarriers (FFT size is 1024) within 9MHz 
bandwidth. A set of subcarriers composes a 
logical transmission unit, called subchannel. 
While there are several different ways of 
constructing a subchannel from subcarriers 
according to the location of subchannels within 
subframe, the number of subchannels is 16 (in 
FUSC mode) in the WiBro specification. The 
unit symbol time of a single subchannel is 
defined as a slot. This slot is the logical 
encoding unit of wireless transmission. A bit 
stream is encoded into a slot, in other words, the 
bit stream is carried by a subchannel during the 

period of a symbol time. For downlink, 26 
symbol times are available for logical maps and 
downlink bursts, while 12 symbol times are 
available for uplink bursts for uplink; 416 slots 
for downlink and 192 slots for uplink. The MAP 
consists of Frame Control Header (FCH), 
DLMAP (downlink map), and UL-MAP (uplink 
map). The maps guide SS’s how to decode the 
following data bursts. The burst is a set of actual 
data slots that are allocated by a BS, for either 
downlink or uplink. SS’s are informed when and 
on which subchannel they need to decode data 
for downlink, and to encode data for uplink. The 
BS is responsible for organizing the maps and 
the bursts in every frame. The 802.16 MAC 
messages are transferred in each burst. The 
WiBro specification uses the same MAC 
message format as 802.16. The MAC message 
has user payload, 6-byte fixed MAC header, 
optional 4-byte CRC and optional 12-byte 
encryption data. There is no difference, when it 
comes to the functionality and the format of 
MAC messages, between WiBro and 802.16. In 
addition to the messages in 802.16d, WiBro 
adopts standard messages defined in 802.16e for 
mobility support. Hand-over mechanisms and 
sleep mode operations are two main features 
added for the mobility support. The uplink 
control information subframe is a collection of 
special-purpose control channels and uses three 
dedicated symbol times in the uplink subframe. 
Initial and periodic ranging channels are used 
for SS’s to make network entry and adjustment 
to wireless channels. Channel Quality Indication 
(CQI) channels for reporting the previous 
channel quality and acknowledgement data for 
Hybrid ARQ (H-ARQ) are included in the 
control information as well. The uplink 
transmission is operated in the bandwidth 
request and grant mechanism. SS’s should 
request a certain amount of bandwidth to BS 
first when it has some data to transfer, and BS 
allocates uplink bursts to the SS’s after 
scheduling decisions. There are four different 
bandwidth allocation service types; Unsolicited 
Grant Service (UGS), real-time Polling Service 
(rtPS), non-real-time Polling Service (nrtPS), 
and Best Effort (BE) service. They are different 
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in how the bandwidth request and grant 
messages are exchanged between SS and BS. 
Every uplink session is mapped to one of the 
service types. The BS is responsible for uplink 
scheduling as well as downlink scheduling at 
the same time. 
 
5. SIMULATIONS 
OPNET Modeler [9] is a powerful discrete-
event simulation tool with easy and convenient 
development environment and GUI. We used 
OPNET modeler 10.5 with Wireless Module to 
develop the simulation models of our WiBro 
systems. The top-level network browser view of 
our WiBro simulation model is captured as in 
Figure 3. 
 

 
Figure 3: WiBro System Model in OPNET 
Network Browser 
There are seven BS nodes connected to MNG 
node, and the MNG node is connected to DTG 
node. SS nodes are located separately. The DTG 
(dynamic traffic generator) node represents 
traffic source and destination for 
communicating with SS’s. The MNG 
(management) node represents a centralized 
router working as backbone network of BS 
nodes. While the number of SS nodes can be 
flexibly changed, the number of BS nodes 
should be fixed to seven to model SS mobility 
and hand-over between hexagonal shapes of BS 
cells as in Figure 4. 

 
Figure 4: BS Cell Modeling 
The seven BS nodes represent seven shaded 
cells in the center of Figure 4. The radius of a 
cell is 1000 meters and the initial location of 
each SS node is randomly given within the 
shaded area at runtime of simulation. The white 
cells around the shaded cells are virtual cells to 
calculate interference and to support wrap-
around feature of SS movement. Every shaded 
cell has six 1st tier neighbor cells and twelve 2nd 

tier neighbor cells that cause interference. We 
assume cells farther than 2nd tier cannot add 
more interference. The SS node is modeled to 
have one of three different types of mobility as 
summarized in Table 1. When an SS moves out 
of a cell, appropriate hand-over steps are 
performed by the SS and two participating BS’s. 
Instead of using OPNET’s trajectory modeling, 
we implemented our own wrap-around 
modeling for the movement of SS’s to be more 
general. If an SS moves out of the coverage of 
shaded cells, we virtually moves SS’s going out 
of one cell to the cell in the opposite direction. 
For example, if an SS moves from the gray cell 
of 6 to the white cell of 4, the SS is considered 
to move from the white cell of 6 to the gray cell 
of 4. With the cell deployment and mobility 
modeling, we can generalize our model to be 
applied to any scenario of WiBro 
system configurations. 
         Table 1: SS Mobility Types 
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When the mobile SS travels across multiple BS 
cells, the handover steps defined in 802.16e are 
performed at each cell cross. Each mobile SS 
registers a ‘serving BS’ when it first enters 
WiBro network. The serving BS provides 
network access to the subscribed BS’s. When 
there are multiple BS’s sending broadcast 
messages to SS’s, one SS can detect the signal 
from non-serving BS’s and considers them as 
candidates of ‘target BS’ by keeping records of 
the signal power from the candidate BS’s. If the 
signal power of a target BS is stronger than that 
of the serving BS and maintains the relative 
strength for a certain period of time (0.3 sec in 
our simulation), the hand-over steps are 
performed. The user traffic from/to the moving 
SS is paused for a short period of hand-over 
operations, and then resumed. The BS node is 
modeled as in Figure 4. There are three main 
processors/queues corresponding to the 
sublayers in 802.16 standards; convergence 
sublayer, MAC sublayer, and PHY sublayer. 
The MAC sublayer contains subqueues to 
classify uplink and downlink traffic streams by 
their connection IDs. Radio transmitter/receiver 
and antenna object from OPNET Wireless 
Module are used to model the wireless interface 
to SS’s. The SS node is modeled as in Figure 5. 
In addition to the similar processors/queues in 
BS node model, there are traffic generator 
processor and mobility processor in the SS node 
model. The traffic generator models high-layer 
applications. We implemented four different 
application types; VoIP, video streaming, 
HTTP, and FTP. In order to resemble actual 
application behaviors over wireless channels, 
the applications are modeled by 3GPP2’s 1xEV-
DV application profiles [3]. The traffic 
generator is flexible to launch any number of 
application sessions with pre-defined patterns. 
The mobility processor is for initializing and 
updating the location of SS periodically during 
simulation runs. The (x, y) location coordinator 
of SS is maintained by the mobility processor. 
 

 
Figure 5: BS Node Model 
 

 
Figure 6: SS Node Model 
The physical wireless channel between BS and 
SS is basically modeled by using OPNET’s 
pipeline stages. However, because the default 
pipeline stages are modeling only simple 
TDMA type of wireless channels, we add our 
own schemes for modeling OFDMA wireless 
channels. The WiBro system’s OFDMA channel 
has 864 subcarriers of different frequency 
selection. Since creating 864 individual OPNET 
wireless channels is totally inefficient, we only 
virtually model 16 subchannels in WiBro PHY 
specification within a single OPNET wireless 
channel. The pathloss fading and shadowing 
effect is calculated within our own pipeline 
stages. However, the interference and the 
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modulation schemes of 16 subchannels are 
separately calculated within PHY processor of 
BS and SS nodes. In order to accurately model 
the wireless physical channels, we use results of 
Samsung’s wireless link-level simulations, 
which are not available to public at this time. 
Based on the results we set up two relation 
tables, one for uplink and the other for 4 
downlink, which consist of Signal to 
Interference Ratio (SINR), index of Modulation 
and Coding Scheme (MCS) level, Packet Error 
Rate (PER), and speed of mobile SS’s. The 
number of MCS levels for uplink is 8 (from 
QPSK 1/12 to 16QAM 2/3), and for downlink, 
the number of MCS levels is 11 (from QPSK 
1/12 to 64QAM 5/6). In OPNET simulation, we 
prepared the tables in OPNET’s GDF file 
format and the tables are loaded at the initial 
simulation runtime. The GDF tables are looked 
up twice at each wireless packet 
communication; one at transmission time and 
next at receiving time. When in transmission 
operation, the transmitter needs to determine the 
MCS level by using (SINR, PER, speed) values. 
The SINR of previously received burst profile is 
known by using CQI feedback. The PER is 
target PER of 0.01, which is given as a global 
attribute. The speed of SS is fixed and easily 
obtained. Thus, referring to the appropriate GDF 
table (either uplink or downlink), the MCS level 
that satisfies the target PER under the 
constraints of current SINR and speed of SS is 
selected.When in receiving operation, the 
receiver needs to determine the PER by using 
(SINR, MCS, speed) values. The SINR is 
calculated by considering various fading effects 
on the transmitted signal power and interference 
signal accumulations. The MCS level of burst 
profiles is written in the profile header 
information and the speed of SS is fixed. Thus, 
the GDF table gives PER value of currently 
received burst profile. The PHY processor drops 
the burst at the probability of the given PER. 
 
6. SIMULATION RESULTS 
In order to obtain the maximum ideal 
throughput of WiBro systems as reference 
values, we first assume best conditions of 

wireless channels; one BS and one fixed SS 
experience ideal SNR and less than 1% of 
packet error rate. Thus, they are able to utilize 
the full capacity of wireless resources by using 
the best modulation scheme (64QAM 5/6 for 
downlink and 16QAM 2/3 for uplink) all the 
time. Table 2 lists the maximum user data 
(excluding MAC and PHY overhead) 
throughput values when the overloaded CBR 
user traffic with the packet size of 1500 bytes is 
given. 
       Table 2: Maximum User Data Throughput 

 
 
Due to the asymmetric frame design and 
different modulation schemes, the maximum 
throughput for downlink is about 3.37 times 
more than that for uplink. Among different 
bandwidth allocation service types in uplink, 
UGS and rtPS show slightly more throughput 
than nrtPS and BE because nrtPS and BE enable 
MAC ARQ in our simulation. The maximum 
throughput of WiBro is comparatively better 
than that of symmetric 802.11b WLAN 
5.5Mbps theoretically [11] and that of 
asymmetric CDMA 1x EV-DO (3.1Mbps for 
downlink and 1.8Mbps for uplink [13]) and 
WCDMA HSDPA (14Mbps for downlink and 
2Mbps uplink [12]). However, in reality, due to 
the unreliable wireless channel conditions and 
scheduling overhead, the actual throughput is 
usually smaller than the ideal maximum 
throughput. In order to simulate WiBro systems 
in actual wireless environment, we now enabled 
all the seven BS’s and the wireless channel 
modeling with various fading and interference. 
Figure 7 presents an example of downlink CBR 
traffic over the WiBro wireless channel model. 
The traffic load is 2.4Mbps with the packet size 
of 1500 bytes. Because of the dynamic changes 
of modulation schemes according to the wireless 
channel conditions, the actual user data 
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throughput received by SS MAC layer 
fluctuates as in (a) and the packet delay varies 
up to 40msec (8 frame time delay) as in (b). 
Figure 7: Example Downlink CBR Traffic 
 

 
(a): Throughput 
 

 
(b): Packet loss 
 
Next, we verify the hand-over mechanisms of 
mobile SS when it leaves an existing cell and 
enters a new cell. Figure 7 shows a typical hand-
over example when a hand-over happens at the 
time of 37.81 sec. 
 

 
(a): Received Power in an SS 
 

 
(b): Backbone Network Usage 
 

 
(c): Actual Downlink User Data Throughput 
 
Figure 8: Example Downlink Hand-over Trace 
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When a mobile SS travels (60km/h in this 
example), the received signal power varies as in 
(a). At the hand-over point, the signal power 
from a new BS (BS_5) becomes higher than the 
signal  power from the previous BS (BS_6) and 
the SS decides to move to the new cell. The 
downlink backbone traffic has been sent to 
BS_6 is now forwarded to BS_5 as in (b). The 
actual throughput of the downlink CBR session 
measured in SS fluctuates around the hand-over 
time due to increased interference at the cell 
boundary as in (c).Now we compare the effects 
of different uplink scheduling service types. 
Figure 8 shows packet delay of CBR sessions 
each represents one of four different scheduling 
services. We configured 100 uplink sessions (25 
sessions for each scheduling service type) 
competing for the limited uplink resources. 
 

 
Figure 9: Comparison of UL Polling Services 
As depicted, the polling services which 
guarantee QoS, UGS and rtPS, show smaller 
and consistent packet delay while two other 
polling services, nrtPS and BE, show longer and 
fluctuating packet delay. As the current uplink 
scheduler uses strict-priority scheduling 
algorithm (UGS > rtPS > nrtPS > BE) among 
different polling service types, the above result 
is straightforward. 
 

7. SIMULATION RESULTS 
(CAPACITY PLANNING) 
First, we measure the average downlink 
throughput of a BS while increasing the number 
of mobile SS’s having a single downlink CBR 
application session. The CBR application 
generates a packet in every 10msec. The 
wireless channel of a BS is being saturated 
when we increase the number of SS’s. We use 
the simple round-robin scheduling scheme in the 
BS scheduler. In order to investigate the impacts 
of packet size, we use five different packet 
sizes; 150, 300, 500, 1000, and 1500 bytes. As 
the inter-arrival time between packets is 
constant, the traffic load increases 
proportionally. The average downlink data 
throughput which is the sum of average data 
throughput of all SS’s stops increasing when the 
wireless channel reaches to the saturation level 
as in Figure 10. Comparing to the ideal 
maximum throughput, 16.487Mbps, in Table 2, 
we found the maximum throughput under real 
situations is less than a half of the ideal value. 
Moreover, we noticed that the saturation level is 
increasing as the packet size increases. The 
behavior is explained as more bandwidth is 
required for MAC headers in the cases with 
smaller packet sizes because there should be 
more number of packets to make the wireless 
channels to be saturated. It is more likely to 
have more number of downlink packets in each 
frame for the cases with smaller packet sizes. 
Note that the size of MAC headers is 
proportionally increasing when the number of 
packets increases. The packet delay depicted in 
Figure 10 shows opposite results. The longer is 
the packet, the less number of packets are 
successfully delivered to SS within 20msec 
delay bound. In the case of 1500-byte packets, 
only 25% of packets meet the bound when 
saturated, while 50% of packets survive in the 
case of 150-byte packets even in the same 
saturated situation. It is obvious because longer 
packets are likely to be segmented into several 
MAC-PDUs to be stored in variable-size DL-
bursts and then a packet is successfully 
delivered only when all the segments are 
delivered correctly. 
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      Figure 10: Average Data Throughput of All   
      DL CBR Traffic 
 

 
      Figure 11: Ratio of Packets Having Less  
      Than 20ms Delay 
Next, we set up VoIP application traffic and 
investigate the capacity of a single BS system 
when handling numbers of mobile VoIP users in 
order to perform more realistic analysis. The 
VoIP application traffic modeling is based on 
Enhanced Variable Rate CODEC (EVRC) used 
in CDMA systems. A VoIP session repeats talk-
spurt period and silence period, in other words, 
on period and off period as in Figure 12. 
 

 
Figure 12: VoIP EVRC Payload Model 
 

Within the on period, 22-byte payload is sent in 
every 20 msec (EVRC Rate 1). During the off 
period, only 2-byte payload is sent (EVRC Rate 
1/8). The length of the periods follows the 
exponential distribution; the mean time for the 
on period is 0.352 sec and 0.650 sec for the off 
period. In addition to the payload, 40 bytes of 
IP/TCP/RTP headers are added in 
uncompressed header mode. In compressed 
header mode, the header size is compressed to 
only 4 bytes. While increasing the number of 
mobile SS’s each running VoIP application, we 
measured the packet delay between BS and SS 
both in uncompressed header mode and 
compressed header mode. The measured result 
is presented in Figure 12. Due to the asymmetry 
between downlink and uplink capacity, the 
symmetric VoIP application experiences 
bottleneck in uplink direction first. The UGS 
uplink scheduling type is used for the VoIP 
application and the scheduler in BS performs 
round-robin scheduling among many SS’s. 
 

 
        Figure 13: Average VoIP Packet Delay 
 
When the number of SS reaches to 100, the 
uncompressed VoIP sessions starts experiencing 
more packet delays and the gaps between 
average delays of uncompressed VoIP sessions 
and compressed VoIP sessions becomes wider 
as the number of VoIP sessions increases. The 
box represents delay range between 1st quartile 
and 3rd quartile of each packet delay 
measurement. As shown, the difference between 
two quartiles is also increasing as the number of 
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VoIP sessions increases. With the simulation 
results, the capacity of WiBro systems is easily 
projected. If we want packet delay to be less 
than 20msec, the number of uncompressed VoIP 
sessions should be controlled to be less than 
120. However, we can accept 150 VoIP sessions 
by using compressed header mode instead. 
 
8. SUMMARY AND FUTURE WORK 
In this work we presented an 802.16d/e 
simulation model named WiBro. The WiBro as 
well as 802.16d/e systems will not only give 
wireless users another option of wireless access, 
but also enable new advanced wireless 
broadband access by providing much more 
bandwidth with full-mobility support. As 
Samsung Electronics plays a leading role in 
developing WiBro systems and preparing the 
world-first commercial WiBro service in Korea 
in 2006, the WiBro simulator is expected to be 
used in designing actual WiBro system features 
 in many aspects. With OPNET v10.5 modeler 
package, we implemented the WiBro simulator 
by modeling OFDMA frame structure, MAC 
messages, cell architecture, and SS mobility. In 
order to validate the functionality of the WiBro 
simulator, we showed several simulation results. 

First, the ideal maximum throughput of 
downlink/uplink channel is verified to show the 
Competitiveness of WiBro standards over 
existing CDMA, WCDMA or WLAN systems. 
Then the capacity of actual WiBro systems 
using mobility modeling of SS’s is measured. 
The maximum capacity of CBR traffic as a 
general load case and the capacity of VoIP 
application sessions as a specific real-world 
example are measured. In both cases, the WiBro 
simulator gives enough information to 
understand how much system capacity is used at 
the given system load. By using this information 
important system parameters can be analyzed 
and determined when designing actual systems. 
Future work includes expanding the simulator to 
model real WiBro systems Samsung currently 
develops, enhancing BS scheduler with the 
proportional fair scheduling algorithm, 
modifying existing traffic models to adopt 
OPNET’s built-in traffic models as well as 
TCP/IP stacks, and also verifying mobility 
support functions which are not fully 
investigated in this paper. 
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            ABSTRACT 
With the rapid development of Internet and 
Cloud computing, there are more and more 
network resources. Sharing, management and 
on-demand allocation of network resources are 
particularly important in Cloud computing. 
Platform as a Service (PaaS) is one of the key 
services in Cloud computing. PaaS is very 
attractive for schools, research institutions and 
enterprises which need reducing IT costs, 
improving computing platform sharing and 
meeting license constraints. However, nearly all 
current available cloud computing platforms are 
either proprietary or their software infrastructure 
is invisible to the research community except 
for a few open-source platforms. For 
universities and research institutes, more open 
and testable experimental platforms are needed 
in a lab-level with PCs. In this paper, a 
framework for managing PaaS in a virtual 
Cloud computing lab is developed. The 
framework implements the user management, 
resource management and access management. 
The system has good expandability and can 
improve resource’s sharing and utilization. 
 

1. INTRODUCTION 
Cloud computing is developing based on years’ 
achievement on virtualization, Grid computing, 
Web computing, utility computing and related 

technologies. Cloud computing provides both 
platforms and applications on-demand through 
Internet or intranet [1][2][7][13]. Some 
examples of emerging Cloud computing 
platforms are Google App Engine [14], IBM 
blue Cloud [16], Amazon EC2 [17] and 
Microsoft Azure [18]. The Cloud allows 
sharing, allocation and aggregation of software, 
computational and storage network resources 
on-demand. Some of the key benefits of Cloud 
computing include hiding and abstraction of 
complexity, virtualized resources and efficient 
use of distributed resources [2]; Cloud 
computing is still considered in its infancy, there 
are many challenging issues waiting for tackling 
[1][2][5][6][7][13]. Platform as a Service (PaaS) 
is one of the key services in Cloud computing. 
“PaaS is the delivery of a computing platform 
and solution stack as a service without software 
downloads or installation for developers, IT 
managers or end-users,… It's also known as 
Cloudware.” [14] It is very important to develop 
an on-demand resource management system for 
PaaS in Cloud environments. In this paper, a 
framework for platform as a service is 
developed. It is also possible to apply the 
proposed solution to real and vitual Cloud 
computing environment. The system 
implements the user management, resource 
management and remote access. For schools, 
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research institutes and small/medium size 
enterprises, reducing the IT cost is especially 
important. For example, in the traditional school 
lab, because of software license and hardware 
constraints, many useful application software 
and platforms are not accessible to students 
“anytime and anywhere”. This problem may be 
solved using PaaS in Cloud computing. Through 
virtualization and other resource sharing 
mechanisms, Cloud computing can dramatically 
reduces user costs and meet large-scale 
applications’ demands. Using virtualization 
techniques, it is possible to open a few 
platforms in a single physical machine 
(Windows, Linux or others) so that resources 
can be shared better and more users can be 
served. Most of Cloud computing platform is 
based on virtualized environments. In a 
virtualized Cloud computing lab, there are four 
major parts: software and hardware platforms 
provided from real and virtualized servers 
(narrowly speaking, PaaS resources); resource 
management node; database servers and users 
who access resources through Internet or 
Intranet. Generally speaking, above mentioned 
platforms and users can all be called resources 
in the Cloud. In the following sections, we 
consider a framework of design and 
implementation of PaaS in the Cloud, especially 
focusing on the resource management. Section 3 
discusses the design architecture and major 
modules in the system; section 4 introduces the 
implementation technologies and operational 
environment; Related work in the literature are 
introduced in Section 5; finally a conclusion is 
provided in section 6. 
 
 2. CLOUD COMPUTING 
HIERARCHICAL STRUCTURE 
The present study achievements haven't 
achieved an agreement on the definition of 
"cloud" and "cloud computing". Could 
computing is generally viewed as the 
development of Parallel Computing, Distributed 
Computing and Grid Computing or the 
commercial realization of these computer 
science conceptions. Cloud computing is a 
production of the mixing, evolution and 

development of several conceptions such like 
virtualization, utility computing, IaaS, PaaS and 
SaaS. 
 
2.1 SaaS (Software as-a-Service) 
SaaS is the supreme, first appeared and the most 
common type of cloud computing. It includes a 
complete application provided to a service 
through multitenancy demand. The software 
instances are used as providers' infrastructure 
and provide services for several end-users or 
customer organizations. The basic idea of SaaS 
is to put software on providers' servers and let 
the operators in charge of the management of 
maintenance and upgrades. Users who purchase 
the software only buy the network's permission 
to use the software instead of installing the 
software locally. As for the users, they will save 
the expenses of server and software license. As 
for the suppliers, they only need to maintain a 
program so they will reduce the cost. 
 
2.2 PaaS (Platform as-a-Service) 
PaaS is not only abstract packages of 
development environment and also packages of 
effective service load. PaaS productions can 
execute the software development and testing of 
various stages or be used for a certain field. 
PaaS service can provide great flexibility, but 
might be affected by the suppliers' ability. Users 
can develop their own program by middlemen's 
infrastructure equipments and deliver it through 
Internet and their server to other users. 
 
2.3 IaaS (Infrastructure as-a-Service) 
IaaS is in the lowest level and is a mean of 
providing basic storage and computing ability 
on line as a standardize service. Servers, storage 
systems, switches and routers and other systems 
are operable and can be used to handle workload 
from application components to the high 
performance computing applications. 
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 3. DESIGNING PaaS SYSTEM  
      3.1 The Architecture of a Virtual Cloud 
Computing Lab 
 

 
Figure 1 A virtual Cloud Computing Lab 
 
A simplified Cloud computing environment is 
shown in Figure 1, where users send requests 
for computing platforms through Internet or 
intranet (Cloud); management node which may 
be physically in the same cloud as server 
groups, verifies the user account, finds available 
real and virtual servers with requested platforms 
and allocates them to the user for some periods 
of time; database servers keeps users 
authentication, resource availability and other 
information; after some time, the user finishes 
the service and leaves the system or chooses to 
renew. This paper discusses how to design and 
implement the lab with focus on the 
management system.  
Management System of On-demand Resource 
Allocation. 

 
 
The management system includes a user 
management module, resource allocation 

module and connection management module. 
These three modules can be divided into the 
corresponding sub-modules. User Management 
module includes basic information management 
and user access management. Basic information 
management is mainly concerned with users’ 
information changes to database records; user 
login management is mainly responsible for the 
user login and authentication, as well as the user 
interface. Resource allocation subsystem is the 
core of the management system, including 
resource usage, resource status and resource 
renewal subsystem. Resource usage manages 
the immediate users and books resources for 
future users; resources status management 
maintenances status of all resources; resources 
renewal management lets user renew the use of 
resources if possible. Connection management 
module is to deal with users’ accessing 
resources, including remote access management 
and remote connection management. These can 
be done in the remote servers together with 
management node. PaaS resources can be 
controlled by one management node or many 
nodes in the Cloud. 
 
3.2 Communication Among Core Modules 
 

 
Figure 3 Communication Among Core Modules 
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In Figure 3, Web Portal is users Web access 
interface; Manager refers the resource allocation 
manager; Server refers to a group of real or 
virtual servers. From the figure we can see that 
the major communications among core 
modules: users access Web servers and 
resources list, and selects resources; Web server 
forwards the user request to resource 
management node for processing; then, resource 
management node sends back Web server the 
resources information by IP address and users 
account; Finally, users get access to resources in 
real or virtual servers. The management system 
of PaaS needs to coordinate among these four 
parts to efficiently manage users, platforms 
resource and remote connections. 
 
3.3 User Management 
There may be four kinds of users in PaaS: end 
users, personnel who manage access to the 
resources and allocate resources, creators of the 
PaaS service and PaaS framework developers. 
In this paper users refer the end-user only, who 
accesses PaaS service through a web portal. The 
user can select from a menu list of a 
combination of applications and operating 
systems. The user can request for immediate use 
or for sometime in the future (reservation). 
There are time windows for user to choose. 
Once authenticated, user can access remote 
PaaS service use security remote connection 
such as openSSH.  
 
3.4 Database Management 
Authentication, resource availability and other 
information is kept in a database server. 
Therefore, database server has to maintain and 
manage four kinds of information: user 
information (UserInfo), platform information 
(resourceInfo), platform state information 
(stateInfo) and user connection information 
(connectionInfo). Their contents and 
relationship are shown in Figure 4 MySQL is 
used for this purpose to keep information of 
authentication, resource availability and other 
information. 

 
Figure 4 Database Management System 
 
3.5 Virtualization in Operating System Level 
Virtualization is one of key technology in Cloud 
computing. There are many levels of 
virtualization such as operating system level, 
hardware location level and network level. 
Operating system level virtualization is 
considered only in this paper. Using VMware 
workstation and other related virtualization 
software, it is possible to open a few platforms 
in a single physical machine (Windows, Linux 
or others) so that resources can be shared 
Efficiently and more users can be served. 
 
4. IMPLEMENTATIONAL AND 
OPERATIONAL ENVIRONMENT 
The system is developed using open resources 
including Apache web server, MySQL database 
server, OpenSSH remote access tools; also 
VMWare workstation 5.5 is used to create 
virtual platforms.The user can select appropriate 
operating platforms with application software. 
There are two kinds of choices: immediate 
(now) application and reservation for future use. 
The user should choose amount of time for his 
application.  
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  Figure 5 Web Interface for PaaS 
 
The system will be open source in the near 
future under Eclipse open source license. 
Theoretically it is possible to provide and 
manage hundreds of real and virtual platforms; 
more test and evaluation results are conducting 
in the following work. 
 
5. RELATED WORK 
There may be no consistent definition for Cloud 
computing yet, however, practitioners are 
designing and implementing some application 
examples such as Google App Engine, IBM 
blue Cloud, Amazon EC2 and Microsoft Azure. 
There are many pioneering work in this area, 
many people think that Cloud computing 
becomes popular after IBM and Google jointly 
announced Cloud computing plan in 2007. IBM 
introduces its blue Cloud in [2][16], Google’s 
App Engine[15] and related Google file system 
[8], BigTable [4] and MapReduce [6] are 
considered to have laid foundation for Cloud 
computing. A virtual computing lab (and then 
Cloud computing) was built since 2004 [12]. 
Cloud implementation and research related 
issues are discussed in [2][7][12][13]. As this 
writing, more than 30,000 teachers and students 
use VCL [12] at NCSU each year. Eucalyptus 

[7] is among one of a few an open-source 
systems for implementing on-premise private 
and hybrid clouds using the hardware and 
software infrastructure. Eucalyptus adds 
capabilities such as end-user customization, 
self-service provisioning, and legacy application 
support to data center virtualization features, 
making IT customer service easier, more fully 
featured, and less expensive. To understand 
Cloud computing better and quantify the 
performance of scheduling and allocation policy 
on a Cloud infrastructure, simulation tool 
CloudSim is proposed [3]. Approaches of 
dimensioning a virtual computing lab with job 
priorities and QoS constraints is discussed in 
[9]. Three techniques to improve the efficiency 
of virtual Cloud computing lab based on 
queuing model are introduced in [10]; some of 
these techniques are applied in this paper. 
Adaptive dimensioning approaches of Cloud 
datacenters are introduced in [11]. There are 
many other related work and many more to 
come in Cloud computing. 
 
6. CONCLUSION 
In this paper, a framework implementing and 
managing platform as a service in a virtual 
Cloud computing lab is developed. The system 
has good expandability and can improve 
resource’s sharing and utilization. In the future 
we will extend the framework to include 
imaging of software and hardware platforms, 
load balancing and complete automatic 
provisioning of resources so that the system can 
be applied in large-scale and distributed 
environment.
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Abstract 

Recently Java programming environment has become so popular. 
Java programming language is a language that is designed to be 
portable enough to be executed in wide range of computers 
ranging from cell phones to supercomputers. Computer programs 
written in Java are compiled into Java Byte code instructions that 
are suitable for execution by a Java Virtual Machine 
implementation. Java virtual Machine is commonly implemented 
in software by means of an interpreter for the Java Virtual 
Machine instruction set. As an object oriented language, Java 
utilizes the concept of objects. Our idea is to identify the 
candidate objects’ references in a Java environment through 
hierarchical cluster analysis using reference stack and execution 
stack. 

 

Keywords: Proximity Matrix, Reference Stack, Execution Stack, 
Euclidean Distance, Object Reference, Dendogram 

 

1. Introduction 

Candidate Objects are those which can be selected as for 
the options for the objects in a object oriented paradigm. 
Object identification is a reverse-engineering technique that 
is largely used to assist the software migration from 
procedural paradigm to object-oriented paradigm. Object 
identification facilitates acquiring a precise knowledge of  
 the data items in a program. Object identification reduces 
the degradation of original design. Object identification  
 
 
 

 
 
typically aims at finding match-up of legacy software 
components: data structures, and functions, for later 
building them as object-oriented classes. However, large 
application consists of numerous data structures and 
functions; it needs a statistical method to facilitate 
information classification. 
 
 
 

2. Existing Concept 

 
In the paper [1], the authors have described an approach of 
hierarchical clustering in a procedural language 
environment using stack and queues. Here the basic 
functions of a stack and queue are taken to create proximity 
matrix and pattern matrix. Pattern matrix represents a 
property set of data (scores or measurements) in a table. 
Each row stands for a set of properties (a pattern). 
Proximity matrix represents an index of association 
(proximity) between pair of patterns. The index can be 
either similarity index or dissimilarity index and can be 
computed. by several ways, for example, Simple matching 
coefficient, Jaccard coefficient, Euclidean distance, 
Manhattan distance etc. Then they have calculated 
Euclidean distances between each pair and least values are 
classified in a cluster. This process goes on until all the  
properties are successfully clustered. The extracted 
functions are shown in Table 1 and the relation definitions 
are shown in Table 2. 
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                   Table.1 : Extracted functions 

 

                    

                          Table.2: Relation Definition 

 

Now in Table 3 the extracted functions and the related 
definitions are shown. A ‘ X’ mark is put in the cells for 
each corresponding function and relation definition. In 
Table 4 the cells are assigned by the values 0 or 1 
depending upon the ‘X’ marks of Table 3; 1 is assigned for 
a ‘X’ mark else 0. 

                    

                     Table.3: Properties in modular case 

 

 R0 R1 R2 R3 R4 R
5 

initStack X    X  

initQ  X    X 

isEmptyStack   X  X  

Push   X  X  

enQ    X  X 

Pop   X  X  

deQ    X  X 

 

                    

                    Table. 4: Pattern matrix for modular case 

 R0 R1 R2 R3 R4 R
5 

initStack 1 0 0 0 1 0 

initQ 0 1 0 0 0 1 

isEmptyStack 0 0 1 0 1 0 

isEmptyQ 0 0 0 1 0 1 

Push 0 0 1 0 1 0 

enQ 0 0 0 1 0 1 

Pop 0 0 1 0 1 0 

deQ 0 0 0 1 0 1 

 

Now a proximity matrix is generated using Euclidean-
distance method formula given below:                t 

d(i,k) = { ∑( xij – xkj  ) 
2 } 1/2  ………………( Equation 1 ) 

                j= 1 
 
where, xij represents the j-ordered attribute of pattern i, xkj  

            Software component 

struct stack 

struct queue 

struct stack * initStack (int size) 

struct queue *initQ ( ) 

int isEmptyStack( struct stack * s)  

int isEmptyQ ( struct queue * q)  

void push ( struct stack * s, int i)  

void enQ ( struct queue * q, int i) 

int pop ( struct stack * s) 

int deQ ( struct queue * q) 

Name Definition 

R0 Return type is struct stack 

R1 Return type is struct queue 

R2 Has argument of type struct stack 

R3 Has argument of type struct queue 

R4 Use field of struct stack 

R5 Use field of struct queue 
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represents the j-ordered attribute of pattern k, and t 
represents the total attribute of pattern. Depending on this 
proximity matrix clusters are made further by 
agglomerative method. 
 
 

3. Our Approach 
 

The authors have illustrated the above in case of procedural 
language. Our idea is to convert it into object orientation  
(Java environment).We shall use the same approach but 
using two stacks i.e. execution stack and reference stack so 
that the basic approach of the stacks as we have seen in the 
existing scenario above will be similar and we can integrate 
it with our Java environment. Table 5 and 6 show the 
relation definition and extracted functionalities used for our 
approach. 

                    Table.5: Relation Definition of our approach 

 

Now, in Table 6 we have extracted some of the 
functionalities related to the stacks used in our approach 
that is the functionalities regarding reference stack and 
execution stack. 

        Table.6: Extracted functionalities for our approach 

We can use a flowchart diagram to show that how 
reference and execution stacks are used in identifying the 
reference to objects. The diagram is given in Fig. 1. 

 

Name Definition 

R0 Return type is struct execstack 

R1 Return type is struct refstack 

R2 Has argument of type struct execstack 

R3 Has argument of type struct refstack 

R4 Use field of struct execstack 

R5 Use field of struct refstack 

                   Software component 

struct execstack 

struct refstack 

struct execstack * initExec (int size ) 

struct refstack *initRef ( int size ) 

int isEmptyExec( struct execstack * es )  

int isEmptyRef ( struct refstack* rs)  

void ePush ( struct execstack * es, int i )  

void rPush ( struct refstack * rs, int i ) 

int ePop ( struct execstack * es ) 

int rPop ( struct refstack * rs ) 

struct execstack* traExec ( struct execstack * es ) 

struct refstack * traRef (struct refstack* rs ) 
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4. Analysis 

The relation definition matrix is shown in table 7. We have 
also generated the pattern matrix which is shown in Table 
8.  

         Table.7: Relation definition matrix for our approach 

 

                     Table.8: Pattern Matrix for our approach 

 R0 R1 R2 R3 R4 R
5 

initRef 0 1 0 0 0 1 

initExec 1 0 0 0 1 0 

isEmptyRef 0 0 0 1 0 1 

isEmptyExec 0 0 1 0 1 0 

ePush 0 0 1 0 1 0 

rPush 0 0 0 1 0 1 

ePop 0 0 1 0 1 0 

rPop 0 0 0 1 0 1 

traRef 0 1 0 1 0 1 

traExec 1 0 1 0 1 0 

 

 

Now to generate the proximity matrices in each iteration 
we have used Euclidean formula as defined in Equation 1 
earlier. The formula is as below once again: 

                t 
d(i,k) = { ∑( xij – xkj  ) 

2 } 1/2 
               j= 1 
where, xij represents the j-ordered attribute of pattern i, xkj 
represents the j-ordered attribute of pattern k, and t 
represents the total attribute of pattern. First proximity 
matrix is shown in the Table 9. 
 

Table.9: First proximity matrix 
 

 
 

We have considered the least distant (0.00) values from the 
Table 9 first to form the first round clusters and applied 
Single linkage rule to form the second proximity matrix in 
Table 10. The formula for the single linkage rule goes thus: 

d [(k ), (i,j )] = min {d [(k ),(i )], d [(k ),(j )] } 

where: 

d [(k),(i)] represents the similarity between cluster k and 
cluster i  

d [(k),j )] represents the similarity between cluster k and 
cluster j 

d [(k),(i, j)] represents the similarity between cluster k and 
the newly formed cluster i, j. 

 R0 R1 R2 R3 R4 R5 

initRef X    X  

initExec  X    X 

isEmptyRef    X  X 

isEmptyExec   X  X  

ePush   X  X  

rPush    X  X 

ePop   X  X  

rPop    X  X 

traRef  X  X  X 

traExec X  X  X  
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Table.10: Second Proximity Matrix 

 

C1 = isEmptyRef + rPush + rPop                                       
C2        =        isEmptyExec     +   ePush           +   ePop 

 

We now have considered the least distant (1.00) values 
from the Table 10 first to form the next round of clusters 
and applied the above said Single linkage rule to form the 
third proximity matrix given in Table 11. 

 

Table.11: Third Proximity Matrix 

  C3 = traRef + initRef                    C4 = traExec + initExec 

 

We now have considered  the least distant (1.00) values 
from the Table 11  to form the next round of clusters and 
applied Single linkage rule to form the fourth proximity 
matrix given in Table 12. 

Table. 12 Fourth Proximity Matrix 

 

          

        C5=C1 + C3                                  C6=C2+ C4 

 

We now have considered  the least distant (0.00) values 
from the Table 12  to form the next round of clusters and 
applied Single linkage rule to form the fifth proximity 

matrix shown in Table 13. 

 

Table.13: Fifth Proximity Matrix 

 

 

 

                                           C7 = C5   + C6           

 

 

 C5 C6 

C5 0  

C6 1.41 0 

 C7 

C7 0 
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4.1.Dendogram 

Output of clustering analysis can be represented in various 
forms depending on the objective of data classification. 
Output of hierarchical clustering analysis is usually 
represented in a special type of a tree structure called 
Dendogram. Our output of clusterization is also 
represented in Dendogram shown in Fig. 2 above. 
  

 

5. Conclusion 

From the above Dendogram, we can see that the cluster C5 
contains all the functionalities that deal with reference 
stack and cluster C6 contains all the functionalities that 
deal with execution stack. Cluster C5 can be further 
divided into C3 and C1 where C3 cluster consists of the 
functionalities of traversing the reference stack i.e. traRef ( 
) and initialization of reference stack i.e. initRef ( ). Cluster 
C1 consists of the functionalities like to check if the 
reference stack is empty [ isEmptyRef ( ) ], to insert objects 
in the reference stack [ rpush ( ) ] , and to delete an object 
reference [ rpop( ) ].     

Similarly, cluster C6 can be further divided into cluster C4 
and cluster C2 where C4 consists of traExec ( ) [ traversing 
the execution stack ], initExec ( ) [ initialization of 
execution stack ] and cluster C2 consists of isEmptyExec ( 
), epush( ) and epop( ). 
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Abstract 

MIL-STD-1553, Digital Time Division 
Command/Response Multiplex Data Bus, is a military 
standard (presently in revision B), which has become one 
of the basic tools being used today for integration of 
weapon systems. The standard describes the method of 
communication and the electrical interface requirements for 
subsystems connected to the data bus. The 1 Mbps serial 
communication bus is used to achieve aircraft avionic 
(MIL-STD-1553B) and stores management (MILSTD-
1760B) integration. The standard defines four hardware 
elements. These are 1) The transmission media, 2) Remote 
terminals, 3) Bus controllers, 4) Bus monitors.  

The main objective of this paper is to develop an 
IP (Intellectual Property) core for the MIL-STD-1553 IC. 
This IP core can be used as bus monitors or remote 
terminals or bus monitors. The main advantage of this IP 
core is to provide small foot print, flexibility and reduce the 
cost of the system, as we can integrate this with other logic.  

 
1. Introduction 
 
MIL-STD-1553B defines a serial, time division, 
multiplex command/response data bus. I.e. 
information is transferred by transmitting a series of 
data bits one after another; a single transmission path 
is shared between a number of users by the allocation 
of time to each user; all transactions take place in 
response to a command from a single controller. Bus 
topology is implemented using twisted pair 
transmission line terminated at each end in its 
characteristic impedance. Connections are made to 
the bus via stubs. The standard defines the 
characteristics of the bus cable, its termination and 
gives two alternative methods of connecting stubs to 

the bus 1) Direct coupled and 2) Transformer 
coupled. 
The standard defines three types of terminals. They 
are bus controller, remote terminal and bus monitor. 
Bus controller has overall control of all bus activity. 
All transmissions over the bus are initiated by a 
command from the bus Controller 
The number of remote terminals connected to the bus 
can be 31 in the range 0-30. Each remote terminal has 
a unique address. The remote terminals continuously 
monitor the bus and it receives the message which 
carries its address. These messages contain the 
actions to be performed by the remote terminal. The 
bus monitor monitors the bus and information 
obtained may be used for offline applications or as a 
backup. The standard provides the use of two bus for 
redundancy. The sample bus architecture is given in 
figure 1. 

 
 

Fig 1:Sample data bus architecture. 
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The standard provides three types of words and ten 
types of word formats. Three types of words are:  
 

a) Command word 
b) Data word 
c) Status word 

Command word is issued by bus controller to the 
remote terminals. Data word can be transmitted by 
bus controller or remote terminals. The status word is 
transmitted by the remote terminal to the bus 
controller in response to the command word. Figure 2 
shows different types of words. 
 

 
Fig 2 : Types of words. 

 
 
The message formats can be sub divided into two 
types. 

a) Non-broadcast message formats. 
b) Broadcast message formats. 

Non broadcast message formats are Bus controller to 
remote terminal, remote terminal to bus controller, 
remote terminal to remote terminal, mode command 
word with data word (transmit), mode command 
word with data word (receive), mode command 
without data word. Figure 3 shows different types of 
non broadcast message formats. 
 

 
Fig 3: Non broadcast message formats. 

 
Broadcast formats are bus controller to remote 
terminal transfer; remote terminal to remote terminal 
transfer, mode command without data word and 
mode command with data word (receive). Figure 4 
shows broadcast message formats 
 

 
 
 

Fig 4: Broadcast message formats. 

 
2. Architecture Description 

 
According to the MIL-STD-1553B the functional 
architecture of the core is shown in figure 5. The 
following architecture can be used as bus controller, 
remote terminal or bus monitor. 
 
The total design is sub divided in to several blocks. 
The CPU writes all the required commands and data 
into the RAM for each transmission. There by 
reducing the load and wastage of time of CPU as the 
clocks are different. The CPU gets interrupts from the 
interrupt handler, which takes care of informing the 
CPU regarding the completion of transmission, errors 
during transmission and status of the terminal. For a 
message retransfer command it simply gives 
commands to RAM instead CPU, thereby reducing 
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load on CPU. The interrupt handler Communicates 
with engine and takes signals, process them and 
produces required interrupts or commands. 
The engine takes the bits from the registers block and 
produces enable, load, 

transmission and signals that are required for the 
remaining blocks. The engine gives the selection bits 
to the multiplexer depending on the bus activity. It 
gives the load signals to the register blocks. The 
engine also sets the mode of the core i.e. bus 
controller or remote terminal or bus monitor.   
 

The host interface acts as Communication 
Bridge between the internal block and RAM; it 
passes the data on the RAM on to the internal data 
bus which is 16 bit wide. The internal data bus 
connects to internal registers and memory block. The 
registers block contains the control register, status 
register, error registers. Each register is 16 bit. The 
control register hold the control bits, the status 
register holds different status bits regarding 
transmission, memory block etc. The error contains 
the information of errors occurred. 

 
The Tx memory block contains command registers 
which stores commands 

.  

 
Fig 5: Architecture of the MIL-STD-1553B core.
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to be transmitted during bus controller mode, status 
word register which stores the status words in remote 
terminal mode and FIFO that stores data to be 
transmitted. The Rx memory block contains the 
status word registers that stores the status words 
received for bus controller mode, command word 
registers for remote terminal mode and FIFO to store 
the data received on the buses. 
 
The Manchester encoder and decoder encode the data 
and commands that are to be transmitted in to bi 
phase Manchester II format. The Manchester II 
format provides a self clocking waveform in which 
the bit sequence is independent. Similarly it decodes 
the messages received in bi phase Manchester II 
format. There are two Manchester encoder and 
decoders each for bus A and bus B. The data is 
received from the transreceivers that are connected to 
thebuses.

 3. Implementation Results 
The IP core of MIL-STD-1553 has been written 
using the verilog HDL and implemented in Xylinx 
vertex-2,Spartan-3 FPGA and it has used area of 
891(4- LUT count).The output on the bus for 
different types of transmissions is shown in figure 6. 
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(a) BC-RT transmission waveform on the bus. 

 
 

(b) RT-BC transmission waveform on the bus. 

 
(c) RT-RT transmission waveform on the bus. 

Figure 6: The waveforms on bus for different type’s transmission, in Manchester II format. 
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Abstract 
Medicinal plants are increasingly recognized worldwide as an 
alternative source of efficacious and inexpensive medications to 
synthetic chemo-therapeutic compound. Rapid declining wild 
stocks of medicinal plants accompanied by adulteration and 
species substitutions reduce their efficacy, quality and safety. 
Consequently, the low accessibility to and non-affordability of 
orthodox medicine costs by rural dwellers to be healthy and 
economically productive further threaten their life expectancy. 
Finding comprehensive information on medicinal plants of 
conservation concern at a global level has been difficult. This has 
created a gap between computing technologies’ promises and 
expectations in the healing process under complementary and 
alternative medicine. This paper presents the design and 
implementation of a Multimedia-based Medicinal Plants 
Sustainability Management System addressing these concerns. 
Medicinal plants’ details for designing the system were collected 
through semi-structured interviews and databases. Unified 
Modelling Language, Microsoft-Visual-Studio.Net, C#3.0, 
Microsoft-Jet-Engine4.0, MySQL, Loquendo Multilingual Text-
to-Speech Software, YouTube, and VLC Media Player were 
used.  
 

Keywords: Complementary and Alternative Medicine, 
conservation, extinction, medicinal plant, multimedia, 
phytoconstituents, rural dwellers 
 

1. Introduction 
Plants and animals hold medicinal, agricultural, 

ecological, commercial and aesthetic/recreational value. 
Some plants of medicinal value: Anacardium occidentale 
(Cashew nut), Azadirachta indica (Neem),  Allium sativum 
L.(Garlic), and Zingiber officinale Roscoe (Common 
Ginger),  are shown in Fig. 1. 
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Fig. 1 Some plants of medicinal value 

Medicinal plants have become the most important 
source of life-saving drugs for the majority of the world’s 
population. Medicinal plants harvested from the wild 
remain of immense importance for the well-being of 
millions of people around the world. Over 70,000 plant 
species are thought to be medicinal [1].  

Medicinal plants are considered a source of 
various alkaloids and other chemical substances essential 
for mankind. Over 80% of the US public uses 
nonconventional practices and complementary medicines 
adjunctive to conventional medical care. According to the 
World Health Organization, over 80% of the people in 
developing countries depend upon traditional medicine for 
their primary health care [2].  

Africa has been and continues to be a significant 
source of medicinal and aromatic plants and botanicals to 
the world's food, drug, herb and dietary supplement 
market. About 50% of drugs used in modern medicine are 
of plant origin. About 80% of Africa's population rely on 
medicinal plants for their health needs confirming that 
medicinal plant preparations have been identified as 
alternative remedies for several diseases [3]. The active 
principles of many plant species are isolated for direct use 
as drugs, lead compounds or pharmacological agents [4]. 
  The medicines for internal use prepared in the 
traditional manner involve simple methods such as hot- or 
cold-water extraction, extraction of juice after crushing, 
powdering of dried material, formulation of powder into 
pastes via such a vehicle as water, oil or honey, and even 
fermentation after adding sugar source. The range of 
products that could be obtained from medicinal plants is 
given in Fig.2 [5]. 
 
 

 
Fig. 2  Industrial Uses of Medicinal Plants [5] 

 
Low accessibility to and affordability of orthodox 

medicine by rural dwellers and their need to keep healthy 
to be economically productive have led to their 
dependence on medicinal plants to remedy afflictions [6].  
In Nigeria herbal practices, the practitioners claim that 
plant parts possess various phytochemicals which exhibit 
diverse pharmacological and biological responses and 
diversities. Nigeria is a country stepped in the use of and 
belief in traditional medicines in which plants play a major 
role [7].  

 
1.1 Statement of the Problem 

Emerging new infectious, chronic and drug-
resistant diseases have prompted scientists to look towards 
medicinal plants as agents for treatment and prevention. 

Medicinal plants’ species are threatened by 
habitat loss, climate change, and species-specific, 
multipurpose over-harvesting and logging leading to 
potential extinction of useful medicinal plants in the 
continent.  

Securing supplies of quality products before the 
over-harvesting of wild stocks depletes the resource 
constitutes a concern. 

Declining wild stocks of medicinal plants are 
accompanied by adulteration and species substitutions, 
which in turn reduce efficacy, quality and safety.  

Imperceptibly, these medicinal plants’ 
sustainability remains in jeopardy creating a gap between 
computing technologies’ promises and expectations in the 
healing process under complementary and alternative 
medicine (CAM).  
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Difficulty encountered in finding comprehensive 
information on medicinal plants at a global level to 
promote scientific research towards obtaining clues and 
discovery of potential lead compounds and novel 
therapeutics. 

Improvement in the quality of life of the rural 
poor; development of traditional medicines and reduction 
of the overexploitation of plants are inevitably desirable. 

 
1.2 Research Questions 

The following Research Questions have been raised 
for attention in this paper: (1) How can empirical 
knowledge of medicinal plant uses, often held by an older 
generation of healers in remote areas, be accumulated, 
stored and transmitted to next generations without 
compromising their intellectual property rights? (2) How 
can consumers be protected from false information or the 
use of products with negative side-effects?  (3) How can 
sustainable wild sourcing be implemented – or the 
medicinal plants be ‘domesticated’ – to secure supplies of 
quality products before the over-harvesting of wild stocks 
depletes the resource?  

 
1.3 Objectives of the Research  
Our objectives included (1) providing a platform for a 
multidisciplinary team of scholars and healthcare services 
providers / CAM practitioners for information exchange in 
African healing process seamlessly;  
(2) designing a framework for conserving, protecting and 
propagating medicinal plants, animals and cultural sites 
across the African continent; and 
(3) implementing a system which would facilitate efficient 
knowledge discovery on medicinal plants with voice/video 
features on a multimedia platform.  

 
2. Patients’ Healthcare Requirements 

Patients’ requirements for healthcare include 
treatment and care that work, good relationship with 
practitioner, provision of information, and remaining in 
control of treatment. Complementary and alternative 
medicine continues to attract patronage due to patients’ 
dissatisfaction with conventional health care, a desire for 
greater control over one’s health, and a desire for cultural 
and philosophical congruence with personal beliefs about 
health and illness [8]. 

Nigeria is rich in biodiversity.  The country is 
endowed with a variety of plant and animal species.  As 
reflected in Table 1, there are about 7, 895 plant species 
identified in 338 families and 2, 215 genera [9]. 

 
Table 1 Plant species in Nigeria [9] 
Groups Of Plants Families Genera Species 

Algae 67 281 1335 

Lichens - 14 17 

Fungi (Mushrooms) 26 60` 134 

Mosses  

Liverworts 

- 

- 

13 

16 

16 

6 

Pteridophytes 27 64 165 

Gymnosperms 2 3 5 

Chlamydosperms 2 2 6 

Monocotyledons 42 376 1575 

Dicotyledons 172 1396 4636 

Total 338 2215 7895 

 
The expanding trade in Medicinal Plants has 

serious implications on the survival of several plant 
species, with many under serious threat to become extinct. 
Recently however, attention is turning back to natural 
products as drug sources, since they have been so 
successful in the past.  Modern medicine depends on 
biological materials as an incomparable source of 
molecular diversity. Against this backdrop, almost half the 
world's plant species may be threatened with extinction; 
cures as yet undiscovered may exist in plants as yet un-
described - and which may never be described. Promising 
drug sources are also found in the sea - sponges, sea squirts 
and algae for example, are all sources of drugs undergoing 
clinical studies.  Plants are the structural anchors of the 
ecosystems in which these organisms live.  The rapid loss 
of plant life has far-reaching consequences, and their loss 
will adversely affect future drug discovery [1].  

 
2.1 Medicinal Plants Endangered 

Due to irresponsible human acts of mass 
destruction of forests worldwide, we are losing flora at an 
alarming rate. Unless we act immediately to preserve the 
medicinal plants, plants with nutraceutical values, future 
generations will loose tremendous health and wellness 
benefits from nutraceutical herbs that we are enjoying now 
[10]. 

Despite the long tradition of usage of medicinal 
plants, their proven efficacy, and lack of affordable 
alternatives, the continued availability of many of these 
plants is in jeopardy as their species are threatened by 
habitat loss, climate change, multipurpose over-harvesting, 
and logging.  

Many medicinal plants are being destroyed at an 
unprecedented rate and are threatened with extinction. The 
destruction of plant species is occurring at a rate 
unmatched in geological history. Current extinction rates 
are at least 100 to 1,000 times higher than natural 
background rates, with a quarter of the world's coniferous 
trees in jeopardy, and as many as 15,000 medicinal plants 
threatened [11].  
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In USA, approximately 250,000 species of 
flowering plants, it is estimated that some 60,000 of these 
may become extinct by the year 2050, and more than 
19,000 species of plants are considered to be threatened or 
endangered from around the world. More than 2000 
species of plants native to the United States are threatened 
or endangered, with as many as 700 species becoming 
extinct in the next 10 years [12]. 

In Pakistan, it was observed that 49 medicinal 
plants species belonging to 32 different families were sold 
in local markets and thus playing a role in uplifting the 
socioeconomic conditions of the area. It was observed that 
out of these 49 medicinal plants, 24 plant species are 
threatened (9 Endangered, 7 Vulnerable and 8 Rare) due to 
excessive collection from the wild. These plants are also 
used locally for curing different ailments. In most cases, 
the market availability status of these medicinal plants 
have increased, showing an increased inclination of local 
people towards medicinal plants collection and increased 
dependency of local population on medicinal plants trade. 
A brief set of information about these plants is given in 
Table 2 [13]. 
Table 2 Folk medicinal uses, market availability status, conservation 
status of some important medicinal plants of Swat, Pakistan  [13] 
(Extracts) 
Plant Material  Family Part Used  M

S 
C
S 

Acorus calamus L.  Araceae Whole 
plant  

P E 

Berberis vulgaris Linn Berberidaceae Whole 
plant 

 P  
E 

Dioscorea deltoidea Wall. Dioscoreaceae 
 

Tubers D E 

Polygonatum 
verticillatum All.  

Liliaceae Rhizome  P  
E 

Paeoniaceae Paeonia 
emodi Wall. ex Hk.f. 

Paeoniaceae 
 

Rhizome/
seeds 

P E 

Podophyllum hexandrum 
Royle  

Podophyllaceae Rhizome  P  
E 

Bistorta amplexicaulis 
(D.Don) Greene  

Polygonaceae Rhizome  P  
E 

Bergenia ciliate (Haw) 
Sternb.  

Saxifragaceae 
 

Leaves 
Rhizome 

I  
E 

Valeriana jatamansi Jones  Valerianaceae Rhizome  D  
E 

Adiantum capillus-veneris 
L.  

Adiantaceae 
 

Fronds  I V 

Pistacia integerrima 
Stew.ex Brand  

Anacardiaceae 
 

Leaves  I V 

Berberis lyceum Royle  Berberidaceae Whole 
plant  

I  
V 

 Ephedra gerardiana 
Wall. ex Stapf  

Ephedraceae 
 

Fruit/ 
leaves 

 I  
V 

Colchicum luteum Baker. Liliaceae Rhizome/
seeds 

I V 

Legend: MS = Market Status [ D = Decreased, I = Increased,   
P = Persistent], CS = Conservation Status [E  = Endangered, V = 
Vulnerable]  

 

The downturn in the Nigerian economy and 
inflationary trend has led to the excessive harvesting of 
non-timber forest products for various uses.  Some of these 
species are now threatened. Examples as reflected in Table 
3 are Hymenocardia acida, Kigelia africana, and Cassia 
nigricans [9]. 
 
Table 3 Threatened Biodiversity Species in Nigeria [9] 

SPECIES MAIN USES STATUS 
PLANTS 
Milicea excelsia 
Diospyros elliotii 
Triplochiduiton scleroxylon 
Mansoiea altissinia 
Masilania accuminata 
Garcina manni 
Oucunbaca aubrevillei 
Erythrina senegalensis 
Cassia nigricans 
Nigella sativa 
Hymenocardia acida 
Kigelia africana 

 
Timber 
Carving 
Timber 
Timber 
Chewing stick 
Chewing stick 
Trado-medical 
Medicine 
Medicine 
Medicine 
General 
General 

 
Endangered 
Endangered 
Endangered 
Endangered 
Endangered 
Endangered 
Almost Extinct 
Endangered 
Endangered 
Endangered 
Endangered 
Endangered 

 
The Red Data Book of India has 427 entries of 

endangered species of which 28 are considered extinct, 
124 endangered, 81 vulnerable, 100 rare and 34 
insufficiently known species. In West Africa, Nigeria has 
the highest number of threatened species (119), followed 
by Ghana (115), Côte d’Ivore (101), Liberia (46) and 
Sierra Leone (43) [14].  

A total of 54 different tree species (24 families) 
were identified in Ala, 41 species (21 families) in Omo and 
55 species (20 families) in Shasha Forest Reserves of 
Nigeria. The most prevalent species in the ecosystem was 
Strombosia pustulata, while the family Leguminosae had 
the highest number of species. 84% of the species are 
regarded as rare or threatened with extinction while 16% 
were relatively abundant. Wanton removal of plant and 
animal species through over-harvesting activities is very 
inimical to biological conservation and has led to loss of 
biodiversity and extinction especially of many natural 
species with narrow range [15]. The status of medicinal 
plants under regular trade in the rainforests is presented in 
Table 4.  
 
Table 4 Respondent Opinions on the Status of Traded Medicinal 
Plants in Community Forests [15] (Extracts) 
Medicinal plants  Opinion of respondents (% ) 

Engd  Thrtd Rar Comn % 
Alchornea 
cordifolia  

44  24  20  12  100 

Ananthus montanus  32  54  10  4  100 
Bridelia ferruginea  30  48  22  24  100 
Callichilia barteri  42  22  20  16  100 
Canarium 
schweinfurthii 

32  28  24  16  100 

Cissus aralioides  34  48  10  8  100 
Cocholospermum 
planchonni 

44  26  16  14  100 
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Combretum 
smeathmanii 

48  23  24  2  100 

Enantia chloratha  44  30  14  12  100 
Ocimum 
gratissimum  

46  24  20  10  100 

Rauvolfia vomitoria  24  64  8  4  100 
Rauvolfia vomitoria  22  60  14  4  100 
Rothmannia 
hispida  

46  38  10  6  100 

Sanseuieria 
guineense 

 24  60  14  2  100 

Struchium 
spargonophora 

32  48  22  18  100 

Thorningia 
sanguinea  

24  42  20  14  100 

Uraria picta  44  22  14  20  100 
Zingiber officinale  56  24  10  10  100 
Legend:  Engd = Endangered, Thrtd = Threatened, Rar = Rare, 
Comn = Common 

 
The data were based on the opinions of 

stakeholders (respondents) directly involved in harvesting 
medicinal plants for the market. The data in Table 4 
revealed that 45 medicinal plants were traded on regular 
basis in the rainforest of Nigeria. Out of these, 8 medicinal 
plants were endangered, 12 species were rare and 8 species 
were threatened, while 17 were common or abundant in 
natural forests [16]. 

Plants and animals are responsible for a variety of 
useful medications. In fact, about forty percent of all 
prescriptions written today are composed from the natural 
compounds of different species. These species not only 
save lives, but they contribute to a prospering 
pharmaceutical industry worth over $40 billion annually. 
Unfortunately, only 5% of known plant species have been 
screened for their medicinal values, although we continue 
to lose up to 100 species daily. The Pacific yew, a slow-
growing tree found in the ancient forests of the Pacific 
Northwest, was historically considered a "trash" tree (it 
was burned after clearcutting). However, a substance in its 
bark taxol was recently identified as one of the most 
promising treatments for ovarian and breast cancer. 
Additionally, more than 3 million American heart disease 
sufferers would perish within 72 hours of a heart attack 
without digitalis, a drug derived from the purple foxglove 
[17].  

All over the world, much importance is being 
given to the documentation of knowledge on traditional 
health remedies, conservation and sustainable use of 
biodiversity, cultivation, value addition, and development 
of standards for indigenous drugs. Unfortunately it is 
difficult to find comprehensive information in this sector at 
a global level [14]. Hawkins [1] provided sources of 
medicinal plants of conservation concern worldwide.  

 
2.2 Related Works 

Efforts have been and still being made by various 
research institutions, botanic gardens in published 
literature and databases (including [1], [13], [18] – [34]), 
and herbarium to document and conserve medicinal plants. 

The New York Botanical Garden currently grows 
ten species of plants on the Federal Endangered Species 
List. They are striving to preserve rare and endangered 
plants and participate with other institutions in doing this. 
The National Collection of Endangered Plants contains 
seeds, cuttings, and whole plants of 496 rare plant species 
native to the United States. The collection is stored at 25 
gardens and arboreta that form part of the Center for Plant 
Conservation (CPC). The Royal Botanic Gardens at Kew, 
United Kingdom, support six ex situ and in situ 
conservation projects. The activities range from acting as 
the U.K. scientific Authority for Plants for Convention on 
International Trade in Endangered Species of Wild Fauna 
and Flora (CITES), cooperating in the recovery and 
reintroduction of endangered species, and aiding in the 
production of management plans for sustainable 
development and protected areas. The Wrigley Memorial 
and Botanical Gardens at Catalina Island, California, is 
still another example. The Gardens’ emphasis is on 
California island endemic plants. Many of these plants are 
extremely rare, with some listed on the Endangered 
Species List [12]. 

MEDPHYT [35] was built to collect data on the 
complete European pharmaceutical and toxicological plant 
world whose representatives were determined by medical 
and therapeutic benefit. The focus of the database content 
was the plant with description of their botanical 
characteristics, and history of discovery of therapeutic use, 
etymology, and synonyms. Besides the botanical 
characterisation there was information on both medical 
relevant biochemical compounds and their 
physicochemical characteristics, and toxicological as well 
as pharmaceutical facts. Its future outlook included 
comprehensive 3D visualisation techniques, 
implementation of the system for mobile systems and 
expansion of the content.  This would require some 
additional work on both new scientific approaches to the 
action of mode of the drugs on molecular level and the 
database system MEDPHYT. Addition of further tables for 
animals, bacteria and fungi would also be required. 

 None of these attempts incorporated text-to-
speech, voice/video, and multilingual features to address 
different cultures, languages, and audiences 
comprehensively on a multimedia platform. This gap limits 
knowledge discovery on useful medicinal plants from 
different areas of origin to be propagated elsewhere in 
addressing common diseases and ailments.  Promotion of 
scientific research towards obtaining clues and discovery 
of potential lead compounds and novel therapeutics from 
medicinal plants has consequently been retarded. 
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3. Materials and Methods 

3.1 Data Collection 
The criteria used for our data collection were 

centered on multipurpose uses in primary health care, 
needs for cultivation packages, potential in processing at 
the primary level, knowledge of availability and threat to 
the wild resources, and the need for collaborative work for 
understanding the patterns of diversity in relation to 
medicinal value and use.  

The ethnobotanical data on plant species, 
families, vernacular names, prevalence, sustainable 
availability, plant parts used, medicinal usage by local 
communities and modalities of use, conditions for 
cultivation, phytochemical and pharmacological properties 
were collected, recorded, and discussed.  

Medicinal plant materials were obtained randomly 
through personal contacts in the field, forestry-and-plant-
science-based research institutions, local markets (elewe-
omo), and at the homes of complementary and alternative 
medical practitioners (babalawos) in January - March 
2010, June – September 2010, and December 2010 - 
February 2011 in Ota and Abeokuta towns in Ogun State 
of Nigeria.  

Medicinal plant uses were discussed in detail with 
informants, after seeking prior informed consent from each 
respondent. Two hundred and fifty complementary and 
alternative medicine practitioners who know and use 
medicinal plants for treating various diseases were 
interviewed.  

Following a semi-structured interview technique 
randomly administered, respondents were asked to provide 
detailed information about the vernacular plant name in 
Yoruba language; plant properties; harvesting region; 
ailments for which a plant was used; best harvesting time 
and season; plant parts used, as well as mode of 
preparation and application.  

Older individuals, local medicine men or 
herbalists and others who claim to have effective 
prescriptions were interviewed. All interviews were carried 
out in Yoruba language, with at least one of the authors 
present. Three of the authors were fluent in Yoruba 
language, and no interpreter was needed to conduct the 
interviews.  

Table 5 shows some of the medicinal plants’ 
characteristics gathered, while Table  6 presents samples 
of the collected medicinal plants.  
 
Table 5 Data Collection Parameters  (Extracts) 
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Table 6 Extracts from the collected/analysed medicinal plants 

Name Parts 
Used 

 Use Photo 

Spec
ies  
 

Family Yoruba 
Lang 

   

ACA 
 

facx  Jinwini  root 
decoctio
n 

WI 

 
AGR 
 

fagx  Imi-esu, 
Akayunyun 

leaf 
decoctio
n 

 
URT
WI  

ALL 
 

falx  Alubosa 
ayu  

Root STR 
EYE 

 
ASP 
 

 Aluki,  
Eye-kosun-
Dangi 

Root  MI 

 
ELY 
 

fact  Ewe-Eso  Whole 
plant. 

GNO 
IMP  
INF  

EUP 
 

feux  Orowere, 
Enuopire  
Enukopure 

Leaves, 
exudate 
 

DMT  
INF 

 
FIC 
 

fmox  Opoto,  
Farin 
bauree, 
Anwerenwa 
 

Leaves 
stem, 
root, 
fruits 
 

OED 
LEP 
EPL 
RIC 
INF  

ZNG 

 

fznx  Jinja, Atale, 
Atalekopa 

  

Rhizome 
Root 

AST 
PIL, 
HEP 
OBE 
ANN 
CAN 
DYS 

 

Legend: ANA = Anaemia, AST = Asthma, CAN = Cancer,  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 497



 

 

DMT = Dermatosis, DYS = Dysmenorrhoea, EPL = Epilepsy, EYE = 
Eye pain, GNO = Gonorrhoea, HEP = Hepatitis, IMP = Impotence,  
INF = Infertility, PIL = Piles, LEP = Leprosy, MI = Male Infertility,  
OBE = Obesity, OED = Oedema, RIC = Rickets, STR = Stroke,  
URT = Urinary Tract Infetcions, WI  = Women Infertility 
ACC = Acalypha villicaulis Hoschst,  AGR = Ageratum conyzoides L, 
ALL = Allium sativum L., ASP = Asparagus racemosa, ELY =  
Elytraria marginata, EUP =  Euphorbia laterifolia,  FIC = Ficus 
capensis Thunb , ZNG = Zingiber officinale Rosc 
facx = Euphorbiaceae,  fagx  = Asteraceae, falx  = Alliaceae,  
fact = Acanthaceae,  feux = Euphorbiaceae, fmox = Moraceae,  
fznx =  Zingiberaceae 
 

Additional data on medicinal plants were also 
collected from published literature: [18] - [25];  
phytochemical databases; and reputably cognate internet-
based medicinal plants’ sources including [26]-[34] and 
shown in  Fig. 3.  
 

Medicinal_Plants_in_Nigeria 
www.medicinalplantsinnigeria.com, 
(Odugbemi, 2010)

Tuesday, 16 August 2011
PhD Progress Report - OmogbadegunZO 
(2011)19

 
Fig. 3 Medicinal Plants in Nigeria [30] 

 
3.2 Software Development  

Guided by Threatened Species Categorization 
Standards in Fig. 4 [1], adapting and modifying 
MEDPHYT of Fig. 5 [35] and DeeprootPlantBase of Fig. 
6 prototypes, the following were used: Visual Studio.Net 
and C# 3.0 Programming Language for creating the 
application, Microsoft Access for creating and querying 
the Database, HTML for displaying the plant Information 
in a text format, and Microsoft Jet Engine 4.0 to connect 
the application to the Database. Loquendo Multilingual 
Text-to-Speech Software was incorporated for audio 
content of the plant’s salient characteristics, while 
YouTube and VLC Media Player were used for showing 
and playing the video of each plant chosen. 

 

 

Fig. 4 The 2007 IUCN Red List of threatened species categories [1] 

 

MEDPHTY (adapted and modified)

Tuesday, 09 August 2011
PhD Progress Report - OmogbadegunZO 
(2011)15

 
Fig. 5 MEDPHTY adapted [35] 
 

 
Fig. 6 Enhanced Medicinal Plants Database after adaptation from 
Deeproot Plantbase  

 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 498



 

 

4. Results 
Over 250 medicinal plants were collected, 

analysed, and discussed. The entire plants with their 
flowers, fruits, and roots were collected and photo/snap 
taken. All the collected plants’ details were used to 
populate the database of the developed system to address 
the medicinal plants’ extinction problem as reflected in 
Figs 6 - 7.  
 

 
Fig. 7 Multimedia-based Medicinal Plants Sustainability 
Management System (ONI_MMPSMS) 
 

Details of each plant included scientific name, 
common name(s), family, multiple areas of origin, 
phytoconstituents, traditional medicinal uses, diseases 
treated, pharmacological activities, prescriptions, dosage, 
mode of preparation and administration, adverse reactions, 
toxicity, contraindications, drug-herb interactions, 
graphics, text-to-speech of contents, images, 
phytochemical structure, etc. A typical example extracted 
from Table 6 and Fig. 8, Zingiber officinale Rosc 
(Common Ginger, - Jinja, Atale, Atalekopa), reflects 
Ginger (Zingiber Officinale, Zingiberaceae family) as 
originating from southern Asia. Nowadays, it is cultivated 
and commercialized around the world, particularly in 
China, India, Indonesia and Africa to demonstrate multiple 
areas of availability.  
 

 
Fig. 8 Enquiry from ONI_MMPSMS showing Diseases treated with 
a plant 

The three major producing countries are India, 
China, and Nigeria. Technological and socioeconomic 
factors for cultivating Zingiber officinale Rosc were 
captured and stored. Among others, it was evident that 
more than one medicinal plant could be used in treating the 
same disease/ailment.  For example, in Table 6, Acalypha 
villicaulis Hoschst and Ageratum conyzoides which differ 
only in the parts used treat women infertility. Similarly, 
Elytraria marginata and   Euphorbia laterifolia handle 
infertility in both male and female.  

In a similar vein, a single medicinal plant has 
multi-purpose use in handling more than one 
disease/ailment. Examples from Table 6 showed Elytraria 
marginata (for Gonorrhoea, impotence, infertility), 
Euphorbia laterifolia  (for Dermatosis, infertility), Ficus 
capensis Thunb (for Dysentery, oedema, leprosy, epilepsy, 
rickets, infertility), Zingiber officinale Rosc (for asthma, 
stimulant,  piles, hepatitis, liver diseases, obesity, typhoid, 
anaemia, cancer, dysentery, Dysmenorrhoea). 

Comprehensively on medicinal uses as 
documented in the database, Ginger is the folk remedy for 
anaemia, nephritis, tuberculosis, and antidote to Arisaema 
and Pinellia. Sialogogue when chewed, causes sneezing 
when inhaled and rubefacient when applied externally. 
Antidotal to mushroom poisoning, ginger peel is used for 
opacity of the cornea. The juice is used as a digestive 
stimulant and local application in ecchymoses. 
Underground stem is used to treat stomach upset, nausea, 
vomiting, nose bleeds, rheumatism, coughs, blood in 
stools, to improve digestion, expel intestinal gas, and 
stimulate appetite. The rhizomes are used to treat bleeding, 
chest congestion, cholera, cold, diarrhoea, dropsy, 
dysmenorrhoea, nausea, stomachache, and also for 
baldness, cancer, rheumatism, snakebite and toothache. It 
is also used as postpartum protective medicine, treatment 
for dysentery, treatment for congestion of the liver, 
complaints with the urino-genital system/female 
reproduction system and sinus. Besides that, it is used to 
alleviate nausea, as a carminative, circulatory stimulant 
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and to treat inflammation and bacterial infection. The 
Commision E approved the internal use of ginger for 
dyspepsia and prevention of motion sickness.  The British 
Herbal Compendium indicates ginger for atonic dyspepsia, 
colic, vomiting of pregnancy, anorexia, bronchitis and 
rheumatic complaints. European Scientific Cooperative on 
Phytotherapy (ESCOP) indicates its use for prophylaxis of 
the nausea and vomiting of motion sickness and to 
alleviate nausea after minor surgical procedures. 

From this work, on contraindications for 
Zingiber officinale Rosc, it has been documented that users 
should consult physician before using ginger preparations 
in patients with blood coagulation disorders, taking 
anticoagulant drugs or with gallstones.  

With respect to toxicity, ginger is a safe drug 
without any adverse reactions and has a wide range of 
utility. However, dried rhizomes during pregnancy should 
be avoided. 

Fresh and dry ginger are tolerant and could be 
used as such. Generally, ginger is not subjected to any 
purification methods. Methods of purification for dry 
ginger and fresh juice are available from 
Arogyakalpadruma (an Ayurvedic text that concentrates 
on pediatrics). Purification of ginger may therefore be 
intended only for pediatric use, that is, to reduce the 
potency and pungency for infant use [36]. 

With respect to drug-herb interactions, it has 
documented that Zingiber officinale Rosc interacts with 
anticoagulants such as heparin, warfarin, drugs used in 
chemotherapy and ticlopidine. Ginger taken prior to 8-
MOP (treatment for patients undergoing photopheresis) 
may substantially reduce nausea caused by 8-MOP. Ginger 
appears to increase the risk of bleeding in patients taking 
warfarin.  However, ginger at recommended doses does 
not significantly affect clotting status, the 
pharmacokinetics or pharmacodynamics of warfarin in 
healthy subjects. Ginger also significantly decreased the 
oral bioavailability of cyclosporine.  All the above 
characteristics have been captured for each medicinal plant 
as exemplified in Fig. 8.  

The novelty in this work included multilingual 
text-to-speech (voice) and video features in a collaborative 
virtual environment for seamless exchange of information 
among scholars and practitioners of complementary and 
alternative medicine.  

In addition, users of the system could search for 
any plant by any combination of its characteristics. The 
matched items are displayed in a separate window for the 
user to pick the desired plant. Furthermore, an interface 
exists for a sophisticated computer database user to use 
SQL SELECT statement in his/her search exercise. Plant 
search by other parameters such as area of origin is 
featured. Standard update actions in software engineering 
are provided. The video of the salient details of the 

retrieved plant could be viewed, and the audio feature 
could also be played as shown in Figs 8 - 9.   

 
Fig. 9 Screen shot of ONI_MMPSMS features 

 
Specific database of medicinal plants for each disease 
could be extracted and expanded from the large system. 

5. Discussion 
Conservation of threatened medicinal plants has become an 
increasingly important role. Medicinal plants’ value that 
complements orthodox medicine in affordable manner has 
been documented for sustainability. The information made 
available on multiple areas of origin for cultivation 
elsewhere in solving medicinal plants’ extinction challenge 
would also promote scientific research towards obtaining 
clues and discovery of potential lead compounds and novel 
therapeutics.  

Beneficiaries of the software would include 
computer scientists, information technologists, 
biochemists, biologists, chemists, ethnobotanists, 
phytochemists, phytopharmacists, physicians and African 
traditional doctors (typically herbalists) to exchange 
information in African healing process.  New plants would 
be added seamlessly as characteristics are assembled. 

Among other characteristics, the following 
medicinal uses of Zingiber officinale Rosc published by 
[37] have been documented in the database as shown in 
Fig. 8: “Ginger (rhizome of Zingiber officinale) is a well 
known herb for its culinary and wide range of medicinal 
uses and is considered an essential component of the 
kitchen pharmacy. More commonly, ginger has been 
traditionally used in disorders of the gastrointestinal tract, 
as a stomachic, laxative, sialogogue, gastric emptying 
enhancer, appetizer, antiemetic, antidyspepsic, 
antispasmodic, and antiulcer agent with sufficient scientific 
support. Similarly, ginger has been shown to exhibit anti-
inflammatory, hypoglycemic,  antimigraine, 
antioxidant, hepatoprotective, diuretic, 
hypocholesterolemic, and antihypertensive activities. 
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Recently, ginger has gained wide attention for its 
therapeutic role as a safe and effective preventive 
treatment option for nausea and vomiting of pregnancy. 
Ginger has a long history of safety, as it has been used for 
centuries not only for medicinal purposes, but also as a 
food and spice. Although some health risk and safety 
concerns exist in the literature about its use by pregnant 
women, the clinical evidence of harm is lacking. Ginger 
might, therefore, be used as an effective treatment option 
for nausea and vomiting during pregnancy” [37]. It could 
be deduced that Zingiber officinale Rosc could serve as a 
single medicine for internal use, as an ingredient in 
compound medicines, for external use, as an adjuvant, as 
an antidote, and for the purification of some mineral drugs. 
 

6. Conclusions 
The emergence of new infectious, chronic and drug-
resistant diseases have prompted scientists to look towards 
medicinal plants as agents for treatment and prevention to 
foster high-quality and high-efficiency primary care. A 
system that documents and maintains comprehensive 
details on medicinal plants has been discussed.  This work 
has provided the general public valuable insights into 
availability of and the traditional use of plants as 
medicines. This research effort would no doubt lead to a 
greater sense of confidence in many of the leading 
botanical raw materials of African origin in the medicinal 
plant trade. With comprehensive information provided on 
medicinal plants, this system would serve as a vehicle for 
critical gap-filling in research, study and application of 
research results in medicinal plants.  Finally, the work 
provides a database for full scientific research towards 
obtaining clues and discovery of novel therapeutics.  
 
6.1 Recommendations 

In view of the multi-purpose use of medicinal 
plants in enhancing health, the following strategies to 
bridge the gap in the sustainability of ginger advanced by 
[37] are highly recommended for all medicinal plants: 
• Enhancement of potential and realizable  productivity 
through an integrated system of cultivation using high-
yielding and resistant varieties, plant nutrient management, 
production technology suited to different agroecological 
situations and cropping systems, and need-based plant 
protection measures are future areas of increasing 
relevance in boosting ginger production. 
• Resistance breeding against devastating diseases such as 
soft rot and bacterial wilt incorporating genes from wild 
relatives using biotechnological tools or through the 
exploitation of somaclonal variations. 
• Enhancement of quality and evolving and popularizing 
very efficient postharvest handling techniques including 
product diversification. 

• Tailoring production to meet export needs and 
international requirements such as clean ginger. 
• Organic ginger production is to be promoted as a large 
quantity of immature ginger and fresh ginger are being 
used for the production of fresh ginger products. 
Popularization of products such as ginger beer, ginger ale, 
ginger squash, and ginger tea among consumers can help to 
create demand for ginger, which in turn will boost the 
ginger economy. 
 
6.2  Future Development 

A mobile version of the system deployable on a 
4G network technology is underway. This would be 
accessible by complementary and alternative medicine 
(CAM) practitioners in the rural and underserved 
population areas. The software would also be made 
available in Nigeria’s principal local languages (Hausa, 
Igbo, and Yoruba) and French in no distant future. 
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Abstract 
 

This paper picturesquely depicts the comparison 
of different methodologies adopted for  
predicting the load demand and highlights the   
changing trend and values under new 
circumstances using latest non analytical soft 
computing techniques employed in the field of 
electrical load forecasting. A very clear 
advocacy about the changing trends from 
conventional and obsolete to the modern 
techniques is explained in very simple way. Load 
forecast has been a central and an integral 
process in the planning and operation of electric 
utilities. Many techniques and approaches have 
been investigated to tackle this problem in the 
last two decades. These are often different in 
nature and apply different engineering 
considerations and economic analysis. Further a 
clear comparison is also presented between the 
past standard practices with the current 
methodology of electrical load demand 
forecasting. Besides all this, different important 
points are highlighted which need special 
attention while doing load forecasting when the 
environment is competitive and deregulated one.  
 

1.0 INTRODUCTION 
 
Electrical Load Forecasting is the estimation for 
future load by an industry or utility company. 
Load forecasting is vitally important for the 
electric industry in the deregulated economy. A 
large variety of mathematical methods have been 
developed for load forecasting. It has many 
applications including energy purchasing and 
generation, load switching, contract evaluation, 
and infrastructure development.  
 
Now a days, development in every sector is a 
heading at a very rapid pace and in the same 
pattern, the demand for power is also growing. 
While speaking about electrical power, it is 
important to understand that it has three main 
sectors i.e. generation, transmission and 
distribution. Electrical power generated by any 
source is then transmitted through transmission 

lines at different voltage level and then 
distributed to different categories of consumers 
later on. It is not as simple as described in few 
words but every stage is a complete independent 
system in itself. Effective load forecasts can help 
to improve and properly plan these three fields of 
power systems [1]. 
 
Accurate models for electric power load 
forecasting are essential to the operation and 
planning of a utility company. Load forecasting 
helps an electric utility to make important 
decisions including decisions on purchasing and 
generating electric power, load switching, and 
infrastructure development. Load forecasts are 
extremely important for energy suppliers, ISOs, 
financial institutions, and other participants in 
electric energy generation, transmission, 
distribution, and markets. 
 
Over the past decade, many western nations have 
begun major structural reforms of their 
electricity markets. These reforms are aimed at 
breaking up traditional regional monopolies and 
replacing them with several generation and 
distribution utilities that bid to sell or buy 
electricity through a wholesale market. While the 
rules of how various wholesale markets operate 
differ, in each case it is hoped that the end result 
is a decline in the price of electricity to end users 
and a price that better reflects the actual costs 
involved. To successfully operate in these new 
markets electricity utilities face two complex 
statistical problems: how to forecast both 
electricity load and the wholesale spot price of 
electricity. Failure to implement efficient 
solutions to these two forecasting problems can 
directly result in multimillion dollar losses 
through uninformed trades in the wholesale 
market. 
 
Load forecasting is however a difficult task. 
First, because the load series is complex and 
exhibits several levels of seasonality: the load at 
a given hour is dependent not only on the load at 
the previous hour, but also on the load at the 
same hour on the previous day, and on the load 
at the same hour on the day with the same 
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denomination in the previous week. Secondly, 
there are many important exogenous variables 
that must be considered, especially weather-
related variables. It is relatively easy to get 
forecast with about 10 % mean absolute error; 
however, the cost of error are so high that 
research could help to reduce it in a few percent 
points would be amply justified [2]. 
 
 

2.0 ELECTRICAL LOAD 
FORECASTING TYPES 

The electricity supply industry requires to 
forecast electricity demand with lead times that 
range from the short term (a few minutes, hours, 
or days ahead) to the long term (up to 20 years 
ahead). Load forecasting has three techniques 
shown in Figure 2.1: 
 

 
 
Figure 2.1 Basic Load Forecasting Techniques  
 
Short term electric load forecast spans the period 
from one hour up to one week and it is mainly 
utilized for power system operation studies, 
losses reduction, voltage regulations, unit 
commitment and maximizing the utility revenues 
in the deregulated environment. Medium term 
electric load forecast spans the period from one 
week to several weeks, it is mainly utilized for 
predicting the necessary   power to purchase or 
sell from other neighboring networks (inter-tie 
exchanged power) and also the fuel required by 
the utility in the near future. In short and medium 
electric load forecast, it is required to know how 
much power we will need and at what time of the 
day; the information regarding where this 
demand is required is not of a major concern [1]. 
 
3.0  ELECTRICAL LOAD 

FORECASTING METHODS 
 
A model or method is a mathematical description 
of how the complex elements of a real-life 
situation or problem might interplay at some 

future date. In projecting electricity demand, a 
method uses data on electricity prices, income, 
population, the economy, and the growth rates 
for each and then varies the mix according to 
varying sets of assumptions. Different 
assumptions produce different outcomes. The 
relationships between electricity demand and the 
multitude of factors that influence or affect 
electricity demand are expressed in mathematical 
equations called functions. A model is a 
collection of functions. A function, in turn, is 
made up of variables for which those factors 
which change or can be changed. Independent 
variables are those factors which influence the 
demand for electricity, and the dependent 
variable is electricity demand itself. In other 
words, the demand for electricity depends on 
population, income, prices, etc. Finally, 
elasticities describe how much the dependent 
variable (electricity demand) changes in sense to 
small changes in the independent variables. 
Elasticities are what the modeler uses to measure 
consumer behavior. 
 
Energy planners often speak of scenarios. 
Hypothetical pictures of the future based on 
different assumptions about economic or 
political events. They make different projections 
for each scenario. For example, a low growth 
scenario might assume high energy prices and 
slow population growth, while a high-growth 
scenario would assume the opposite. These 
scenarios allow planners to see how electricity 
demand might change if the different assumed 
economic and political events actually occur. All 
of the forecasting methods are capable of looking 
at different scenarios and do so by changing their 
basic assumptions [5]. 
  
4.0 SHORT TERM LOAD 

FORECASTING METHODS  
 
Short-Term Load Forecasting is basically is a 
load predicting system with a leading time of one 
hour to seven days, which is necessary for 
adequate scheduling and operation of power 
systems. It has been an essential component of 
Energy Management Systems (EMS). For proper 
and profitable management in electrical utilities, 
short-term load forecasting has lot of importance. 
 
High forecasting accuracy and speed are the two 
most important requirements of short-term load 
forecasting and it is important to analyze the load 
characteristics and identify the main factors 
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1 week – 10 
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1 hr – 1 week 
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affecting the load. In electricity markets, the 
traditional load affecting factors such as season, 
day type and weather, electricity price that have 
voluntary and may have a complicated 
relationship with system load.. 

Various forecasting techniques have been 
applied to short-term load forecasting to improve 
accuracy and efficiency. In general, these 
techniques can be classified as either traditional 
or modern. Traditional statistical load forecasting 
techniques, such as regression, time series, 
pattern recognition, Kalman filters, etc., have 
been used in practice for a long time, showing 
the forecasting accuracy that is system 
dependent. These traditional methods can be 
combined using weighted multi-model 
forecasting techniques, showing adequate results 
in practical systems. However, these methods 
cannot properly represent the complex nonlinear 
relationships that exist between the load and a 
series of factors that influence it, which are 
typically dependent on system changes (e.g., 
season or time of day). 
 
The short term load forecasting methods are  

• Similar Day Lookup Approach 

• Regression Based Approach 

• Time Series Analysis 

• Artificial Neural Network 

• Expert System 

• Fuzzy logic 

• Support Vector Machines 

 
4.1 Similar Day Look Up Approach 

 
Similar day approach is based on searching 
historical data of days of one, two or three years 
having the similar characteristics to the day of 
forecast. The characteristics include similar 
weather conditions, similar day of the week or 
date. The load of the similar day is considered as 
the forecast. Now, instead of taking a single 
similar day, forecasting is done through linear 
combinations or regression procedures by taking 
several similar days. The trend coefficients of the 

previous years are extracted from the similar 
days and forecast of the concern day is done on 
their basis. 
 
4.2 Regression Based Approach 

 
The term "regression" was used in the nineteenth 
century to describe a biological phenomenon, 
namely that the progeny of exceptional 
individuals tend on average to be less 
exceptional than their parents and more like their 
more distant ancestors.  

Linear regression is a technique which examines 
the dependent variable to specified independent. 
The independent variables are firstly considered 
because changes occur in them unfortunately. In 
energy forecasting, the dependent variable is 
usually demand or price of the electricity 
because it depends on production which on the 
other hand depends on the independent variables. 
Independent variables are usually weather 
related, such as temperature, humidity or wind 
speed. Slope coefficients measure the sensitivity 
of the dependent variable that how they changes 
with the independent variable. Also, by 
measuring how significant each independent 
variable has historically been in its relation to the 
dependent variable. The future value of the 
dependent variable can be estimated. Essentially, 
regression analysis attempts to measure the 
degree of correlation between the dependent and 
independent variables, thereby establishing the 
latter’s predicted values[3]. 
 
Regression is the one of most widely used 
statistical techniques. For electric load 
forecasting, regression methods are usually used 
to model the relationship of load consumption 
and other factors such as weather, day type, and 
customer class. There are several regression 
models for the next day peak forecasting. Their 
models contain deterministic influences such as 
holidays, random variables influences such as 
average loads, and exogenous influences such as 
weather. 
 
4.3 Time Series Analysis 

 

Time series forecasting is based on the idea that  

reliable predictions can be achieved by modeling 
patterns in a time series plot, and then 
extrapolating those patterns to the future. Using 
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historical data as input, time series analysis fits a 
model according to seasonality and trend. 

Time series models can be accurate in some 
situations, but are especially complex and require 
large amounts of historical data. Additionally, 
careful efforts must made to ensure an accurate 
time line through out data collection filtering 
modeling and recall processes. Time series 
analysis widely used in the martial management 
for forecasting of customer demand for goods 
services. Time series approaches are not widely 
used for energy industry forecasting. Because 
they typically do not take into account other key 
factor, such as weather forecasts [3]. 

Time series have been used for longtime in such 
fields as economics, digital signal processing, as 
well as electric load forecasting. In particular, 
ARMA (autoregressive moving average), 
ARIMA (autoregressive integrated moving 
average), ARMAX (autoregressive moving 
average with exogenous variables), and 
ARIMAX (autoregressive integrated moving 
average with exogenous variables) are the most 
used classical time series methods.  

ARMA models are usually used for stationary 
processes while ARIMA is an extension of 
ARMA for non-stationary processes. ARMA and 
ARIMA use the time and load as the only input 
parameters. Since load generally depends on the 
weather and time of the day, ARIMAX is the 
most natural tool for load forecasting among the 
classical time series models. 
 
4.4 Artificial Neural Networks 

 
Artificial Neural Networks are still at very early 
stage electronic models based on the neural 
structure of the brain. We know that the brain 
basically learns from the experience. The 
biological inspired methods are thought to be the 
major advancement in the computational 
industry. In a neural network, the basic 
processing element is the neuron. These neurons 
get input from some source, combine them, 
perform all necessary operations and put the final 
results on the output. Artificial neural networks 
are developed since mid-1980 and extensively 
applied. They have very successful applications 
in pattern recognition and many other problems. 

Forecasting is based on the pattern observed 

from the past event and estimates the values for 
the future. ANN is well suited to forecasting for 
two reasons. First, it has been demonstrated that 
ANN are able to approximate numerically any 
continuous function to be desired accuracy. In 
this case the ANN is seen as multivariate, 
nonlinear and nonparametric methods. Secondly, 
ANNs are date-driven methods, in the sense that 
it is not necessary for the researcher to use 
tentative modals and then estimate their 
parameters. ANNs are able to automatically map 
the relationship between input and output, they 
learn this relationship and store this learning into 
their  parameters [3]. 
 
The first way is by repeatedly forecasting one 
hourly load at a time. The second way is by 
using a system with 24 NNs in parallel, one for 
each hour of the day. Estimating a model that fits 
the data so well that it ends by including some of 
In Multi Layer Perceptron(MLP) structure of 
neural network, the most commonly training 
algorithm use is the back propagation algorithm. 
These algorithms are iterative; some criteria 
must be defined to stop the iterations. For this 
either training is stopped after a fixed number of 
iterations or after the error decreased below some 
specified tolerance. This criterion is not 
adequate, this insure that the model fits closely 
to the training data but does not guarantee of 
good performance they may lead to over-fitting 
of the model. "Over-fitting" means the error 
randomness in its structure, and then produces 
poor forecasts. MLPs model is over-trained or 
because it is too complex. One way to avoid 
overtraining is by using cross-validation. The 
sample set is split into a training set and a 
validation set. The neural network parameters are 
estimated on the training set, and the 
performance of the model is tested, every few 
iterations, on the validation set. When this 
performance starts to deteriorate (which means 
the neural network is over-fitting the training 
data), the iterations are stopped, and the last set 
of parameters to be computed is used to produce 
the forecasts. Nowadays, other than MLPs to 
avoid the problems of over-fitting and over-
parameterization, the ANNs architectures used 
for prediction of electrical load are Functional 
Link Network (FLN) model [1]. 
To use the ANN in electric load forecast 
problems, distribution engineers should decide 
upon a number of basic variables, these variables 
include: 
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• Input variable to the ANN (load, 
temperature…etc)  

• Number of classes (weekday, weekend, 
season…etc)  

• What to forecast: hourly loads, next day 
peak load, next day total load …etc  

• Neural network structure (Feedforward, 
number of hidden layer, number of 
neuron        in the hidden layer…etc)  

• Training method and stopping criterion  

• Activation functions  

• Size of the training data  

• Size of the test data  

 

4.5 Expert Systems  
 

Expert systems are new techniques that have 
come out as a result of advances in the field of 
artificial intelligence (AI) in the last two 
decades. An expert system is a computer 
program, which has the ability to act as an 
expert. This means this computer program can 
reason, explain, and have its knowledge base 
expanded as new information becomes available 
to it.  

The load forecast model is built using the 
knowledge about the load forecast domain from 
an expert in the field. The "Knowledge 
Engineer" extracts this knowledge from load 
forecast (domain) expert which is called the 
acquisition module component of the expert 
system. This knowledge is represented as facts 
and rules by using the first predicate logic to 
represent the facts and IF-THEN production 
rules. This representation is built in what is 
called the knowledge base component of the 
expert system. The search for solution or 
reasoning about the conclusion drawn by the 
expert system is performed by the "Inference 
Engine" component of the expert system. For 
any expert system it has to have the capability to 
trace its reasoning if asked by the user. This 

facility is built through an explanatory interface 
component.  

An example demonstrating this approach is the 
rule-based algorithm which is based on the work 
of two scientists Rahman and Baba. This 
algorithm consists of functions that have been 
developed for the load forecast model based on 
the logical and syntactical relationship between 
the weather and prevailing daily load shapes in 
the form of rules in a rule-base. The rule-base 
developed consists of the set of relationships 
between the changes in the system load and 
changes in natural and forced condition factors 
that affect the use of electricity. The extraction of 
these rules was done off-line, and was dependent 
on the operator experience and observations by 
the authors in most cases. Statistical packages 
were used to support or reject some of the 
possible relationships that have been observed 

The rule-base consisted of all rules taking the IF-
THEN form and mathematical expressions. This 
rule-base is used daily to generate the forecasts. 
Some of the rules do not change over time, some 
change very slowly while others change 
continuously and hence are to be updated from 
time to time [4]. 

4.6 Fuzzy Logic 
 

Fuzzy logic based on the usual Boolean logic 
which is used for digital circuit design. In 
Boolean logic, the input may be the truth value 
in the form of “0” and “1”. In case of fuzzy 
logic, the input is related to the comparison 
based on qualities. For example, we can say that 
a transformer load may be “low” and “high”. 
Fuzzy logic allows us to deduce outputs form 
inputs logically. In this sense, the fuzzy facilitate 
for mapping between inputs and outputs like 
curve fitting [16]. 

The advantage of fuzzy logic is that there is no 
need of mathematical models for mapping 
between inputs and outputs and also there is no 
need of precise or even noise free inputs. Based 
on the general rules, properly designed fuzzy 
logic systems are very strong for the electrical 
load forecasting. There are many situations 
where we require the precise outputs. After the 
whole processing is done using the fuzzy logic, 
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the “defuzzification” is done to get the precise 
outputs.  

We know that power system load is influenced 
by many load factors such weather, economic 
and social activities and different load 
components. By the analysis of historical load 
data it is not easy to make the accurate forecast. 
The use of these intelligent methods like fuzzy 
logic and expert systems provide advantage on 
other conventional methods. The numerical 
aspects and uncertainties are suitable for the 
fuzzy methodologies[5]. 

4.7 Support Vector Machines 
 

Support Vector Machines (SVM) are the most 
powerful and very recent techniques for the 
solution of classification and regression 
problems. This approach was come to known 
from the work of Vapnik’s, his statistical 
learning theory. Other from the neural network 
and other intelligent systems, which try to define 
the complex functions of the inputs, support 
vector machines use the nonlinear mapping of 
the data in to high dimensional features by using 
the kernel functions mostly. In support vector 
machines, we use simple linear functions to 
create linear decision boundaries in the new 
space. In the case of neural network, the problem 
is in the choosing of architecture and in the case 
of support vector machine, problems occurs in 
choosing a suitable kernel. 

Mohandes applied a method of support vector 
machines for short-term electrical load 
forecasting. He compares its method 
performance with the autoregressive method. 
The results indicate that SVMs compare 
favorably against the autoregressive method. 
Chen also proposed a SVM model to predict 
daily load demand of a month. Lots of methods 
are used in support vector machines [3]. 

 

5.0 MEDIUM AND LONG-TERM 
LOAD FORECASTING 
METHODS 

These models are useful for medium and long 
term forecasting. The three types of electricity 
demand forecasting methods are: 

1. Trend Analysis 

2. End Use Analysis 

3. Econometrics 

Each of the three forecasting methods uses a 
different approach to determine electricity 
demand during a specific year in a particular 
place. Each forecasting method is distinctive in 
its handling of the four basic forecast 
ingredients: 

1. The mathematical expressions of the 
relationship between electricity demand 
and the factors which influence or affect 
it - the function 

2. The factors which actually influence 
electricity demand (population, income, 
prices, etc.) - the independent variables 

3. Electricity demand itself - the 
dependent variable 

4. How much electricity demand changes 
in response to population, income, 
price, etc., changes- the elasticities? 

The only way to determine the accuracy of any 
load forecast is to wait until the forecast year has 
ended and then compare the actual load to the 
forecast load. Even though the whole idea of 
forecasts is accuracy, nothing was said in the 
comparison of the three forecasting methods 
about which method produces the most accurate 
forecasts. The only thing certain shut any long-
range forecast is that it can never be absolutely 
precise. Forecasting accuracy depends on the 
quality and quantity of the historical data used, 
the validity of the forecasters basic assumptions, 
and the accuracy of the forecasts of the demand-
influencing factors (population, income, price, 
etc.). None of these is ever perfect. 
Consequently, regional load forecasts are 
reviewed some are revised yearly. Even so, there 
is simply electricity demand will be exactly as 
forecast, no is used or who makes the forecast. 
Continually, and no assurance that matter what 
method is used or who makes the forecast [3]. 

5.1 Trend Analysis 
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Trend analysis (trending) extends past growth 
rates of electricity demand into the future, using 
techniques that range from hand-drawn straight 
lines to complex computer-produced curves. 
These extensions constitute the forecast. Trend 
analysis focuses on past changes or movements 
in electricity demand and uses them to predict 
future changes in electricity demand. Usually, 
there is not much explanation of why demand 
acts as it does, in the past or in the future. 
Trending is frequently modified by informed 
judgment, wherein utility forecasters modify 
their forecasts based on their knowledge of 
future developments which might make future 
electricity demand behave differently than it has 
in the past. 

The advantage of trend analysis is that it is 
simple, quick and inexpensive to perform. It is 
useful when there is not enough data to use more 
sophisticated methods or when time and funding 
do not allow for a more elaborate approach. 

The disadvantage of a trend forecast is that it 
produces only one result - future electricity 
demand. It does not help analyze why electricity 
demand behaves the way it does, and it provides 
no means to accurately measure how changes in 
energy prices or government policies (for 
instance) influence electricity demand. Because 
the assumptions used to make the forecast 
(informed judgments) are usually not spelled out, 
there is often no way to measure the impact of a 
change in one of the assumptions. Another 
shortcoming of trend analysis is that it relies on 
past patterns of electricity demand to project 
future patterns of electricity demand. This 
simplified view of electrical energy could lead to 
inaccurate forecasts in times of change, 
especially when new concepts such as 
conservation and load management must be 
included in the analysis [3]. 

 

5.2 End Use Analysis 

The basic idea of end-use analysis is that the 
demand for electricity depends on what it is used 
for (the end-use). For instance, by studying 
historical data to find out how much electricity is 
used for individual electrical appliances in 
homes, then multiplying that number by the 
projected number of appliances in each home 

and multiplying again by the projected number 
of homes, an estimate of how much electricity 
will be needed to run all household appliances in 
a geographical area during any particular year in 
the future can be determined. Using similar 
techniques for electricity used in business and 
industry, and then adding up the totals for 
residential, commercial, and industrial sectors, a 
total forecast of electricity demand can be 
derived. The advantages of end-use analysis is 
that it identifies exactly where electricity goes, 
how much is used for each purpose, and the 
potential for additional conservation for each 
end-use. End-use analysis provides specific 
information on how energy requirements can be 
reduced over time from conservation measures 
such as improved insulation levels, increased use 
of storm windows, building code changes, or 
improved appliance efficiencies. An end-use 
model also breaks down electricity into 
residential, commercial and industrial demands. 
Such a model can be used to forecast load 
changes caused by changes within one sector 
(residential, for example) and load changes 
resulting indirectly from changes in the other 
two sectors. Commercial sector end-use models 
currently being developed have the capability of 
making energy demand forecasts by end-uses as 
specific as type of business and type of building. 
This is a major improvement over projecting 
only sector-wide energy consumption and using 
economic and demographic data for large 
geographical areas [1]. 

The disadvantage of end-use analysis is that 
most end-use models assume a constant 
relationship between electricity and end-use 
(electricity per appliance, or electricity used per 
dollar of industrial output). This might hold true 
over a few years, but over a 10-or 20-year 
period, energy savings technology or energy 
prices will undoubtedly change, and the 
relationships will not remain constant. End-use 
analysis also requires extensive data, since all 
relationships between electric load and all the 
many end-uses must be calculated as precisely as 
possible. Data on the existing stock of energy-
consuming capital (buildings, machinery, etc.) in 
many cases is very limited. Also, if the data 
needed for end-use analysis is not current, it may 
not accurately reflect either present or future 
conditions, and this can affect the accuracy of the 
forecast. Finally, end-use analysis, without an 
econometric component that is explained above, 
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does not take price changes (elasticity of 
demand) in electricity or other competing fuels 
into consideration. 

Ideally this approach is very accurate. However, 
it is sensitive to the amount and quality of end-
use data. For example, in this method the 
distribution of equipment age is important for 
particular types of appliances. End-use forecast 
requires less historical data but more information 
about customers and their equipment [1]. 

5.3        Econometric  

Econometrics uses economics, mathematics, and 
statistics to forecast electricity demand. 
Econometrics is a combination of trend analysis 
and end-use analysis, but it does not make the 
trend-analyst’s assumption that future electricity 
demand can be projected based on past demand. 
Moreover, unlike many end-use models, 
econometrics can allow for variations in the 
relationship between electricity input and end-
use. 

Econometrics uses complex mathematical 
equations to show past relationships between 
electricity demand and the factors which 
influence that demand. For instance, an equation 
can show how electricity demand in the past 
reacted to population growth, price changes, etc. 
For each influencing factor, the equation can 
show whether the factor caused an increase or 
decrease in electricity demand, as well as the size 
(in percent) of the increase or decrease. For price 
changes, the equation can also show how long it 
took consumers to respond to the changes. The 
equation is then tested and fine tuned to make 
sure that it is as reliable a representation as 
possible of the past relationships. Once this is 
done, projected values of demand-influencing 
factors (population, income, prices) are put into 
the equation to make the forecast. A similar 
procedure is followed for all of the equations in 
the model. 

The advantages of econometrics are that it 
provides detailed information on future levels of 
electricity demand, why future electricity 
demand increases or decreases, and how 
electricity demand is affected by various factors. 
In addition, it provides separate load forecasts 
for residential, commercial, and industrial 
sectors. Because the econometric model is 

defined in terms of a multitude of factors (policy 
factors, price factors, end-use factors), it is 
flexible and useful for analyzing load growth 
under different scenarios. 

A disadvantage of econometric forecasting is 
that in order for an econometric forecast to be 
accurate, the changes in electricity demand 
caused by changes in the factors influencing that 
demand must remain the same in the forecast 
period as in the past. This assumption (which is 
called constant elasticities) may be hard to 
justify, especially where very large electricity 
price changes (as opposed to small, gradual 
changes) make consumers more sensitive to 
electricity prices [3]. 

Also, the econometric load forecast can only be 
as accurate as the forecasts of factors which 
influence demand. Because the future is not 
known, projections of very important demand-
influencing factors such as electricity, natural 
gas, or oil prices over a 10- or 20-year period 
are, at best, educated guesses. Finally) many of 
the demand-influencing factors which may be 
treated and projected individually in the 
mathematical equations could actually depend on 
each other, and it is difficult to determine the 
nature of these interrelationships. For example, 
higher industrial electricity rates may decrease 
industrial employment, and projecting both of 
them to increase at the same time may be 
incorrect. A model which treats projected 
industrial electricity rates and industrial 
employment separately would not show this fact. 

Econometric models work best when forecasting 
at national, regional, or state levels. For smaller 
geographical areas, meeting the model can be a 
problem. This is oddly shaped service areas for 
which there demographic data. 

6.0 COMPARISON OF 
ELECTRICAL LOAD 
FORECASTING 
TECHNIQUES 

In the previous discussion we focus on electrical 
load forecasting techniques, most forecasting 
methods use statistical techniques or artificial 
intelligence algorithms such as regression, neural 
networks, fuzzy logic, and expert systems. Two 
of the methods named trend analysis, end-use 
and econometric approach are broadly used for 
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medium- and long-term forecasting. A variety of 
methods, which include the similar day 
approach, various regression models, time series, 
neural networks, statistical learning algorithms, 
fuzzy logic, and expert systems, have been 
developed for short-term forecasting. 

The method for short-term forecasting are 
similar day approach, various regression models, 
time series, neural networks, statistical learning 
algorithms, fuzzy logic, and expert systems. 
Similar day approach is based on searching 
historical data of days of one, two or three years 
having the similar characteristics to the day of 
forecast.  Regression is the one of most widely 
used statistical techniques. For electric load 
forecasting, regression methods are usually used 
to model the relationship of load consumption 
and other factors such as weather, day type, and 
customer class. There are several regression 
models for the next day peak forecasting. Their 
models contain deterministic influences such as 
holidays, random variables influences such as 
average loads, and exogenous influences such as 
weather. Time series is a very popular approach 
for the electrical load forecasting. Two important 
models of time series are ARMA and ARIMA. 
ARMA and ARIMA use the time and load as the 
only input parameters. Since load generally 
depends on the weather and time of the day, 
ARIMAX is the most natural tool for load 
forecasting among the classical time series 
models [2]. 

The other methods are based on Artificial 
intelligence, they are called Intelligent Systems. 
In Artificial Neural Network, forecasting is 
based on the pattern observed from the past 
event and estimates the values for the future. 
ANN is well suited to forecasting for two 
reasons. First, it has been demonstrated that 
ANN are able to approximate numerically any 
continuous function to be desired accuracy. In 
this case the ANN is seen as multivariate, 
nonlinear and nonparametric methods. Secondly, 
ANNs are date-driven methods, in the sense that 
it is not necessary for the researcher to use 
tentative modals and then estimate their 
parameters. ANNs are able to automatically map 
the relationship between input and output, they 
learn this relationship and store this learning into 
their parameters. An Expert System is a 
computer program, which has the ability to act as 
an expert. This means this computer program can 

reason, explain, and have its knowledge base 
expanded as new information becomes available 
to it. The load forecast model is built using the 
knowledge about the load forecast domain from 
an expert in the field. This knowledge is 
represented as facts and rules by using the first 
predicate logic to represent the facts and IF-
THEN production rules. This representation is 
built in what is called the knowledge base 
component of the expert system. The search for 
solution or reasoning about the conclusion drawn 
by the expert system is performed by the 
"Inference Engine" component of the expert 
system. For any expert system it has to have the 
capability to trace its reasoning if asked by the 
user. This facility is built through an explanatory 
interface component. Fuzzy logic based on the 
usual Boolean logic which is used for digital 
circuit design. In case of fuzzy logic, the input is 
related to the comparison based on qualities. The 
advantage of fuzzy logic is that there is no need 
of mathematical models for mapping between 
inputs and outputs and also there is no need of 
precise or even noise free inputs. Based on the 
general rules, properly designed fuzzy logic 
systems are very strong for the electrical load 
forecasting. 

The methods for long- and medium-term 
forecasting are trend analysis, end-use and 
econometric approach. The advantage of trend 
analysis is that it is quick, simple and 
inexpensive to perform and does not require 
much previous data. The basic idea of the end-
use analysis is that the demand for electricity 
depends what it use for (the end-use). The 
advantages of end-use analysis is that it 
identifies exactly where electricity goes, how 
much is used for each purpose, and the potential 
for additional conservation for each end-use. The 
disadvantage of end-use analysis is that most 
end-use models assume a constant relationship 
between electricity and end-use (electricity per 
appliance, or electricity used per dollar of 
industrial output). This might hold true over a 
few years, but over a 10-or 20-year period, 
energy savings technology or energy prices will 
undoubtedly change, and the relationships will 
not remain constant. The advantages of 
econometrics are that it provides detailed 
information on future levels of electricity 
demand, why future electricity demand increases 
or decreases, and how electricity demand is 
affected by various factors. A disadvantage of 
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econometric forecasting is that in order for an 
econometric forecast to be accurate, the changes 
in electricity demand caused by changes in the 
factors influencing that demand must remain the 
same in the forecast period as in the past [5]. 

7.0 CONCLUSION 

Modern load forecasting techniques, such as 
expert systems, Artificial Neural Networks 
(ANN), fuzzy logic, wavelets, have been 
developed recently, showing encouraging results. 
Among them, ANN methods are particularly 
attractive, as they have the ability to handle the 
nonlinear relationships between load and the 
factors affecting it directly from historical data. 

 The trend analysis, end-use modeling and 
econometric modeling are the most often used 
methods for medium- and long-term load 
forecasting. Trend analysis (trending) extends 
past growth rates of electricity demand into the 
future, using techniques that range from hand-
drawn straight lines to complex computer-
produced curves. Descriptions of appliances used 
by customers, the sizes of the houses, the age of 
equipment, technology changes, customer 
behavior, and population dynamics are usually 
included in the statistical and simulation models 
based on the so-called end-use approach. In 
addition, economic factors such as per capita 
incomes, employment levels, and electricity 
prices are included in econometric models. These 
models are often used in combination with the 
end-use approach. Long-term forecasts include 
the forecasts on the population changes, 
economic development, industrial construction, 
and technology development. 
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A New Approach to Encoding and Hiding 
Information in an Image 

 
 

 
 

 
 
 
 
 
Abstract 

The information age brings some unique 
challenges to society. New technology and new 
applications bring new threats and force us to invent 
new protection mechanisms. So every few years, 
computer security needs to reinvent itself. In this 
paper we propose a new image encoding system 
utilizing fractal theories; this approach exploits the 
main feature of fractals generated by IFS techniques. 
Two levels of encryption and decryption methods 
performed to enhance the security of the system, this 
is based on the fact that all fractal functions use real 
number to ensure satisfaction of contraction property. 
If the cryptosystem parameters are based on  real  
numbers (a continuous infinite interval) then the 
search space is massive. Hence, many well known 
attacks fail to solve the nonlinear systems and find the 
imprecise secret key parameter from the given public 
one. Even if it is theoretically possible, it is 
computationally not feasible. The encrypted date 
represents the attractor generated by the IFS 
transformation, Collage theorem is used to find the 
IFS for decrypting data. The proposed method gives 
the possibility to hide maximum amount of data in an 
image that represent the attractor of the IFS without 
degrading its quality. 
Also to make the hidden data robust enough to 
withstand known cryptographic attacks and image 
processing techniques which do not change the 
appearance of image. The security level is high 
because the jointly coded  images cannot be correctly 
reconstructed without all the required information. 

 
Keywords: Image processing , Hiding, Fractal Image 
Compression, Quadtree, Steganography 

 
 

1.0 Introduction 
Cryptography is the study of mathematical and 
computational techniques related to aspects of 
information security. It is a method of 
transferring private information and data through  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
open network communication, so only the 
receiver who has the secret key can read the 
encrypted messages which might be documents, 
phone conversations, images or other form of 
data. Modern telecommunication networks, and  
especially the internet and mobile-phone 
networks, have tremendously extended the limits 
and possibilities of communications and 
information transmissions. Associated with this 
rapid development, there is a growing demand of 
cryptographic techniques, which has spurred a 
great deal of intensive research activities in the 
study of cryptography. To implement privacy 
simply by encrypting the information intended to 
remain secret can be achieved by using methods 
of cryptography. The information must be 
scrambled, so that other users will not be able to 
access the actual information. For example, in a 
multi-users system, each user may keep his 
privacy intact via her/his own password. On 
internet, a large number of internet users use 
internet application, such as business, research, 
learning, etc. These activities are very important 
for the users, application; hence, the importance 
of using cryptography has been highlighted to 
help them keep the privacy [1].   

 
Since 1990s, many researchers have 

noticed that there exists an interesting 
relationship between chaos, fractal and 
cryptography. Dynamical systems theory is 
closely related to fractal geometry. One can 
show that fractals attractors of iterated function 
systems in particular have a naturally associated 
dynamical system which is chaotic. Fractals are 
attractors of dynamical systems; the place where 
chaotic dynamics occur. Many properties of 
chaotic systems have their corresponding counter 
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parts in traditional cryptosystems; they are 
characterized by sensitive dependence on initial 
conditions, similarity to random behavior, and 
continuous broad-band power spectrum. The 
suggested guidelines address three main issues: 
implementation, key management, and security 
analysis, aiming at assisting designers of new 
cryptosystems to present their work in a more 
systematic and rigorous way to fulfill some basic 
cryptographic requirements. In recent years, a 
large amount of work on chaos-based 
cryptosystems has been published. Much work 
has been done by incorporating chaotic maps 
into the design of symmetric and asymmetric 
encryption scheme. In 2003, Kocarev and Tasev 
proposed a public key encryption algorithm 
based on chebyshev chaotic maps, and after that 
many works that proposed a new key agreement 
protocol based on chaotic maps are developed. 
Also some works for incorporating of fractal 
functions into the design of symmetric and 
asymmetric encryption schemes using the similar 
mechanism have been proposed in [2]. 

 
 The use of fractal have advantage 

since; only few parameter would have to be 
stored, and this kind of key is very robust to 
attacks for these two reasons; if the attacker 
managed to obtain parts of the key (or almost the 
entire key), but a small digit is missing or is 
incorrect, the fractal image is changed 
dramatically. In this  case the attacker has no 
way to extrapolate the rest of the key. The 
second reason, the brute force attack will not 
work since a fractal key is time consuming to 
generate especially at high zoon levels. Fractal 
geometry and, in particular, the theory of fractal 
functions, has evolved beyond its mathematical 
framework and has become a powerful and 
useful tool in the applied sciences as well as 
engineering. The realm of applications includes 
structural mechanics, physics and chemistry, 
signal processing and decoding, and 
cryptography. The reason for this variety of 
applications lies in the underlying complicated 
mathematical structure of fractal functions, 
specifically their recursive construction. For 
certain problems they provide better 
approximants than their classical non-recursive 
counterparts[3]. 

 
2.0 The Proposed  Encoding and 
Hiding System 

The main objects of the proposed 
system contain two stage, firstly by 

cryptography(encryption) the information 
massage by using new approach in cryptography 
based on iterated function system(IFS), secondly 
by hiding the encryption information by using 
proposed technique based on fractal image 
compression. 

 
2.1 Proposed Approaches(Cryptography 

Units) 
          There are many types of cryptography 
in which there are “double enciphering” and 
“double deciphering” processes that make the 
codes more difficult to crack and to analyses. 
The proposed approach for enciphering and 
deciphering apply two level method for each, for 
enciphering, firstly, one, by arranging the 
resulting code in a chosen manor of affine IFS 
transformation, and the resulting enciphering 
code is the attractor of the IFS system, secondly 
by hiding the enciphering text in an image by 
using Fractal Image Compression. 

 
Theorem 
     β(X)=AX+b could be used as a secret key to 
encipher p messages of length m at a time in n-
letter alphabet if and only if GCD(D, nm)=1. 
 
Proof:- 

 If B is secret key then B is one to one 
map from Zt to Zt where t= nm and hence onto 
and so invertible. 
Thus GCD(D, nm)=1. Conversely if GCD(D, 
nm)=1, then A is invertible and hence β is one to 
one. 
     
 The sender arranges each unit of length m in 
entries with value one in the affine IFS 
transformation. The elements of the B maps are 
constructed from (Cij/nm) where Cij=p1nm+p2nm-

1+…+pm. 
 

2.1.1 Affine IFS maps 
An IFS is a standard way to model natural 

objects. The intuitive key for deriving IFS that 
models any given object is self-tiling 
(similarity). One can always view an object as 
the union of several an objects. Let the sub-
objects be actually scaled-down copies of the 
original object. Each of these subjects is called a 
tile. In particular, each sub-object is obtained by 
applying an affine transformation to the entire 
object[4]. 

Now consider the original object with two 
or more affine transformed copies of itself. The 
tiling scheme should completely cover the 
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object, even if this necessitates overlapping the 
tiles. Each transformation used to “create” a tile 
corresponds exactly to one map in the IFS. In 
order to create an IFS, one first specifies a finite 
set of contractive affine transformations {bi; i 
=1,…, n} in R2. In general, a contractive affine 
transformation β in R2 is of the form: β(X) = AX 
+ b, which could be used as a secret key to 
produce an enciphering code. There are different 
possibilities to arrange element in IFS invertible 
maps, therefore, for abbreviation, binary 
sequences of 0’s and 1’s used to represent all 
possibilities for element arranging in the bi 
maps, as follows: 
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All the above orders are for linear affine 
transformation. Now for non-linearity order each 
one of the above maps is extended to three forms 
by adding the translation part b. For example, for 
β=111000, we have: 
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2.1.2 The Implementation 
    Conversion of the plain-text message to the 
unreadable format is known as enciphering of the 
message. Similarly, conversion of the enciphered 
message back to the human readable form 

through the reversal of the encryption algorithm 
is known as deciphering of the message. 

 
2.1.3 Encryption method  
     Let's assume that there are two parties( sender 
and receiver) in two far places that need to 
communicate secretly in a way that a third 
person (intruder) won't figure or recognize that 
they are exchanging information between them. 
However, the alphabetic, the classical encryption 
method and the order of the affine IFS maps 
must be agreed upon between sender and 
receiver. 

 
2.1.4 Enciphering algorithm 
 In this algorithm an alphabet of n = 29 character 

is      chosen: 
• The message characters are given a numbers as 

it appear in Table(1), show the length of the 
message. 

• Divide the message of length l into units of 
length m = 3, represented by pipi+1pi+2 

• Calculate the numeric value of each unit using 
the polynomial   C = pi n2+pi+1n+pi+2, or 
matrices operation to perform first level of 
the proposed  method. 

• The contraction factor used is r = 1/nm  
• The elements of the chosen affine IFS 

transformations βi are calculated by β i = 
r*C. 

    Notice that B = {β1, β2,… β i} called a 
(hyperbolic) IFS. 

• The attractor A is generated using Random 
Iterated Algorithm[1]. 

• The enciphering code is the picture represents 
the Attractor A. 

 
Algorithm (1) Image generation with random IFS 

 
 

      Table (1): English alphabet used for encryption 

(1)  Initialize x=0, y=0 (Starting point). 
(2)  Choose arbitrary k  to be one of the 
      numbers 1 , 2, 3 , . . . .n , with probability pk . 
(3)  Apply the transformation wk on the 
      point (x, y) to obtain the point (x', y'). 
(4)  Plot the point (x', y'). 
(5)  Set x = x' and y = y'. 
(6)  Goto step 2. 
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2.1.5 Decryption Algorithm 
 
• Upon the receipt of the attractor (picture) A, 

the receiver retrieves B using “Inverse 
Problems” techniques. Let A denote the 
image we want to encode. Let also Ar denote 
a partition of A in nxn blocks referred to as 
Range blocks (Rb). Similarly, Ad will denote 
another partition of A, this time in 2nx2n 
blocks or Domain blocks (Db) in steps of nxn 
pixels.     

• The goal of the encoding algorithm is to 
establish a relationship between Ar and Ad in 
such a way that any Rb can be expressed as a 
set of transformations to be applied on a 
particular Db. The receiver then modifies the 
entries of the retrieved IFS system B to get β i 
as they agreed on. 

• By multiplying each entry in the affine IFS 
map by nm and rounding them to the nearest 
integer we  perform the first level of 
decrypting method. 

• Finally Apply some algebraic calculation to 
find p1,p2,p3 in each cipher unit, as follows. 

p1=int(C/n2),  R= C mod n2 
,p2=int(R/n) ,p3=R mod n 

 
 
Example: To encrypt the message, "We must 
be good in cipher system.", the sender and the 
receiver agreed on an alphabet mentioned in 
Table 1. The message is divided into units of 
three characters and used as inputs to the affine 
transformations after applying the polynomial C 
= pi n2+pi+1n+pi+2, the enciphering code is 
shown in Table (2). If the affine mappings, 
111001, 101110, 111000, 100111 are chosen, 
then the IFS are constructed as follows: 
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       Table (2): Message units and their enciphering code 

 
 
 
2.2 The Proposed Hiding System(hiding 
Units) 

Figure (1) describes the proposed 
system starting with loading cover image, then 
performing the quad-tree partition and then 
hiding module by starting search process for 
similarity between the image blocks (range 
blocks and domain blocks) and embedding the 
secret message in the   scaling and offset values 
of the blocks. The output of this stage is a data 
file of stego-image which is sent from a sender to 
a recipient. When the recipient receives the data 
file of the stego-image, the process of extraction 
could be applied to obtain the secret message 
with an approximate or the reconstructed image. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

English letters with integer values 

A=0  B=1  C=2 D=3 

E=4  F=5  G=6 H=7 

I=8  J=9  K=10 L=11 

M=12  N=13  O=14 P=15 

Q=16  R=17  S=18 T=19 

U=20  V=21  W=22 X=23 

Y=24  Z=25  $=26 .=27      ?=28        

Message 
units 

Value Message 
units 

Value 

We$ 18644 $ci 21932 

Mus 10960 phe 12822 

T$b 16734 R$s 15068 

E$g 4124 yst 20725 

ood 12183 Em. 3739 

$in 22111 - - 

  

Image Partition 

Cover Image 

Embeding Secret 
Message 

Fractal Encoding 

EncodingData File of the 
Stego-image 

 
Input 
Text  

 

Encoding Text by New 
approcah(IFS) 
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Figure (1): Embedding information unit 
 

 
 
 

The extraction stage  illustrated in figure (2) 
starts by loading the file of the stegoimage and 
extracting the hidden information that received 
with fractal decoding side by side. Fractal 
decoding starts by setting all the domains to 
arbitrary shapes, it goes then into loop. The first 
iteration applies the transformation to domains 
that all are black. This creates range that may 
already after this single iteration, slightly 
resembles the original ranges. With recreating 
every block of the ranges the hidden characters 
will be extracted and the receiver will receive the 
secret message.    
 
 

 

Reconstructed Image and the 
Secret Message 

 

 File of the Stego-
image 

Fractal Decoding 

Information Extraction 

 
 
Figure (2): Information extraction unit 
 
2.2.1 Hiding Unit 

The structure of the hiding unit; mainly it 
consists of eight modules:  

• Loading cover image. 
• Colour separation. 
• Convert the image formula from RGB to 

YCbCr [5] 
   Y = (77/256) R + (150/256) G + (29/256) B 
   Cb = -(44/256) R – (87/256) G + (131/256) B + 128   
   Cr = (131/256) R – (110/256) G – (21/256) B +128 

• Partitioning the cover image by using 
Quad-tree colour image Partition 

• Down sampling. 
• Fractal encoding. 
• Embedding the secret message. 
• Stegoimage data file saving. 
 

2.2.2 Quad-tree Partition   

One of the most familiar partition 
techniques is the quadtree method, which 
subdivides a region of an image into four equal 
blocks when a given homogeneity criterion is not 
met by that region. It continues to divide each 
sub-division until the criteria is met or minimum 
block size is reached. Typically, an image is 
initially divided into a set of large blocks (their 
size equal to the maximum allowable block size). 
The variance is computed and compared to a 
threshold for each of these blocks. Any sub-
blocks created by failure of the homogeneity test 
undergo the same procedure. The subdivision 
will continue until a block either reaches a 
minimum size or it satisfies the homogeneity 
criterion. Each block test constitutes a node of 
the quadtree. A node for which no further 
subdivision is needed is called a leaf. The tree 
structure and accompanying encoding for each 
leaf node are stored or transmitted for later  

reconstruction. Figure (3) illustrates the 
quadtree partitioning procedure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Input 
RGB Image 

      Transform to the desired color model 

Cr-component 

Compute global mean and standard deviation  

 Set the partition control parameters; Smax, Smin, If, Ra  

1 

Cb-component Y-component 

Initialize LinkList record, LList (0). X=0: 
LList (0). Y=0, LList (0). Size=Width: LList 
(0). Next=-1 

 
 

Set I=0: Nolist=1 
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Figure (3): Illustrates the quadtree partitioning 
procedure 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Continuation of figure (3) 
 
 
 
 
 
 
2.2.3  Fractal Image Compression  

For more details about fractal image 
compression[ [6], [7], [8].    

 
2.2.4 Secret Message Embedding 
 For embedding the secret massage, a 
new method has proposed and in this a new 
method a huge number of characters can be 
embedded, beside the characters or the secret 
message there may not necessary be a text, it 
may consist of equation or numbers with another 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
language. After the IFS mapping is coming to 
the end of the last block and the parameter values 

Create new four LinkList records 
S=S/2 
LList (I). X=X: LList (I). Y=Y 
 LList (I). Siz=S: LList (I). Next=NoList 
 
LList (NoList). X=X+S: LList (NoList). Y=Y  
LList (NoList). Siz=S: LList (NoList). Next=NoList+1 
 
LList (NoList+1). X=X: LList (NoList+1). Y=Y+S  
LList (NoList+1). Siz=S: LList (NoList+1).  
Next=NoList+2 
 
LList (NoList+2). X=X+S: LList (NoList+2). Y=Y+S  
LList (NoList+2). Siz=S: LList (NoList). Next=J 
 

 
 
 
 
 
 
 
 

If 
S≤Smax 

≤  

 

         If 
      S≥ Smin 

I=LList (I). Next 
No 

   Yes 

Set X=LList (I). X: Y= LList (I). Y 
S= LList (I). Size: J= LList (I). Next 

 
 

    If 
   I = -1 

    Yes 

No 

   Yes 

Compute local mean and 
determine no. of  undesired 
points (NP) 

        If 
     NP /S > R 

No 

No 

   Yes 

Partitioning list for  
each color component 

1 

End 
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have been set, the process of embedding starts by 
reading the inputted secret message and  
 
 
converting it to its binary representation then 
store them in a new array separately[9]. 

 
Next, the secret message (SecData) characters 

are taken one by one and they are converted to 
its ASCII representation. The length of the secret 
message is limited to the number of blocks. As 
the number of blocks increase in tern more 
characters can be embed, in other words this 
embedding method depends upon the number of 
blocks. 
Length of secret message (SecData) = (No. of blocks ×2) -1              
 
Each character is embedded in the scaling value 
of the blocks by taking the integer part of the 
scaling using this equation   
V= IFS(I). Scl – Fix (IFS(I).Scl)                                               
 
Then taking the two digit of the fraction part (2 
digit after the decimal point) of the value and 
neglecting the other digits  
  IntFraction = fix( V×100)                                                           
Fraction =IntFraction ×0.01                                                      
Now the secret message will be added to the 
fraction value in order to occupy the 3rd, 4th and 
5th places after the decimal point without    
affecting the 1st and 2nd places of the original 
fraction. 
IFS(I). Scl = Fix(IFS(I).Scl) + Fraction +SecData(I) 

×0.00001    
The output is a set of scale and offset values 

that contain the secret massage (SecData) is the 
last stage in hiding unit 
 
2.2.5 Information Extraction Unit 
 
 Extraction units are arranged in a 
reverse order to the hiding unit. It consists of 
these stages as illustrates in figure (4)  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 Figure (4): Structure of extraction unit 
 
 
2.2.6 Information Extraction 

After the  data file (stego-image) has been 
loaded, the process of reconstructing SecData is 
applied to extract the array of embedded secret 
characters, which have been stored in the (IFS) 
coefficients (s, o) in a reverse way. This stage 
implies the following steps:  
1. Extract the two digit of the fraction part of the 
coefficient (s and o) with keeping the integer 
part.  
    V= IFS(I).scl – Fix (IFS(I).scl)   
    Vs = v ×1oo 
2. Convert the extracted data to byte 
      SecData(I) = CByte(( Vs – Fix(Vs)) ×1000 
3. Convert the bytes to string representation 
    recSecData =recSecData & CStr(Chr(SecData(I))) 
4. Display the secret message. 

 
3. System Implementation 

The goal of this system is encoding and 
embedding or hiding information (text, numbers, 
symbols or equations) in a cover-image (BMP 
format) after compressing the image to produce 
the stego-image as a data file. System 
implementation accepts six inputs in the 
embedding stage: 
1. Input Text to be Encoding and Hiding 
2. Encoding the text by using new IFS 
cryptography approach 
3. Loading the cover image (BMP. format) as the 
input file 
4.  Input control parameters 
5.  Quad-tree partitioning the colour component  
6. Domain generating 
7. Inputting the secret message for embedding 
8. Fractal encoding which include embedding.    
  

 
System implementation accepts one input in 

the extracting stage: 
1. Input the data file which contains the secret 
message beside image data array. 
2. Extracting the secret message and 
reconstructing the image in the same time. 
 
3.1  System Requirements 

The Microsoft Window XP has been used 
as an operation system and Visual Basic (VB6) 
as a programming language. 
 
3.2 System Steps 

Reconstructed Range Image and 
Display the Secret Message 

 
 

Load     Stego- 
image Data File 

Information 
Extraction 

Fractal 
Decoding 
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         The proposed system steps:- 
• Input Secret Message 
• Encoding Stage by using New IFS 

Cryptograph method. 
• Partitioning the Cover Image  
  After the cover-image has been chosen, 
control parameter will be entered to perform 
quad-tree partition for each colour component (R 
component, G component, B component) 
separately.  
 
•  Generating the Domain Image  
      Generating the domain image and domain 
pool is next to the partition step, the domain size 
taken is quarter the image size with overlapped 
blocks. 
 
      

 
 
     Figure (5): Domain image generating 

 
• Fractal Encoding 
       Searching for similarity is performed 
between the range and the domain blocks and the 
information is stored in an index, then the image 
(cover-image) information is stored as a structure 
array of data. 
  

 
 

Figure (6): Fractal encoded data 
 

 

• Fractal Decoding 
      The received data is a collection of data that 
represent the image with the secret message. The 
receiver will extract the embedded information 
(secret message) and then reconstruct the cover 
image. 
 
 

 
Figure (7): Secret message extraction and cover 
image reconstruction 
 

3.3 The Effect of Hiding Secret Message                                  
       The main objective of the proposed hiding 
scheme is to embed a secret message with a huge 
number of characters as possible with different 
languages and numbers without degrading the 
quality of the reconstructed cover image. So to 
evaluate the effect of the secret message 
embedding on the cover image, a set of tests is 
applied. Table (3) show the result of hiding 
different message process.  

 

Table(3) Hiding effect on Lena image 

Max=8, Min=4, StepSize=4, RRaR = 0.1, IRfR =0.3, PSNR1= Stegoimage 
fidelity,PSNR2= After extraction fidelity, PSNR3= Without embedding 

N0.char Type Time(sec) PSNR1 PSNR2 PSNR3 

9653 Engli
sh-
text 

100.78 31.056 31.056 31.064 

10283 Arab
ic-
text 

101.78 31.694 31.055 31.064 

11390 Mixe
d 

102.94 31.064
4 

31.064 31.064 
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Table (4) Testing the effect hiding on Baboon 
image 

Max=8, Min=4, StepSize=4, Ar = 0.1, Iƒ=0.3, PSNR1= 
Stegoimage fidelity, PSNR2= After extraction fidelity, PSNR3= 
Without embedding 

N0.char Type Time(sec) PSNR1 PSNR2 PSNR3 

9653 English-

text 

116.54 23.246 23.246 23.246 

10248 Arabic-

text 

117.85 23.246 23.246 23.246 

19950 Mixed 118.74 23.246 23.246 23.246 

 
 
4.0 Conclusions  

1. In this paper we have presented a new method 
to design a cryptographic system utilizing 
fractal theories. This approach employs two 
level methods, the firstly by using new 
approach fractal cryptography (encoding and 
decoding), and the secondly by hiding the 
encoding text by using proposed fractal 
image compression , which make the 
decoding more difficult, by embedding the 
attractor in a colored image using the LSB; 
and sending it to the recipient to decode the 
colored image and applying the key 
agreement to get back the message 
characters, by the collage method. This way 
to hide information is very useful cause even 
if the third party ( intruders), recognized that 
there is a difference in the received image, 
wont figure what its , whether a lose in the 
information or just a rubbish data. 

 
2. For embedding the secret massage, a new 

method has proposed and in this new method 
a huge number of characters can be 
embedded, beside the characters or the secret 
message there may not necessary be a text, it 
may consist of equation or numbers with 
another language.  

 
3. The proposed system does not affect the image 

quality; we can say it is not noticeable for 
human eyes. To prove this we show the 

cover-image and the stego –image to a team 
of 15 persons to take their opinion if there is 
any difference between the stego-image and 
the cover-image and their answer that there is 
no difference between both images. 
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   Figure (8) Flowchart of Embedding Process 
 

 
 
 
 
 
 
 

 

  

 

Original Lena 

image256×256 

Original Baboon 

image256×256 

Symbol Meaning 

IFS 
Iterated Function 
System 

2I  
The space of the 
image 

2σ  
The variance 

σE  
Dispersion threshold 

If Inclusion factor 

Np 
Number of undesired 
pixels 

R(x,y) Range block  

R(x,y) Domain block 

Ra Acceptance ratio 
o Offset 
S Scale 

Yes 

No 

Compute the length of SecData 

If 
SecData ≤No 

Blocks 

Convert SecData to ASCII 

Store SecData in IFS().Scale 

Save the Image Data End 

SecData 

Store SecData in both IFS().Scale & 
IFS().Offset 

Start 

Table(5): List of symbols Table(6): The Some of Tests mages 
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Abstract 

The location-based services (LBS) allow users on the go with 
access to geographic data from micro-laptops, tablet 
PCs, personal digital assistants (PDA). These services refer 
to technologies GPRS2 UMTS3 and can use data on the 
spatial location of GPS devices in map. This paper presents a 
platform dedicated to the Medina of Fez, which will be an 
addition to the Moroccan strategy of development of 
handicrafts and tourism, called 'Vision 2015 Craft' [1] and 
'Vision 2020 tourism'[2] which aims to raise Morocco among 
the 20 leading tourist destinations. The map used is of the 
Medina of Fez in SVG, with the language J2ME and J2EE 
technology. 

Keywords : Localisation Based Servic, GPS, J2EE, J2ME, 
SVG. 

1. INTRODUCTION 

The location-based services(LBS) has great potential in 
identifying points of interest to the location on a map 
as desktop applications or mobile. The design and 
implementation of these services target geolocation in 
combination with geographic information useful to 
provide relevant content to users on the site. 

The generalisation of the rich map geographic 
information in real time meets the needs of specific 
users [3]. 

This platform can provide the following services : 
information on archaeological sites and artisan of the 
Medina and other information as the query. 

This platform will be divided into client and server 
side. The client side of this software platform is 
developed on the basis of the following : SVG and 
JSR179 JSR226 based mobile for mapping, GPS 
and J2ME. The server side is developed by XML, 
J2EE, and MySQL. 

Fez is known worldwide for its long history, 
its historical heritage and crafts, culture, where she 
wowed millions of visitors in recent decades, tourism 
has continued to grow(almost 1 million visitors per 
year) has become an important economic factor. 

The extension of this type of technology to bring 
tourism benefits the local economy. 

The Medina (old city) of Fez was founded in the eighth 
century, it was the first site of the country declared 
world heritage by UNESCO in 1981. Its architecture 
is particularly rich; archaeological area and 
crafts, bazaars, mosques, madrasas, tombs and 
palaces .... 

This document is divided into four sections are 
organised as follows: the introduction, Section 2  
gives a brief explanation of LBS technology and its 
implementation in the Medina. Section 3 announces 
the location technique. Section 4 describes the 
techniques used, the final section detailing the 
architecture and functions available in the system and 
finally the conclusion. 

2. THE LOCATION BASED 

SERVICES (LBS) 

The location of a mobile agent is one of the important 
issues of modern mobile communication system. 

Location-based Services(LBS) are services to provide 
information stored in a database. This information can 
be created, compiled, selected, or filtered in the light 
of the current location of the mobile user. In 
each mobile currently the information delivery service 
has become indispensable. LBS allows us to find the 
geographical localisation of the mobile device is the 
GPS coordinates (latitude and longitude), and offer 
services based on this location information is the 
current place in the map. 

You can now have a mobile device presents the map 
data where the user will always be the center of the 
map and the new standards of data vectors will 
improve and streamline the transfer of map data to 
a mobile user. 

The development of mobile technology has had a 
significant impact on services and other human 
activities such as tourism-related activities. 
Understanding of market opportunities in tourism 
and the increased demand facing the mobile 
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business can make the technique of a localisation 
phenomenon of the day. 

Revenues from these services will grow about 25.5 
billion dollars in 2008 [4]. The basic idea of these 
services is to locate the agent on a map and provide the 
information to choose according to his profile. When 
the agent is in a location that does not know, his 
need is to find a place to sleep,eat, also find an ATM 
to withdraw money. As the tourism sector is 
heterogeneous, the diversity of information services for 
mobile users is clearly a question of ease of use 
and meet all needs. 

LBS technology is the intersection between three 
technologies : information technology and 
telecommunication(ICT), the mobile 
telecommunications system and geographic 
information system (GIS). 

LBS adds structure to the real world for the fixed 
Internet and wireless networks with dynamic content 
related to the location [5]. 

 
Fig. 1: LBS is crossroads of technology [6] 

On the platform there are two different ways to access 
services LBS : 

1) The initiative of the platform: 

The user sends a request (a text) for information on 
services in areas near him, or craft and historic areas. 

2) The initiative of the user 

The user registers in advance to receive certain 
information each time it is close to a place of interest. 
He can receive the requested information 
on new items or promotions craft when it is near the 
place. 

 
Fig. 2: Extract from the Medina map showing the artisanal circuit 

2.1 SERVICES 

2.1.1 The service itinerary 

The application helps customers plan their travel, 
manage their time and reach their destination by 
describing the exact area. 
Subscribers can request the road (text) of their trips. 

2.1.2 The proximity service 

The proximity services allow subscribers to search 
and/or to identify points in their neighbourhood public 
interest such as archaeological sites, 
museums, monuments, handicrafts, car parks, and 
other public services, etc ... 

2.1.3 Rescue service 

This service enables a subscriber in trouble to call in an 
emergency to a service that can locate and to provide 
the necessary assistance. This assistance may cover 
the following needs: auto repair, medical emergency 
and police assistance. 

2.1.4 Information on archaeological 
sites and artisan 

Information on archaeological sites and artisan are also 
stored in the database server. The requested 
information is a request from the terminal to the server 
via the HTTP protocol. 

2.1.5 Hotel Information 

The user can enter the name of the hotel, via a form 
that will be sent to the server, the server stores it and 
returns a description sheet with relevant information, 
including text and images. 

2.1.6 Browsing 

After downloading the map, the user can move the 
map in the lower left and right, the map data is stored 
and will be displayed as sub-layers, the user 
can automatically show or hide certain layers. 

2.1.7 Related work  

Today there are hundreds of sites and mobile 
applications that offer services based on the current 
position of the users. These include "Google Latitude" 
which allows you to specify which one is in real time 
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geolocate  his friends by sending them an invitation in 
advance. "Twitter" and soon "Facebook" also 
allow users to share their location. 
Finally,"Foursquare" or French "Plyce" allow people to 
identify, from their mobile phone, his friends who are 
nearby. Users can also recommend and advise 
on their favorite places such as restaurants or coffee. 

The work of this research emphasizes the approach that 
provides services dominant in a definite place. 

3. GEOLOCATION 

3. 1  POSITIONING TECHNOLOGIES 

There are several methods to locate a mobile, which 
are based on the transmission of certain signals and 
their reception at the other end. Positioning 
technology used is selected according to need 
(e.g. response time) applications. Among the various 
existing positioning technologies, we have : 
GPS Global Positioning System: uses a range of 
satellites to locate the user. This raw information is 
processed through the terminal or sent over the 
network to be processed to recover the position. The 
accuracy of the position varies between 5 
and 40m clear sky. 

The current position must be to the extent 
 possible, meaningful information is based on the 
principle of reverse geocoding of translating the GPS 
data (longitude, latitude) to address human-readable. 
This procedure for reverse geocoding is 
limited initially to translate the position based on 
the available database. 

With Java ME  a class can receive the GPS 
coordinates. In fact from the start of a Midlet 
application contains three text fields to receive the GPS 
coordinates (Longitude, Latitude and altitude) 
automatically. 

The J2ME API[7] for the JSR179 specification defines 
a group of options, javax.microedition.location, which 
allows developers to write location-based 
applications and services for devices 
of limited resources such as mobile phones. 

 
Fig. 3: Architecture of a GPS location system with feedback of 
data via the satellite network. 

3. 2 CONVERTING GPS COORDINATES I
N SVG 

* Convert sexagesimal degrees in decimal degrees. 

The geographical coordinates are often given 
in sexagesimal degrees, ie in degrees,minutes and 
seconds. However, computers prefer the decimal 
system and it is necessary to convert sexagesimal 
degrees in decimal degrees. 

Example. Is a latitude of 45 ° 53 '36 " (45 degrees, 53 
minutes and 36 seconds). Expressed in decimal 
degrees, the latitude is equal to : 
latitude = 45 + (53 / 60) + (36 / 3600) = 45.89 

General formulation: latitude (decimal degrees) = 
degrees + (minutes / 60) + (seconds/ 3600) 

* Create a scale of data: That is to define the range 
of min and max GPS that was, andput them in 
the SVG using a function y=a *x + b. In the database, 
there is a minimum longitude L_min and maximum 
longitude L_max. When the minimum and 
maximum longitudes are known, ranging from  -
5.004101 to -4.952431 for about Medina and if the 
map is 500px wide, so just find the values of a 
and b from the two following equations. 

0 = a * (-5.004101) + b; 500 = a * (-4.952431) + b 
This gives a= 9676.79 and b=48423.66. To place 
items in the database, it is necessary to apply the 
function : 

x= 9676.79*longitude +48423.66. 

For example, if you have a point with longitude      -
4.970026,  will be placed in 330px on the SVG map. 

This small system of equations is sufficient to cover 
all longitudes in the right place on the map SVG. 

The same for the latitude, you can have two 
functions to link latitude and longitude with height 
and width of the SVG map. 

3. 3 DISTANCE BETWEEN 

TWO POINTS: ROUTE SIMULATION 

1) formula of Haversine 

The calculation of the estimated distance between the 
locations of the points is important to manage time 
and organise itinerary. Haversine formula is preferable 
to be used in GIS applications, it assumes a spherical 
earth and does not include the effects ellipsoidal. To 
calculate the distance between two terrestrial 
coordinates as shown in Figure 4, the following 
algorithm is used: 
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Fig. 4: Spherical Triangle to illustrate the law of Haversine[10] 

The expression of Haversine formula is: 

 

Haversin is Haversine function Haversin (θ) = sin 2 (θ / 
2) = (1-cos (θ)) / 2 

d is the distance between two points (along a great 
circle of the sphere, see spherical distance). 

R is the radius of the sphere (R = 637 100: the 
radius of the earth in meters). 

φ1 is the latitude of point 1, 
φ2 is the latitude of point 2 
Δ λ is the separation of longitude, 

On the left side of the equals sign, the argument of the 
function Haversine is in radians. 

In degrees, Haversin (d / R) in the formula would 
become Haversin (180 ° d / π R). 

We can then solve for d either by simply applying 
the inverse Haversine (if available) or by using the 
arcsinus (inverse sinus): 

 

h is Haversin (d / R) 

The implementation of this formula in a MIDlet 
class is as follows: 

Δlatitude = φ1 - φ2 

Δ λ = long1 – long2 

a = sin2(Δlatitude / 2) + 

    cos(φ1) * cos(φ2) * sin2(Δ λ / 2) 

c = 2 * atan2(√a, √(1 - a)) 

d = R * c 

 

2) shortest path 

The Dijkstra algorithm finds use in calculating 
the exact itinerary, However the Haversine formula 
calculates the estimated distance no longer interested 
nodes, it is a distance as the crow flies. As against this 
algorithm requires the need  of  information stored in 
the database with the weight of the arcs, the distance 
(the shortest route), the estimated time (for the fastest 
route), the most cost etc ... 

 
Fig. 5: An example of the progress of Dijkstra's algorithm 

 
Fig. 6: Extract of a route traveled 

Assume that L (x) denotes the length between the 
node 1 to node 5,a  Java class dedicated to implement 
the algorithm returns the shortest path and distance. 

The platform provides the shortest route between 
two places after the entry of the place name, the 
server can calculate the shortest path and return to the 
client the exact path. The coordinate information will 
be added to file SVG to redraw the map and display 
the path on the terminal screen. 

3. 4 IMPLEMENTATION 

The architecture can be divided into two main 
parts: the local client and remote server. 

The client manages data visualisation locally on a Web 
page for the PC or using a MIDlet for mobile phones. 
The user requests and communication with 
the remote data server can perform the loading of 
the SVG file that is the map with the required choice.  

The platform includes mobile equipment like 
PDA or PC and the remote Web server. The Web 
server forwards the client execution environment 
for data visualisation. The server responds to user 
queries by running them itself or by redirecting them to 
the databases. 

To extract data from the map SVG global XSLT 
processing is done on the server by the Apache 
Xalan processor, which uses Xerces for parsing XML 
documents. Servlets are simply receiving the 
request, invoke the Xalan processor to process and 
return the answer. In this architecture, the data 
received by the client are in HTML and SVG. 
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They are usable with any browser plug-in Adobe SVG 
Viewer. 

Also a Midlet dedicated to mobile devices is 
responsible to download an excerpt from the SVG 
global map from the server after authentication. 

Another solution is Google Static Maps API is an easy 
way to provide a map when the user does not 
have Javascript available. It is not as powerful as the 
full Google Maps API, but it can provide a base 
map containing both markers and paths. The basic 
concept is to generate the image by adding parameters 
to the query string of the URL. The link of 
the Google Static Map must be in the form below to 
respond to the request of the API: 

“http/maps.google.com/maps/api/staticmap?parameters
” 

The platform helps to customize these settings. 

 
Fig. 7: Extract image Google Static Map 

The Fig.7 shows the creation of a picture of a Google 
Map centered on the Medina of Fez. The url of the 
image is :  

http://maps.google.com/maps/api/staticmap?center=Fez
,Ma&zoom=13&size=900x900&sensor=false. 

Other Google services implementation of the system is 
the geocoding to convert geographic 
coordinates to address. 
Geocoding API supports reverse geocoding directly 
using the following URL : 

http://maps.googleapis.com/maps/api/geocode/json?latl
ng=x,y&sensor=true_or_false 
x is the latitude and y is longitude. The result will 
be a JSON(JavaScript Object Notation) which 
later will be analyzed by the server to return a specific 
address of the current location. 

Reverse geocoding is to determine the address of a 
point on a map. This technique works well in urban 
areas and in countries well documented 
(geographically). 

 
Fig. 8: reverse geocoding with Google 

4. TECHNICAL 

4.1 CLIENT-SERVER MODEL 

The choice of J2EE technology enables the 
development of applications that can distribute and run 
on a set of platforms. 

In this work, the term customer refers to all hardware 
resources(laptop, PDA, PC ...) and 
software(MIDlet, Navigator) used by the mobile 
user to access system services.  

The term server is used to name the computer on 
which the resources are centralised (SVG Map of  
Medina, Mysql Database,MVC Model-
based JSF ....), That means that data and applications, 
which accessed by the client. 

The user (client) and uses a local application 
or MIDlet or browser,connected to the network via 
a wireless (WiFi, 3G, GPRS ...) 

4.2 SVG 

Scalable Vector Graphics (SVG) is a format that is 
known to have great potential to play an important role 
in the visualisation of geospatial data. SVG is a 
standard language developed by the W3C (World 
Wide Web Consortium) for describing two-
dimensional graphics in XML[9]. 

SVG is a language for describing two-dimensional 
vector may havevector/raster graphics in XML. 

The W3C publishes two recommendations: SVG1.1 
and SVGMobile. 

This open vector graphics format extends the 
multimedia capabilities of mobile phones and handheld 
computers. 

4.3 J2ME 

In J2ME, the Java runtime environment is suitable 
for machines whose capabilities are limited. 

In this platform this language creates a class 
Midlet dedicated to mobile devices at the end to 
connect to the server and have required result. 
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HttpConnectiom class provides the communication 
link between the client and the server from the 
programming language and supportsJ2ME JDBC 
connection to access the server database, the behavior 
is one that combines HttpConnection InputStream and 
OutputStream. 

4.4 XSLT LANGUAGE  

XSLT ( eXtensible Stylesheet Language Transformations ) 
makes the transformation to create a new XML or 
HTML document from an XML document. It is mainly 
used to create different views of a document for 
presentation to a specific user, but it can be used to 
make treatment more complex. XSLT and XSL-
FO is set XSL (eXtensible Stylesheet Language), the 
language of style sheets for XML. 

The transformation made by XSLT file from a global 
file SVG to file SVG reduced, because of its 
implementation in a mobile device. 

4.5 GPS 

GPS (Global Positioning System) is now the preferred 
tool to position with great accuracy and also serves as 
a time reference. 

The system Navstar GPS (Navigation System by  
Timing And Ranging-Global Positioning System), 
commonly called GPS, is a positioning system 
using satellites. This system is global because it can be 
positioned at any time and anywhere in the world and 
its space environment. 

Note that the precision HF is only accessible from May 
2, 2000. 

5. ARCHITECTURE OF 

THE PLATFORM 

 
Fig. 9: Platform architecture 

The basic concept for the implementation of this 
work along two axes. The first is to use the new 
XML technologies in a graphic in a Web 
environment combining traditional formats and  
raster images and the other is to prove that this 
architecture is easily implemented and gives the end-
user effective results. 

Server: It is in charge of analysing the request and 
resolve data transferred from the wireless network, and 

to seek information from the database, and generate a 
good response. 

Database: It is used to store archaeological and craft of 
the card and paths, user information and profile,  and 
other geographic information useful for 
viewing maps with SVG. The data stored in the 
system consist of two parts: 

One is the location information, related to the user 
coordinates that will be instantly stored in a table at the 
end of his route and find areas that interested him. 

The other is submitted to the user from the database. 
The data are generated after the user made its request. 
LBS accepts user data and transfers them to the 
server, the server executes the query and the answer to 
the customer from the database. 

The server can generate the type of map chosen 
from the start of Midlet, the extraction is done from 
a global XML file, this file contains data areas, 
routes to the destination of the zones and information, 
hotels etc. All data exchanges between the system 
and the terminal are based on XML on interaction 
with a MySQL database. 

6. CONCLUSIONS 

This platform provides customers with LBS services to 
mobile customised to its current location. 
Localisation services will be more important factors in 
the future. A platform for LBS concept  is a 
development based on the convergence of 
several technologies  including SVG Mobile, J2ME, 
J2EE, etc. 
Localisation performance can be enhanced by the 
assistance of the provider network and updating of data 
should also be taken into account in practical 
application. In this article we have introduced location-
based services used in the field of mobile 
telephony, these services are used to route the 
archaeological information and craft at all times 
and make available to the user based on its location. 
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Abstract 
 

This paper develops a practical methodology for the analysis of 
sorting/searching algorithms. To achieve this objective an 
analytical study of Quicksort and searching problem was 
undertaken. This work explains that asymptotic analysis can be 
misleading if applied slovenly. The study provides a fresh insight 
into the working of Quicksort and Binary search. Also this 
presents an exact analysis of Quicksort. Our study finds that 
asymptotic analysis is a sort of approximation and may hide 
many useful facts. It was shown that infinite inefficient 
algorithms can easily be classified with a few efficient algorithms 
using asymptotic approach. 

1. Introduction 

There have been abundant computer applications which 
need sorting/searching as a key component. Since SQL 
operations use it as an internal database subroutine, all 
database applications gain advantage of an efficient 
sorting/searching algorithm. Also sorting/searching is a 
must for some rudimentary database operations like a 
creation of indices and binary searches. Sorting is 
functional in operations like finding closest pair, 
determining an element's uniqueness, finding kth largest 
element, and identifying membership. Many practical 
applications in computational geometry need sorting. For 
instance sorting is used to find the convex hull in 
computational geometry [10]. Applications that need 
sorting/searching include supply chain management, 
bioinformatics and computer graphics. Since 
sorting/searching problem has a lot of importance in real 
world, hence it will be fruitful to evolve a practical 
framework or methodology for analysis of sorting 
algorithms.  

This paper develops an intuitive framework or 
methodology for the analysis of sorting/searching 

algorithms. To achieve this objective an analytical study of 
Quicksort and searching problem was carried out. This 
effort explains that asymptotic analysis can be misleading 
if applied carelessly. This study provides a fresh insight 
into the working of Quicksort and Binary search. Also this 
study presents an exact analysis of Quicksort. Although 
there already exist a few average case analyses, majority 
of the attempts finish up as asymptotic analysis. Our study 
finds that asymptotic analysis is a sort of approximation 
and may hide many useful facts such as large constant 
factors which make any algorithm insane for practical 
purposes. It was shown that infinite inefficient algorithms 
can easily be classified with a few efficient algorithms 
using asymptotic approach. 

2. Searching an Analytic Study 

It is not difficult to design a set of binary search like 
divide and conquer searching algorithms which lead to 
following recurrence. 

T(n) = c  +  T(nk/k+1) 

T(1) = d 

Master theorem suggests the solution of the recurrence 
relation is T(n) = O(log n). 
 
 For k = 1 we will have recurrence relation for 
binary search. For k = 2 one gets ternary search. One of 
the observations of this study is that for k > 1 we can 
produce a sequence of increasingly inefficient algorithms 
by incrementing the value of 1. But asymptotic analysis 
puts all the algorithms in the same set. In fact all 
algorithms can flaunt logarithmic time complexity. It is the 
constant factor that differs. The key conclusion is that 
constant factor matters and one cannot blindly trust the 
asymptotic order. The algorithm designer has to examine 
the situation thoughtfully. Too high a constant factor will 
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render an algorithm useless with certainty. This endeavor 
finds that an exact analysis may provide better insight than 
what asymptotic analysis may offer. 

3. Probabilistic Analysis of Quicksort 

3.1 Review of Probabilistic Analysis  

In probability theory, a probabilistic arrangement is 
defined by a sample space S and a probability measure p. 
The points of the sample space are the possible result of 
the experiment and are called elementary events. An event 
is a subset of the sample space. For instance, one event we 
may care about is the event that the first die comes up 1. 
Another is the event that the two dice sum to 7. The 
probability of an event is just the sum of the probabilities 
of the elementary events contained inside it [9].  
 
 A random variable is a function from elementary 
events to integers or reals. For instance, another way we 
can talk formally about these dice is to define the random 
variable Y1 representing the result of the first die, Y2 
representing the result of the second die, and Y = Y1 + Y2 
representing the sum of the two. We could then ask: what 
is the probability that Y = 6? [9]. 
 
 One property of a random variable we often care 
about is its expectation. For a discrete random variable Y 
over sample space S, the expected value of Y is:    E[Y] = 
Pr(e1) Y[e1] + Pr(e2) Y[e2] +..............Pr(en) X[en] for all   
e∈S.  An important fact about expected values is Linearity 
of Expectation: for any two random variables U and V, 
E[U+V] = E[U] + E[V]. This fact is incredibly important 
for analysis of algorithms because it allows us to analyze a 
complicated random variable by writing it as a sum of 
simple random variables and then separately analyzing 
these simple RVs[9]. 
 

3.2 Probabilistic Analysis of Quicksort with 
Accurate Results 

Theorem 1The expected number of comparisons made by 
randomized Quicksort on an array of size n is   Hn(2n+2) – 
4n, where  Hn = (1+ (½) +(1/3) +.............(1/n)). 
 
Let us consider one of the random variables is Yij’s for i < 
j. Denote the ith smallest element in the array by ei and the 
jth smallest element by ej.  If the pivot we choose is 
between ei and ej then these two end up in different 
buckets and machine will never compare them to each 
other. If the pivot we choose is either ei or ej then 
Computer does compare them. If the pivot is less than ei or 
greater than ej then both ei and ej end up in the same 
bucket and we have to pick another pivot. So, one can 

think of this like a dart game: we throw a dart at random 
into the array: if we hit ei or ej then Yij becomes 1, if we 
hit between ei and ej then  Yij becomes 0, and otherwise 
we throw another dart. At each step, the probability that 
Yij = 1 conditioned on the event that the game ends in that 
step is exactly 2/(j − i + 1). Therefore, overall, the 
probability that Yij = 1 is 2/(j − i + 1). 
 

 
 

 
 

 
 

Up to this stage we follow what the other researchers have 
already done [9], and from this point we move in the 
direction of exact value rather than a crude upper bound.   
 

 
 

 
 

 
 

 
 

  ---------------- (Equation A) 
 
 Equation A is one of the central contributions of 
the paper. Equation A gives the exact value of the 
expected number of comparisons performed by Quicksort. 
If a researcher is inclined towards asymptotic approach 
s/he can easily have it. For the researchers, who are 
inclined towards asymptotic approach and approximate 
results, E[Y]=O(nlogn). Because Hn is approximately log 
n, E[Y] becomes O(log n). 
 

3.3 Alternative Analysis 

This section is basically a byproduct of the overall study. It 
is a bit crude but effective technique for asymptotic 
analysis. Quicksort partition may divide the array into two 
partitions. One of the partitions may be empty. If there are 
two partitions then either both are of same size or one of 
them will be larger than the other one. We are interested in 
upper bound on the average case time. Size of the Non 
smaller partition may vary from (n-1) to (n-1)/2. Average 
size of Non Smaller partition was found to be 
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approximately (3n/4). Along the same line if we estimate 
average size of Non large partition we get approximately 
(n/4). This leads to following recurrence relation. 
 

T(n) = T(n/4) + T(3n/4) + (n-1). 
 

Application of Recursion tree approach recommends that 
solution is O(n log n).  

4. Results and Conclusion 

Evidence of the analysis of a set of divide and conquer 
search algorithms suggests that asymptotic analysis can 
easily mislead. Exact analysis is a better option than 
asymptotic approach. Asymptotic analysis may play a side 
role but it cannot replace exact analysis. If exact 
mathematical analysis is not feasible then only 
approximations and asymptotic can play the key role. 
References preferred to provide only the asymptotic 
analysis; this study seems to be unique to go beyond 
asymptotic analysis and to provide an exact analysis of 
Quicksort. Moreover this study produces one more 
alternative asymptotic analysis.  
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Abstract 

 
With the development of electronic commerce, a lot of 
companies have established online trading platforms of their own 
such as e-tickets, online booking, online shopping, etc. Virtual 
Keyboard is used for authentication on such web based platform. 
However Virtual Keyboard still suffers from numerous other 
fallacies that an attacker can take advantage of. These include 
click based screenshot capturing and over the shoulder spoofing. 
To overcome these drawbacks, we have designed a virtual 
keyboard that is generated dynamically each time the user access 
the web site. Also after each click event of the user the 
arrangement of the keys of the virtual keyboard are shuffled. The 
position of the keys is hidden so that a user standing behind may 
not be able to see the pressed key. Our proposed approach makes 
the usage of virtual keyboard even more secure for users and 
makes it tougher for malware programs to capture authentication 
details.  
 
Keywords: Virtual Keyboard, Keylogging, Online Banking, 
Trojan Horse, Security, Efficiency 

1. Introduction 

Today, the Internet has melted into our daily lives with 
more and more services being moved online. Besides 
reading news, searching for information and other risk free 
activities online, we are also accustomed to other risk 
related work such as paying using credit cards, online 
banking, etc. We enjoy the convenience but at the same 
time we are putting ourselves at risk. More and more 
Trojan Horses have developed which have been the huge 
trouble to security of e-commerce and makes businesses 
and customer suffer huge economic losses. 

 
 

Virtual Keyboard is a mechanism used by many banks to 
solve the problem of their bank account and password 
being stolen  by these Trojans. However the Virtual 
Keyboard is not foolproof and has its own fallacies. Hence, 
a new Anti-Screenshot Virtual Keyboard is proposed in the 
paper, which can protect bank accounts and passwords 
from stealing due to the screen capture of  Trojan Horses. 

2. Password Stealing Schemes 

In this section various methods in which passwords are 
been stolen have been discussed. These methods are 
Shoulder Surfing, Phishing, Attacks using hardware and 
Attacks using Trojan Horses. These methods have been 
discussed in detail in Sections 2.1, 2.2, 2.3 and 2.4 
respectively. 

2.1 Shoulder Surfing 

Shoulder Surfing is a well known method of stealing others 
passwords and other sensitive information by looking over 
victims shoulders while they are sitting in front of 
terminals. This attack is most likely to occur in insecure 
and crowded public environments such as Internet Café, 
shopping malls, etc. It is possible for an attacker to use 
hidden camera to record all keyboard actions of a user. 
Video of the users actions on the keyboard can be studied 
later to figure out users ID and Password. 
 
 
 
 
 
2.2 Phishing 
 
Phishers attempt to fraudently acquire sensitive 
information, such as passwords and credit card details, by 
disguising as a trustworthy person or business in an 
electronic communication. For example, a phisher may set 
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up a fake website  and send emails to potential victims and 
persuade them to access the fake website. This way, the 
phisher can get a clear text of victims password. Phishing 
attacks are proven to be effective. 
 
2.3 Using Hardware 
 
Hardware Keyloggers are used for keylogging by means of 
a hardware circuit attached somewhere between computer 
keyboards and the computer. All the keystroke activities 
are logged into the internal memory which can later be 
accessed. A Hardware keylogger has an advantage over 
software solution because it is not dependent on 
installation on target computer operating system, it will not 
interfere with any program running on the target machine 
and also cannot be detected by any software. However its 
physical presence can be detected. 

 
       Fig. 1 Hardware Keylogger  

 
2.4 Using Trojan Horses 

Trojan is a program that contains or installs malicious 
code. There are many such Trojans available online today.  
Trojans capture the keystrokes and store them somewhere 
in the machine and send them back to the adversary.  Once 
a Trojan is activated, it provides the adversary with a string 
of characters that a user might enter online, consequently 
putting personal data and online  account information at 
risk. They work in the background without the user coming 
to know about them. Chances of computer being affected 
by such malicious software is 70% even if the computer is 
up-to-date.        A Trojan Horse typically 
contains two files: DLL file end EXE file. The DLL file 
does all the recording in some file in the computer while 
the EXE installs the DLL and triggers it to work.  The file 
in which all the recording is done is mailed to the 
adversaries mail account.      
      
    3.Virtual  Keyboard 
      
           Virtual Keyboard is a software 
technology that is used to mitigate the attack of password 
stealing Trojans. It is an on-screen keyboard which uses 
mouse to enter sensitive details such as an credit card pin 
number or password.    
                  Fig 2 shows a virtual keyboard. The 

user has to use the mouse to click on the key on virtual 
keyboard he wants to press. The corresponding key will be 
typed into the selected textbox. Hence in this way using the 
virtual keyboard the use of traditional keyboard can be 
nullified. Thus  sensitive and personal information can be 
protected.                                    
 

                                       Fig. 2 Virtual Keyboard    

 

4.  Problems of Virtual Keyboard                                                                                                                                                                                                                                                        

 

The virtual keyboard has a number of fallacies that the 
attacker can take advantage of. There are advanced 
Trojans which take screenshots on the Mouse Click event. 
All these screenshots are uploaded to the hackers website 
or mail account. Hence in this way even a virtual keyboard 
is made susceptible to attacks. Also the virtual keyboard is 
susceptible to shoulder surfing. 

 

5. Anti-Screenshot Virtual Keyboard (ASVK)  

 
In order to overcome the fallacies of the virtual keyboard, 
such as susceptibility to screenshot capturing and shoulder 
surfing, the anti-screenshot virtual keyboard is proposed in 
this paper.  
In the anti-screenshot virtual keyboard, when the mouse 
move to one key, all the keys on that particular row of the 
keyboard are changed to some special symbol like an 
asterisk(*) or a hash(#). Figure 3 shows the position of the 
anti-screenshot virtual keyboard when the mouse cursor 
moves on a particular key. 

 

Fig. 1 : Position of the virtual keyboard on mouse move event 
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When the user clicks a particular button all the keys on the 
virtual keyboard are changed to some special symbol,  say 
asterisk(*).  Hence even if the Trojan takes a screenshot on 
the mouse click event, all that will be captured is 
asterisk(*). Figure 4 shows the position of ant-screenshot 
virtual keyboard when a particular  key is pressed.  

 

Fig 2: Position of the virtual keyboard on mouse click event 
 
When the user releases the key, the keyboard is retained 
back to as shown in Figure 3.  
However, in the above approach, if the Trojan Horse takes 
the screenshot of  the virtual keyboard layout, then it is 
possible to identify the password. Hence in order to 
overcome this problem, real time refreshing can be done 
i.e when the user releases a key, instead of bringing the 
keyboard back to the original position, its keys can be 
randomized. However total randomization of the keyboard 
will make the user uncomfortable. 
Hence in anti-screenshot virtual keyboard, the keyboard is 
divided into 15 areas as shown in Figure 5. The keyboard 
areas are as follows: 

• 11 keyboard areas which consist of 3 keys. 
• 3 keyboard areas which consist of 4 keys. 
• 1 keyboard area which consists of 1 key. 

 

 
Fig 3 : Division of Virtual Keyboard for randomization 

 
Each time the page is loaded or a key is pressed by the 
mouse, the order of keys in each area is rearranged. 
Because of this randomization the Trojan cannot find the 
input content even though they have captured one or two 
pictures of virtual keyboard layout. Let us assume that the 
user has 8-bit password consisting of only characters, then 
the Trojan Horse will require two million attempts to get 
the password. The bank account is blocked after three 
unsuccessful attempts. Hence the level of security provided 
by the anti-screenshot virtual keyboard is very high. 
 

6.  Analysis of Anti-Screenshot Virtual  
     Keyboard 
 

The anti-screenshot virtual keyboard requires some 
delayed time of say 0.2 seconds after the mouse button is 
released to show the values of keys and they are refreshed 
by areas on the virtual keyboard. Thus it is obvious that 
efficiency of virtual keyboard is less than that of traditional 
keyboard. But it is worthy to make the account secure at 
the cost of efficiency. With the inputting of a 8–bit 
password the comparison of consumed time between 
standard traditional keyboard and the anti-screenshot 
virtual keyboard is as shown in Figure 6. 

 

 
Fig. 4 : Efficiency Comparison 

 
 

Results show that efficiency of virtual keyboards is 10.6% 
less than the traditional keyboards. When the customers 
input their accounts and passwords, the average time 
consumed is 20 seconds then 10.6%  means 2 seconds 
slower than traditional keyboard. This 2 second delay will 
not make much difference to the customers because it is at 
the cost of security of account. 
 
 
 
 
 

7. Advantages of Anti-Screenshot Virtual    
    Keyboard 
 
The anti-screenshot virtual keyboard is capable of solving 
the problem of screen capture by advanced Trojans. Also 
because of the change of caption of keys to some special 
symbols such as asterisk(*) or hash(#) its vulnerability to 
shoulder surfing is less as compared to the traditional 
virtual keyboards. Also the implementation of anti-
screenshot virtual keyboard is simple. JavaScript can be 
used for its implementation. 
 
 

8. Disadvantages of Anti-Screenshot Virtual  
    Keyboard 
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The anti-screenshot virtual keyboard is  less efficient as 
compared to the traditional keyboard. It is 10.6% less 
efficient as compared to the traditional keyboard. This 
makes the operation on anti-screenshot virtual keyboard 
slower. But it is worthy to make the account secure at the 
cost of efficiency. 
 

9. Conclusion 
 
The new design method of virtual keyboard presented in 
this paper to solve the problem of accounts of users are 
stolen because of Trojan Horses monitors the keyboards or 
captures the screen of internet payment is foolproof and 
improves the security and has an ability of becoming escort 
of online banking. 
 

References 
 
[1]  Analysis of New Threats to Online Banking Authentication 

Schemes by Oscar Delgado, A. Fuster-Sabater and J.M.Sierra 
[2]  UCAM.CL.TR-731 ISSN 1476-2986 : A new approach to 

Online Banking by Matthew Johnson 
[3] Matthew Pemble. Evolutionary trends in bank customer – 

targeted malware. Network Security, 2005(10):4–7, October 
2005 

[4] M.AlZomai, B.Al Fayyadh, A.J sang, and A.McCullagh .An 
experimental investigation of the usability of transaction 
authorization in online bank security systems. In Proceedings 
of the Australasian Information Security 
Conference(AISC’08), Wollongong, Australia, January 2008. 

[5]  Zhang Zhanjun,  Xu Jialiang. Online virtual keyboard and                                                 
       intelligent input system, Tsinghua University Press, 1998. 
[6] Video demonstrating a Trojan Attack against Caja Murica 

Bank of spain 
 http://www.hispasec.com/laboratorio/cajamurcia_en.swf 
 
[7] Demo of Attack against Citi Bank India 
        www.tracingbug.com/index.php/articles/view/23.html 
[8]   Hyunjung Kim，Minjung Sohn，Seoktae Kim，Jinhee   
        Pak，Woohun Lee ，Springer. Button Keyboard: A Very  

Small Keyboard with Universal Usability for Wearable  
Computing. In Maria Cecília Calani Baranauskas, Philippe  

        Palanque, Julio Abascal, Simone Diniz Junqueira  
       Barbosa, eds. Human-Computer Interaction – INTERACT 

2007, 11th IFIP TC 13 International Conference, Rio de 
Janeiro, Brazil, September 10-14, 2007, Proceedings, Part I. 
Lecture Notes in Computer Science 4662 Springer 2007. 
343-346 

 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 3, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 537



X-ray view on a Class using Conceptual Analysis in Java 
Environment 

Gulshan Kumar 1, Mritunjay Kumar Rai2 

1Department of Computer Science and Engineering, Lovely Professional University 

Phagwara, Punjab, India 

 

2Department of Computer Science and Engineering, Lovely Professional University 

Phagwara, Punjab, India2 

 

 

Abstract 

Modularity is one of the most important principles in 
software engineering and a necessity for every  practical 
software. Since the design space of software is generally 
quite large, it is valuable to provide automatic means to 
help modularizing it. An automatic technique for software 
modularization is object- oriented concept analysis 
(OOCA). X-ray view of the class is one of the aspect of 
this Object oriented concept analysis. We shall use this 
concept in a java environment. 

 

Keywords: Concepts, views, dependencies, classes, 
methods and attributes, object-oriented properties  

 

1. Introduction 

Concept Analysis (CA) is a branch of lattice theory that 
allows us to identify meaningful groupings of elements 
(referred to as objects in CA literature) that have common 
properties (referred to as attributes in CA literature). These 
groupings are called concepts and capture similarities 
among a set of elements based on their common properties. 
In the specific case of software reengineering, the system 
are composed of a big amount of different entities (classes, 
methods, modules, subsystems) and there are different 
kinds of relationships among them. It also represents 
dependencies among the classes or entities. 

X-Ray views —a technique based on Concept Analysis—
which reveal the internal relationships between groups of 
methods and attributes of a class. X-Ray views are 
composed out of elementary collaborations between 
attributes and methods and help the engineer to build a 
mental model of how a class works internally.  

2. Existing Idea 

Within object oriented software, the minimal unit of 
development and testing is a class. Usually, a class is 
composed of instance variables used to represent the state, 
and methods used to represent the behavior of the classes. 
Then, understanding how a class works means identifying 
several aspects: 

How the methods are interacting together (coupling 
between methods) 

How the instance variables are working (or not) together in 
the methods (coupling between instance variables) 

Which methods are using (or not) the state of the class  

if there are methods that form a cluster and define together 
a precise behaviour of the class 

Which methods are considered as interfaces 

Which methods are used as entry points (methods that are 
considered as interfaces and communicate with other 
methods defined in the class) 
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Which methods and instance variables represent the core of 
the class 

Which methods are using all the state of the class 

In paper [1], the authors have given an idea of concept   
analysis. Mathematically, concepts are maximal collections 
of elements sharing common properties. To use the CA 
technique, one only needs to specify the properties of 
interest on each element, and does   not need to think about 
all possible combination of  these properties, since these 
groupings are made  automatically by the CA algorithm. 
The possibility of capturing similarities of elements in 
groups (concepts) -based on the specification of simple 
properties allow to identify common features of the 
elements. When we are able to characterize the entities in 
terms of properties, and we can detect if these 
characteristics are repeated in the system, then we can 
reduce the amount of information to analyze and we can 
have an abstraction of the different parts of a system. These 
abstractions help us to start to see how the parts are 
working, how they are defined and how they are connected 
to other parts of the system .The elements are the instance 
variables and the methods defined in the class, and the 
properties are how they are related between themselves. 

 
If we have the set of instance variables {A, B}, and the set 
of methods {P, Q, X, Y} defined in a class, the properties 
we use are: 
B is used by P means that the method P is accessing 
directly or through an accessor / mutator to the instance 
variable B. 
Q is called in P means that the method Q is called in the 
method P via a self-call. It also shows indirect 
dependencies between elements if exists. They have also 
shown different types of relations and dependencies 
through some notations. 
 
{E1, ..,En} R {M1, ..,Mp} means that the entities {E1, 
..,En} depend exclusively on {M1, ..,Mp}. This means that 
{M1, ..,Mp} are the only entities that are related through 
the property R to {E1, ..,En}. 
 
{E1, ..,En} R {M1, ..,Mp} means that the entities {E1, 
..,En} do not depend exclusively on {M1, ..,Mp}. 
 
{E1, ..,En} R*{M1, ..,Mp} means that the entities{E1, 
..,En} depend exclusively and transitively on {M1, ..,Mp}. 
This means that {M1, ..,Mp} are the only ones that are 
related to {E1, ..,En} through the property R and R1, where 

R1 is an intermediate property, because there is a set {N1, 
..,Nk} such that: {E1,..,En} R {N1, ..,Nk} R1 {M1, ..,Mp}. 
 
{E1, ..,En} R� {M1, ..,Mp} means that the entities {E1, 
..,En} do not depend exclusively but transitively on {M1, 
..,Mp}. This means that {M1, ..,Mp} are not the only ones 
that are related to {E1, ..,En} through the property R and 
R1, where R1 is an intermediate property, because there is 
a set {N1, ..,Nk} such that: {E1, ..,En} R {N1, ..,Nk} R1 
{M1, ..,Mp}. 
 
A special case: {E1, ..,En} ¬R {M1, ..,Mp} means that the 
entity {E1, ..,En} has any dependencies on {M1, ..,Mp}. 
This is only applicable on exclusive dependencies. 
 
In paper [2], the authors have discussed different types of 
X-ray views which will be helpful for our future work. In 
paper [3] there is a concept on modularization using the 
conceptual analysis on object oriented environment. 

 
 

3. Our Application 
 

Our idea is now to use the above said concepts in the 
environment of java and to way out the modularization in 
java programs. Modularization also helps in software re-
engineering.  
For the present purpose, let us have an example of java 
coding. We have applied the proposed idea in different 
properties of Java programming each of which are 
illustrated below. 
 
3.1 Polymorphism 

 
Polymorphism deals with of different forms of a method 
where parameters are different according to the forms of 
the methods. Polymorphism can also occur in constructors. 
 

class Overload { 
int  a; 
void test(int x) { 
a=x; 
System.out.println("a: " + a); 
} 
void test(int x , int y) { 
a= x; 
int b= y; 
System.out.println("a and b: " + a + "," + b); 
} 
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} 
 
class MethodOverloading { 
public static void main( String args[ ] ) { 
Overload overload = new Overload( ); 
overload. test(10); 
overload. test(10, 20); 
 
} 
} 

instance variable a is not mutually related to test( int x) or 
test( int x, int y ) as both are accessing the variable. 

{ a } R { test( int x), test( int x, int y ) } --------------- 1 

{ b } R { test( int x, int y ) }-------------------------------2 

So, where 2 relations are found and we can say that these 
two relations will create two concepts. 

 

3.2 Overriding 

Overriding is runtime polymorphism. The methods are 
same in syntax. It is decided in the run time which method 
is to be invoked. 

Method overriding.  

class A {  

int  i, j;  

A( int a, int b ) {  

i = a;                                     

    j = b;                                       

}                                                

                                        

// display i and j  

void show( )  

{  

System.out.println("i and j: " + i + " " + j );  

}                       

} 

class B {  

int k;                                                                                                                                   

B( int c) {                              

k = c;  

}  

void show( ){ // display k – this overrides show( ) in 

A 

System.out.println("k: " + k);  

       }  

     } 

class Override {  

public static void main(String args[ ] ) {  

B subOb = new B(1 );  

subOb.show( ); // this calls show( ) in B  

}  

} 

A( ) accessing the instance variables i , j 

A .Show( ) [ show( ) of class A ] accessing the instance 

variables directly for both A( ) and A. show( ) the 

relation comes like :                                      

{i, j} R  { A( ), A. show( ) } --------------------- 1  

Similarly B( ) and B. show( ) exclusively related to 
variable k. so we can say that the relations are like this: 

 

{B( ), B. Show( )} R {k} ------------------------ 2 

So , two  relations are creating two concepts. Now as the 

method show( ) is overridden, we shall consider the A. 

show( ) and B. show ( ) as a single entity say show( ). 

As we are considering here only the property of 

overriding we shall ignore the other methods and we can 

reduce the relations or dependencies like : 

show( ) R { i, j, k } and therefore creating a module.  
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3.3 Inheritance 

Inheritance is a property in Java where the members of a 

class inherit properties or attributes from its base classes. 

Inheritance can be of different forms multiple, 

hierarchical, multistage and hybrid. 

 

        class A { 

                 int x; 

                 int y; 

                 void showxy ( ) 

 { 

System.out.println(“  x and y :  “ + x + “ “ + y ); 

    } 

    } 

class B extends A 

{ 

int z; 

  void showz( ){ 

    System.out.println( "z : " + z ); 

    } 

} 

 

class Inheritance{ 

public static void main(String args[ ] ) 

{ 

    A a = new A( );  

B b= new B( ); 

    a . x = 5;         // x of superclass A 

 

     a.y = 5;            // y of superclass A 

 

showxy ( );  // showxy ( ) of class A i.e. the superclass 

x= 10;       // x of subclass B as extended from A 

y= 10;      // y of subclass B as extended from A 

k= 10;      // k of own subclass B 

  b.showxy( ); // showxy of superclass A extended by    

                           subclass B 

b. showz( );   // own method showz( ) of class B 

    } 

} 

x, y is mutually exclusively related to {showxy ( )} in 

case of class A and in case of class B too because 

showxy ( ) is inherited by class B from class A. So we 

can say that : 

{x, y } R  { showxy( ) }. Here one concept is created.  

---------------------------- 1 

Next, showz ( )  is accessing mutually exclusively to z. 

So, the relation goes like this : 

{z }  R {showz( )}. Another concept is created.--------- 2 

As all relations are mutually exclusive we can take 

aggregation and can be written as: 

{x, y, z }R{ showxy( ), showz( ) }------------------------ 3 

 

 

3.4 Exception Handling 

Exception handling is the property of java  by which it can 
invoke some work when some normal task is prevented to 
execute by some faulty codes. 

Class MyException { 

public static void main ( String args [ ] ) { 
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int d, a; 

try { 

d= 0; 

 

a= 42 / d; 

System. Out. Println ( “ This will not be printed. “); 

} catch (ArithmeticException e ) {  // catching of 
divided by zero errors 

System.out.println( “ This is Division by zero creating 
an exception !!!” ); 

}  System.out.println( “ This is after the catch 
done….” ); 

}    

} 

In the class MyException a and d are instance variables. 
We can say that, try-catch block is directly accessing the 
variables because whenever the try block is executed then 
only the ArithmeticException e arises i.e. the instance 
variables are mutually exclusive with exception e. Thus 
they are creating concepts and therefore a module. By 
notation we write that : 

{ a, d} R {try-catch ( ) }  

 

3.5 Abstraction 

Abstraction is the property of Java to hide details from the 
users so that the user can deal only with the functionalities 
of the codes. 

 

        class Poly  
{      
// implementations and private members hidden  
 
Poly (int , int );  
double eval ( double ); 
void add ( Poly );  
void mult ( Poly );  
public String toString ( );  

}  
 

public class Binomial  
{  
public static void main ( String[ ] args )  
 
{  
 
int N = Integer.parseInt ( args [ 0 ] ) ;  
 
double p = Double. parseDouble(args [1]) ;  
 
Poly y = new Poly ( 1, 0);  
Poly t = new Poly ( 1, 0);  
t.add ( new Poly ( 1, 1) );  
for ( int i = 0; i < N; i++ )  
{  
y. mult ( t ) ; 
Out.println(y + "");  
}  
Out.println("value: " + y.eval ( p ) );  
}  
}  

 

Method add ( ) is using poly ( ) constructor. So, by notation 
we can write that : 

{ add ( ) } R * { poly ( ) } ----------------------- (1) 

 

Moreover, the method add( ) and mult ( ) using the total 
class methods directly or indirectly as we can see from the 
class definition .Then also we can write that, 

{add ( ), mult ( ) } R* {class Poly } ------------- (2) 

It means that those methods are using the class methods 
otherwise. 

 

4. Conclusion 

We have tried to implement the basic properties of object 
oriented paradigm through concept analysis notation to 
create concepts as well as the modules. These modules will 
help us for reengineering because reengineering deals with 
change in the modules of codes to make the obsoluted or 
about to obsoluting software rework. 
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Abstract 
In this paper, we propose a new learning method for multi-class 
support vector machines based on single class SVM learning 
method. Unlike the methods 1vs1 and 1vsR, used in the literature 
and mainly based on binary SVM method, our method learns a 
classifier for each class from only its samples and then uses these 
classifiers to obtain a multiclass decision model. To enhance the 
accuracy of our method, we build from the obtained hyperplanes 
new hyperplanes, similar to those of the 1vsR method, for use in 
classification. Our method represents a considerable 
improvement in the speed of training and classification as well 
the decision model size while maintaining the same accuracy as 
other methods.  
Keywords: Support vector machine, Multiclass SVM, One-
class SVM, 1vs1, 1vsR. 

1. Introduction and related work 

The support vector machine (SVM) method is, in its origin, 
binary. It is based on the principle of separation between 
the samples of tow classes, one positive and one negative.  
In this form, the SVM method is very successful in several 
areas of application given the precision it offers. In 
practice, we find more applications with multi-class 
problems, hence the need to extend the binary model to 
meet multi-class problems. Existing methods currently try 
mainly to optimize two phases: a training phase and a 
classification phase. The first phase constructs the 
hyperplane, and the second uses it. 
The evaluation of the methods is based on the evaluation 
of the performances of the two phases. Among the well 
known methods, there are methods for direct solution 
without using the binary SVM model as Weston \& 
Watkins model [1], but which suffers, always, from some 
slowness and weak accuracy. The widely used methods 
are based essentially on the extension of the binary model, 
namely, the one-against-rest (1vsR) and the one-against-
one (1vs1) methods. The 1vsR method learns for each 
class a hyperplane that separates it from all other classes, 
considering this class as positive class and all other classes 

as negative class, and then assigns a new sample, in the 
classification phase, to the class for which it maximizes 
the depth. The 1vs1 method learns for each pair of classes 
a separating hyperplane, and uses the voting lists or 
decision graphs (DAG) to assign a new sample to a class 
[2,3].  
In [4,5,6,7] comparative studies are conducted to assess 
the performances of these methods. According to the 
authors, the 1vs1 method is faster while the 1vsR method 
is more accurate. \\ 
In this paper, instead of the binary SVM, we propose to 
use the one-class SVM (OC-SVM) that provides a 
hyperplane for each class that separates it from the rest of 
the space. For each class, we learn a hyperplane from only 
its samples. Then in the classification phase, we build for 
each class a new two-class hyperplane which separates it 
from all other classes. This two-class hyperplane is 
calculated from the previous one-class hyperplane and the 
closest sample of the other classes. The new two-class 
hyperplane is a shift of the one-class hyperplane, it is 
situated between the farthest misclassified sample, of the 
target class, from the hyperplane, and nearest sample, 
belonging to other classes, to the hyperpalne. Our 
technique speeds up the training time and classification 
time, and reduces the decision model size compared to 
classic methods, while keeping very close accuracy. Our 
results were validated on toys and then on databases of 
UCI site [8]. The rest of the paper is organized as follows: 
section 2 introduces the binary SVM and Section 3 
introduces the multi-class methods based on the binary 
model, namely, 1vsR and 1vs1. In section 4, we present 
the OC-SVM model and then we present our method in 
Section 5. The results and their discussion are presented in 
Section 6, and a conclusion in Section 7. 

2. Binary SVM 

The binary SVM solves the problem of separation of two 
classes, represented by n samples of m attributes each 
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[9,10]. Consider the problem of separating two classes 
represented by n samples: 

 
Where xi are learning samples and yi their respective 
classes. The objective of the SVM method is to find a 
linear function f (equation 1), called hyperplane that can 
separate the two classes: 

 
Where x is a sample to classify, w is a vector and b is a 
bias.  
We must therefore find the widest margin between two 
classes, which means minimizing w2. In cases where 
training data are not linearly separable, we allow errors  i  
(called slack variables) of samples from boundaries of the 
separation margin with a penalization parameter C and the 
problem becomes a convex quadratic programming 
problem: 

 
The problem of equation 2 can be solved by introducing 
Lagrange multipliers i in the following dual problem: 

 
Hence, we can have the following decision function 
(hyperplane): 

 
The function K is called Kernel, it is a symmetric function 
that satisfies Mercer conditions [4]. It can represent a 
transformation of the original input space in which data 
could be non-linearly separable to a new larger space 
where a linear separator exists. Solving the problem of 
equation 3 requires an optimization, especially when the 
number of samples is high. Among the optimization 
methods most commonly used, there is the SMO 
(Sequential Minimal Optimization) where the problem is 
broken into several sub-problems, each optimizes two i 
[11]. 

3. Multi-class SVM 

Several techniques have been developed to extend binary 
SVM method to problems with multiple classes. Each of 

these techniques makes a generalization of the abilities of 
the binary method to a multi-class field [2,3]. Among the 
best known methods, we can cite 1vsR and 1vs1. 

3.1 One-against-rest (1vsR) 

For each class k we determine a hyperplane Hk(wk, bk) 
separating it from all other classes, considering this class 
as positive class (+1) and other classes as negative class (-
1), which results, for a problem of  K classes, to K binary 
SVMs. A hyperplane Hk is defined by the following 
decision function: 

 

This function allows to discriminate between the samples 
of the class k and the set of all other classes. 
 
Classification: A new sample x is assigned to the class k* 
that maximizes the depth of this sample. This class is 
determined by the decision rule of the equation 
6.

 
Figure 1 shows an example of separation of three classes. 

 

 

 

 
 

 

Fig. 1 One-against-rest approach 

Interpreted geometrically, a new sample x is assigned to 
the class that corresponds to the farthest hyperplane. Thus, 
the space is divided into K convex regions, each 
corresponding to a class. 

3.2 One-against-one (1vs1) 

Training: Instead of learning K decision functions, the 
1vs1 method discriminates each class from every other 
class. Thus K(K-1)/2 decision functions are learned. The 
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one-against-one approach is, thus, to build a classifier for 
each pair of classes (k,s). 
Classification: For each pair of classes (k, s), the 1vs1 
method defines a binary decision function Hks: x  \m 

 {-1,+1}. The assignment of a new sample can be done 
by two methods; voting list or decision graph. 
a.Voting list: We test a new sample by calculating its 
decision function for each hyperplane. For each test, we 
vote for the class to which the sample belongs. We define, 
for this, the binary decision function Hks (x) of equation 7. 

 
Based on the K (K-1)/2 binary decision functions, we 
define other K decision functions (equation 8): 

 
The classification rule of a new sample x is given, then, by 
the equation 9: 

 
Figure 2 is an example of classification of three classes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 One-against-one approach 

b. Decision graphs: In this method, we define a measure 
Eks of the generalization ability of the different obtained 
hyperplanes i.e for each pair of classes. This measure 
(equation 10) represents the ratio between the number of 
support vectors of the hyperplane and the number of 
samples of both classes. 

 
Before deciding about new samples, we construct a 
decision graph. We start with a list L containing all the 
classes, then take the two classes k and s which Eks is 
maximum, and we create a graph node labeled (k,s). We 
then create, in the same way, a left son of this node from 

the list L-{k} and a right son from the list L-{s}, and 
continue until the list L contains only one class. This gives 
the decision graph of figure 3, whose leaves are the classes 
and the internal nodes are the hyperplanes: 

 

Fig. 3 Directed acyclic decision graph for three classes 

A new sample x is exposed first to the hyperplane of the 
root, if the decision is positive then we continue with the 
left son, otherwise with the right son, until a leaf is 
reached. The reached leaf represents the class of the 
sample x. 

4. One-class SVM 

In the one-class SVM classification, it is assumed that 
only samples of one class, the target class, are available. 
This means that only the samples of the target class can be 
used and no information on other classes is present. The 
objective of the OC-SVM is to find a boundary between 
the samples of the target class and the rest of space. The 
task is to define a boundary around the target class, so that 
it accepts as many target samples as possible [12]. The 
one-class SVM classifier considers the origin as the only 
instance of negative class, and then tries to find a separator 
between the origin and samples of the target class while 
maximizing the margin between the two (cf. figure 4). 
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Fig. 4 One-class SVM with maximum margin 

The problem is to find the hyperplane that separates the 
target samples of the origin while maximizes the distance 
between them. The problem is modeled by the primal 
quadratic programming problem of equation 11. 

 

Where N is the number of samples of the target class, 
(w,) parameters to locate the hyperplane, i the allowed 
errors on samples classification, penalized by the 
parameter v and  is a transformation of space similar to 
the binary case. Once (w,) determined, any new sample 
can be classified by the decision function of equation 12: 

 

x belongs to the target class if f(x) is positive. In fact, 
solving the problem of the equation 11 is achieved by the 
introduction of Lagrange multipliers in the dual problem 
of equation 13: 

 

Where K is a kernel that represents the space 
transformation . Once the i are determined using an 

optimization such as SMO [11], the decision function for 
any sample x is given by equation 14: 

 

 
Where  can be determined from a training sample xi 
having i0 by the equation 15: 

 

5. Multi-class SVM method based on OC-
SVM (OCBM-SVM) 

5.1 Training 

The method we propose in this paper, extends the OC-
SVM to multi-class classification. We propose to learn for 
each class its own hyperplane separating it from the rest of 
the space. We learn so for K classes, K hyperplane, but 
unlike the 1vsR method, we use to find each hyperplane 
Hk only the samples of the class k which speeds up 
considerably the training time. Table 1 shows the cost of 
different methods in terms of the number of used 
hyperplanes, the number of samples used by each 
hyperplane, and the estimated time of training depending 
on the number of samples of a class Nc. We assume, for 
the sake of simplicity, that the classes have the same 
number of samples. The estimated time is based on the 
fact that each hyperplane Hk using Nk samples requires a 
time of Nk

2 ( represents the conditions of 
implementation such as CPU speed, memory size,...etc.). 

Table 1: Comparative table of the training times of the different methods 

 
 

- The 1vsR method uses to determine each of the K 
hyperplanes all KNc training samples, which leads 
to a training time of K3N2, where K represents the 
number of classes and  a constant related to the 
conditions of implementation, based on the fact that 
the SMO algorithm [11] used here is of complexity 
O(N2).  

- The 1vs1 method calculates a hyperplane for each 
pair of classes, i.e K(K-1)/2 hyperplanes, and to 
determine a hyperplane separating two classes, we 
use the samples of these two classes 2Nc, resulting 
in a training time of 2K2Nc

2.  
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- Our method requires the calculation of K 
hyperplanes, each separates a class from the rest of 
space. To determine each hyperplane, we use only 
the samples of one class, resulting therefore in a 
total training time of about 2KNc

2. 
  

It is clear that: 

 

This means that the proposed method optimizes the 
training time compared to methods 1VsR and 1vs1. 

5.1 Classification 

OC-SVM method allows to find a hyperplane separating 
one class from the rest of space, this hyperplane allows to 
decide on membership of a new sample to this class. If the 
sample is above the hyperplane then it belongs to the 
class, but if it is below, we have no information on to what 
other class the sample belongs. To correct this situation, 
we propose to modify the obtained hyperplane to enhance 
the decision information in the case where the sample does 
not belong to the class. We propose to find for each 
hyperplane of a class, the closest sample among the 
samples of all other classes, then shift the hyperplane by a 
distance equal to half the distance between this sample and 
the misclassified sample, of the target class, that 
minimizes the decision function (the farthest one from the 
hyperplane) (cf. Figure 5). 

 

Fig. 5 Classification in OCBM-SVM method 

More formally, let Hk(x) be the decision function using the 
hyperplane of the kth class. And let xk

- be the misclassified 
sample of the class k farthest from the hyperplane H, and  
xk

- the closest sample to the hyperplane H, belonging to a 
class different to k. The distance of xk

- from the 
hyperplane is given by Hk(xk

-) and the distance between 

the hyperplane and xk
- is given by Hk(xk

-). The proposed 
shift is [Hk(xk

-) + Hk(xk
-)]/2, and the new decision function 

for a sample x can be calculated by the shifted hyperplane 
Hdk of the equation 17: 

 
After calculating all the K shifted hyperplanes, the 
decision about the class k* of a new sample x can be given 
by the discrete decision rule of equation 18: 

 
Table 2 shows a comparison between the time of 
classification of a new sample by different methods. This 
time is calculated based on the number of support vectors 
of each hyperplane, which is equal, to the maximum, the 
total number of samples used to find the hyperplane. 

Table 2: Comparative table of classification time of the different methods 

 
 

- The 1vsR method uses K hyperplanes, and to test a 
sample, it is evaluated for all hyperplanes. Knowing 
that each hyperplane contains a number of support 
vectors equal to the maximum total number of 
samples, the estimated time to find the class of a 
sample is K2Nc, where  is a constant that 
represents the conditions of implementation.  

- For the method 1vs1 using the voting list, the 
classification estimated time is K(K-1) Nc,  

- For the method 1vs1 using decision graphs, the 
classification estimated time is 2(K-1)Nc.  

- The estimated time for our method is KNc, because 
it tests the sample for K hyperplanes containing, at 
maximum, KNc support vectors.  

 
If we eliminate from the column of estimated time in 
Table 2 the factor Nc, we note that the method OCBM-
SVM optimizes the classification time. But this depends 
always on the number of support vectors obtained by the 
training method which can be very important compared 
to the number of classes K. Higher the number of 
training samples and the number of classes, the greater 
the advantage of the OCBM-SVM method, since it uses 
the minimum of samples, making it suitable for large 
databases. 
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5.3 Model size 

The method we propose in this paper, extends the OC-
SVM to multi-class classification. We propose to learn 
for each class its own hyperplane separating it from the 
rest of the space. We learn so for K classes, K 
hyperplane, but unlike the 1vsR method, we use to find 
each hyperplane Hk only the samples of the class k 
which speeds up considerably the training time. Table 1 
shows the cost of different methods in terms of the 
number of used hyperplanes, the number of samples 
used by each hyperplane, and the estimated time of 
training depending on the number of samples of a class 
Nc. We assume, for the sake of simplicity, that the 
classes have the same number of samples. The estimated 
time is based on the fact that each hyperplane Hk using 
Nk samples requires a time of Hk

2 ( represents the 
conditions of implementation such as CPU speed, 
memory size,...etc.). 

6. Experiments 

6.1 Used data 

Our method was first tested on examples of Toy type (2 
dimensions) that we have chosen of different 
complexities. Then we have tested it on benchmarks of 
multi-class classification databases from the site 
"Machine Learning Repository UCI" [8]. The used 
databases are shown in the following Table 3: 

Table 3: Databases used for testing 

 
 
Natt is the number of attributes, Nclass is the number of 
classes in the database, Ntrain is the number of samples 
used for training and Ntest is the number of samples used 
for testing.  

6.2 Materials and evaluation criteria 

The proposed method was tested on a Dual-core de 1.6 
GHZ machine with 1GB of memory. The used kernel is 
RBF, and the optimization method is the SMO 
algorithm [11]. The evaluation criteria of the 
performances of our method are the training time in 
seconds Tr(s), the classification time in seconds Tc(s), 

the recognition rate R and the size of the obtained 
model. 

6.3 Results 

The first tests have been performed on toys of different 
complexities and have shown the advantages of OCBM-
SVM method compared to other metods. In the example 
of table 4, we took 642 samples belonging to five 
classes. The results show that our OCBM-SVM method 
reduced training time to 0.109 second without losing 
accuracy, while the 1vs1 and 1vsR methods have given 
respectively 0.609 and 28.25 seconds. Even, the size of 
the resulting model was reduced to 18.290 KB. The 
classification time was 22.625 which is close to that of 
the method of decision graphs (DAG) with the remark 
that the number of samples and the number of classes 
are small. 

Table 4: Results on a toy 

 
 
The tests performed on the databases of the UCI site 
also confirm the theoretical results. Table 5 summarizes 
the results obtained on testing databases presented in the 
table 3. 
Indeed, in all tested databases, OCBM-SVM method 
greatly improves the training time and model size, 
especially in large databases. For the Abalone database, 
our OCBM-SVM method reduced the training time 
from 3954.047 seconds to 1.5 seconds and the size of 
the model from 2996,002 KB to 226,954 KB. In the 
case of OptDigits database, training time was reduced 
from 16981.984 seconds for 1vs1 method and 
68501.407 seconds (over 19 hours) for 1vsR method, to 
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only 126,593 seconds while maintaining accuracy better 
than the method 1vs1. For the same database, the size of 
the model was also reduced from 3749.174 KB for the 
1vs1 method and 2148,554 KB for 1vsR to 555,314 KB. 

Table 5: Results on different databases 

 
 
The proposed method keeps a classification time, in the 
case of large databases, close to that of the method DAG 
representing the fastest method in terms of classification 
time. Indeed, we note, in databases with a number of 
samples less than 1000 (case of PageBlocks, Segment 
and Vehicule) that the classification time obtained by 
some methods is better than ours. This is due to that in 
the databases of small size, the preparation work of 
classification structures (lists in DAG and shifts in 
OCBM-SVM) is important compared to the essential 
task of calculating the decision functions. In large 
databases, with number of samples greater than 1000 
and number of classes greater than 10 (case of Abalone, 
Letter, OptDigits), the improvement of classification 
time is remarkable. Indeed, for the Abalone database, 
our method yielded a classification time of 5.282 
seconds against 6.421 seconds for DAG method the best 
of the others.  
Also for the Letter database, the classification time was 
10,766 seconds against 44.5 seconds for DAG. In the 
OptDigits database, the obtained time by the DAG 
method was better than the OCBM-SVM method, this 
can be explained by the number of support vectors 
obtained by each training method which has an 
important influence on the classification time. 

With all its advantages, our method preserves a 
recognition rate in the range of rates obtained by other 
methods and sometimes better (case of Abalone 
database). 

7. Conclusion 

In this paper, we presented a new method for multiclass 
learning with support vector machine method. Unlike 
classic methods such as 1vs1 and 1vsR extending the 
principle of binary SVM, our method (denoted OCBM-
SV) extends the principle of one-class SVM method. 
And to achieve the generalization ability of binary 
SVM, we changed the hyperplanes obtained by the one-
class method to take into account information of other 
classes. The obtained results show great improvement in 
training time and decision model size. Our method also 
allows improving the classification time (decision 
making) of new samples by reducing of the number of 
support vectors of the decision model. The obtained 
accuracy is very close to that of other methods and 
sometimes better. 
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Abstract 
Embedded block coding with optimized truncation (EBCOT) is 
an important feature of the latest digital still-image compression 
standard, JPEG2000; however, it consumes more than 50% of 
the computation time in the compression process. In this paper, 
we propose a new high speed VLSI implementation of the 
EBCOT algorithm. The main concept of the proposed 
architecture is based on parallel access to memories, and uses an 
efficient design of the context generator block. The proposed 
architecture is described in VHDL language, verified by 
simulation and successfully implemented in a Cyclone II and 
Stratix III FPGA. It provides a major reduction in memory access 
requirements, as well as a net increase of the processing speed as 
shown by the simulations. 
Keywords: JPEG20, EBCOT algorithm, VLSI architecture, 
FPGA implementation. 

1. Introduction 

JPEG2000 is the latest still image compression standard, 
developed by ISO/IEC JTC1/SC29/WG1 (commonly 
referred to as the Joint Photographic Experts Group JPEG) 
[1]. JPEG 2000 is not only a competitive compression 
performance, but also provides many new features for 
different types of still images [2]. It offers quality 
scalability, resolution scalability, region of interest (ROI) 
coding, and supports both lossless and lossy coding in the 
same framework. 
All these features are possible by adoption of the Discrete 
Wavelet Transform (DWT) and Embedded Block Coding 
with Optimal Truncation (EBCOT) originally proposed by 
Taubman [3]. Unfortunately, both algorithms are 
computation and memory intensive. 
The EBCOT is one of the main resources intensive 
components of JPEG 2000, it accounts for nearly 50% of 
the total computation time of encoding process [4,6], and 
then it represents the most critical part in the design and 
implementation of the JPEG2000 standard. Besides the 
intensive computation, EBCOT needs massive memory 
locations. In conventional architectures, the block coder 
requires at least 20K-bit memory [10]. In order to  
 

 
 
 
decrease the EBCOT algorithm time execution two main 
speedup methods have been suggested. Sample skipping 
(SS) and Group Of Column Skipping (GOCS) [4]. In the 
first, one skips no operating samples and in the second all 
non operating columns are skipped, i.e. all the four bits of 
the column are skipped. This last technique allows to save 
a clock cycle naturally wasted in the SS method when a 
complete column is empty. 
Many implementations of hardware architectures have 
been proposed and designed for EBCOT algorithm to 
improve the encoding speed, such as Andra’s state-
machine based bit plane encoder [ 9], which presents 
VLSI architecture for embedded bit-plane encoding in 
JPEG 2000 that reduces the number of memory accesses. 
This architecture has been implemented in VHDL and the 
estimated frequency of operation was 200 MHz. Chaing 
and al. [10] have proposed a Pass-Parallel Context 
Modeling (PPCM) to implement the EBCOT algorithm, 
this implementation can work at 180 MHz. They claimed 
that when compared with the previous context-modeling 
architectures, there solution improve the throughput rate 
up to 25%.  
In this paper we present an efficient VLSI architecture for 
EBCOT. It’s based on an optimized data organization and 
a new memory arrangement as well as a simple state 
machine and combinatorial logics of encoding part. Our 
proposed architecture makes the four bits to be processed 
and their neighbors available at one clock cycle and 
consequently a complete column is processed in only four 
clock cycles during each pass. This proposed architecture 
is implemented on FPGA without using any external 
memory. 
The following part of the paper is organized as follows. 
Section II reviews the EBCOT algorithm; Section III 
describes the analysis of bit plane coding algorithm. The 
proposed EBCOT architecture is presented in section IV; 
the hardware implementation performances and results 
discussion are described in section V, and section VI 
concludes the work. 
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2. EBCOT Algorithm  

As illustrated in Fig. 1, the encoding process in JPEG2000 
standard follows the typical still image encoding 
operations. The DWT block transfers the image 
information from spatial domain to frequency domain and 
removes the spatial correlation. The redundant information 
can be rejected by quantization process which is the 
mainly lossy block in JPEG2000 standard. After the 
quantization step, many coefficients become zero then the 
entropy coder can encode the quantized coefficients more 
efficiently and generates the compressed bit stream. The 
entropy coding and generation of compressed bit stream in 
JPEG2000 are two tiers coders, tier-1 is a context based 
adaptive arithmetic coder and tier-2 is a bit stream layer 
formation. 

 
Fig. 1 Functional block diagram of JPEG2000 standard. 

2.1Tier-1 coding: context based adaptative arithmetic 
coder 

2.1.1 Bit-plane coding:  

The key of JPEG2000 is the EBCOT algorithm. The DWT 
sub-bands are partitioned into relatively small blocks, 
called code-blocks (typically 64×64 or 32×32) [1, 2]. The 
code-blocks are encoded independently. Each code-block 
is decomposed into n bit-planes. Sequentially, they are 
encoded from the most significant bit-plane (MSB) to the 
least significant bit-plane (LSB). Each bit-plane is 
partitioned into a set of stripe, which spans the full width 
of the code block and consists of four rows. The stripes 
are scanned from the top to the bottom one by one. Within 
each stripe, the scan proceeds column by column, within a 
column, each sample location is scanned by a top-down 
manner, until all samples of the column have been visited 
as shown in Fig.  2. 
The encoding process is done by fractional bit-plane 
coding (BPC) mechanism to create a context and a binary 
decision value for each bit position. JPEG2000 uses the 
EBCOT algorithm for the BPC. 
This algorithm encodes each generated bit-plane in one of 
three coding passes [2, 3]: significant propagation pass 
(PASS-1), magnitude refinement pass (PASS-2), and 

cleanup pass (PASS-3).. For a bit-plane, these three passes 
are processed sequentially. The Pass-1 processes  
 
 
coefficients which are insignificant [3] and have at least 
one significant neighbour among its 8 immediate 
neighbours, Pass-2 processes all significant coefficients 
except those becoming significant in Pass-1, finally Pass-3 
processes all remaining coefficients not encoded in the 
Pass-1 and Pass-2.  According to the information 
contained in each bit, four coding primitives are used to 
generate its context:  zero coding (ZC), sign coding (SC), 
magnitude refinement (MR), and run-length coding (RLC) 
[3]. 

 
Fig. 2 The scanning order within a bit-plane. 

 
The generated contexts are based on the contextual 
information (the sign and significance states of the 8-
connect neighbors) of the sample scanned in current 
coding pass. A detailed description about these coding 
primitives can be found in references [3] and [11]. 

2.1.2 Arithmetic Coding:  

The BPC outputs are entropy encoded using a MQ-coder 
which is a derivative of the Q-coder [12]. According to the 
provided context, the coder chooses a probability for the 
bit to encode, among predetermined probability values 
supplied by the JPEG 2000 standard and stored in a look-
up table. From this probability the MQ-coder 
progressively generate the compressed code-words. These 
data are the output of the first tier, and send to Tier 2 for 
further selection to form the final JPEG2000 bitstream. 
2.2 Tier-2 coding: bit stream layer formation 
In this second step, each code-block is efficiently 
represented as a layer and block summary information [2]. 
A layer is a consecutive bit-plane coding passes from each 
code-block in a tile, including all sub-bands of all 
components in the tile. The block summary information 
consists of the length of compressed code words of the 
code-block and the truncation point between the bit-stream 
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layers. The compressed code-words generated in the Tier-
1 coding step are encoded using a Tag Tree coding 
mechanism. 

3. Analysis of the algorithm  

Table 1 shows the complexity estimation for JPEG2000 
coding obtained by using the modified software 
implementation [13]. The run-time table uses a P-IV1.2G 
CPU, 256M RAM, and VC++6.0 with WINXP system. 
The size of the test image Lena is 512 x 512 pixels, and 
we use a configuration with the flowing parameters 
(lossless and lossy filter, 4 levels wavelet decomposition 
and one layer with spatial scalability). 
Our results (see table 1) as well as others works [5, 6] 
clearly show that the EBCOT algorithm takes the great 
part of the processing time compared to the others blocks, 
this is because EBCOT operations are bit-level processing 
as illustrated in Fig. 3, which requires important memory 
resources and several memory accesses. 

Table 1: execution time for JPEG2000 encoder using the 512 x 512 Lena 
image 

JPEG2000               Lossless                     Lossy  
blocks                compression             compression 

 

DWT                         11,4 %                       21,2 % 
EBCOT                     67,8 %                       61,3 % 
MQ-Coder                 18,2 %                       14,1 % 
Others                        2,6  %                        3,4  % 

 
Therefore, the key to increase the processing speed of 
JPEG2000 consists of both new researches and new 
developments of more efficient VLSI system architecture 
of EBCOT algorithm. 
In order to optimize the hardware design of EBCOT block, 
a detailed analysis of the algorithm is needed. Fig. 4 shows 
the analysis results obtained using a 512x512 Lena image 
which is decomposed by (5,3) filter with 4 levels 
decomposition for DWT block. Each bit in a bit-plane is 
encoded only in one of the three coding passes and 
skipped in the two others. 
At first, all samples of the first bit-plane (MSB) are 
insignificants and encoded in PASS-3 of the coding 
process, for the lower bit-plane, some samples with 
neighbouring significant bits will be encoded in Pass-1 
and bits which have been significant will be encoded in 
Pass-2. Therefore from Fig. 4 only a small number of 
coefficients are encoded by all three coding passes, so two 
speed-up methods have been proposed in order to 
accelerate the encoding process: sample skipping (SS) and 
group-of-column skipping (GOCS) [4, 7, 8]. The key idea 
of the SS method is to skip those no-operation samples in 
a single column. The SS is more efficient compared with 
the straightforward method, but a clock cycle is still 

wasted when a stripe column is “empty”, that means none 
of the samples of the stripe column belongs to the current 
coding pass. Therefore, the second speed-up method, 
GOCS, is designed to further improve the processing 
speed. It skips  
 
 
a group of “empty columns” simultaneously at the cost of 
an extra GOCS memory. Besides, the number of column 
in a group is a compromise between processing speed and 
area cost. 
 

 Fig. 3 The hierarchy of a code block. 

 
In this work we adopt a hierarchical scanning for a given 
code block ordered from lower level (bit) to upper level 
(bit-plane) as illustrated in Fig. 3.  If we can skip from 
upper level, several iterations will be saved. 
The bit-plane coding performs context selection by 
examining state information for the surrounding 
neighbours of a sample. Three state variables are 
necessary for the context formation algorithm 
(significance state variable, magnitude refinement state 
variable and visited state variable), as defined in [3] and 
[11]. These variables are stored in three memories and two 
others memories are needed to store the sign bit-plane and 
magnitude bit-plane. Each memory is 4K bits to support 
the maximum block size. Hence, it is essential to reduce 
internal memory by using the optimized memory saving 
algorithm [7]. 
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 Fig. 4  Coefficients distribution in 3 passes with 64×64 sub-band from 
512×512 Lena image. 

4. Proposed architecture 

In the proposed architecture, a complete column is 
processed in a single clock-cycle. The four bits to be 
encoded and their two neighbours are all available at the 
same time. Therefore to increase the speed of computation 
and reduce the memory requirement for EBCOT, we 
exploit the parallel access to memories and propose a new 
design of context generator for EBCOT tier-1 architecture. 
The key idea is to bypass the redundant coefficients-bits in 
each coding pass; it can be done by adopting a new 
method in the data organisation and memory arrangement. 
This method proves the efficiency of reducing both access 
number and memories bandwidth. 
The proposed hardware architecture of EBCOT algorithm 
is presented in Fig. 5. The architecture reads the DWT 
coefficients data (LL, LH, HL, and HH sub-bands) from 
the code blocks memories, carry out the discrete wavelet 
transform, and output the context and data. 
This architecture is based on an original register modules 
(data register module, and state variables register module) 
communicating through by using two controller blocks 
and working in parallel with a tight synchronization. 
The block diagram of Fig. 5 consists mainly of: 1) 
Memory blocks 2) Switches and counters 3) Context 
generator and data selector (mux).  All these blocks are 
controlled and synchronized by two state machines; one 
manages the pass of the algorithm and the second controls 
the columns processing in each pass, these blocks are 
described below. 
 

 Fig. 5 Block diagram of the proposed EBCOT hardware implementation. 

 

4.1 Data organization and memory arrangement 

In order to achieve an efficient data and state variables 
memories access and to reduce the required memory 
access clock cycle, we propose a new data arrangement 
and memory organization to implement the Bit-plane 
coding. As shown in Fig. 6 memory blocks are organized 
in six partitions. 

 
Fig. 6.  State variables memories. 

 

MEM0 to MEM5 contain the state variables data. The 
same organization is adopted for code block coefficients. 
In a single clock cycle they supply the four bits to be 
processed and their vertical neighbours at the same time 
(Fig. 7). 
By using this memory arrangement, we can: 

 Reduce the complexity of addressing. 
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 Perform read and write operations at the same 
clock cycle. 

 Prevent the operational conflicts (simultaneous 
read or write). 

Within this arrangement, samples of two nearby stripes, 
the previous and the next stripes, are loaded into the state 
variables register simultaneously in only one clock cycle. 
So, only a single clock cycle is spent by reading data from 
the six memories and shifting state variable register. 

 
Fig. 7 Code block lines and code block memories association. 

 

For the code block memories, we use a tile splitter block, 
which extracts the code blocks from each memory of 
wavelet coefficients sub-band.  The extracted data are 
stored in six memories, in each one; a line of code block is 
stored as shown in Fig.8.  The register blocks are 
implemented as two six parallel shift registers, one for 
code block coefficients and the second for state variables. 
The data shift from memories to registers column by 
column. 

 
Fig. 8 Code block memories. 

 

4.2 Switches and counter 

To manage the code block memories and state variable 
memories outputs, three switches are used according to the 
stripe witch is going to be processed. Therefore, there are 
four switching modes for each switch block. 
In this architecture we use one counter to count the 
columns and stripes of the code block to be processed, and 
generate the current pass bit plane to be encoded. This 
counter also allows detecting the position of the bit to be 
processed inside the code block. 

4.3 Context generator and mux 

The multiplexer chooses the context from the outputs of 
ZC(Zero Coding) context block, SC(Sign Coding) context 
block, MR(Magnitude Refinement)  context block, or the 
hard encoded RLC( Run Length Coding) contexts (17 or 
18 contexts). 

 
Fig. 9 Context information generator. 

 
For the three passes of EBCOT algorithm, we propose a 
code block processing model shown in Fig. 9. In this 
architecture all passes are merged into one component.  
The pass to be processed is selected by the “pass” signal. 
This block is managed by the pass-controller block, which 
is based only on five states, and the symbol is encoded in 
3 clock cycles.  To better improve the speed of the 
proposed EBCOT architecture, we use the by pass mode 
presented in [1]. 

5. Implementation and experimental results 

The proposed architecture was implemented in VHDL. 
The EBCOT algorithm was also developed using C 
language (ISO/IEC 15444-1 [1] compatibility) to validate 
the architecture by comparison with the hardware 
behavioral. 
When synthesized and target to an FPGA ALTERA 
Cyclone II and Stratix III [14, 15], our design performs at 
285 MHz. 
Table 2 gives the complete device usage summary. We 
can see that our design spent 1.5K gates and 40K bits of 
internal memory. 
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5.1 Implementation Results 

The proposed EBCOT architecture is tested by encoding 
three test images: Baboon, Jet and Lena with size of 
512x512. The code block size is 64×64 or 32×32, and 
each coefficient can be represented by 12 bits of width. 

Table 2: synthesis results of EBCOT block implemented in a altera 
Cyclone II and stratix III. 

In table 3 we show a comparison between our results and 
those of the most recent work [4, 16]. It is clearly shown 
that our proposed architecture reduces the processing time 
by about 45%. This decrease in the processing time are 
mainly explained by the saving both the wasted clock 
cycle in the SS method and the required additional clock 
cycles for memory access in the GOCS architecture. 

Table 3: performance of proposed architecture compared with other 
techniques.  

Architecture                Area           Cycles            CLK 
                                    (cells)       /code-block      (MHz)   

 
Single Sample[8]          631             156590            51.7 
Sample-Skipping[14]    710               89170            38.6 
This work                     985               41250            285 

 
A high processing frequency is achieved with a suitable 
number of the cycles/codes-block, thus the proposed 
architecture is faster than SS [4] and GOCS [16] methods, 
with low number of the required clock cycles, it reduces 
the processing time by about 45% as shown in Fig. 10. 
This increasing in the speed of the EBCOT algorithm is 
mainly due to the minimization of the number of memory 
access by adopting an efficient memory architecture to 
store the state variables and the code block data. The 
proposed architecture not only overcomes the complexity 
of state machine, but also has faster computation than 
PPCM.  
However the proposed architecture needs some additional 
hardware resources, which is relatively low compared to 
the gain in the processing time, and represents a good 
compromise between speed and hardware resources for 
applications such as digital cinema. 
 

 
Fig. 10 Comparison of proposed architecture versus other techniques. 

 

5.2 Integration 

The proposed EBCOT architecture was first integrated in 
the JPEG 2000 encoder. It is designed for I-frames in 
standard definition television (SD, 720 x 480 30 fps) 
format at 54 MHz and supports high-definition television 
(HD720p, 1280 x 720 30 fps) format at 100 MHz. Our 
EBCOT architecture is capable of processing Motion 
JPEG2000 in real time with 12 bits Bitdepth, 4:4:4 video 
encoding and a compression ratio of 11. 

6. Conclusion 

We have proposed an efficient VLSI architecture to 
implement the Bit-plane coding. The design was 
implemented in VHDL, and synthesized and routed in an 
ALTERA Cyclone II and Stratix III FPGA. 
This new architecture is based on a parallel access to 
memories, and uses a new design of context generator 
block. A working frequency of 285 MHz is achieved, and 

                                        Cyclone II               Stratix III 

Total logic elements         1,501 (3%)               1,501 (1%) 
Total registers                    365                          234 
Total memory bits            40196 (11%)            40196 (5%) 
CLK(EBCOT)                   225 MHZ                 285 MHZ 
Operating voltage               1.8  V                        1.8 V 
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the number of the required clock cycles is reduced, which 
increase the processing speed, by comparison with 
previous works. 
The proposed EBCOT encoder is fully compatible with 
ISO/IEC 15444-1 [1], and can be adopted for supporting 
real-time applications rates. 
The system is secure because no external memory is used 
and the data flow is protected during the whole encoding 
process. So, it can be widely used in the application of the 
futur-generation digital cinema. 
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