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higher system capacity than when the channel assignment scheme isused alone. Simulations were also used to show the e�ect of varyingthe maximum transmitter power on system capacity.1 IntroductionIn multiuser radio networks it is desirable to maintain bit error rates abovea chosen minimum. This would require that the carrier to interference ra-tio(CIR) of the radio links be maintained above a corresponding minimumCIR for the network by assigning channels and transmitter powers to termi-nals appropriately. The allocation of resources namely channels and trans-mitter powers to terminals based on signal and interference measurementshas been studied extensively independent of each other. Some of the work onchannel assignment relevant to this study can be found in ([1] - [8]). Previouswork on power control relevant to this study is available in ([9] - [26]). Therehas been some e�ort to study the performance of channel assignment andpower control together. Capacity analysis and simulations [27] show thatdynamic channel assignment and power control together o�er high systemcapacities. Reuse distance based dynamic channel assignment with powercontrol has been studied in [8]. A medium access protocol that combinesdynamic channel assignment and a CIR-based power control is presented in[28]. Integration of power control and base assignment presented in [29] alsoo�ers higher system capacity.In this paper we propose a distributed dynamic resource allocation (DDRA)scheme that integrates channel assignment and power control. This schemewas �rst reported in [30]. The channel assignment couples well with thepower control to o�er a higher system capacity than just channel assignmentby itself. The system capacity is measured by simulation in terms of thenumber of terminals that can be served by the system with a CIR above achosen minimum.2 Models and Performance MeasuresIn traditional performance analysis of cellular systems, Poisson call arrivalsand exponential call durations are assumed. It is also assumed that thecell sizes are large compared to the movement of the terminal during a call.2



With these assumptions the system is modeled as a Markovian queueingsystem with blocking. In microcell systems the calls may have to be carriedthrough a few base stations. A dynamic channel assignment scheme wouldalso require channel reassignments within a cell. If these e�ects are takeninto consideration traditional analysis would become intractable. Therefore,to study the performance of various resource allocation schemes extensivesimulation studies are necessary. However, these studies do not o�er enoughinsight into the principles of the resource allocation problem.In ([4],[8]) a new simpli�ed approach to studying the complex problem ofresource allocation is introduced. Here the system is studied at one randomlychosen instant of time. The system frozen in that time instant is referred toas a snapshot. The resource allocation scheme under study is then appliedto this snapshot. It is assumed to be in�nitely fast, i.e., the resource alloca-tion is allowed to reach its �nal \state" before the performance is evaluated.The performance is measured by counting the number of terminals that theresource allocation scheme is not able to accommodate. This process is re-peated for a number of snapshots and the performance is averaged over allthe snapshots. This is referred to as the snapshot analysis. The snapshotanalysis is used in this work for evaluating the performance of the resourceallocation schemes by simulations. The snapshot analysis does not distin-guish between terminals with di�erent types of requests such as, new calls,hando�s, ongoing calls, etc. The snapshot simulations will not replace a fullscale system simulation. It cannot for example consider any time correla-tion properties of the teletra�c, i.e. call arrival and call duration statistics.However, it can be used as a complement when comparing di�erent resourceallocation schemes.Though the resource allocation presented in this work is for two-dimensionalcellular systems, we use a one-dimensional cellular system in the simulationsto keep the computations simple. The base stations are located at regularintervals. We study the system at a randomly chosen instant of time. Thenumber of terminals in each cell is assumed to be a Poisson distributed ran-dom variable with mean �c. We let the size of the channel set for the systembe denoted by N . The normalized mean tra�c is � � �c=N terminals perchannel per cell. The terminal positions are uniformly distributed in eachcell. This model with independent and exponentially distributed distancesbetween adjacent cars is known to be a good model for free owing highwaytra�c [31]. For other kinds of tra�c there are no well known models. We3



use the above tra�c model for the one-dimensional cellular system in thesimulations.We present resource allocation for the uplink (mobile to base) only. Forthe downlink (base to mobile) the same procedure is valid with appropriatechange in notation. The number of terminals using a given channel is denotedby M . We let Pi be the power transmitted by the ith terminal unit. TheM dimensional vector P , with Pi as its ith element, is the transmitterpower vector for the transmitters using a given channel. The gain on thecommunication link between the ith base and the jth terminal is denotedby Gij. Thus, the Gii's are the gain factors on the desired communicationlinks, while the Gij's, for i 6= j, represent gain factors on the links thatcause interference. All the Gij 's are positive and can take values in the range(0; 1]. The link gains are given by Gij = gd��ij Sij, where g is a constantdepending on the antenna gains, dij is the distance between the jth terminaland the ith base station, � is propagation exponent, and Sij is the slow fadingfactor that is log-normal distributed. If no fading is assumed Sij is unity. Inthe simulations g is set to unity. The receiver noise at the base stationcorresponding to the ith terminal is denoted by �i. In the simulations thenoise is assumed to be the same for all receivers. The link quality is measuredby the carrier to interference ratio(CIR). The CIR of the ith terminal at itsbase is given by i = PiGiiMXj=1j 6=i PjGij + �i ; 1 � i �M : (1)Equation (1) for the CIR of the ith terminal at its base can be rewritten asi = PiMXj=1AijPj + �i ; (2)where the M �M matrix A = fAijg is de�ned byAij = 8>><>>: �GijGii� if i 6= j0 if i = j . ; (3)4



and �i = �i=Gii. We let � be the M dimensional vector whose ith element is�i. The �i's are greater than or equal to zero. We assume that at least oneof the �i is not zero if noise is not negligible.The lowest CIR that is acceptable to the receiver is denoted by f . TheCIR oor, f , is a parameter used in the simulations to decide when toremove or deny service to a terminal. The maximum transmitter power fora terminal is denoted by Pmax.The performance measure used in the simulations for snapshot analysisis Pa, the probability of assignment failure. It is the probability that arandomly picked terminal su�ers an assignment failure. This performancemeasure was �rst introduced for snapshots in [4] as the assignment failurerate. P̂a an estimate of Pa, is obtained as an average over K snapshots ofthe cellular system. A terminal can su�er an assignment failure in two ways.Firstly when all the channels are already assigned by the base station toother terminals at the time the terminal requests service. Secondly, whena terminal is assigned a channel and transmitter power, it can cause otherterminals already on that channel to have a CIR below the CIR oor. Theexpression for P̂a is as given belowP̂a = PKi=1 number of terminals denied service in snapshot iPKi=1 number of terminals that need service in snapshoti : (4)In the simulations K is large enough so as to have a 95% con�dence intervalthat is acceptably small for the Pa estimate (at least an order of magnitudeless than the estimated Pa). An approximate con�dence interval is used inthe simulations. The probability of an assignment failure is assumed to beBernoulli. With this assumption the 95% con�dence interval is estimated asP̂a � 1:96qP̂a(1� P̂a)=L (5)where L = KXi=1 number of terminals that need service in snapshoti:This con�dence interval will be an upper bound since there is a positivecorrelation between the number of assignment failures and the number ofterminals. It should be noted from Equation 5 that for lower tra�c, L, thecon�dence interval becomes less tight.5



Values of P̂a less than 1 � 10�4 are not of much interest. Moreover theyare di�cult to estimate with a tight con�dence interval (since they requirelarge amounts of data). So in all our plots of P̂a we show only values greaterthan 1� 10�4.When an unlimited number of channel reassignments and power con-trol iterations are allowed the measures obtained by the snapshot analysiscan be viewed as an upper bound on the tra�c load( number of termi-nals/cell/channel) that can be handled at a certain assignment failure rate[8].The probability of assignment failure is in a sense more fundamental thanthe traditionally used blocking probability since it does not relate to speci�ce�ects of call duration, terminal mobility, hando� schemes etc, but only totheir aggregate e�ect. Pa can be thought of as a measure of the spectrumpacking capability of a resource allocation algorithm. So the snapshot analy-sis, presently neglecting the problems of implementation, allows comparisonof spectrum packing capabilities of resource allocation algorithms.The resource allocation problem considered in this study can be viewedas follows:Minimize: PaSubject to: �nite frequency spectrum�nite transmitter powerThe above problem is equivalent to maximizing spectrum packing. Thechannel assignment part of the above problem makes it a combinatorial op-timization problem that is not easily solved. We attempt to solve the aboveproblem, based on heuristics, with a distributed dynamic resource allocationscheme and obtain a suboptimal solution. We are interested in a distributedscheme because of the advantages that it would o�er in implementation.With a distributed scheme there is no need for communication amongst basestations, no need for a central controller, and addition of new base stationsis easy. 6



3 Channel AssignmentThe channel assignment scheme used here is the well known minimum inter-ference scheme. It is incorporated in the CT-2(Enhanced Cordless Phone)and DECT(Pan-European Cordless Phone) systems. Its performance hasbeen studied in [7]. This scheme is distributed since it is based on localinterference power measurements. When a terminal requires service, it sig-nals its need for a channel to the nearest base station. All channels of thesystem are available for use at each base station rendering the scheme dy-namic. The base station measures the interfering signal power on all thechannels that it has not already assigned to other terminals. The terminal isthen assigned the channel with minimum interference. This can be expressedmathematically as:A terminal i is assigned a channel that o�ers a CIR equal tomaxj2C fi(j)g;where i(j) is the CIR of terminal i if it were to use channel j, and C is theset of channels that are not already assigned by the base station to other ter-minals. Since the terminals are served in a random order (say correspondingto the order of arrival of terminals into a real system) we will refer to thisscheme as the random minimum interference (RMI) scheme. A terminal maybe denied service in two cases. The �rst one is when all the channels at thebase station are already assigned to other terminals at the time the terminalneeds service. The second one is when the terminal su�ers a CIR less thanf , where f was de�ned earlier to be the lowest CIR that is acceptable tothe receiver.4 Power controlWe use the distributed constrained power control (DCPC) scheme of ([24],[25],[26])for adjusting transmitter powers in the resource allocation scheme. In thisscheme each of the M terminals on a given channel adjusts its transmitterpower, so as to achieve a target CIR denoted by t, based on the CIR expe-rienced at the base station. The transmitter power of the ith terminal at the7



nth time instant is given byP (n)i = minfPmax ; t P (n�1)i(n�1)i g; 1 � i �M ; n � 1 ; (6)where Pmax is the maximum transmitter power for the system, P (n�1)i isthe transmitter power of the ith terminal at the (n � 1)th instant of time,and (n�1)i is the corresponding CIR of the ith terminal at the base stationat the (n � 1)th instant of time. The above scheme is shown to convergefor any arbitrary initial power vector ([24],[25],[26]). Whether the powerupdates of the terminals are synchronous or asynchronous, the above schemeconverges to the same power vector in the limit when n ! 1. We shallrefer to the above power control scheme as synchronous DCPC(SDCPC)when the power updates of the terminals are synchronous, and asynchronousDCPC(ADCPC) when the power updates of the terminals are asynchronous.5 The DDRA SchemeWe now propose a DDRA scheme derived by fusing the DDCA scheme de-scribed in Section 3 and the DCPC scheme described in Section 4. Whena terminal requires service it initially communicates with the base stationon the control channel. The base station then assigns a channel that hasminimum interference or equivalently a channel that o�ers maximum CIR.With the knowledge of the interference on the channel and the received sig-nal strength on the control channel, the base station estimates (assuming thelink gain on the control channel and the channel assigned to the terminal tobe identical) the CIR corresponding to a transmitter power of unity. Usingthis information the transmitter power necessary to achieve the target CIRis calculated and communicated to the mobile on the control channel. Theterminal then joins the rest of the terminals on the same channel in updatingpowers according to DCPC.The DDRA scheme: A terminal i that needs service is �rst assigned achannel that o�ers maxj2C fi(j)g;where i(j) is the CIR of terminal i if it were to use channel j, and C is theset of channels that are not already assigned by the base station to other8



terminals.The terminal is then assigned a power Pi given byPi = minfPmax ; t 1i g;where i is calculated with the interference measured on the assignedchannel and the received power assuming unit transmitter power(this canbe estimated by using received signal strength measurements on the con-trol channel). The terminal i then joins the rest of the terminals on theassigned channel in adjusting transmitter powers according to the DCPCscheme (synchronous or totally asynchronous) of Section 4.A terminal can su�er an assignment failure in two ways. Firstly when allthe channels are already assigned by the base station to other terminals atthe time the terminal requests service. Secondly when the terminal that isalready in service su�ers a CIR less than f . The terminals are served in arandom order (say corresponding to the order of arrival of terminals in a realsystem).It is desirable to set t to a value greater than but close to f in order tokeep the transmitter power levels small.6 Choice of PmaxChoosing high values of Pmax will make receiver noise power negligible andgive a larger dynamic range. This will translate into more terminals sup-ported with higher CIRs and lower Pa. However choosing low values of Pmaxwill conserve power, reduce interference to other systems, and keep radiationlevels low.The measure of radio link quality is the CIR. We reproduce (for ourconvenience) Equation (1) below which gives the expression for the CIR ofthe ith terminal at its base.i = PiGiiMXj=1j 6=i PjGij + �i ; 1 � i �M : (7)To understand how Pmax is related to other cell parameters let us considerthe worst case CIR. Let w denote the worst case CIR experienced in the9



system. A lower bound for w is given byw = PmaxGwIw + � (8)where Gw is the worst case link gain in the system, Iw is the worst caseinterference in the system, and � is the receiver noise. Note that Gw is lessthan unity and is dependent on cell size and propagation exponent, amongother factors. Iw is dependent on cell size, propagation exponent, and alsoon Pmax, among other factors. Outage would result when w < f . So wewould like w � f . Let us assume that Pmax is chosen such that PmaxGw� isabout 20dB. This will ensure full radio signal coverage in a cell and make thesystem interference limited (i.e. receiver noise becomes negligible). Highervalues of Pmax will not o�er any signi�cant gain in capacity, and will onlyresult in high radiation levels. This is because the repercussion of usinga high Pmax will be felt in the interference Iw which originates from otherinterfering transmitters. To some extent e�cient DCA and power controlhelp in keeping interference low. Thus the choice of Pmax in cellular systemdesign is typically based on the average propagation loss experienced in thecells and the receiver noise.7 MAXMIN SchemeThe MAXMIN scheme is a non-distributed dynamic channel assignmentscheme, proposed in [7], as a way of obtaining a bound on the capacitythat can be achieved by channel assignment schemes based on interferencemeasurement. In the MAXMIN scheme a terminal is assigned a channelthat maximizes the minimum of the CIRs of all the terminals that are beingserved by the system at that time. Mathematically this can be expressed as:A given terminal that requires service is assigned a channel j that givesmaxj2C mini2S fig (9)for the system, where i and j are the indices for terminals and channelsrespectively. C is the set of channels available at the base corresponding tothe given terminal that requires service. i is the CIR of terminal i at its basestation. The set S consists of all terminals in the system that are already10



in service and also the given terminal that requires service. Furthermore ina one-dimensional cellular system (as is the case in our simulations) the leftto right order of terminal positions can be exploited to assign frequenciese�ciently. A terminal is served only after all terminals to the left of it havehad a chance to be served. This sequential left to right order of serviceis chosen because it appears to be the best way of reusing channels. Theterminal that is immediately to the right of a given set of terminals withchannels assigned is the one that will cause the most interference at the basestations serving the given set of terminals. It is also the one that su�ers themost interference from that set of terminals.8 Simulation ResultsIn this section we present simulation results for the DDRA scheme. In thesimulations we consider only the propagation loss on the radio links. So weassume that Gij = d�4ij , where dij is the distance between the ith base andthe jth terminal.The RMI and DDRA schemes are applied to a one-dimensional cellularsystem with 50 cells. f for the system is chosen to be 15.89 dB. Two cases ofthe DDRA scheme are studied. One uses synchronous DCPC and is referredto as the DDRA-SDCPC scheme. The other uses asynchronous DCPC andis referred to as the DDRA-ADCPC scheme. In the DDRA scheme after aterminal is assigned a channel 5 iterations(SDCPC) or 5 cycles(ADCPC) ofpower control are performed before the next terminal is served. A cycle is anordered set of updates with one update from each terminal. We use cyclesof updates for ADCPC to keep the simulation simple. Note that ADCPCcan actually have totally asynchronous updates ([24],[25],[26]). t for powercontrol is set 3 dB higher than f . The maximum transmitter power was setto 1W and the receiver noise power was assumed to be 10�10W. The statisticsare taken from only the inner 20 cells to avoid boundary e�ects. The cellsare all of the same size and equal to 100m. The base station is located at thecenter of each cell. The number of terminals in each cell is a Poisson randomvariable with mean �c. If N denotes the size of the channel set for the system,then � � �c=N is the mean tra�c per cell per channel. The terminals arefrozen in their positions and served in a random order. In both the RMIscheme and the DDRA scheme the terminals are denied service if on theirturn of service all the channels at the base station are already assigned. In11



the RMI scheme the terminals that are assigned channels are denied service iftheir CIR falls below f . In the DDRA scheme the terminals that are alreadyassigned channels are denied service if they su�er a CIR less than f afterany iteration(SDCPC) or cycle(ADCPC) of power control. The performancemeasure Pa is obtained as an average over a number of snapshots of thesystem. In Figure 1, Pa is plotted for N = 5 as a function of the normalizedmean tra�c �. The same curves are plotted in Figures 2 and 3, for N = 10and N = 20 respectively. In all the three �gures we see an improvementin system performance with the DDRA scheme over the RMI scheme. Thedi�erence in the performance of the DDRA-SDCPC and DDRA-ADCPC isdue to the fact that only �ve power updates are carried out in between twonew service requests.In Fig. 3 the performance curve for the MAXMIN channel assignmentscheme is plotted. Note that the MAXMIN scheme also tries to balance theCIRs as best as the discrete resource (namely channels) allows. We can seefrom Fig. 3 that it performs better than the DDRA scheme. From this wegain insight into the importance of the channel assignment scheme that iscombined with power control. The capacity o�ered by resource allocationusing power control depends on the spectrum packing capability of the un-derlying channel assignment scheme. With FCA, power control does not o�erany capacity gain because the capacity of FCA is limited by the number ofchannels at the base. Combining a dynamic channel assignment scheme suchas RMI with power control o�ers signi�cant capacity. Even this capacity canbe stretched further as indicated by the MAXMIN scheme in Fig. 3. Thecapacity of the resource allocation scheme could be increased by using a moree�cient channel assignment scheme than RMI. Fig. 4 gives a summary ofthe resource allocation schemes compared in the simulations.We next investigate the importance of Pmax in system design. In Fig.5, Pa for the DDRA-SDCPC scheme in a system with N = 10 channels, isplotted as a function of the maximum transmitter power Pmax, for � =0.3and 0.4. The cell size is 100m. The noise power was assumed to be 10�10W.In reality the noise power is typically in the range of 10�15W.We can performa scaling operation to reect this fact while keeping the CIRs the same. Inthe simulations the CIR, i of the ith terminal is given byi = Pid�4iiPj 6=i Pjd�4ij + � (10)12



where � is the noise power and is set to 10�10W. Multiplying the numeratorand denominator of the right hand side of Equation (10) by 10�5 we geti = Pid�4ii 10�5Pj 6=i Pjd�4ij 10�5 + �10�5or i = Pi(dii101:25)�4Pj 6=i Pj(dij101:25)�4 + 10�15 :So while keeping the CIRs the same as before we have performed a scal-ing operation to reect a noise power level of 10�15 corresponding to a newcell size of 1778.28 m (i.e. 100m � 101:25). We can see in Fig. 5 that forPmax less than 10mW noise predominates and assignment failures are mainlydue to inadequate signal level to overcome receiver noise. However for Pmaxgreater than 100mW noise is negligible (i.e. the system is interference lim-ited) and assignment failures are mainly due to tra�c overload. We see thatincreasing Pmax beyond 100mW does not o�er signi�cant improvement inperformance. The worst case link gain Gw (refer to Section 6) in the simula-tion is (1778:28=2)�4 and the corresponding noise power, � is 10�15W. So wehave for Pmax = 100mW , PmaxGw� =22.04 dB. From the discussion above wesee that once noise is negligible the dynamic range of power does not o�ermuch gain. This is in agreement with the fact observed in [21] that increasingdynamic range of transmitter power beyond a certain value for a noiselesssystem does not o�er a substantial increase in capacity. As mentioned inSection 6, typically Pmax is chosen based on the average propagation lossexperienced in the cells and the receiver noise.9 ConclusionsIn this paper a distributed dynamic resource allocation scheme based onsignal and interference measurements is proposed. It o�ers \soft capacity"for TDMA/FDMA systems up to a maximum of N users per base station,where N is the total number of channels in the system. The scheme isderived by fusing a channel assignment scheme and a power control schemethat couple well. It is shown by simulations, for one-dimensional cellularsystems, that the DDRA scheme o�ers a higher system capacity than thedistributed dynamic channel assignment scheme operating alone.13
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Figure 1: Probability of assignment failure Pa as a function of the normalizedmean tra�c � terminals/cell/channel, for N = 5 channels in the system.
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Figure 2: Probability of assignment failure Pa as a function of the normalizedmean tra�c � terminals/cell/channel, for N = 10 channels in the system.
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Figure 3: Probability of assignment failure Pa as a function of the normalizedmean tra�c � terminals/cell/channel, for N = 20 channels in the system.Scheme Description Components(Ordered by Power Control Channel Assignmentdecreasing Pa)RMI Random Minimum None RMIInterferenceDDRA Resource SDCPC or RMIAllocation ADCPCMAXMIN Maximum Minimum None MAXMINCIRFigure 4: Summary of the resource allocation schemes compared in the sim-ulations. 19
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Figure 5: Probability of assignment failure Pa for the DDRA-SDCPC schemeas a function of the maximum transmitter power Pmax, for N = 10 channelsin the system. The receiver noise is assumed to be 10�10W. The two curvescorrespond to � = 0.3 and 0.4 terminals/cell/channel.
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