High-Throughput Routing for
Multi-Hop Wireless Networks

by
Douglas S. J. De Couto

S.B., Computer Science and Engineering (1998)
M.Eng., Electrical Engineering and Computer Science (1998
Massachusetts Institute of Technology

Submitted to the Department of Electrical Engineering ancth@uter Science
in partial fulfilment of the requirements for the degree of

Doctor of Philosophy
at the
Massachusetts Institute of Technology
June 2004

© 2004 Massachusetts Institute of Technology. All righteresd.

Signature of authar
Department of Electrical Engineering and Computer Science
30 April 2004

Certified by.

Robert T. Morris
Associate Professor of Electrical Engineering and Compfsiteence
Thesis Supervisor

Accepted by

Arthur C. Smith
Chairman, Committee on Graduate Students
Department of Electrical Engineering and Computer Science






High-Throughput Routing for
Multi-Hop Wireless Networks

by
Douglas S. J. De Couto

Submitted to the Department of Electrical Engineering and
Computer Science on 30 April 2004 in partial fulfillment oéth
requirements for the degree of Doctor of Philosophy

Abstract

The expected transmission cou(ETX) metric is a new route metric for find-
ing high-throughput paths in multi-hop wireless networkbe ETX of a path
is the expected total number of packet transmissions (@neturetransmissions)
required to successfully deliver a packet along that pati.pfFactical networks,
paths with the minimum ETX have the highest throughput. Th& Enetric in-
corporates theféects of link loss ratios, asymmetry in the loss ratios betwtbe
two directions of each link, and interference among the essige links of a path.
Busy networks that use the ETX route metric will also maxieniatal network
throughput.

We describe the design and implementation of ETX as a metrithe DSDV
and DSR routing protocols, as well as modifications to DSDdY BXSR which
make them work well with ETX. Measurements taken from a 28en802.11b
test-bed show that using ETX improves performance sigmifigaver the widely-
used minimum hop-count metric. For long paths the througimauease is often a
factor of two or more, suggesting that ETX will become morefukas networks
grow larger and paths become longer.

We also present a simple model for predicting how packevesliratio varies
with packet size, and detailed measurements which chaizetbe test-bed’s dis-
tribution of link delivery ratios and route throughputs.
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Chapter 1

Introduction

This work describes how to find high-throughput routes in tiiubp wireless
packet networks. Using thexpected transmission coufiaTX) metric presented
here, routing protocols can find multi-hop routes that hgveouwice the through-
put of those found using the minimum hop-count metric. Mositing protocols
minimize the hop-couhtmetric, which is the number of wireless links in a route,
regardless of the performance of each link. Since multi-hmeless networks
likely contain many lossy links, routes preferred by the {oopint metric also of-
ten contain lossy links, which reduce throughput. The ETXrioés based on the
loss ratio of each link in a route, as well as the number ofdimka route. Because
it prefers shorter routes with better links, ETX selectdhijroughput routes.

Throughput is not the only property that network users céreua For ex-
ample, voice and interactive users prefer low delay, whitkew users want to
minimize jitter, which is the variability in delay and thrghput. However, these
applications and many others benefit from increased thnouigkvhich is the fo-
cus of this work.

1.1 Multi-hop Wireless Networks

A multi-hop wireless network is a network of computers andides fode$

which are connected by wireless communicatimks. The links are most of-
ten implemented with digital packet radios. Because eadilo fank has a limited
communications range, many pairs of nodes cannot comntendtieectly, and
must forward data to each other via one or more cooperatignrediate nodes.

We will often use ‘hop-count metric’ to mean the minimum hoguint metric.
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Figure 1-1: A multi-hop ‘mesh’ wireless network. No&g sends data to node
via cooperating nodd’; andR,, while nodeS, sends data out of the network via
nodeR; and the gatewags.
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A source node transmits a packet to a neighboring node wiibhwihcan com-
municate directly. The neighboring node in turn transnties packet to one of
its neighbors, and so on until the packet is transmittedstaliimate destination.
Each link that a packet is sent over is referred to d®pg the set of links that
a packet travels over from the source to the destinationliscca route or path
Routes are discovered by running a distributedgting protocolon the network.
Figure 1-1 shows an example of a multi-hop wireless netwdhese networks
are often called ‘mesh’ networks, in reference to the togplmrmed by the links
and nodes. Typically a mesh network does not operate intisnland often has
one or more gateways that connect it to a larger internet.

1.1.1 Antennas

Wireless networks can be built usioghnidirectionalantennasgirectionalanten-
nas, or some combination of the two. An omnidirectional angetransmits and
receives radio signals equally in all directions, formiimké with other nodes in
all directions. A directional antenna transmits and reegisadio signals in a sin-
gle direction, only forming links with nodes in that diremi. Figure 1-2 illustrates
the diference.

Links built using directional antennas can be approximagedired links, and
traditional wired network routing techniques will work weler these links [76].
Because each directional antenna is one end of a single-fmepuint link, net-
work designers can individually engineer each point-tgiplink to have a very
low loss ratio [69]. Also, each link can be considered indefntly by the rout-
ing protocol, because the narrow coverage area of the giredtantennas greatly
reduces interference between lirkks.

The disadvantage of point-to-point directional links iattthey are dticult
to install and engineer. Antennas must be aimed, link bisdgeist be calculated,
and the network topology must be determined beforehandaslmk requires its
own antenna at each end. To add a new node to the network, ttherkelesigner
must explicitly decide where to add new links, and explaitsign in redundancy
and fault tolerance by adding multiple point-to-point nflor each new node.

On the other hand, a node with a single omnidirectional ardezan form
multiple links with many other nodes in any direction. Thewark designer can

2Unfortunately, link independence is limited by the nonabeoverage patterns of real anten-
nas. At close enough ranges, two directional antennas ¢arfiére with each other irregardless of
direction.
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Figure 1-2: Building wireless networks with directionalrses omnidirectional
antennas. The left side shows links using directional argsywhile the right side
shows links using an omnidirectional antenna. In both cabesetwork operator
would like to build links between nod® and each of its neighboi3; through
D,4. On the left, each directional antenna has a very narrovg-fange coverage
area, and Nod8 has a good link to its neighboB;, throughD,4. S has a marginal
link to D4, since it as the edge of the antenna range. Each link recuseparate
antennad; throughA,. On the right, nod& uses a single omnidirectional antenna
A, with a very broad but relatively short-range coverage .aN@de S has good
links to noded, andD,4, a marginal link taD3, and no link toD,, which is out of
range.
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easily add a new node by placing it within range of any othaeten®ecause the
antenna is omnidirectional, it does not need to be aimedf@nts multiple links
simultaneously with any nearby neighbors, providing resiant links with little
extra dfort.

Although omnidirectional antennas make it easy to deplay nedes, they
have their own drawbacks. Because each antenna is the amdgbonultiple
links, it is not feasible to independently engineer mosteflinks in the network,
and many links will be lossy. Furthermore, the overlappinteana coverage pat-
terns of nearby nodes will cause them to interfere with eablerpreducing the
throughput of each link.

The rest of this work is about how to find high-throughput esuin multi-hop
wireless networks built with omnidirectional antennasté&mas are a significant
part of the cost of a multi-hop wireless network, and unlikgitdl radios, their
cost and functionality do not scale according to Moore’s. lewwever, digital
radios follow the steeply increasing performance curve ahputer processing
power, and will continue to become cheaper, with incredgiagphisticated sig-
nal processing, coding, and routing capabilities. As altesystems built with a
single omnidirectional antenna at each node will likely a@mmuch cheaper than
those built with multiple directional antennas at each neyen as their perfor-
mance gap narrows.

1.1.2 Why Not Cellular?

A multi-hop wireless network can be expanded by incremgnéalding nodes to
the network, typically at the edges as its physical area grdwthis sense it is
self-expanding: since the network nodes using the netwodperate to provide
connectivity to each other, the network exists whereverettage nodes. This is
in contrast to a cellular network, where data travels diyeitom wireless nodes
to fixed base stations. Data typically travels from a baskosto its destination
over a wired network, as shown in Figure 1-3. Since each kasers provides a
fixed amount of network coverage to a fixed geographical area'¢ell’), there

is only network connectivity where base stations have beedgployed. Cellular
base station locations and radio configurations are cdyeflnbsen not to interfere
with adjacent cells, while avoiding coverage gaps betwedn.Although cellular

networks can be incrementally deployed and expanded, #ead and planning
required to setup a base station is much larger that thatresjto deploy a few

extra new nodes in a multi-hop wireless network. In additiomike multi-hop

wireless networks, installing a cellular base station nexgusome preexisting or
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Figure 1-3: A cellular wireless network. Nod® sends data to node via base
stationsB; andB,, which communicate over the wired network. Nod&sandD
might also share the same base station. N&deends data out of the network via
base statioBs.
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additional network infrastructure, such as land lines mglaistance radio links
to obtain network connectivity for the base station.

1.1.3 The Problem

The same flexibility that makes it easy to deploy multi-hopeldass networks
with omnidirectional antennas also makes ffidult to find good links and routes.
Unlike wired networks or wireless networks with point-totpt wireless links, it

is difficult to engineer the communications links. When a new nodiejgoyed,

it will form communications links withall nodes that are within range, including
those that are on the edge of communications range. As disdus Chapter 4,
links at the edge of communications range will have very gogmal strength, and
packets sent over these links will often be lost completelwill be corrupted and
discarded at the receiver. Since lost or corrupted packetettransfer any useful
data over the link, thefBective bandwidth of a lossy link is less than that of a good
link. The percentage of transmitted packets that are loditsmarded is termed the
loss ratig its complementdelivery ratiq is the percentage of transmitted packets
that are successfully received. Some of the links formeddulirey a new node
to the network will have low delivery ratios and low throughpsome will have
high delivery ratios and high throughput, and many will hentermediate delivery
ratios and throughput. As Chapter 3 will show, the network agole has a broad
distribution of link delivery ratios: some good links, sorbad links, and many
intermediate.

In general, there will be many potential routes between gmath of nodes
in the network; because each route usesfiedint set of links, these routes will
have diterent throughputs. The routing protocol select the routé tie highest
throughput. Routing protocols useraute metricto decide which route to use
between a pair of nodes. A route metric is a number assigneddb route; the
routing protocol then selects the route with the best métiitie route metric
is based on some underlying property of the route. For exantpé commonly
used hop-count metric is the number of links in a route. Ri®choose a route
with the minimum hop-count; there may be many minimum hoprataoutes,
in which case protocols often choose arbitrarily betweamthChapter 3 shows
that an arbitrary minimum hop-count route often has muclelathroughput than
other routes between the same pair of nodes.

3The best metric is typically the smallest metric, but defseomithe interpretation of the metric.

21



1.2 Design Constraints

Multi-hop wireless networks have a very rich design spaod, @esigners must
make choices in many dimensions when building these netwvivie make several
assumptions about the underlying network that constram#sign space.

As discussed above, we assume that the network uses onctimia anten-
nas, as they are cheaper and more convenient.

We implicitly assume that the network is a store-and-foduaetwork which
decodes and retransmits packets at each hop, accordingdetprmined routes
that are decided by a routing protocol. This is one tradalevay of operating data
networks, and fits in well with current practice. Howevepiiecludes techniques
like network coding [5, 43, 48], which make morfieient use of the underlying
network capacity.

We also assume that all network nodes have a single radiordadre, oper-
ate on the same shared channel, and use the same fixed k@tdateansmission
power. But in reality, many radios can reduce link bit-rd@sincreased reliabil-
ity, and variable transmission power can be used to traflgansmission range
for total network capacity. Some radios can switch betweeiltipte channels,
or transmit on multiple frequencies simultaneously, asrihagonal frequency-
division multiplexing (OFDM) [16, 19, 21]. Finally, placghmultiple radios and
antennas into each node can reduce or eliminate interfefggtoveen links in the
same route. Chapter 8 describes the applicability of ETXmthese assumptions
are relaxed.

1.3 Contributions of this Work

This main contribution of this work is the design, impleneian, and evaluation
of the estimated transmission count (ETX) metric, which ésigned to enable
routing protocols to find high-throughput routes. The ETXaofoute is the to-
tal number of packet transmissions and retransmissionsrezfjto send a packet
across the route, assuming that each link in the route 1stnaa the packet until it
is successfully received across the link. ETX is designedifi&s with link-layer
acknowledgments (ACKs) and retransmissions, as provigd&BE 802.11 ra-
dios [18]. The ETX metric for a route is calculated using meaments of the
lossiness of each link in the route. Routing protocols setaates with the min-
imum ETX. For short routes (up to and including 3-hop routés¢ minimum-
ETX route is the maximum-throughput route; for longer r@jtdhe minimum-
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ETX route is still a high-throughput route. The design of HIEX metric does not
depend on a patrticular routing protocol; Chapter 7 showsERX improves the
throughput of both Dynamic Source Routing (DSR) [37], andemand source
routing protocol, and Destination-Sequenced DistanaaevgDSDV) [61] rout-
ing, a proactive table-driven distance-vector routingtpcol. We also presents a
set of desigh changes and implementation techniques that BISR and DSDV
to work well with ETX, in Chapter 6.

Additional contributions are a detailed exploration of regformance of min-
imum hop-count routing on a wireless test-bed using 802radilws (Chapter 3),
and a simple model of how link loss ratios vary with packe¢ ¢2hapter 4). Chap-
ter 3 explains why minimum hop-count often finds routes witingicantly less
throughput than the best available throughput, and questifie throughput dif-
ference between the typical minimum hop-count route andhigpeest throughput
route. Chapter 4 shows how to use a few link loss ratio measemés to predict
loss ratios at dferent packet sizes; these predictions can be used to dedheas
protocol overhead of the ETX metric, by allowing ETX to meslinks with
small packets. ETX is also likely improve network capacity.

In order to demonstrate that ETX igfective, Chapter 7 presents measure-
ments taken from the test-bed network. These measurentemisteat ETX im-
proves the throughput of multi-hop routes by up to a factamaf over the mini-
mum hop-count metric. ETX provides the most improvemenptths with two or
more hops, suggesting that ETXfers increased benefit as networks grow larger
and paths become longer.

1.4 How to Read This Dissertation

Chapter 2 reviews the 802.11 radios used in this work, andheakipped by read-
ers familiar with 802.11. Chapter 3 describes the test-ledaork and its through-
put problems. Chapter 4 explains how digital packet radioskywand gives a
simple model of how packet sizefacts loss ratios; it can also be skipped by
readers familiar with digital communications, althougleyhmight wish to read
Section 4.4 to learn about the packet size model. Chaptersl % gresent the
design and implementation of ETX and explain how it is usethigyrouting pro-
tocols. Chapter 7 evaluates how well ETX works on a real wggihetwork, while
Chapter 8 shows how ETX might be improved in the future, and has useful
when the wireless network design space is expanded. Chiasteveys related
work in wireless routing. Finally, Chapter 10 concludes.
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Chapter 2
Overview of 802.11 Radios

This chapter provides an overview of the IEEE 802.11b radsesd in this work.
802.11 is an IEEE standard for the physical and medium aamgsol (MAC)
layers of wireless LANs [18]. The standard specifies sevayars of a packet ra-
dio system, including radio modulation and coding, pac&enfts, and the MAC
protocol for managing contention between multiple sendeng original 802.11
standard specifies radios that can operate at one and twditseger second; the
follow-on 802.11a [19], 802.11b [20] and 802.119g [21] stamt$ specify addi-
tional bit-rates and packet formats.

The main focus of the 802.11 standard is networks with a sfawlbgy, and
almost all 802.11 radios are used this way. In these netwaikaless clients
exchange packets with specially-designated wirelesssacgeints. The access
points then relay client packets between the wirelesstsliand a wired LAN. In
this scenario, wireless clients do not exchange packet¢sttiirwith each other;
all packets pass through an access point. This mode of aperatoften referred
to asinfrastructuremode.

However, the protocols and experiments described in thi&k wo not use the
radios in infrastructure mode. Instead, the radios are usageer-to-peemode
where they can directly send and receive packets from ang valich might be
in range. This mode is also sometimes cabieldhocmode. The 802.11 standard
refers to radios operating in this mode as an Independeiit Basvice Set (IBSS).
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Bit-Rate Modulation Bits/Symbol ChipgSymbol

1 Mbps DBPSK 1 11
2 Mbps QPSK 2 11
5.5Mbps CCK 4 8
11 Mbps CCK 16 8

Table 2.1: IEEE 802.11b bit-rates and their associated fatida.
+1,-1,+1,+1,-1,+1,+1,+1,-1,-1,-1

Figure 2-1: Barker spreading sequence used by 802.11.

2.1 Physical Layer

The IEEE 802.11 standard describes three physical layarinfeared layer, a
frequency-hopping spread-spectrum layer, and a direpiesece spread-spectrum
(DSSS) layer. Almost all 802.11 radios use the DSSS physagalr, as do the
802.11b radios we used.

The DSSS physical layer specifies how bits and packets arsniitted over
the radio air interface. IEEE 802.11b specifies four biesatvith associated mod-
ulation techniques, as summarized in Table 2.1.

After modulation, the data symbols are encoded by an 118arker spread-
ing sequence, at 11 megachips per second. The Barker sequssd is shown in
Figure 2-1. Table 2.1 shows how many chips encode each syortezch bit-rate.

In the United States, 802.11 and 802.11b specify 11 chammécfrequen-
cies, starting at 2,412 MHz, and spaced 5 MHz apart. Sinee sfftreading with
the Barker code, the main lobe of the transmitted signal Hesgaiency width of
22 MHz, these channels actually overlap significantly wallreother. However,
it is possible to choose three channels without significaatlap.

Each 802.11 packet transmission consists of a 148-bit drkaand a 48-bit
physical layer header, followed by the 802.11 payload. Tieamble and physi-
cal layer header bits are sent at 1 Mbps, and the 802.11 mhbitecan be sent
at any of the 802.11 bit-rates. The contents of the preamblsecified by the
802.11 standard. The physical layer header specifies thAd¢oigth of the packet
and the bit-rate used for the 802.11 payload. The 802.1Hdlatd specifies addi-
tional optimizations that decrease the time required fergireamble and physical
layer header when higher bit-rates are used for the paykbésiyeduces packet
overhead at 802.11b’s 5.5 and 11 Mbps data rates.
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2.2 MAC Layer

The 802.11 MAC protocol is a carrier-sense multiple-accetgeme with colli-
sion avoidance (CSMALA). The standard refers to this scheme as the distributed
coordination function (DCF). The goal of the MAC protocokdsallow multiple
competing senders to share the radio medium without integfevith each other.

2.2.1 Medium Access

Before sending a packet, a potential sender listens to seg ibther transmission
is in progress. If there is no such transmission, or once sutlansmission is
over, the sender waits for a mandatory of time called the D@€rframe space
(DIFS). After the DIFS time has passed, the sender choosasdom back-fy
timeb from its contention windowThe contention window has a minimum length
of 620 microseconds, and a maximum length of 2,460 micras#soAfter each
successful transmission, the contention window is sestmihimum value; after
each failed transmission, the contention window is douhlgdto the maximum
value. The sender waits for the back-4meb to pass before attempting to send its
packet. If some other radio transmits while the sender isimgafor b to elapse,
the sender does not count that time as waiting, and resumiéagvat the end
of the transmission. That is, the sender waitsd@mount ofidle medium time
before attempting to send.

The 802.11 standard also specifies an optional requestAgfesear-to-send
(RTSCTS) protocol which can further reduce radio contentionrame scenarios.
As RTSCTS is not used in this work, we do not describe it further.

2.2.2 Retransmissions and Packet Timing

The 802.11 MAC supports two kinds of data packets: broadaadt unicast.
Broadcast packet are intended to be received by any radichWigars them them,
and are delivered to the networking layer on that radio’senddnicast packets
are directed to a specific destination node. When a radiovexan unicast data
packet directed to it, itimmediately sends back an acknogrigent (ACK) packet
after a short interframe space (SIFS), and delivers thennireg data packet to
the networking layer. Other radios may receive the sameashigacket, but they
discard it and do not send an ACK response. Each packet egladlestination
address so that a radio can decide if the packet was intemmlet Figure 2-2
shows the formats of data and ACK packets.
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(a) 802.11 data frame, 50 n bytes over the air.

(18 bytes)

Preamble | Physical layer header
and CRC (6 bytes)

802.11 and Ethernet
headers (31 bytes)

Ethernet Payload
(n bytes)

Data CRC
(4 bytes)

(b) 802.11 ACK frame, 38 bytes over the air.

Preamble
(18 bytes)

Physical layer header
and CRC (6 bytes)

ACK frame
(10 bytes)

Data CRC
(4 bytes)

Figure 2-2: Packet formats for 802.11 data and acknowleddjpeckets.

(a) Packet timing for 802.11 broadcasts.

802.11 Data (n data bytes) DIFS
(8%[n + 59] us)

(50 us)

|

Backoff
(=310 ps)

802.11 Data

(b) Packet timing for 802.11 unicasts.

802.11 Data (n data bytes)
(8%[n + 59] us)

STFS
(10 us)

802.11 ACK
(304 us)

DIFS
(50 us)

>l

Backoff
(=310 us)

—»| 802.11 Data

Figure 2-3: Packet timing diagram for 802.11 datdficaassuming no contention
for the radio channel. The total time required to send an BDB&ata broadcast
at 1 Mbps with an-byte data payload is 8 [n + 59] + 50 + 310 = 832+ 8n

microseconds. The total time for an unicast is increasedBy3D4 microseconds
because of the ACK packet, and is 1,148n microseconds.
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If an unicast sender does not receive an ACK packet afterafmmeperiod of
time (SIFS+ DIFS time after sending the data packet), it marks the tragson
as failed. The sender then increases its batkvimdow, enters back{f and tries
to resend the packet. A sender will repeatedly try to retraha packet up to a
specified maximum number of triegiving up and discarding the packet.

Figure 2-3 shows the packet exchanges and timings for basadad unicast
packets at 1 Mbps, assuming that every packet transmissguccessful and that
there is no contention. The figure shows the average expéetekidt time of
310 microseconds. In the absence of contention, the bickiodow should be
at its minimum size of 620 microseconds, and the averagecéageandom back-
off is one-half of that. The maximum broadcast and unicast tjitputs of a given
packet size can be calculated in packets per second byimyéne time required
to send a single packet. For example, for the 134-byte pdwsad throughout
this work, the unicast throughp&tcan be calculated as

1

B= 1,146+ 8x 134 451

packets per second. For unicast packets with a 1,386-bytegsh the throughput
is 82 packets per second.

IThe radios we used have a default of a maximum of 16 retries.
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Chapter 3

The Throughput Problem

Most existing wireless routing protocols use the minimurp{ecount route metric:
they select routes with the fewest links. The minimum hopratanetric implic-
itly assumes that links either work well, or do not work at ald that all working
links are equivalent. Furthermore, most protocols assunks that deliver rout-
ing control packets such as DSDV route updates or DSR rouwteapiwill also
successfully deliver data packets.

However, these assumptions are incorrect for multi-hopeMgs networks
with omnidirectional antennas. Unlike wired and wirelegtworks with point-
to-point links, where the performance of each link can battgcontrolled and
engineered, networks with omnidirectional antennas haaeynwireless links
with a wide range of intermediate loss ratios. These losssliare not useful
for data, but deliver enough routing control packets so thatrouting protocol
uses the link. Measurements in Section 3.4 illustrate tie@ eNstribution of link
loss ratios for an indoor 802.11 test-bed; others have medsimilarly even dis-
tributions for an outdoor 802.11 network [4], and for ind@ord outdoor sensor
networks [12, 78, 80].

Given a broad variation in link loss ratios, hop-count whbose links poorly.
This is because minimizing the hop-count of a route maxisithe distance trav-
eled by each hop, which reduces the received signal stremgthincreases the
loss ratio. Even if the best route is a minimum hop-countepthere may be
many routes with the same minimum hop-count, but with widelyying qual-
ities. The arbitrary choice made by minimum hop-count is gnodranteed to be
the highest-throughput route. This chapter shows thatmmam hop-count routing
typically finds routes with significantly lower throughpiniain the best available,
using measurements of the DSDV routing protocol on a tedtAe¢éwork. We ex-
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Approx. 22 m

Approx. 79 m

Figure 3-1: A map of the test-bed. Each circle is a node; thgelaumber is the
node identifier, and the superscript indicates which floahefbuilding the node
IS on.

plain why minimum hop-count does poorly by looking at thetiilisition of route
throughputs and link loss ratios.

3.1 Experimental Test-Bed

All the data in this chapter are the result of measuremetkisntan a 29-node
wireless test-bed. Each node consists of a stationary RACaxiliscgAironet 340
PCI 802.11b [18] card and an omnidirectional 2.2 dBi dipaieeana, also called
a ‘rubber duck’ antenna. Each PC runs the Linux operatintesysThe nodes are
placed in dgfices and lounges on five consecutive floors of fiic® building. Their
positions are shown in Figure 3-1.

The test-bed runs new implementations of the DSDV and DSRngproto-
cols, described in Chapter 6.

The 802.11b cards are set to transmit at one megabit per g€btps) with
one milliwatt (mW) of transmit power. RTSTS is turned &, and the cards are
set to ‘ad hoc’ (IBSS, DCF) mode. Each data packet in theiollg measure-
ments consists of 24 bytes of 802.11b preamble, 31 bytes2i&b and Ether-
net encapsulation header, 134 bytes of data payload, anted bf/frame check
sequence: 193 bytes in total. An 802.11b ACK packet takesn3i@doseconds
to transmit, the inter-frame gap is 60 microseconds, andrtimemum expected
mandatory back4b time is 310 microseconds, resulting in a total time of 2,218
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microseconds per data packet. This gives a maximum thraughfpi51 unicast
packets per second over a loss-free link.

While the test-bed itself carried only the data and contrtit involved in
each experiment, interference of various kinds was inblytpresent. In particu-
lar, each floor of the building has four 802.11b access poimsarious channels.

The test-bed was designed to experiment with wirelessmiguirotocol im-
plementations, and is one of the larger 802.11-based maltiwireless test-beds
currently described in the research literature [2, 3, 76,13 50, 51]. There are
also many commercial multi-hop wireless networks, whiah ot publicly doc-
umented; some of these are smaller than the test-bed deddrdre, but many
are much larger, both in the number of nodes and in the areared\wby the
network. We believe that although radio link performancé&nswn to be quite
different indoors than outdoors [69], the conclusions drawmfroeasurements
of this test-bed are still valid for many other networks. §Fs for two reasons:
first, initial measurements of a larger outdoor rooftop ratncorroborate many
of the findings described in this chapter [4]; and secondnthe dfects we ob-
serve stem from the underlying network design, not the $iggeerformance of
any patrticular link.

3.2 Path Throughputs

Figure 3-2 compares the throughput of routes found with amum hop-count
metric to the throughput of the best static routes that cbelfound. Each curve
shows the throughput cumulative distribution function @Dor 100 node pairs;
the pairs are randomly selected from thex298 = 812 total ordered pairs in the
test-bed. A point’sx value indicates the throughput between the pair, in packets
per second; thg value indicates the fraction of pairs with less throughfuie
left curve is the throughput CDF achieved by routing datagi®dSDV with the
minimum hop-count metric. The right curve is the through@F for the best
known path between each pair of nodes. Packets were onlypstmen one pair
at a time. That is, there was no data crosfiitaFor each pair, the DSDV and
best-path tests were run immediately after one anothennio Variation in link
conditions over time.

The ‘best’ static route between each pair of nodes was foyrskhding data
along ten potential best paths, one at a time, and selettinggth with the highest
throughput for each pair. Potential best paths were idedtby running an f-line
routing algorithm, whose inputs were measurements ofip&ridss ratios similar
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Run R1: 1 mW, 134-byte packets

Max 2-hop-------==-==-=x-=x-21 rf
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Figure 3-2: When using the minimum hop-count metric, DSDVWades paths
with far less throughput than the best available routeshHiae is a throughput
CDF for the same 100 randomly selected node pairs. The Iefegs the through-
put CDF of DSDV with minimum hop-count. The right curve is tG®F of the

best throughput between each pair, found by trying a numbramising paths.
The average throughputfterence is 42 packets per second< 61). The vertical
lines mark the theoretical maximum throughput for routesaxdh hop-count.
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to those in Section 3.4. The algorithm also incorporatedraalpg to reflect the
reduction in throughput caused by interference betweecessive hops of multi-
hop paths. New link measurements were collected roughlgyeéveur during the
experiment; the best paths for each pair were generated tistnmost recently
available loss data. Each node ran a user-level programhvibievarded packets
according to source routes in the packet headers.

The throughputs in Figure 3-2 are split into two main rangdmve and be-
low 225 packets per second. Pairs with throughputs aboves2@bdata along
single-hop paths; pairs with throughputs at or below 22% data over multi-hop
paths or very poor single-hop paths. Multi-hop paths hasetleroughput because
transmissions on the successive hops interfere with e oh a two-hop path,
the middle node cannot receive a packet from the first nodeeagdme time it is
sending a packet to the last node, limiting throughput telosléthe link through-
put. Similar éfects cause the fastest three-hop route to have a capaciboaf a
450/3 = 150 packets per second [47].

Minimum hop-count performs well whenever the shortest eastalso the
fastest route, especially when there is a one-hop link witweloss ratio. A one-
hop link with a loss ratio of less than 50% will outperform awtyer route. This
is the case for all the points in the right half of Figure 3-2télthat the overhead
of DSDV route advertisements reduces the maximum link aapbg about 15 to
25 packets per second, which is clearly visible in this pathe graph.

The left half of the graph shows what happens when minimumdomt has
a choice among a number of multi-hop routes. In these case$dp-count met-
ric usually picks a route significantly slower than the besbwn. The most ex-
treme cases are the points at the far left, in which minimupré@unt is getting a
throughput close to zero, and the best known route has aghput of about 100
packets per second. The minimum hop-count routes are sloause they include
links with high loss ratios, which cause bandwidth to be comsd by retransmis-
sions. The zero-throughput points on the left are due to asstny: DSDV with
hop-count chose asymmetric links which delivered routiaghets in the reverse
direction, but no data packets in the forward direction.

3.3 Distribution of Path Throughputs
Figure 3.3 illustrates a typical case in which minimum hapHat routing would

not favor the highest-throughput route. The figure showghhaughputs of sev-
eral static routes from node 23 to node 36. The routes are ite kighest-
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Run R1: 1 mW, 134-byte packets
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Figure 3-3: Hop count does not predict throughput. This saghows the mea-
sured throughputs from node 23 to node 36, along the eighielsigthroughput
routes found in the ‘best’ static route tests. The minimurp-bount route does
not have the highest throughput, and there are many threpedwies with very
different throughputs.
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Run R1: 1 mW, 134-byte packets
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Figure 3-4: Measured throughput of all static routes. @sahark the throughput
of minimum hop-count routes; longer routes have their tghgaut marked with

triangles. 99 pairs are shown here; a minimum hop-counterbatl the highest
throughput on 73 of those pairs. Multi-hop routes were nstigté for pairs with a

one-hop throughput of greater than 225 packets per secerttatis faster than
any multi-hop route can deliver packets.

throughput routes between 23 and 36 which were found in tlast’Istatic route
experiments described above. The graph shows that theeshpdth, a two-hop
route through node 19, does not yield the highest throughiphe best route is
three hops long, but there are a number of available thrgerdnates which pro-
vide widely varying performance.

Figure 3-4 shows the ‘best’ static route results for all tlvele pairs tested.
Although the fastest route many pairs was a minimum hop-coute, 35 pairs
have multiple minimum hop-count routes, typically with yelifferent through-
puts. Furthermore, the minimum hop-count route was not aiséett route for a
quarter of the pairs. A routing protocol that selects ranofrom the shortest
hop-count routes is unlikely to make the best choice, pagrity as the network
grows and the number of possible paths between a given pagases.
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Delivery Ratio

Delivery Ratio

(a) Pairwise delivery ratios at 1 mW

Link number

(b) Pairwise delivery ratios at 30 mW

Link number

Figure 3-5: One-hop packet delivery ratios between eachgbaiodes at 1 mwW
(above) and 30 mW (below). The top and bottom ends of eacltabihe indicate
the delivery ratios in the two directions. The bars in eadchprare sorted by the
minimum of the two directions, so the link numbers do not segly match
between the two graphs. The packet size is 134 bytes of 8062lath payload.
Data for all 406 pairs of hosts are shown. Many links are asgirin) and there is
a wide range of loss ratios.

3.4 Distribution of Link Loss Ratios

Figure 3-5 shows the underlying delivery ratios of each Imthe network, which
helps explain why high-throughput paths aréidult to find. Each vertical bar
corresponds to the direct radio link between a pair of nottestwo ends of the bar
mark the broadcast packet delivery ratio in the two diredibetween the nodes.
To measure delivery ratios, each node took a turn sendingiessef broadcast
packets for two seconds, and counted the number of paclkthtradio reported
as transmitted. Packets contained 134 bytes of 802.11bpdgtaad, and were
sent at a rate of 40 packets per second. Every other nodedesttiie number of
packets received. The delivery ratio from naodiéo each nod¢ is calculated by

38



dividing the number of packets receivedYaby the number sent b}{. The loss
ratio of a link is one minus its delivery ratio. We use the tératio’ instead of
‘rate’ to avoid confusion with throughput delivery rateshiah are expressed in
packets per second.

Note that 802.11 broadcasts don't involve acknowledgment®transmis-
sions. Because 802.11 retransmits lost unicast packetd'swinicast packet loss
ratio at higher layers is potentially far lower than the urglag broadcast loss
ratio, depending on the maximum number of retransmissibbowed. Since only
one node was broadcasting at a time in the network, any péudsdts are due to
interference from the environment or from transmitterssalg the network.

Figure 3-5 has three important features. First, a largeibmof the links have
an intermediate delivery ratio in at least one directionaflis, they are likely to
deliver some routing protocol packets, but would lose maagkpts if used for
data. Second, there is a full spectrum of link delivery mtiso some advantage
can be expected from making fine-grained choices betweks Vitnen choosing
paths. Third, many links have asymmetric delivery ratios.

As discussed in Chapter 1, using omnidirectional antenralemit easy to
deploy a wireless network, but hard to engineer any padidirik to have a very
low loss ratio. As a result, many of the links in the network aperating in sit-
uations they were not designed for, and therefore have egtigible loss ratios.
These links are operating with low SNRs, high noise, andgsige multipath due
to the wide variety of obstacles indoor, such as doors, waitsiture, and people.

The network has a wide range of link loss ratios because e Are operat-
ing in a wide range of conditions, despite being in the san@aré. For example,
there is a wide distribution of link distances, and therefawide range of received
signal levels. This is further compounded by th&eatient levels of receiver noise
for each link and the various obstacles blocking and refigaiach link’s signal;
these produce a wide range of SNR levels throughout the mietvtso, the difer-
ent obstacles to each link produc&drent multipath fects, further ffecting loss
ratios in unpredictable ways. Multipatifects are discussed further in Chapter 4.

Even though theféects of attenuation and multipath should be symmetric for
each link, many of the links are asymmetric. There are a fgoamations for this
asymmetry. As just described, receiver noise levéiscathe SNR and therefore
loss ratios; since each receiver is in #&elient environment it is likely to have a
different noise level and SNR. Some receivers will be in higls@environments,
producing very asymmetric links. Second, although theasdsed in the test-bed
are identical models, they may come fronfteient manufacturing batches, with
slightly different components. Even though the radios were set to usathe s
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power, their actual power outputs may vary, producingedences in the received
signal level at each end of the link. Finally, because thelied radios are half-
duplex the measurements in each direction of a link occurfegrént times. It is
possible that link conditions changed between the measntnin each direc-
tion. For example, a door may have been closed, or a personhaay moved
their chair; these féects have been informally observed tieat link measure-
ments in the test-bed. Although these time variations mayns® make the link
measurements less reliable, they are in fact an an accafdetion of the sorts
of link behavior that a wireless routing protocol will encder. In a real network,
perceived asymmetry will occur as a result of link changesr eime. The routing
protocol chooses routes before sending data over them,ibg peotocol packets
sent in the reverse direction; links may change betweennierotocol packets
are sent in the reverse direction and data packets are stet farward direction.

Of the 406 node pairs in Figure 3-5a (1 mW), there are 124 witkslwhich
delivered packets in at least one direction. Of those liBBsare asymmetric, with
forward and reverse delivery ratios thaffdr by at least 25%. The 28 asymmetric
links involve 22 diterent nodes, indicating that asymmetry is prevalent thneug
out the whole network, and not isolated to only a few nodesliankd. Because
802.11b uses link-level acknowledgments (ACKSs) to configtivery, both direc-
tions of a link must work well in order to avoid retransmigsso Since most nodes
in the network are involved in at least one asymmetric liokiting protocols must
cope with asymmetry to befective.

Figure 3-5b shows similar data, but with the radios set t@BthenW transmit
power, which is about a 15 dB increase in transmit power. Assalt, 229 links
deliver packets, almost twice as many as in the 1 mW expetinddso, many
more links have very high delivery ratios: at 1 mW there areli6Rs (17% of
all links) that deliver at least 95% of their packets; at 30 rtiWre are 121 such
links (30% of all links). However, the fraction of workingnks with high delivery
ratios is about the same in both experiments, at just ovehaifeThere are still
a large number of asymmetric links at the higher power: 7ksliare asymmetric,
and 28 nodes are end-points for at least one asymmetricTimk.is about 33%
of the non-zero links, while only 23% of the non-zero linksrev@symmetric in
the 1 mW experiment. These measurements illustrate thanup the transmit
power does not eliminate the variations in link deliveryaatacross the network.
Although increased transmit power will increase the dejivatio of any particu-
lar link, it will also add new non-zero links to the networkgse new links will be
marginal, with intermediate delivery ratios, and the ollesfaape of the network’s
delivery ratio distribution will probably stay the same.
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Chapter 4

Wireless Model

This chapter gives a simplified description of how digitadices transmit and re-
ceive data packets, along with a description of the sortgablpms radios face
when transmitting packets. The purpose of this chapterasfold: first, to give a
rough sense of why the packet losses described in Chapte&uB end second, to
explain the experimentally observed fact that packet loebabilities vary with
the size of the packet. As we will see in later chapters, tlhei@cy of the ETX
metric proposed in Chapters 5 and 6 can be improved by pyppedounting for
packet sizes. This chapter describes a model that acqupatslicts loss ratios at
different packet sizes based on the measured loss ratios athesosites. Since
the model is based on the operation of digital packet radiesstart with a de-
scription of how radios work.

4.1 Digital Packet Radios

This section provides a brief outline of how a data packetisdmitted as a radio
frequency (RF) signal, and how that signal is converted babits at the receiver.
For a thorough description, see a standard text such as[3BlaiProakis [65], or
Rappaport [69].

There are essentially three main steps in transmitting itiserba packetcod-
ing and modulation together with packetraming Coding converts the stream
of bits in the packet into a stream symbols modulation converts each symbol
into a RF waveform which is then transmitted. Framing is thecpss of group-
ing bits into packets and transmitting them with extra infation, which is used
by the receiver to know when to start demodulation. Demdérieconverts the
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stream of RF signals into symbols, which are then decodedhits. Although
coding, modulation, and framing are logically separatpsteadio designs often
interleave parts of each step.

There are many dlierent types of coding schemes; they are typically designed
to make the resulting signals more robust to problems in tRecRannel. One
relevant éfect of many codes is that multiple adjacent bits in a packet bea
grouped together into one symbol. That is, one symbol remtssmultiple bits,
such as two or four bits. Because some coding schefffiestigely scramble the
bits in a packet, bits that are coded into the same symbol mmegenear to each
other in the original packet.

Just as there are many sorts of coding schemes, there are mahylation
schemes. The modulation scheme describes what sort of R& ssgsent for each
symbol. Some schemes indicate which symbol is sent by chgnlge amplitude
of the signal, some by changing the frequency or phase ofigmals and some
by a combination of all three techniques. No matter what ntedchn scheme is
used, however, the demodulation scheme needs to know wihéwek for each
symbol in the incoming RF signal in order to correctly demlagieiit. That is, the
receiver must know when in time each symbol starts and enelsalse packet
radio systems are typically asynchronous, a radio may vecaipacket at any
time, and symbol timing information must be re-establisfogdach packet. This
is done by adding extra framing information to each packa&thsas gpreamble
A preamble is a predetermined sequence of symbols trareshattthe beginning
of each packet. Since the receiver knows what preamble toftmpit can adjust
its symbol timing until it finds the expected preamble; astpoint the receiver
knows it is receiving a packet, as well as where the symbohbQaties lie.

4.2 Channel Model

The RF signal travels from the transmitter to the receivesratie RFchannel
The channel could be a cable, free space, obstacles, or sumi@r@tion of the
three. Thechannel modetlescribes how the RF signal iffected by the channel.
In general, a channel has two main characteristics: pathdod delay. In addi-
tion to these two characteristics, the receiver’s versioime signal is &ected by
noise, which is received in addition to the transmitted algAlthough noise is not
strictly part of the channel model, we consider it here adsio afects wireless
link behavior.
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4.2.1 Path Loss

The transmitter’s RF output does not reach the receivesioriginal form. The
amplitude of an RF signal decreases with distance, as timalsspreads out in
space. This attenuation is typically on the orderdof to d=* for a distanced,
depending on the environment (e.g. free space or in-bg)damd the radio fre-
quencies being used [69]. Receivers will receive weakaragon longer links.
In addition, there may be obstacles blocking parts of thestratter’s signal, such
as walls or foliage, which will further attenuate the sigeeén at the receiver. Fi-
nally, loss in radio hardware such as cables and connecorslso decrease the
power of the received signal. The total attenuation is retéto as path loss, and
is typically constant over time for a given radio link, assogithat neither end is
moving, and that the environment is also static.

4.2.2 Multipath

In addition to path loss, a transmitter’s signal may be stthifmultipatheffects.
When an RF signal is reflected by obstacles, copies of theaktgavel to the
receiver over multiple paths simultaneously. In generatheof these paths will
have a diferent path loss, and since each path will be féedent length, each
path will have a dierent delay. The net result is that the receiver will seersd¢ve
copies of the transmitter’s signal, each with &elient magnitude and delay. These
shifted copies of the transmitted signal will combine tdget either reinforcing
or degrading each other.

Because the behavior of multipatfiects depends greatly on the exact details
of the environment, small (or large) changes in the envirentor in the locations
of the receiver or transmitter can cause the received signary suddenly over
time. This variation generally occurs in mobile radio syssebut can also occur in
static networks. For example, obstacles such as peopl&leghdoors, or leaves
may move in and out of the way of signal paths.

4.2.3 Noise

The receiver will see RF signals from sources besides thés liransmitter. Since
these signals are not carrying information from the trargmithey are referred
to as noise. A common assumption is that the noise is addithiee Gaussian
noise (AWGN). AWGN has three main features. First, becatisewhite noise

its power is uniform across the whole radio spectrum; thathe noise has the
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same amount of energy, on average, in all frequency bandsn8ewhite noise
is uncorrelated in time; the noise during one time periochcaibe predicted from
the noise during a previous time period. Finally, becausentbise isadditive it
is simply summed with the transmitter’s signal (as modifigdhe channel) at the
receiver. Multiple Gaussian noise sources can be addetheg® form a single
Gaussian noise source.

In real systems there are often many sources of noise that iBMMGN. For
example, other transmitters may be using the same radidrapecNoise from
these transmitters would not be white: it would be focusedne part of the
spectrum, and correlated in time. Machinery such as codiéing or microwaves
may also produce predictable time-dependent noise. Hawievihis chapter, we
will only consider AWGN.

Finally, transmissions from adjacent radios in the sameoit can add noise
to an RF link. In many multi-hop wireless networks, all thdits use the same
coding and modulation, and transmissions from adjacembsaate likely to have
an RF signal strength on the same order as the local link. Jdvisof interfer-
ence can be particularly damaging because netwofkdnaatterns make the in-
terference highly correlated. To avoid intra-network ifdeence, most wireless
networks use anedium access contrdMAC) protocol to coordinate adjacent
transmissions in the same network. MAC protocols, like tissd by 802.11 [18],
include mechanisms to prevent th&lden terminalproblem illustrated in Fig-
ure 4-1. They often precede each data transmission with dyReasendClear-
to-send (RTECTS) packet exchange between the sender and receiver. iitherse
transmits a very short RTS packet to the receiver, whichigsgddy transmitting
a similarly short CTS packet. The CTS tells nodes aroundébeiver about the
following data packet, so that they can avoid interferingfdstunately, RTETS
cannot be used for broadcast packets, because there isqueeusceiver specified
to send back a CTS.

4.2.4 Asymmetry

If we build a radio link with two identical transmitters andceivers, we might
think that the link would be symmetric. That is, the performoa of the link,
measured as throughput or percentage of packets receivestity should be
identical in each direction. Indeed, path loss and multigfects are symmetric.
However, receiver noise might befidirent at each end of the link. In addition, in
a practical system, especially in a low-cost system, it igkaly that the radios
at each end of the link are precisely the same. For exampleugh both radios
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|¢————— Transmission range ————»]

Figure 4-1: The hidden terminal problem. Because nddasdC are out of range
of each other, they are hidden terminals to each other, aitkdenean tell if the
other is transmitting. As a result, they may transmit simudtously, interfering at
nodeB.

might be set to use the same transmit power, manufacturidgalibration dif-
ferences and power supplyfiirences (e.g. tfierences in battery level) can cause
the transmit powers to beftierent.

4.3 Hfect of Spread-Spectrum

Many modern packet radio systems ggead-spectrurtechniques [63], which
have numerous applications for radio and timing systemss $&ction briefly
describes how spread-spectrum techniques can improvetfegmance of digital
radios in the face of the narrow-band interference and paitli éfects discussed
in Section 4.2.

The basic idea behind spread-spectrum is that the sigmairtrigted by a radio
is spread out over a much larger range of frequencies thagseaty to convey
the signal’s information. For example, a signal that oréjynoccupied 10 MHz is
spread by a factor of ten to occupy 100 MHz. The receiver desf® the signal to
its original frequency width before demodulating. Becatlsegpower of the signal
is spread over a wider frequency range, the signal is lesgptible to interference
that occurs in a narrow band of frequencies, such as that étbser narrow-band
transmitters. This interference onlffects a fraction of the spread signal. The ad-
vantage that spreading gives over narrow-band interferéntermedorocessing
gain; as an example, 802.11 radios have about 10 dB of procesaind1] at
1 Mbps. Spread-sprectrum can also help mitigate frequeetgetive noise and
path loss, by limiting their #ects to a small fraction of the original signal. How-
ever, spread-spectrum doest provide any processing gain over white noise. Be-
cause white noise has the same power at all points in therapgdt afects a
transmitted signal the same amount regardless of how witielgignal is spread.
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Figure 4-2: A Rake receiver. The radio propagation envirentrcauses the the
sum of three delayed and attenuated versions of the origigaals(t) to arrive at
the receiver. The Rake receiver splits the received sigmakhree copies, which it
delays appropriately before adding them back together #edrig to recover an
attenuated version of the original signal; ¢ a, + az) - S(t). The name of the Rake
receiver comes from the structure of its multiple delay $sin&hich resembles a
garden rake.
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A second advantage of spread-spectrum is that it can be asmhtbat mul-
tipath dfects, using a special sort of receiver design knownrakea receive[64,
65]. The key feature of a rake receiver is that it is able tanidg and compen-
sate for the ffects of multipath signals, either by filtering out delayegies of
the original signal, or by shifting them in time and recomb@them into the
original signal, as shown in Figure 4-2. Two important daspgrameters for a
rake receiver are the number of delayed copies of the sigraln identify, and
the range of delay for which it can compensate. These paesean be chosen
to match the receiver to the environment in which it operakes example, the
Intersil Prism 802.11 receiver chip, designed for indofiice wireless LAN ap-
plications, can handle up to 250 nanoseconds of delay sptead Mbps, and
125 ns at 11 Mbps [35]. The measured delay spread of 2 GHzlIsignan dfice
building environment ranges from 50 to 150 nanoseconds38,723].

4.4 Error Model

The characteristics of the RF channel discussed in Sectiboatise most wire-
less links to have some degree of error. Each link can be cteaized in terms of
its loss ratig which describes what fraction of packets sent over the wiikbe
incorrectly received. We use the term loss ratio becausgaatiaged packets are
treated as lost: any errors are detected using a checksudisoadded by the ra-
dio. This section describes a model for predicting the lasis iat diferent packet
sizes based on the measured loss ratios at a few known sizesexperiments
in Chapter 7 use spread-spectrum 802.11 radios, in the sordaor ofice envi-
ronment for which they were designed. Therefore, we asshiaiettie radios are
robust to most narrow-band and multipath interference thatierrors are a result
of a poor signal-to-noise-ratio (SNR) in an AWGN channel.

Before a receiver can correctly demodulate and decode apable receiver
must notice that the packet is being transmitted. The detdithis depend on the
receiver design, but typically the receiver will first naia higher amount of RF
power being transmitted on the frequency used by the radko Tihe receiver will
then try to synchronize with the signal by looking for framimformation such as
the preamble. Given that a packet has been transmitted qaatiaular link, the
probability that the receiver successfully detects anatBgonizes to that packet
frame isP;(SNR), which is a function solely of the wireless link’s SN§trce we
are assuming that all errors are due to poor SNR values). Xaet éorm of P¢
can be determined from the details of the radio design anteimgntation.
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Once the receiver has detected that a packet is being traadpand the re-
ceiver is synchronized with the transmitter, the receivaar demodulate and de-
code each data symbol in the packet. The receiver may irattyrrdemodulate a
symbol; we again make the common assumption that any erdwago a poor
SNR, and that the noise is AWGN. Under this assumption, syetbars are inde-
pendent, since the noise which causes any error is unctadetaer time. Given
that a receiver successfully detects and synchronizes &akepover a particular
link, we will write the per-symbol probability of each symlo that packet being
correctly demodulated &B5(SNR). Like P¢, Pg is a function solely of the link’s
SNR, and the form oPs depends on the details of the coding and modulation
scheme being used.

For a packet witln data symbols, we can write the probability that all symbols
are correctly received aBy, since the probabilities of correctly receiving each
symbol are independent. Therefore the probability of atlyaeceiving an entire
packet is

P,(SNR n) = P;(SNR)x P5(SNRY) (4.1)

That is,Py, is the probability that the receiver detects and synchemio the
packet, and successfully demodulates every data symbbeipdcket. Sinc®s
andPs are solely functions of the link’'s SN, is a function of the link’s SNR
and the packet size. As described above, if we know all the relevant details of
the receiver design and the radio’s modulation scheme, wétaw be able to
write out the functionP,. This is actually the link’slelivery ratig which is the
complement of the link’s loss ratio. Onég, is determined, we can predict the
delivery ratio of a link for a given packet size given thatismSNR. That is, if
a link’'s SNR is measured to be(perhaps using some statistics from the radio
itself), we can calculate the delivery ratio for a packetiaés asPy(s, n).

However, determining the loss ratio of a link usiRg and the SNR is im-
practical, because the SNR informatisgan be hard to determine, afd may
not be known. Some radios do not report accurate SNR infeomabr only re-
port it for successfully received packets, biasing the Shdistics.P; may be
unknown for several reasons. First, the design of the racig be too compli-
cated to model accurately; for some radio desiBpn$s determined using Monte
Carlo simulations [52]. Second, the detailed design of &uarmay not be avail-
able for analysis to produde;. This is especially true if commodity radios are
being used, as manufacturers are loath to give out the dgeththeir hardware.
Finally, although the per-symbol probability functiéta can be looked up from
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a textbook for many modulation schemes (including those bse802.11b), the
radio’s actual performance mayfi#ir from the theoretical performance by some
margin. For example, the Intersil Prism 802.11 chipset hagasured symbol er-
ror performance of about 3 dB less than the theoretical pedioce at the 1 Mbps
bit-rate [35]. The magnitude of this performance margin maybe known for a
particular radio.

We sidestep these problems by measuring each link to tordeteiitsP; and
Ps. We assume that each link has some fixed, but unknown SNRasttdeer a
period of time long enough to take measurements. TPeandPg are fixed but
unknown quantities for each link. By measuriRg at two known packet sizas
andn,, and using equation 4.1, we end up with two equations whiolbessolved
for the two unknownsP; andPs:

Po(ny) = Py x P (4.2)
Po(n,) = Py x P2

Let R = Py(ny)/Pp(n2), A = n; — ny, and assume that both packet sizes had
non-zero probabilities of being successfully receivedemh

P = R (4.3)
AInPs = InR (4.4)
P, = enr (4.5)

Substituting equation 4.5 into equation 4.2 gives

Pp(ny)
P = —‘;,nf (4.6)
S
Pp(ny)
= FI’)]1|I'1R (4'7)
e s

4.4.1 Model Inaccuracies

The loss model presented above is extremely simple. For geaihassumes that
each link's SNR does not change over time, or if it does, thehanges slowly
enough that we can get accurate and consistent measurdordptandPs. Also,

like Modiano [54], this model assumes that each symbol esrordependent. In
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general, channel noise and interfering transmissions ardWwGN, and will be
correlated in time: a symbol is more likely to be receivediiroeif the previous
symbol also encountered an error. The model doesn’t acdourttoding tech-
niques such as forward error correction (FEC), which allawaeiver to correctly
reconstruct the data in a packet despite some number ofeyoourring. The de-
tails of how many symbol errors can be tolerated depend ormrhamy errors there
are, where the errors are in relation to one another, and hamyits are fiected
by each symbol error. Accounting for all of these detailgreassuming AWGN,
requires relatively complex analysis that is beyond thepeaaf this chapter.
Despite the model’'s simplicity, it is consistent with sonreypous network
measurement results. For example, Nguyen et al. [56] répdobr loss and error
measurements of the AT&T WaveLAN, a 900 MHz spread-spectadio. Their
results show that packet delivery ratios decrease expmignivith increasing
packet size. Duchamp and Reynolds [27] also report thetsestiindoor experi-
ments with the WaveLAN radio, concluding that the averagaioner of errors per
bit in received packets is independent of packet size. Alginahis result does not
imply that bit or symbol errors are independent, it is coteiswith that assump-
tion. Willig et al. [77] present error measurements of a cadinplementing the
IEEE 802.11 physical layer at 2.4 GHz. Their results showalttaough bit errors
are highly correlated, the number of errors per bit does eetrsto depend on the
packet size, as in the 900 MHz WaveLAN measurements. Theseekbn shows
that although the symbol independence assumptions useditve the loss model
may be too strong, the model still provides accurate defivatio predictions.

4.4.2 Model Evaluation

To determine the accuracy of the model’s loss ratio premistj seven sets of
broadcast experiments were run over two days. During eagérarent, for each
one-hop link, the source node sent broadcast packets deeiglditerent Ether-
net sizes, from 50 to 1,500 bytes. Packets were sent at thepk ibrate. The
destination node of each link recorded how many packetsdived of each size
from each sender. The delivery ratio of each packet size exeh link is calcu-
lated as the number of packets of that size received oveirkealivided by the
number of packets of that size that were actually sent oelink. To smooth out
variability over time, the results from each of the sevenegkpents are averaged,
resulting in a single delivery ratio for each one-hop linklgracket sizé.

1These experiments were performed by Daniel Aguayo.
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Figure 4-3: Example predicted loss ratios for a few linksngghe model from
Equation 4.1. The parametdPs andPs were calculated using the measured loss
ratios of 200- and 1,200-byte packets, which give the bestadMesults, as shown
in Figure 4-5. The smooth gray lines show the predicted dgfivatios for each
link, and overlay the dashed black lines with points whicbvghihe measured
delivery ratios for the same link at various packet sizedalzse shown for five
links: 12— 1,11— 13, 23— 36, 21— 19, and 17— 18. The measured packet
sizes are 50, 100, 150, 200, 250, 300, 400, 500, 600, 7009800.1,000, 1,100,
1,200, 1,300, 1,400, and 1,500 bytes.
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Figure 4-3 shows the measured loss ratios at each size farex@mple links.
The figure illustrates how packet delivery ratios decreashk imncreasing packet
size. The figure also shows the predicted delivery ratiosutated using Equa-
tion 4.1, superimposed over the measured delivery ratiosdoh link. Although
a few links do not have a perfect exponential delivery ratracture, in general
the model closely matches the measured delivery ratios.

Figure 4-4 shows the loss ratio prediction accuracy of Hquat.1 for each
packet size shown in Figure 4-3, and all links, using the messloss ratios of
200- and 1,200-byte packets. For each size and link, a tnelecshows the pre-
dicted delivery ratio of that size over the given link, vesshe measured delivery
ratio of that link. Most points lie very close to the line= x, indicating that
overall, the model is very accurate. The median predictioores 0.006.

Figure 4-5 shows how the model performs when we vary the diteeqpack-
ets whose loss ratios are measured. Each line shows theryelatio prediction
performance using measurements at a given pair of packet.deach point on
a line shows the average prediction error at that size aaibfisks. Clearly, the
model more accurately predicts delivery ratios for sizesest to the sizes whose
delivery ratios were actually measured. Using two smalkpasizes will lead to
inaccurate predictions for large packets; similarly, gsiwo large packet sizes
will give poor predictions for small packets. Using one simald one large packet
size gives the smallest average error, as this spreadsrthe eut across all packet
sizes. However, the best choice of which sizes to measurdlailtimately de-
pend on the packet sizes we are interested in.

The distribution of prediction errors by size is particljarelevant for the
route metric calculation, discussed in Chapter 5, whichedeg on the delivery
ratio of 802.11 ACK packets. We would like to know how accahatwe can
predict the delivery ratio of ACK packets over a link. Unfamately, we cannot
directly evaluate the prediction accuracy for ACK packptanarily because with
the 802.11 protocol there is no way to measure the delively cd ACK packets
in isolation. It is impossible generate ACK-sized packeithaut first generating
a much larger data packet in the reverse direction. Unlikka packets, whose loss
ratio we can measure directly by sending broadcasts, therrssion of an ACK
packet is conditional on the successful reception of tha datket.
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Figure 4-4: Scatter plot of predicted delivery ratio verswsasured delivery ratios.
Each point shows the predicted versus measured delivaosfatr one link and

one packet size. The predicted delivery ratio for each pigirtalculated using
Equation 4.1 and the measured delivery ratios of 200- an@0ik¥te packets, as
in Figure 4-3. The packets sizes used are the same as in Biglyrexcept for 200-
and 1,200-byte packets, which were used for the curve fit 2@D1,200 bytes).
22 of 339 links were omitted because 1,200-byte packets Hadheer delivery

ratio than 200-byte packets. The graph has 5,062 points.
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Figure 4-5: Distribution of delivery ratio prediction ereoby packet size, using
the two-size exponential model in Equation 4.1. Each limeashthe prediction
errors at various packet sizes for a given pair of sizes usédd P andPs. Each
line touches the axis at the packet sizes used to make predictions; the piukc
become worse as the sizes move further away from those us#tefprediction.
The best average error across all sizes and links is obtaisied the measured
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delivery ratios of 200- and 1,200-byte packets.
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Chapter 5
Design of ETX

This chapter describes the design of the expected transmiszsunt (ETX) metric
for finding high-throughput routes. The ETX design is mataeaby the causes
of low throughput described in in Chapter 3: lossy and asytriménks, and
contention between links in a route. This chapter also ohetua discussion of
why ETX is better than some other proposed metrics.

5.1 ETX Intuition

The goal of ETX is to find high-throughput routes. The maimition behind the
ETX design is that because links in a route share the wirslgsstrum, protocols
can increase throughput in packets per second by decretisragmount of time
each packet uses that spectrum. One way to do this is forqoistéo choose
routes with fewer links, that is, find minimum hop-count resit

However, as Chapter 3 showed, a minimum hop-count route raabethe
highest-throughput route, if it uses lossy links. Since 80@.11 protocol uses
link-level retransmissions, it takes more time to send &egover a lossy link.
This time reduces route throughput in the same way that gddiks to a route
reduces route throughput: while the sender is retransmifiackets over a lossy
link, other links in the route are unable to send. So, in aolito using shorter
routes, protocols should also try to use less lossy links.

The second intuition behind ETX is that these two criteria ba combined
into one: the extra transmissions due to adding links caubmpéd with the re-
transmissions on lossy links, producing a total numberasfgmissions for a path.
Protocols should find routes that reduce that total numberamismissions per
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packet. Routes with fewer total transmissions per packet hggher throughput,
because they take less time to send a packet.

5.2 Design Criteria

The goal of ETX is to find high-throughput routes by choosingtes with the
fewest transmissions per packet. Chapter 3 describedadeasgyects of link be-
havior that #ect route throughput:

Broad Distribution of Link Loss Ratios The distribution of link loss ratios is
relatively evenly spread from very lossy links to very goaks, as shown in

Figure 3-5. As a result, the metric should avoid discardingd based on loss
ratios. This is primarily because even a lossy link may ptewhigher throughout
over a one-hop route than any available multi-hop routasolild also be hard to
select which threshold should be used classify links. Fgraasonable threshold,
there are likely to be many links which could be useful, bubg#nloss ratios are
slightly greater than the threshold.

Asymmetric Loss Ratios The loss ratios in both directions of a link are often
different. For example, a link may deliver all of its data packetsn direction,
but drop most of the 802.11 acknowledgment packets in thersevdirection.
The metric should consider loss ratios in both directiom&] ahould not draw
conclusions about one direction of a link based on its peréorce in the other
direction.

Multi-hop Interference  As described in Chapter 3 and Li et al. [47], successive
hops of a route interfere with each other, reducing througlegen when all links
successfully deliver every packet. The metric should antéar this intra-route
interference as well as théfects of lossy links.

5.3 The ETX Metric

The ETX metric for a link is the expected number of data traissians required
to send a packet over the link, including retransmissiore ETX metric of a
route is the sum of the ETX metrics for each link in the router &xample, the
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ETX of a three-hop route with perfect links is three; the ETdamne-hop route
with a 50% delivery ratio is two.

The ETX of a link is calculated using the forward and reversévery ra-
tios of the link. The forward delivery ratiays, is the measured probability that a
data packet successfully arrives at the recipient; therseveelivery ratiod,, is
the probability that the ACK packet is successfully recdiby the data sender,
given that the data packet was received successfully. Tolgapility that a data
transmission is successfully received and acknowledgdgdxsd,. A sender will
retransmit any data packet that is not successfully ackemydd. Because each
attempt to transmit a packet can be considered a Bernaallitine expected num-
ber of transmissions for a link is approximatesb:

1
df X dr
This equation assumes that the probabilileandd, are constant for a given

link, or are at least constant for the duration of link measuents.
ETX has several important characteristics:

ETX =

(5.1)

e ETX is based on packet delivery ratios, which directfieat throughput.

e ETX detects and appropriately handles asymmetry by incatpw loss
ratios in each direction.

e ETX can use precise link loss ratio measurements to makeyfmeed de-
cisions between routes.

e ETX penalizes routes with more hops, which have lower thhpug due to
interference betweenfiierent hops of the same path [47].

e By minimizing transmission counts, ETX tends to minimizesjpum use,
which should maximize overall system capacity.

In addition, ETX may decrease the energy consumed per packeach trans-
mission or retransmission may increase a node’s energyuogoison.

The delivery ratiosl; andd, are measured using dedicated link probe packets.
Each node broadcasts link probes of a fixed size, at an avpegelr (one sec-
ond in the implementation). To avoid accidental synchratiamn, 7 is jittered by

1Since real hardware limits the number of maximum retransiois per packet, the actual
number of retransmissions per packet will be slightly less.
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up to +10% per probe. Because the probes are broadcast, they aaekmuwl-
edges or retransmitted. Every node remembers the probesdives during the
lastw seconds (ten seconds in our implementation), allowing @aiculate the
delivery ratio from the sender at any tirhas:

countt — w, t)

dv = w/t

Countt — w, t) is the number of probes received during the windeyand
w/7 is the number of probes that should have been received. kadeof the link
X — Y, this technique allowX to measureal,, andY to measurel;. Becauser
knows it should receive a probe froeveryr secondsy can correctly calculate
the current loss ratio even if no probes arrive frm

Calculating a link’s ETX requires bottly andd,. Each probe sent by a node
X contains the number of probe packets receivedblyom each of its neigh-
bors during the lastv seconds. This allows each neighbor to calculatéit® X
whenever it receives a probe frox

The ETX of a routeR is the sum of the link metrics for each litk

ETX(R)

Z ETX() (5.2)

leR

1
= Zd'f SF] (5.3)

leR

whered, andd, are the forward and reverse delivery ratios for each lifrk
the routeR. DSDV accumulates this metric sum as it forwards route igslddSR
can accumulate the metric sum as it forwards queries, oeajulerying host once
all route replies have been received.

If the highest-throughput path has three or fewer hops, ESlikely to choose
it: the throughput of these paths is determined by the tatatlver of transmis-
sions, since all of the hops interfere with each other [4thé best path has four
or more hops, ETX may choose a slower path with fewer hopsgesine extra
transmissions required by extra hops do not slow down thpugbeyond three
hops. Route throughput is alsfected by the amount of back¥at each node.
Two links with the same average ETX buffféirent patterns of packet loss over
time can have dierent throughputs, which ETX does not account for.
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5.3.1 ETX Assumptions

ETX makes several assumptions about the link layer. FifBK 5 designed for
networks with per-link retransmissions, like 802.11 pams. Networks with end-
to-end retransmissions will have afféirent expression for the number of trans-
missions per packét.

Second, ETX assumes that radios have a fixed transmit povedr With vari-
able power radios, it might be preferable to maximize hoprtpthereby decreas-
ing interference and minimizing the energy used by eachgidéi, 32, 40].

Third, ETX assumes that each node has a single half-dupti&,rand that
no two links can use the same radio spectrum simultanedéislyccessive links
transmit on diferent logical or physical radio channels, or if nodes havéipie
radios, it may be possible for every link in a route to sendkpts at the same
time.

Finally, ETX assumes that all links operate at the sameadbé:-rHowever,
when links can run at élierent bit-rates, it might be faster to use a lossy high
bit-rate link than a perfect low bit-rate link.

ETX does not attempt to route around congested links, andeary should
not sufer from the oscillations that sometimes plague load-adaptuting met-
rics such as end-to-end delay [9, 42]. To a first approxinmatioe loss measure-
ments used by ETX do not reflect how busy a link is; a busy link mause a
probe broadcast to be deferred, but won't ordinarily catisehbe lost. This is not
true, however, when the network is subject to heavy loadtheeUDP streaming
used in Chapter 7. Because RTFS cannot be used for broadcasts, the 802.11
probe broadcasts are vulnerable to collisions from hiddemihals. Also, 802.11
MAC unfairness can prevent probes from being sent on timeaBse the most
recent successful sender always resets its béickiadow to the minimum size,
it is most likely to succeed in the next contention window18, 55]. To address
this unfairness in the 802.11 MAC, senders that do not gelaaahto transmit
will continuously decrement their backfdimers during any idle time, including
during other senders’ backfoThis ensures that eventually one of the nodes wait-
ing to send will win back-f, send a packet, and continue to win badkfor a
while. However, even though a node receiving heavy datadraill eventually
get to win back-f and send a probe, that probe (and following probes) could
be substantially delayed, reducing the number of probeiscagimg a given time
window. As a result, the node’s neighbors will believe tha teverse delivery

2The actual expression will depend on the details of themstrassion policy, and, unlike ETX,
is likely to depend on the order of the links in the route.
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ratios are very small, and calculate a large metric, causiagouting protocol to
avoid using the link.

ETX does not specifically account for mobility. ETX may cheagod paths
despite mobility if the underlying routing protocol can pemate route metrics
quickly enough, and if accurate link measurements are ablail One way to
quickly obtain good ETX estimates might be to use the numlbeetbansmis-
sions per packet reported by the 802.11 interface, but thesteécs would still
need to be propagated around the network. In general, thergade-& between
the accuracy of link measurements and a routing protocedpansiveness to mo-
bility.

5.4 Alternative Metric Designs

There are many other techniques and routing metrics prabfmsdinding high-
throughput paths in multi-hop wireless networks. This isectiiscusses some of
those techniques with an eye to the design criteria in Seét.

Masking Errors A simple approach to handling loss links is to mask transmis-
sion errors, either with retransmissions or error corregtcodes. For example,
the 802.11 ACK mechanism resends lost packets, making &thbwvorst 802.11
links appear loss-free. However, retransmission and ¢odm not make lossy
links more desirable for use in routes, as they simply cdressy links into slow
links. The routing protocol should instead find links witkver loss ratios.

Thresholds Minimum hop-count routing could be augmented by ignorimgd
with loss ratios above a specified threshold. However, atétoeshold link may
be the best way to reach some node. Also, there may be signifiess ratio
differences even among the above-threshold links.

End-to-End Delivery Ratio The end-to-end delivery ratio of a route is the prod-
uct of the per-link delivery ratios along that route; prattecchoose routes with the
highest product. This metric fails to account for inter-Hoferference; it would
view a perfect two-hop route as better than a one-hop routeavi 0% loss ratio,
when in fact the one-hop route would have almost twice theutinput.
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Bottleneck Bandwidth Protocols choose routes with the highest bottleneck link
throughputs. Although this approach may work well for netikgowhere links are
relatively isolated from each other, such as wired netwarkwireless networks
with directional links, it doesn’t account for the interfn@ontention in wire-
less networks with omnidirectional antennas. For exantpkepottleneck metric
would consider a one-hop route with a 10% loss ratio to bevadgmt to a two-hop
route consisting of two links, each with a 10% loss ratio. ldger, the one-hop
route would actually have about twice the throughput.

End-to-End Delay End-to-end delay is influenced by several factors, inclgdin
the number of transmissions along a route, queuing timelvéhd protocol back-
off time. All else being equal, it is probably desirable to cteoasoute that de-
creases the delay due to any of these factors. Howeverceade delay changes
with network load as interface queue lengths vary, whilegib& of this work is to
design a metric that is independent of network load. Loadrxahg and tréic en-
gineering to decrease queuing and bafikimes can be performed with separate
algorithms.

Signal Strength Many radios can provide measurements of the received signal
strength for each link. In theory, link signal strength slaquredict the probability

of packet errors on that link. Figure 5-1 shows the measuefkdionship between
short-term packet delivery ratios and the received sigmahgth reported by the
radios for a few links in the test-bed network. In practicsing signal strength
does not seem to be a practical approach for commodity 8¢tlivare, as there
is no good relationship between the signal strength andetglratios. Since sig-
nal strength measurements are only reported by the radsufmressfully received
packets, the data is biased. Also, in addition to low sidoatoise ratios, packet
errors can be caused by multipathieets, which are not captured by the receiver's
signal measurements.
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Figure 5-1: Received signal strength does not predict gatdesery ratios. This
figure shows delivery ratios measured over 1 second verguavitrage received

signal strength during that time, for four sample links.

62



Chapter 6

Protocol Implementation

The routing system in which ETX is implemented has four mairtg the Click
toolkit [44], Click-based implementations of the DSDV [edr}jd DSR [37] rout-
ing protocols, and the ETX link measurement algorithm. Tdiiapter describes
the implementation details of DSDV, DSR, and ETX, as welltss route met-
ric abstraction that enables these DSR and DSDV implemengato work with
many diferent route metrics.

Because the Click toolkit can run in both user-space and enk#irnel, so
can the protocol implementations described here. Howewening in the kernel
provides a few important implementation advantages, sscpriarity queuing,
and easy access to transmission failure notification fraa802.11 MAC layer.

The DSDV protocol is implemented following the descriptimnPerkins and
Bhagwat [61], with ambiguities resolved by consulting Braat al. [11] and the
RiceCMU implementation in th@ssimulator [59, 66]. The DSR implementation
follows the IETF Internet-Draft, version 9 [38].

6.1 Operation of DSDV

DSDV is a distance-vector protocol, which uses sequencebetsnto ensure
freshness, and settling timemechanism to avoid unnecessarily propagating any
routes with inferior metrics. We made four changes to thginal DSDV design

in order to ensure that it uses the path with the best knownenBefore describ-

ing those changes, we present an overview of how the publigéesion of the
protocol selects routes.
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Every node has a routing table entry for each destindlipwhich contains
four fields: D’s identifier (IP address), the next hop on the rout®iahe latest
sequence number heard for and the route metric. A node forwards packets to
the next hop specified by the current contents of its routdet

Every node periodically broadcasts a route advertisemackei containing
its complete routing table. This advertisement is known fagl dump and occurs
at thefull dump period Each node maintains a sequence number for itself, which
it increments and includes in its own entry in every full durpriginates. The
node copies the sequence numbers for the other entries faltldeimp from its
routing table. The #ect is that the sequence number field in a routing table entry
or advertisement entry reflects the age of that entry’s ngutformation.

When a node receives another node’s route advertisemeaddaist, it updates
its own route entries as follows. Suppose nddeeceives an advertisement from
Y for destinationD with metricm and sequence numberIf nis newer than the
sequence number i's current entry forD, X replaces its current entry with the
new route througly. X also accepts the new route if the sequence number is the
same, buinis better than the metric of the current routeXlhas no route t®, it
accepts the new route. OtherwiXegnores the advertised route.

Each route entry has an associateighted settling tim@/VST). The settling
time of a route entry with a given sequence number is the atrafiime between
when a route with the sequence number was first received, lrentime when
the best route with the same sequence number was receivedWHT is the
weighted average of the settling times for recent sequemeiers, and is updated
whenever a route with a new sequence number is received.

The WST is used together withiggered updateso quickly propagate good
routes through the network, while avoiding an explosion afdolcasts. When-
ever a node replaces a route entry with a newly received ,@hiyopagates the
new route to its neighbors by sending a triggered update lwbantains only
the changed information. However, triggered updates ateseiat until at least
2xWST has passed since first hearing the current sequence nurhizeprevents
nodes from advertising a new route which will likely be regdd later by a better
route. In addition, regardless of each route entry’s WSggered updates are sent
at no more than a maximum specified rate. Triggered updat¢atl delayed are
batched together and sent at the next available time.

Finally, DSDV specifies that triggered updates can becoriedfumps if a
large enough fraction of the routes need a triggered uptiathis case, all routes
with an elapsed WST are included in the full dump, and the soslequence
number is incremented.
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6.2 Changesto DSDV

The DSDV algorithm we implementedftirs from the the CMUhs DSDV im-
plementation in four ways that improve its performance ia tbst-bed network.
The first two changes were made based on observations froliteitagure, while
the third and fourth changes were motivated by patholod&DV behavior ob-
served on the indoor network using detailed packet traces.

The first changeféects how the WST is used. Tims DSDV implementation
does not advertise a route entry untk\&ST has passed since thaarticular
route entry to the destination was heard. However, accgrirour interpretation
of the original DSDV description [61], the waiting time befcadvertising a route
should start when thirst route of each sequence number is heard. Because each
node’s WST is an estimate of the time between when the nodéé&ess a given
sequence number for a destination and when the node headreshenetric with
the same sequence number for that destination, the nodmesghbat it has the
best route for a given sequence number aftdVST has passed. Then it is likely
that no better route will be heard for that sequence numimet,the best route
heard so far should be propagated.

The second change is that our implementation does not usdelel feed-
back (i.e. 802.11 transmission failure notices) to detegkén links and produce
broken-route advertisements. Broch et al. [11] report binaken-route advertise-
ments due to link-level feedback typically cause all rotivetbe particular destina-
tion to be broken throughout the whole network, not just &ibst use the broken
link. This makes the destinatiortectively unreachable from anywhere until its
next route advertisement. Our implementation still getesr&roken-route adver-
tisements when routing table entries time out, but thislyanecurs during the
experiments.

The third change is that full dumps are never sent on a treghapdate, even
if many routes have changed. Triggered updates containtbalghanged routes,
and full dumps are only sent at the full dump period. This ¢easignificantly
decreases the routing protocol overhead on our networkadgecthe indoor test-
bed is dense, each node exchanges advertisements witheaflactjon of the
network’s nodes. If a full dump were sent on a triggered updéie sender’s new
sequence number would in turn trigger a cascade of triggepethtes from its
neighbors, increasing the amount of protocol overhead.

The fourth and final change (calleglay-usgis that a route is not used until
it is allowed to be advertised. That is, a new route is not usgd 2xWST has
expired since its sequence number was first heard. With tiaisge, the best route
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heard for the previous sequence number is used until themusequence num-
ber's WST has expired. Unmodified DSDV always uses the latede accepted
for a given destination, even if it cannot yet advertise tbate.

Delay-use prevents DSDV from prematurely using routes Wl metrics.
For example, if there is an asymmetric one-hop route, a natlealvays hear
new sequence numbers along the one-hop link first. Withdaleese, DSDV is
forced to immediately use the new one-hop route for routwgn if the ETX met-
ric is poor. In general, shorter routes deliver new sequengebers first, causing
the original DSDV to use shortest paths for some fractiomeftime between suc-
cessive sequence numbers, regardless of the metric in utbed®lay-use, DSDV
will use the best route with the previous sequence number tingt WST has
expired and the best route with the new sequence numberkedhg lieen heard.
Section 7.1.2 shows that delay-use improves the perforeafioSDV with ETX.

Figure 6-1 shows pseudo-code for the DSDV routing table tgodad packet
forwarding algorithms, including our changes. The full quperiod was 15 sec-
onds, and routing table entries were timed out after 60 s#ofriggered updates
were issued at a maximum rate of one per second. All the DSPéraxents
used the four protocol changes described above, unlesswasieanoted.

The ETX implementation measures link loss ratios with smadlbe pack-
ets, as described in Chapter 5. Probes contain 134 bytes2of Bpayload. An
ETX node broadcasts one probe per second, and remembeespeugived from
neighbors over the last ten seconds. Using relatively spralbes saves band-
width; Chapter 7 shows that predictions based on small packe still useful
even when the data fific consists of large packets.

6.3 DSR Implementation

Our DSR implementation follows revision 9 of the IETF IntesDraft spec-
ification [38], following the requirements for networks whi require bidirec-
tional links to send unicast data. The implementation isvddrfrom Click-based
DSR implementations originally developed at the UnivgrsftColorado at Boul-
der [24, 75]. This section reviews DSR’s basic operationesdbed in the draft,
and describes our modifications to support ETX and otheriosetr

DSR is a reactive routing protocol, in which a node issuesude request
only when it has data to send. Route requests are floodedgirine network,

1The DSR implementation was written by Daniel Aguayo.
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handle_route_ad(Packet p) {
foreach Route rin p do
handle_update(r);

}

handle_update(Route r) {
/I curr[]: best route for current seq
/I old[]: best route for previous seq

/[ add link-metric to r.metric
update_metric(r);

if (r.seq == curr[r.dest].seq && r.metric < curr[r.dest].metric) {
curr[r.dest] =r;
curr[r.dest].best_time = now;
schedule_triggered_update(r);

else if (r.seq > curr[r.dest].seq) {
/I save best route of last seq no
old[r.dest] = curr[r.dest];

curr[r.dest] =r;
curr[r.dest].first_time = now;
curr[r.dest].best_time = now;

/I update settling time

old_wst = old[r.dest].wst;

best_t = old[r.dest].best_time;

first_t = old[r.dest].first_time;

curr[r.dest].wst = 0.88xold_wst + 0.12x(best_t — first_t);

schedule_triggered_update(r);

Il ignore old seqnos and bad metrics

}

/I returns next hop ip address for dst
lookup_route(IPAddress dst) {
/I use old route if we haven't yet advertised current route
if (curr[dst].first_time + 2xcurr[dst].wst > now)
return old[dst].next_hop;
else
return curr[dst].next_hop;
}

Figure 6-1: DSDV pseudo-code, including the modificatioesalibed in Sec-
tion 6.2. The WST parameters 0.12 and 0.88 are chosen to ggateasonable

each node appending its own address to each request it escaind then re-
broadcasting it. Each new request includes a unique 1D, lwfoicvarders use to
ensure they only forward each request once.
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The request originator issues new requests for the sammalésh after an
exponentially increasing backidime. Route requests are issued with increasing
time-to-live (TTL) values, to minimize the range and cosflobding.

The destination issuesraute replyin response to every forwarded request
it receives. Each reply, which includes the route which wesuenulated as the
request was forwarded through the network, is source-toodek to the originator
along the reverse route. The source node chooses a routgin®rmation from
the route replies it receives, and source-routes data dlosgoute.

Our implementation stores the results of route replies limlkacache which
stores information about each link separately. A node rujisiDa’s shortest-path
algorithm on its link cache to find the best route to a desmat

DSR uses feedback from the link layer to react to link faifuré/hen the
802.11 card signals that no acknowledgment was received tifé maximum
number of retries, the forwarding node issuesate error back to the source,
which removes the link from its link cache and then computeewa route. If the
source cannot find a route using its link cache, it issues araate request.

To deal with asymmetric links, each node maintainsiacklist which lists
immediate neighbors with unidirectional links to the thedeoThese are links
over which the node might receive broadcast requests, bidhwdre unsuitable
for unicast trdfic. If a transmission failure occurs when forwarding a roeely,
the neighbor to which the node was trying to forward the raplgpdded to the
blacklist, with an entry ounidirectionality probable From that point, the node
will not forward route requests received over that link. Hetasymmetry of the
link is not positively determined for some time, its entryd@wngraded tanidi-
rectionality questionabldf a route request is received over such a link, the node
delays forwarding it while it issues a direct, one-hop usiagaute request back
to the questionable neighbor. If a reply is received, theenimdwards the origi-
nal route request and removes the blacklist entry. Otherviiee node drops the
request. Entries are removed from the blacklist when tHeiirdetermined to be
bidirectional, e.g. by a successful unicast transmission.

The DSR specification describes optimizations in which sodgedate their
link caches using data from packets they forward or overbeathe air. We did
not implement any of the optimizations which require theelass interface to
operate in promiscuous receive mode. We also did not impiernneply from
cache, in which forwarding nodes can respond to route reguith information
from their own link caches. All link caches were flushed beiwexperiments, so
these decisions should ndtect the results in this work.
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The nodes do not perform packet salvage, where forwardidgstry to find
alternate routes for queued packets when the head-of-cuemlet has a trans-
mission failure, or a route error is received. Instead, gaepackets with invalid
route information are simply removed from the queue and pkedp Because this
implementation has only a five-packet queue, a maximum opfaakets could be
salvaged at each error, which would not increase througporteciably.

To use ETX and other metrics besides hopcount, the impleatientwas mod-
ified in a few simple ways. Link probes are used to measureeglratios, as in
the DSDV implementation. When a node forwards a requespgéads not only
its own address, but also the metric for the link over whidledeived the request.
These metrics are included in the route replies sent backeasé¢énder. When a
node receives a request which it has already forwardednidias the request
again if the accumulated route metric is better than the Wwhgth it has already
forwarded with the same ID. This increases the chances tieabriginator will
hear about the route with the best metric.

Entries in the link cache are weighted by the metrics whichewecluded in
the route replies. The Dijkstra algorithm finds the routehe tlestination which
has the minimum metric.

6.4 Router Configuration Details

If a node is sending large volumes of data, there is a dangeiptiobe packets
or routing protocol packets may be dropped or delayed dueftdl gueue. To
mitigate this problem, the implementation maintains safgafClick queues for
data packets, protocol packets, and link probes. Each skthheeues can hold
five packets. These queues all drain into a single queue iwitiedess adapter’s
memory, managed by the driver, which has a capacity of thaekgis. Loss-ratio
probes enter the adapter's queue first, followed by protpeakets, then data
packets.

The DSDV implementation looks up a packet’s destinatiomérbuting table
after dequeuing the packet from the data queue, and justdedmding the packet
to the 802.11b card. This avoids committing to the next hdpreequeuing, and
makes forwarding more responsive to changes in the roudiolg t This technique
depends on the fact that the nodes have only one wireles$aitee Figure 6-2
shows the DSDV queuing configuration.

The DSR implementation, on the other hand, adds the sootge-header to
data packets before inserting them into the queue. On antiaa®n failure or a
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Figure 6-2: DSDV queuing configuration. Incoming packets alassified as
data, route broadcasts, or ETX probes. Data packets are drately queued;
LookupRoutéletermines each data packet’s next hop by looking ifribngte Table
when the packet is dequeued and sent to the interface. Rmaddasts are sent
to theRouteTablewhile ETX broadcast probes are sent to thekStatmodule,
which maintains link delivery ratio estimateRouteTableperiodically produces
new route advertisements for the local node, amkStatperiodically produces
new ETX probes; these are enqueued separd@elgSwitchpulls packets from
the queues in priority order, sending them to interface.ite griority to ETX
probes, then route broadcasts, then data packets.

received route error, a node removes and drops all enqueséets which include
the broken link in their source route. This ensures that thaerexperiencing the
transmission failure does not spend additional time andtsp® retransmitting
more packets over the broken hop.

6.5 Modular Route Metrics

The protocol implementations take advantage of Click’s ulaxity to use modu-
lar route metric implementations. That, is the metric inmpémtations are not part
of the protocol implementations, but are instead modulasttie protocol imple-
mentations are configured with at run time. This increaseshintainability of
the protocol implementations by allowing them to work wittmnroute metrics
without modifying the protocol code, and allowdtdrent protocols to share the
same metric implementations, reducing the work to test ametvic with difer-
ent protocols.

The drawback of modular route metrics is that the metrics@ntbcols must
use a fixed generic metric abstraction which may not map wed particular
metric or protocol. In practice the benefits outweigh thendracks. For exam-
ple, the DSR and DSDV implementations can share at least @ifjerent metric
modules, despite theftierent structure of the protocols.
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/I Abstract metric datatype
struct metric_t {

bool valid; /l'1s this metric valid?
int metric_val, // Actual metric data; opaque to protocol code

}

/I s the abstract value of M1 ‘better’ than M2? (M1 < M2)
bool metric_val_It(metric_t M1, metric_t M2)

/I Return the link metric from this node to neighbor N. DATA_SENDER?
/'is true if this node is sending data to N over the link, false if N is
/I sending data to this node over the link.

metric_t get_link_metric(LinkAddress N, bool DATA_SENDER?)

/I Return the metric for the route formed by appending the link with
/I metric L to the end of the route with metric R.
metric_t append_metric(metric_t R, metric_t L)

/I Return the metric for the route formed by prepending the link with

/I metric L to the front of the route with metric R.
metric_t prepend_metric(metric_t R, metric_t L)

Figure 6-3: Generic metric abstraction. This interfaceoimpatible with the struc-
ture of both the DSDV and DSR protocols.

71



/I Return measured delivery ratio for sending packets to neighbor N,
/[ as 0-100 percent
int get_forward_ratio(LinkAddress N)

/I Return measured delivery ratio for receiving packets from neighbor N,
/[ as 0-100 percent
int get_reverse_ratio(LinkAddress N)

Figure 6-4: Link measurement interface. All metric impleartegions that require
link delivery ratio measurements use this interface.

The generic metric abstraction is shown in Figure 6-3. Artlisted routing
protocol can calculate metrics incrementally at each nadi luild routes one
link at time. When each node adds a new link to a route it isdingl, the pro-
tocol first callsget_link_metric(), thenappend_metric() (or prepend_metric() as
appropriate) to combine the new link’'s metric with the roatetric so far. In a
centralized protocol, each node can agék_link_metric() for each of its links,
then send those link metrics to a central node for route caatioun; that central
node will repeatedly cakhppend_metric() to calculate the metric for each route.
This route metric abstraction only works for route metrigart can be calculated
incrementally.

The value of theDATA_SENDER? flag passed tget_link_metric() specifies
whether or not the node calculating the link metric will bexd@®g or receiving
data over the link. This distinction is important becauseaibmetrics are sym-
metrical, and dierent routing protocols calculate the link metric afelient ends
of a link. For example, DSDV calculates link metrics at théadsender end of
each link, as the route advertisements flood through thearktaway from the
destination. DSR calculates link metrics at the data reaipend of each link, as
route requests flood through the network away from the datdese

Another modular feature of the protocol implementatiorth the link deliv-
ery ratio measurement code is contained in its own modutagdfaso configured
at runtime. Since many of the metric modules need to know dielkery ratios
(such as ETX, bottleneck loss ratio, and end-to-end loss)rdhey can share a
single link measurement implementation. The interfacenis module is shown
in Figure 6-4.
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Chapter 7

ETX Evaluation

This chapter presents experimental results that show th¥tdEten finds higher-
throughput paths than minimum hop-count, particularlydsstn distant nodes. It
also explores theffects of a few individual design decisions in the ETX algarith
and explains why there is a performance gap between theghput of the routes
with the lowest ETX, and the ‘best’ routes found by searchimgnetwork.

We evaluated ETX by running three kinds of experimeRsuting protocol
testsevaluate how well ETX improved the performance of the DSR BSDV
protocols.Static throughput testshow how the underlying throughput of a par-
ticular route can change quickly over time, which is a fundatal limitation on
how well ETX can predict which route to us8ingle link testsharacterize the
accuracy of ETX predictions over a single link at a time, a#l a®illustrate how
delivery ratios of a single link can vary quickly, which aladect how accurately
ETX can choose good routes. The following sections desedoh set of experi-
ments in more detail.

7.1 Routing Protocol Tests

The routing protocol tests show well ETX improves the thiimpigt of a complete
routing system. As a result, they include protocol-spebiibavior and overheads.
We tested ETX with both the DSDV and DSR routing protocolsichtare de-
scribed further in Chapter 6.
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7.1.1 Experimental Setup

Unless otherwise stated, the experimental setup is asaelldhe test-bed, ra-
dio configuration, and packet size are as described in $e8tin 134-byte UDP
payloads, 1 mW transmit power, RKSTS disabled. The DSDV implementation
includes the improvements described in Section 6.2 for BAtK and the hop-
count metric. The DSR implementation is as described ini@eét 3.

The protocol performance data presented below were celedtiring a few
separate ‘runs’. An entire run takes anywhere from 18 to A&$alepending on
the experiment parameters. A run considers each pair ofsnodeirn. For each
pair, one experiment is performed for each routing prota@wlant. At the start
of each experiment, the routing software is reset (all ®hled protocol state are
cleared), then the routing protocol and ETX probe algoritf&TX is used, are
allowed to run long enough to stabilize and setup forwarding routing state
(typically 90 seconds for DSDV). Next, the sending node ef plair sends UDP
data packets as fast as the radio allows through the rougstgrs to the destina-
tion. The destination counts how many packets arrive ovese8@nds to calculate
the average throughput.

After the protocol tests run for each pair, the ‘best’ statiate is identified
for that pair by testing the throughput of 10 candidate reutes described in
Section 3.2. Like the routing protocol tests for each pdig static routes are
also tested by sending UDP packets as fast as possible andngpbow many
are received for 30 seconds. However, packets are forwalbed) a static route
according to source routes in each packet header, rathertimaing a dynamic
routing protocol. The per-pair protocol interleaving eresuthat the results from
different routing protocols and the static routing are comgarfap the same pair
of nodes, since the experiments for each protocol are rummé few minutes of
each other for a given pair.

Each graph below is labeled with the run from which it cameaBis with the
same run number are comparable. Graphs wiffedént run numbers should not
be compared, since the network’s behavior changes sulzbamtith time. The
graphs below do not include error bars, but are represestafi the many runs
performed.

In DSDV experiments using ETX or minimum hop-count, the nogiprotocol
runs for 90 seconds, immediately after which the sourcesdath packets as fast
as possible for 30 seconds. As described in Chapter 5, they head causes the
MAC protocol to become extremely unfair, distorting the Efm¢asurements. To
minimize the &ects of MAC unfairness, every node routes packets using@a sna
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shot of its route table taken at the end of the 90-second wgrmperiod, before
any data is sent. The snapshot also makes the DSDV resulesgomparable to
the ‘best’ static route results, since the static routestast not allowed to switch
routes in the middle of testing a particular route.

In DSR experiments with ETX or minimum hop-count, a soureetstoy send-
ing one data packet per second for five seconds. This ensatrB8R sends route
requests and finds a route before throughput measurementakan. After the
five seconds pass, the source sends packets as fast asetmsif) seconds. In
DSR experiments with ETX, the source waits an additionalefmads before ini-
tiating the route request, to give the nodes time to accumlilZk measurements.

All experiments run with the appropriate routing overhéeHaat is, while mea-
suring the throughput of routing with the ETX metric, nodesd periodic ETX
broadcast probes. While measuring the throughput of DSDith(@ither metric),
nodes sends DSDV routing advertisements, just as a prauiuting system
would.

7.1.2 DSDV Performance

Figure 7-1 compares the throughput CDFs of paths found by\D&§ing ETX
and minimum hop-count, between 100 randomly chosen nods. Jdiis data is
taken from the same run as in Figure 3-2, and shows that DSINg tise ETX
metric often finds much faster routes than the minimum hamtmetric.

There are two main regions in Figure 7-1. The right half showde pairs
that could communicate directly, with loss ratios less thout 50% (i.e. with
throughput greater than the maximum possible two-hop tjinput of 225 packets
per second). In these cases the minimum hop-count metrigthredone-hop route,
which is the best route, and there is no opportunity for ET)}edform better. The
left half corresponds to node pairs with a high direct los®rdor which the best
route has more than one hop. In this region, the sensitivig/TX to differences
among the many étierent paths of the same length allows it often to find better
paths than hop-count.

Figure 7-2 shows the same data as Figure 7-1, but organizescater plot to
allow a direct comparison between the performance of ea¢harier individual
pairs. Each pair is represented by one point; the poynvalue is the throughput
obtained by DSDV using ETX, and thevalue is the throughput obtained by
DSDV using minimum hop-count. The upper-right quadrantwshpairs where
ETX and minimum hop-count both used the one-hop path.
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Figure 7-1: ETX finds higher throughput routes than minimuop4count. This
data is taken from the same experimental run as Figure 3¢h g@int represents
one of 100 node pairs.
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Figure 7-2: The ETX and hop-count data from Figure 7-1, plbtbn a per-pair
basis. Thex value of each point shows that pair's throughput for DSDWwntin-
imum hop-count; the value shows the throughput for DSDV with ETX. Points
above the ling/ = x are pairs where ETX outperformed hop-count.
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ETX outperforms minimum hop-count by the greatest margiemvthe hop-
count metric uses links with very asymmetric loss ratiogsT$illustrated by the
points withx near zero and witly relatively large. In these cases, minimum hop-
count chooses links that deliver routing updates in onectloe but deliver few
or no data packets in the other, while ETX correctly avoidssthlinks.

The points for two pairs in Figure 7-2 lie well below tlye= x line; this is
because of variations in link quality between the ETX andimirm hop-count
tests for those pairs. For the first pair, both ETX and hoprtased the same
route, so the dierence is due to an underlying change in the route’s throutghp
For the second pair, ETX used a slower 3-hop path while hapcosed a two-
hop path; ETX avoided using one of the links in the two-hopghfda¢cause the
measured delivery ratios were very poor. It is likely thag¢ fnk’s quality was
different for the ETX and hop-count tests.

ETX incurs more overhead than minimum hop-count, due todss-ratio
probes, but this overhead is small compared to the gaingaugmput that ETX
provides. ETX found usable routes for many pairs where mimmhop-count was
delivering essentially zero packets per second.

Figure 7-3 shows the throughput CDF for TCPffiarouted using DSDV
with ETX and minimum hop-count. The figure also shows the th&atic route
TCP throughput found for each pair. TCP sent data for 30 scbetween each
pair. All experimental parameters were the same as for thP t#3ts, except that
the packet size was varied by TCP according to its congestiatrol algorithm.
Hop-count does patrticularly poorly for TCP. Although we Baot examined the
results in as much detail as the UDP results, we conjectaethie hop-count
performance dfiiers for two main reasons. First, since TCHiitarequires good
routes in both directions in order to send back end-to-enB &€knowledgments,
there are twice as many chances for hop-count to select eooiéet once in each
direction. Second, the TCP back-algorithm amplifies theféects of any errors
in the underlying route: a few lost packets that would notehatected the bulk
UDP throughput will cause TCP to greatly decrease its senidite, resulting in
lower throughput.

Figure 7-4 shows the UDP throughput for packets with a 1 33@é-payload.
Although ETX still offers an improvement over minimum hop-count, the gain is
not as large as for small packets. This is because ETX isistillg small probes to
estimate the link metrics. Since small packets are moréy/likebe delivered, ETX
is incorrectly over-estimating the quality of each link azalising DSDV to pick
sub-optimal routes. For example, if the single-hop direate between two nodes
has an ETX probe delivery rate of 51%, ETX will use it; howetkee delivery rate
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Run R4: 1 mW
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Figure 7-3: ETX finds higher throughput routes than minimwp4count for TCP

traffic. This data is from an experiment similar to Figure 7-1, @t¢kat data was
sent using the TCP protocol rather than fixed-size UDP pacHéte same 100
node pairs are tested as in Figure 7-1.
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of 1,386-byte packets on such a link is likely to be much senadlo a route with
a larger number of higher-quality links would have been @rable. The small
packets are still useful for detecting very asymmetric ginkhich is why ETX'’s
gain over minimum is more pronounced to the left of the grayere hop-count
used very asymmetric links.

Figure 7-5 shows the results of ETX versus minimum hop-cénamh a third
run with the radios transmitting at 30 mW instead of 1 mW. Tlaeket size is
134 bytes. When nodes send at the higher transmit power tiney more links,
as shown in Figure 3-5. This makes the network much more atededecreas-
ing the average hop-count required for nodes to communiéate result, ETX
has fewer routes to choose from, and minimum hop-count hawerilchance of
choosing a bad route. Figure 7-5 shows that ETX still prozisleme advantage in
the more highly connected network.

Impact of Asymmetry

Some fraction of ETX’s gains comes from avoiding extremedyrametric links.
The problem of routing when there are asymmetric links hantadressed in
previous work by Lundgren et al. [50] and by Chin et al. [15heEe authors
propose a link handshaking scheme to detect and avoid aslyiotirks. In this
scheme, a nod¥ only accepts route updates from a neighboring ngdeY is
advertising a direct route t&. A node bootstraps the handshake by advertising
provisional route entries, which indicate that the node ‘saen’ another node,
but not yet accepted routes from it.

We implemented the handshaking scheme for DSDV with themum hop-
count metric. Figure 7-6 compares link handshaking to th& Bfd minimum
hop-count metrics. Although link handshaking often im@®vhroughput over
minimum hop-count alone, ETX finds faster routes. ETX’s limeasurements
allow ETX to discriminate between links with varying degsed asymmetry and
quality.

Effects of DSDV Modifications

Section 6.2 described modifications to DSDV designed tcem®e its responsive-
ness to metrics. Thaelay-usanodification causes DSDV to delay using a newly
received route until it is permitted to advertise the roue @xWST has passed).
Figure 7-7 shows that the delay-use modification improvespiarformance of
DSDV with ETX.
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Run R2: 1 mW, 1,386-byte packets
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Figure 7-4: ETX provides less of a throughput advantage av@imum hop-
count when using large (1,386-byte) packets. The smallgiaaksed to measure
link loss ratios incorrectly predict the actual transmagscounts for large pack-
ets. This graph shows 40 pairs randomly chosen from the 108 psed in the
previous figures. The maximum 1-hop throughput of 1,38& lmdta packets at
1 Mbps is 82 packets per second.
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Run R3: 30 mW, 134-byte packets
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Figure 7-5: ETX versus minimum hop-count when transmitab§0 mW, for 40

pairs. Using a higher transmit power produces a more highhnected network
with many more links and a lower average hop-count, but ETIHsbvides some

advantage.
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Run R1: 1 mW, 134-byte packets
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Figure 7-6: ETX provides a significant throughput advantaggr a simple hand-
shaking scheme which avoids very asymmetric routes. THhieeause ETX can
make fine-grained decisions between links with varying degrof asymmetry
and quality.
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Run R1: 1 mW, 134-byte packets
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Figure 7-7: DSDV ETX with and without the delay-use modificatto DSDV.
This modification helps DSDV obey the link metric.
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Run R1: 1 mW, 134-byte packets
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Figure 7-8: Throughput CDFs for DSR ETX compared with DSR -kopnt,
with link-layer transmission feedback disabled. ETX sfgaintly improves ini-
tial route selection.

7.1.3 DSR Performance

This section evaluates the performance of the DSR routiagppol with the ETX
metric. As described in Section 6.3, DSR uses link-layerdnaission failure feed-
back to avoid bad routes. To isolate tHEeets of using ETX with DSR, we eval-
uated DSR performance both with and without link-layer fegzk enabled.

Figure 7-8 shows thefiect of using the ETX metric with DSR without link-
layer feedback, for the same 100 pairs as in Figure 7-1. BsecB$R never learns
about transmission failures, no forwarding node ever issung route errors. Thus
DSR uses only the best route found by the initial route refj@ssdetermined by
the metric.

The figure shows that ETX greatly improves initial route séten in DSR
compared to minimum hop-count. This is consistent with ti®W results in Sec-
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Run R1: 1 mW, 134-byte packets
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Figure 7-9: DSR ETX compared with DSR hop-count, with limgér transmis-
sion feedback enabled. ETX only slightly improves overaBm® performance,
because link-layer transmission failure feedback alreaelps DSR avoid links
with high loss ratios.

tion 7.1.2. Minimum hop-count essentially chooses rangdroim all the shortest
routes the source obtains from the initial route requesthesrated in Figure 3.3,
this is often not the best route. ETX helps the source pickdial route with high
throughput.

Figure 7-9 illustrates the performance of ETX with DSR'kHiayer feedback
enabled. ETX provides a small benefit to some pairs in thermediate and low
throughput ranges (the middle and bottom of the CDF). Howéasure feedback
alone allows DSR to perform almost as well as DSR with ETX.
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7.1.4 ETXversus ‘Best’

One main question is why there is a gap between the throughgtnibution of
the routes found using ETX, and ‘the’ best static routes by searching the
network. Although a route’s underlying transmission codimés a good job of ex-
plaining the route’s throughput, routing protocols onlg &I X estimates of those
transmission counts. ETX mispredicts actual transmissmmts due to packet
size dfects and time variation between when link measurements acejand
when route throughput is tested. Furthermore, the undeglghroughput of many
routes can change significantly over very short periodsnoéti

Figure 7-10 shows how the ETX estimates available to themguyirotocol
mispredict the actual transmission counts for each route. HTX estimates are
calculated using the broadcast delivery ratios for eack tireasured with the
broadcast probes. The actual transmission counts for eath are measured us-
ing retransmission counters supplied by the 802.11 raderfecce. Because the
ETX estimates are often incorrect, the metric can misordates, causing the
routing protocol to use a route with a lower throughput thaa best route avail-
able at a given time.

Figure 7-11 shows that if a routing protocol could get a mareusate esti-
mate of the transmission count for each route, the protamaldcmore accurately
choose the highest throughput route. The graph shows tdecped throughput for
each route versus the route’s actual measured throughpetpiedicted through-
put is calculated a8/TXC, whereB is the maximum link throughput for that
packet size (451 packets per second), and TXC is the routetmge measured
transmission count, obtained from the 802.11 radio interfa

The predicted throughput has a roughly linear relationsbithe measured
throughput, with some errors, and a systemafiisei. The causes of the error and
offset are unknown, although there are a few likely suspectstatioich we can
speculate. For example, a route’s throughputfieced by both the underlying
throughput of its links (determined by their lossiness, egftected in the trans-
mission count), as well as other 802.1ffi@in the vicinity of those links which
contends for the same piece of radio spectrum. That is, ehopeoute over a
perfect link might only have half the link throughput if ahet nearby 802.11 ra-
dio was operating. Since our experimental environmentledfivith many other
802.11 radios, this case cannot be ruled out. As for the syatte dfset, it might
be explained by an inaccurate estimate of the maximum itlealighput for each
route. This might happen if the 802.11 interfaces are periiog back-df in a
slightly different manner than described in the 802.11 specificatioth&umore,
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Run R1: 1 mW, 134-byte packets
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the throughput predicted using transmission counts doeacumunt for the ex-
ponential back-fi performed when a radio has to retransmit a packet multiple
times.

7.2 Static Throughput Tests

In addition to the routing protocol tests, we ran simple tlyloput experiments
using static routing to explore how the throughput of a jgaitir route changes
overtime. Each experiment tested the throughput of seveunéds. For each route,
UDP packets were sent as fast as possible for 30 secondsafteema wait of 30
seconds, packet were again sent as fast as possible for 80dsed-igure 7-12
shows the results of these tests for various packet sizetirard of day. During
the daytime route throughputs can change substantiathgudh the throughputs
seem very stable at night. One explanation for the daytimm@atan is the in-
creased level of activity in the lab. People are moving adomrdab, opening and
closing doors, and running equipment. Another daytime®®of variation is the
lab’s 802.11 access point infrastructure. The 802.11 acgests are essentially
idle at night, but under heavy use during the day as many lablrees and visitors
use their laptops to access the lab network wirelessly. ifbieased and variable
802.11 trdfic load can reduce the throughput available to the test-bed.

These experiments show that part of th&atence between ‘best’ and DSDV
with ETX in the routing experiments can be explained by ulyiieg variation in
the route throughputs. That s, the throughput of the ‘besite may not have been
available in the network when the DSDV with ETX experimensvperformed.
Or, the route selected by DSDV and ETX was no longer the higinesughput
route when the data packets were sent. Furthermore, siackdht’ throughputis
the maximum throughput of severafi@rent routes, is is not sensitive to changes
and reordering of those route throughputs: it just seldatshighest throughput,
and will likely always do better than DSDV. Although the thghput variation
does not occur at night, since the route experiments spasmadal days, many
of them were performed during busy lab hours and wouldftexted by the route
throughput variations.
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Run S1: 1 mw, 134—byte packets, day Run S2: 1 mWw, 1,386—byte packets, day
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Figure 7-12: The throughput of a route can sometimes vanyifsegntly over a
very short period of time. Th& value for each point shows the throughput of a
route measured over 30 seconds. Jh&lue shows the throughput of the same
route measured 60 seconds later, also over 30 seconds.fTgejghs show mea-
surements of 134-byte packets; the right graphs show 1h$&5packets. The top
row shows measurements from the daytime, the bottom row sihogasurements
from the nighttime.
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7.3 Single Link Tests

To better understand the accuracy of link ETX measuremamperformed sev-
eral experiments with individual links. In each experimdmbadcast delivery ra-
tios are measured to estimate the ETX for a link, then unjcaskets are sent to
measure the actual transmission count of the link. Broddaae typically sent
before and after the unicasts to measure how much the delméo of a link
varies during the unicast part of each experiment.

Several diferent links were tested. For each link, the source node seatlb
casts for 20 seconds to the destination node at a fixed rated@stination node
then sent broadcasts to the source node for 20 secondstadixed rate. Next,
the source node sent unicast data packets as fast as possitdelestination node
for 30 seconds. Finally, the broadcasts from source to m#din and vice-versa
were repeated. These experiments did not use any routirtgqmis, and there
was no packet forwarding: packets were only sent over asiingt at a time. The
broadcast and unicast packets sent by the source node \eesartte size for each
experiment. In a given experiment, the broadcasts sentebgiehbtination were ei-
ther minimum-size Ethernet pack&tsr the same size as the packets sent by the
source.

Figure 7-13 shows how well the ETX estimates actually prgtiie link trans-
mission counts. The ETX estimates are calculated as desciibEquation 5.1,
where the valueds andd, are measured using the forward and reverse link broad-
cast tests respectively. The graphs illustrate two maintgoFirst, measuring the
reverse ACK delivery ratio of each link (from destinationdource) using the
minimum-size Ethernet packets provides more accurate Edtknates, which
can be seen by comparing the graphs on the left (data-sieeseemeasurements)
with the graphs on the right (minimum-size reverse measargs). Second, as
with the static route throughput tests, there is considerday-night variation. At
night, almost all links work very well, while during the dayere is a wider dis-
tribution of link performance, along with more short-terimé variation of link
performance.

Figure 7-14 shows how well ETX estimates actual link trarssioin counts
for larger 1,386-byte packets. The general behavior of thplgs is the same as in

1A minimum size Ethernet packet has 14 bytes of Ethernet liepliss 802.11 encapsulation
data and headers. The UDP data packets sent as unicastadcasbprobes also have Ethernet
and 802.11 overhead, but that is not included in the packet 8o a minimum-size Ethernet
packet is equivalent to a 0-byte UDP packet according to #ukgt size convention used in this
work.
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Run L1: 134-byte reverse bcasts, day Run L2: min-size reverse bcasts, day
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Figure 7-13: ETX versus measured transmission count forliy@d data packets
over a single link. ETX is calculated using the link’s broadtdelivery ratio in the

forward and reverse directions, measured immediatelyrbefending the unicast
data. The left graphs measure the reverse delivery ratitgusioadcasts that are
the same size as data packets; the graphs on the right usaunirsize Ethernet

packets in the reverse direction (14 bytes). The top row shro@asurements from
the daytime, the bottom row shows nighttime. The nighttimegpgs have many
points overlapping at (1, 1). Some points are not plottechbse they are out of
range of the graph.
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10 Run L5: min-size reverse bcasts, day
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Figure 7-14: ETX versus measured transmission count, agyuré-7-13, but for
1,386-byte data packets. There is no experiment for meastiie reverse deliv-
ery ratio with data-size packets during the daytime. Somatp@re not plotted
because they are out of range of the graph.
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Figure 7-13, except that there are still considerable ptexi errors even at night.
This is likely because the much larger 1,386-byte packetardeven worse job
of predicting the ACK delivery ratios in the reverse directithan the 134-byte
packets.

Figure 7-15 shows how much link delivery ratios can changer time. The
graphs show the measured forward delivery ratio of eachdtrtke beginning and
end of each single link test. The graphs show results for b8 and 1,386-byte
packets, during day and night. In all cases there is sigmificariation between
the two measurements. This is less so for the 134-byte paokbich have rela-
tively high delivery ratios across the board. Both the 134d &,386-byte sets of
experiments show diurnal variation, as in the static thhqug tests. The impli-
cation of these graphs is that the transmission counts dirtke which ETX is
trying to estimate can change by a significant amount in a sinoe. Even if ETX
chooses a maximum-throughput route, that route may notééastest route 30
seconds later.

7.4 Evaluation Summary

This chapter showed how ETX increases the throughput pagnce of the DSR
and DSDV routing protocols. It also used more focused staticughput and

single link experiments to understand the gaps betweerhtbedhput of routes
found using ETX and the ‘best’ routes found using staticesutVe identified two

main causes of the discrepancy. First, ETX mispredictsrdrestnission count of
links because it measures the reverse ACK delivery ratiogjubke wrong packet
size. Second, underlying time variations in link deliveagios and throughputs
make it hard for ETX to make accurate predictions.
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Run L1: 134-byte packets, day Run L5: 1,386-byte packets, day
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Figure 7-15: The broadcast delivery ratio of a link can clesmgnificantly over

time. For each link, the graph shows the link’s broadcasivesl ratio at some

time versus its broadcast delivery ratio 50 seconds eatliez left graphs show
measurements of 134-byte packets; the right graphs sh@@-bte packets. The
top row shows measurements from the daytime, the bottom hows measure-
ments from the nighttime.
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Chapter 8

Future Directions

This chapter outlines possible future work that could expapon and extend the
results in previous chapters. This chapter also describesHi X fits into the
larger design space of multi-hop wireless networks.

8.1 ETX Improvements

This section describes how to improve the performance of BR increase its
applicability. Many ETX design constraints were choseninapsify the ETX im-
plementation and design, but can be relaxed with a correBpgincrease in com-
plexity.

ETX assumes that all packets are the same size, but the ETicpoais can
be adjusted for packet size. One approach would be to useattkepsize model
in Chapter 4 to correct for ACK and data packet sizes usingsnreanents at only
two sizes. Another approach would be to directly measurevelgl ratios at all
relevant packet sizes, estimating the ACK delivery ratithasdelivery ratio of a
minimume-size data packet. In practice this would only inmeoimeasuring at two
or three packet sizes, since the distribution of data pasizets has only a few
distinct peaks [17]. A related problem is how to modify theiting protocol to
handle multiple packet sizes. Because the ETX of each linkveay diferently
with packet size, each packet size should have its own mmi&T X route. This
can be done simply by including the intended data packetisigach route entry
or route control packet (e.g. DSR route requests and rgplg¢she expense of
multiplying the routing state by the number of data packetsi
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ETX would also benefit from taking into account multiple kates. ETX
should be able to tradeta lossy link with high bit-rate for a low-loss, low bit-rate
link. This can be done by combining the Medium Time Metric {@th ETX to
produce theestimated transmission tin{&ETT) metric [3]. ETX calculations are
simplified by using transmission counts as a proxy for theeteach data packet
keeps the radio medium busy. ETT makes time explicit, whlidwe it to com-
bine the ETTs from links with dierent bit-rates into a single route ETT. ETT can
also consider links with diierent amounts of per-packet overhead.

Many radios can change their bit-rates, including 802.Hlosa This allows
links to be made more reliable by decreasing the bit-ratelds@an locally decide
on the optimal bit-rate for each link by measuring the linleaéry bit-rate, and
choosing the bit-rate which results in the lowest ETT fort tivak [3]. Another
approach would be to treat each physical link as multipleugirlinks, one for
each bit-rate. The ETT for each virtual link is determinechiigasuring the link at
the specified bit-rate, and the routing protocol finds the tmege using the virtual
links.

One flaw in the current ETX implementation is that it is higlslgnsitive to
load because of thetects of unfairness and interference on the probe broadcasts
Although a load-sensitive metric might be useful in somdiappons, ETX is in-
tended to reflect the underlying quality of a route, indeeaf network tréic.
Using a MAC protocol that supports priority tfec might isolate the ETX probe
measurements from heavy datdfiig since the data tfaic wouldn't prevent ETX
probes from being transmitted. Another approach to maiirigiaccurate trans-
mission count measurements in a busy network would be to erspatket trans-
mission feedback from the 802.11 interface, which provaldsect measurement
of the number of times each data packet is transmitted owdr Eak. Tracking
these per-packet data transmissions would incur no exegenead for routes that
are already carrying data fiec.

Because the current implementation of ETX is load sensitivating proto-
cols using ETX may oscillate between routes. This can becediwith appropri-
ate damping [9]. Another approach might be to use multipathing, choosing
paths with the best ETX metrics. Each path will be less lodtad in the single-
path case, and will have similar load-sensitive ETiReets, reducing the metric
discrepancies which cause the routing protocol to switcie®

A final problem is how routing protocols should handle routetmes that
change over time. The DSDV protocol continuously searcbeadw routes with
better metrics, but has no sense of hysteresis or uncsrtalight changes in
the ETX metric can cause DSDV to switch routes, which can tnvgg impact
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TCP trdfic due to reordering. On the other hand, DSR doesn’t switctesounless
there are too many retransmissions for a single packetyaltpDSR to keep using
a poor route for too long. Routing protocols should notice seact appropriately
to changing metrics, without excessive flapping and ovethea

8.2 Wireless Routing and ETX

This section describes larger problems in the area of waseteuting which are
related to ETX.

This work did not address mobility, which is important for nyavireless net-
works. One unanswered question is whether or not ETXfescéve in a mobile
or even partly mobile network. In these networks it is a dvadle to distribute
accurate topology information and find routes; adding thebfam of distribut-
ing accurate and consistent route quality metrics like E3 4 further challenge.
ETX is likely to be helpful in mobile networks if the routinggtocol can obtain
accurate metrics and propagate them in a timely manner.

Another problem is how routing metrics and protocols shoutatlel the time
variation of links and routes. This is a fundamental problesate metrics must
predict the future performance of a route based on past maasmts. The ETX
design assumes that the loss probability of each link istamhsbut this is not
realistic. As Chapter 7 showed, the underlying performasfceoutes and links
can change between when a metric is calculated and wheneaisauged, causing
protocols to choose the wrong routes. Protocols might be @blise models of
how links change over time to make better predictions. Timesdels could help
reduce ETX overhead, for example, by identifying links tdab’t change much
over time, and which require fewer probes to characterizeoAmodeling the
uncertainty bounds or time variation of each metric may beful§or choosing
routes when the variation of a route’s performance is alguoirtant [45], as with
streaming multimedia tféc, which prefers routes with bounded delay.

This work looked at how ETX improved the performance of sagd single
flow at a time. However, most networks have multiple flows effic. It may be
the case that the minimum-ETX route will not provide the laghthroughput to a
flow when there is cross-tfizc in the network. However, the individual link ETX
metrics may be useful as input to higher-leveffiaengineering algorithms, such
as the work by Jain et al. [36].

An important assumption made by ETX is that each network riadea sin-
gle radio and antenna, and that the radio uses link-leveésetas in the 802.11
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specification. There is a great opportunity to improve nekagerformance by
relaxing these assumptions. For example, equipping eadd wah multiple ra-
dios on diferent bands and allowing them to transmit and receive sanatiusly
would significantly reduce or eliminate inter-hop intedece, if neighboring links
are assigned to non-interfering channels [2]. With enouglependent channels,
the throughput of a route can be made independent of the nuohibeps in the
route, and throughput is likely determined by the bottlénlkeandwidth of each
link, rather than its ETX. When there is crossfli@in a network where each link
can operate on multiple independent channels, channgiresents for each link
should consider both the ordering of link channels withioate, and the interac-
tions between links from élierent routes which share one or more nodes.

Even though ETX does not predict throughput in networks withtiple flows
or multiple channels and radios, it is still useful for inaséeng total system capac-
ity in busy networks. The capacity of a wireless network wWiked transmission
power is determined by its area: the number of transmisgp@ndime per unit
area is constant. By choosing minimum-ETX routes for each, ftouting proto-
cols are maximizing the number of packets each flow can sergkpend. It is not
clear, however, what are the fairness properties of ETX is $ltuation. Also, in
networks with many idle regions, total network may be imga¥by routing some
flows out of the way through these idle regions, rather thasingethem share the
throughput of a busy region.

Some wireless networks use end-to-end retransmissiotesaoh®f link-level
retransmissions. The ETX of a route can be calculated fosetheetworks, al-
beit in a much more complicated form than Equation 5.3. Theceform of the
equation depends on the ordering of the links within eacherodTX will not
predict throughput for these networks, because unlike orsvwith link-layer
retransmissions, significant amounts of time can be speititngydor end-to-end
acknowledgments to timeout. However, by incorporatingetit information, the
end-to-end ETX can be converted into an end-to-end ETT metrich does pre-
dict throughput. And, like networks with multiple radiosTK is still useful for
increasing the total network throughput.

ETX is also useful in networks with variable transmissionvea The trans-
mission power at each node is generally decreased as mudssiblpe to reduce
energy consumption and increase network capacity, whilekeeping the net-
work connected [31, 71]. For any given allocation of trartspaiwers to nodes,
there will likely to be many lossy links, and ETX will be helpffor identifying
good routes. And since most radios will have a fixed maximwandmit power,
there will always be some links that have marginal perforoean
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Using more sophisticated radio technology may reduce sdihe ainderlying
link loss problems that routing protocols can detect usim Bmprovements in
radio coding and modulation, and multi-user access canawgppacket delivery
ratios over a link. For example, the orthogonal frequenisystbn multiplexing
(OFDM) [16] technique adaptively chooses sets of frequentm avoid noise and
interference, thereby decreasing packet error rates. Menthis incurs a through-
put cost because OFDM is avoiding some fraction of the avigleadio spectrum.
Each link has an intrinsic throughput related to its indisatl RF characteristics
and interference, which cannot be exceeded. Increasimygreced modulation
or coding techniques will only allow radio systems to obtailarger fraction of
the fundamental throughput of each link. So, there will ghlva an opportunity to
use a metric like ETX or ETT to find high-throughput routesngsihe best links
in the network.
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Chapter 9
Related Work

Much of the recent work in ad hoc routing protocols for wisdenetworks [61,
37, 62] has focused on coping with mobile nodes, rapidly ghraptopologies,
and scalability. In general this work has been carried oungugnalysis and simu-
lation that focuses on how mobilityffects link connectivity and routing protocol
behavior. To this end, researchers have used link conngcthodels based on
radio ranges: in-range links work well, while out-of-ranges are broken. This
model works well when the dominating factor in determiniimgklconnectivity
is node location and motion. However, this offidink model is not as useful for
fixed networks, where the vagaries of individual link penfi@nce are no longer
dwarfed by the ffects of motion. In particular, protocols that seem prongsin
for simulated mobile networks often don’t provide the bestfprmance for fixed
networks, as Chapter 3 illustrated. Many of the ways thautatron and analy-
sis could be altered to model wireless links more accuratsdydetailed by Kotz
et al. [46]. Recent protocol design and evaluation work tased to focus on the
detailed behavior of real wireless links.

The behavior of routing protocols over lossy links has beddressed and
evaluated by real implementations in several recent paperglgren et al. [50]
relate their experiences with a 802.11-based multi-hopowdt with four nodes,
and they coin the term ‘gray zones’ to refer to links thatdalirouting protocol
packets but not data packets. They propose using link haktshand count-
ing route broadcasts to filter out gray zone links. Link hdradsng requires both
ends of a link to acknowledge the other end before using thke Ghin et al. [15]
also describe a four-node multi-hop network based on 80é&adibs, and inde-
pendently propose link handshaking to filter out asymmditrics.
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The CMURice Monarch project has had several years of experientetiaair
DSR implementation [25], which has provided important éessabout wireless
network emulation [41], and the performance of real implatagons [51]. Hu
and Johnson describe an eight-node mobile test-bed usiRgi® reliably trans-
mits video and audio streams [34]. Because mobility causedinks to form and
older links to break, they modify DSR to preemptively issusRDroute requests
when a link’s signal-to-noise ratio (SNR) drops below a gitlereshold. The as-
sumption is that links with low SNRs are likely to break so@téuse of motion.
Preemptively issuing a route request allows the source twtave a fresh route
ready to use before the link actually does break. Howevemn avith this modi-
fication, DSR does not discriminate between links that assa functional: it
treats all working links as equivalent, and finds minimum-eopnt routes.

The ideas presented in this work are motivated by experisn@mta relatively
large-scale test-bed, with 5 or 6 times more nodes and anr ofd@agnitude
more links than the test-beds used in most previous workptén@ showed that
these links have many fiierent qualities, evenly spread from best to worst, and
that there is no easy division of links into ‘good’ and ‘badtegories. However,
experiments on smaller test-beds are not as likely to restesl a wide distribution
of link quality, and previous work has been more focused degmizing links
as ‘good’ or ‘bad’. In contrast, the mechanisms and pro®aairoduced in this
work are specifically designed to accommodate and take &alyaiof links of all
gualities.

Some of the earliest and most important work in multi-hopalass network-
ing was the DARPA Packet Radio Network (PRNet) research [88ich was car-
ried out in the 1970s and 19883 he PRNet was specially designed for multi-hop
wireless networking at all layers of the system, includinuesv spread-spectrum
packet radio design [28]. The system was also designed aidkossy links, and
used link-level packet loss ratio measurements to qualmikyquality. However,
the PRNet used loss ratio thresholds to distinguish godd firom bad, which has
a few drawbacks, as discussed below. PRNets were deployedxgerimented
with by many research groups, at a scale similar to the tedtrAgtwork used in
this work [29].

One unanswered question is whether or not the PRNet deplagrhad sim-
ilar link loss rate distributions to those shown in Chaptelt 8 conceivable that
the diferent radio design and deployment scenarios producefiiematit distribu-

IMany more papers related to the PRNet can be found in a spssie of the IEEE Proceed-
ings [1].
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tion of link loss ratios, and that the threshold techniqueduky the PRNet was
indeed the most suitable technique.

The PRNet research also produced a new routing metric,dch#ast Inter-
ference Routing (LIR) [74]. This was shown in simulation teriease the total
network throughput of random packet radio networks. R@upnotocols using
LIR select routes that interfere with the fewest number bkonodes, by choos-
ing routes to minimize the sum of the number of one-hop nedghbf each node
in the route. LIR difers from the ETX metric presented here in that it does not
directly evaluate actual link performance, in terms of pdess ratios; instead, it
uses the interference metric to predict performance.

There is also much related work in the field of sensor netwaksn though
on the face of it sensor networks are veryfelient from the multi-hop wireless
networks we are concerned with. In general, the nodes iroseesworks have or-
ders of magnitude fewer resources than a typical PC, in tefipsocessing power,
memory, and available energy. In addition, because of sidgawer constraints,
sensor radios are much less sophisticated than 802.11syahd the application
requirements are much less: sensor networks typically caary low-bandwidth
data streams. However, recent work has shown that despge tliferences, sen-
sor networks must deal with the same sort of link lossiness \amiation that
multi-hop wireless data networks face. Indeed, the ETX im@ttesented here is
useful in both sorts of networks.

Zhao and Govindan [80] provide a detailed analysis of thdéopeance of
wireless links in three dierent network deployment scenarios, using Berkeley
Motes, a low-power sensor network platform. They find thahynbnks can be
lossy to varying degrees, and, as in Chapter 5, find that kgnength is not
an adequate predictor of packet loss ratios, becauséafte such as multipath
interference.

Woo et al. [78] also provide measurements showing the viditiabf links in a
Mote-based network. They use the measurements to driveadys#sof link esti-
mators and routing protocol techniques. They proposéAiménum Transmission
(MT) metric, and show that it greatly improves the end-tal-eacket delivery ra-
tio in their experiments compared to minimum hop-count. MThie same metric
as ETX, except that the link delivery ratios are estimategddmsively snooping on
data packets over a fixed time window, rather than sendingjagerobes. Further-
more, the link measurements are smoothed with an expotigmiaighted mov-
ing average, and a hysteresis is applied when deciding whé&thswitch routes
based on a metric change.
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Yarvis et al. [79] also observe that hop-count performs [yoas a routing
metric for a Mote-based sensor network. They present a pathnarwhich ap-
proximates the product of the per-link delivery ratios. Agwed in Chapter 5, this
metric is likely to use low-loss paths with many hops in diimas where a path
with a smaller number of higher loss links would perform bett

A number of existing ad hoc wireless routing algorithmseatlper-link signal
strength information and apply a threshold to avoid linkgwhigh loss ratios [15,
22, 26, 30, 34, 39, 50, 67]. One problem with these approaishiést given the
complexities of radio links such as multipath interfereand fading, it is unlikely
that SNR measurements can be used to accurately prediatgas& ratios; this is
shown experimentally in Chapter 5 for 802.11 radios and bgaZzéind Govindan
for Motes [80]. Itis true that SNR measurements provide soseul information
about the underlying quality of a link: links with extremgdpor SNR values are
likely to have high packet loss ratios. But, it is not cleaaitihe appropriate SNR
threshold should be. Setting the SNR threshold too high niayrete links that
are necessary for connectivity, while setting the threshobd low will allow the
routing protocol to use poor links with low throughput. Inngeal, any approach
that uses thresholds will ffier a similar problem. For example, Woo et al. [78]
show that a routing protocol which simply ignores links waldlivery ratios below
a given threshold is either unable to keep the network caedeor unable to find
routes with good end-to-end delivery ratios, dependinderthireshold used. ETX
avoids these problems by allowing any link to be directly panmed to another
link, and by assigning metrics that allow all routes to be pamed and ranked.
This avoids leaving out any links that are required to cohtteenetwork, but still
enables the routing protocol to choose better links andcesoaver worse.

A complementary solution to high link loss ratios is to imypecthe dfec-
tive loss ratio with some form of redundancy. Forward errorrection, MAC-
level acknowledgment and retransmission, and solutioos as Snoop-TCP [7]
and Tulip [60] all take this approach. However, even withsthéechniques it is
preferable to use links with low loss ratios rather thandimkith high loss-ratios:
retransmissions (or other redundancy) reduce useful lapacity and increase
interference.

Like most of the work discussed above, this work treats waglnetworks
from the bottom up, trying to find good techniques and abstias for character-
izing and distinguishing between links and routes in wssleetworks. However,
there is a large body of work that is concerned with QualitySefvice (QoS)
in networks, especially wireless multimedia networks. &éss QoS algorithms
approach route selection from the top down. Some techniexegitly schedule
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transmission slots in time or frequency division MAC lay&rgrovide bandwidth
guarantees [14, 33, 49, 53, 81], while others treat the MAGpjue, and rely
upon it for bandwidth and delay information and constra[a& 70, 72]. These
approaches are only successful if the lower layers can geoaccurate informa-
tion about the actual links, such as the average number dfieis@nsmission
slots, or the achievable throughput of each link. Unfortaha this link infor-
mation is hard to determine in the sort of distributed mbtip networks we are
concerned with, because of unknown dat#ittgatterns or network topology, and
inter-node interference. Indeed, although the ETX metniabdes routing proto-
cols to find high-throughput routes, it doesn’t provide egioinformation about
links to QoS algorithms to allow them to make bandwidth oettetty guarantees,
especially when multiple nodes are sending data.

We assume that the loss ratio of a given link cannot be cdeatrdly the
system. More sophisticated hardware might allow transroier levels to be
changed to make links better behaved. Existing system®igxpls idea, often
with a focus on minimizing the energy consumption requi@guccessfully de-
liver data [32, 40, 68]. Energy consumption is primarily aacern for sensor net-
works, where radio transmissions consume the majority ochewde’s energy
budget. Fixed data networks like those we consider are kelylio be concerned
with energy consumption. However, fixed networks can bemhgfitising power
control to reduce transmission ranges and increase neweqcity [31, 71].

Since the ETX metric assumes that all links run at the sameat®t it does not
properly find high-throughput routes when links run at npléibit-rate. Awerbuch
et al. [6] present th&ledium Time Metrit¢o help find high-throughput paths when
links can run at dterent bit-rates. Since their metric does not account fasdes
it is complementary to ETX.
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Chapter 10

Conclusion

The main contribution of this work is a simple way for mulyhwireless routing
protocols to choose high-throughput paths in networks lin#tzlayer retransmis-
sions. By measuring the delivery ratios of each link in a eousing fixed size
broadcast packets, protocols can estimate the througtigbeaoute as the in-
verse of that route’s expected transmission count, whicllied ETX. The ETX
of a routeR s calculated as

1

- _ 10.1
di x di (10.1)

ETX(R) = Z

ieR

whered; andd: are the measured delivery ratios in the forward and reverse
directions of each linkin R.

The inverse of ETX predicts throughput for routes with sntallmedium
hop-counts. Since at most one node in those routes can titaasisamy time, the
throughput of the route is limited by the number of transmoiss, or equivalently,
time, required to transmit each packet over the route. Mreasents on a real test-
bed network show that ETX helps the DSR and DSDV routing paitbnd routes
with significantly higher throughput than the default minim hop-count metric.
The overhead of the ETX delivery ratio probes depends onphta density of
the network, and is relatively small compared to the amotidata trdfic that can
be sent over each link.

This work also characterized the delivery ratios and asytmma the test-
bed network, and showed how lossy and asymmetric litkectiroute through-
put. Lossy links require more retransmissions, and theedfave lower ffective
throughput. However, a route with few lossy links can be gnable to a route
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with many higher-quality links, since contention betweiakd also reduces route
throughput.

Finally, this work proposed a simple model for how link deliy ratios vary
with packet size. The packet delivelPy for a packet witm data symbols is

Pp(n) = Pr X Pg (10.2)

where P; is the per-packet probability that a receiver successfatiguires
and synchronizes to a packet frame, &hds the per-symbol probability that the
receiver successfully decodes that symbol. Measurementeentest-bed show
that this model can accurately predict the delivery ratibsnany packet sizes
using measurements at two packet sizes over each link.
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