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Bistatic Synthetic Aperture Radar Imaging Using
UltraNarrowband Continuous Waveforms

Ling Wang, Member, IEEE, and Birsen Yazici, Senior Member, IEEE

Abstract— We consider synthetic aperture radar (SAR)
imaging using ultranarrowband continuous waveforms (CWs).
Because of the high Doppler resolution of CW signals, we refer
to this imaging modality as Doppler synthetic aperture radar
(DSAR). We present a novel model and an image formation
method for the bistatic DSAR for arbitrary imaging geometries.
Our bistatic DSAR model is formed by correlating the translated
version of the received signal with a scaled or frequency-shifted
version of the transmitted CW signal over a finite time window.
High-frequency analysis of the resulting model shows that the
correlated signal is the projections of the scene reflectivity
onto the bistatic iso-Doppler curves. We next use microlocal
techniques to develop a filtered-backprojection (FBP) type
image reconstruction method. The FBP inversion results in
the backprojection of the correlated signal onto the bistatic
iso-Doppler curves as opposed to the bistatic iso-range curves
used in the traditional wideband SAR imaging. We show that our
method takes advantage of the velocity, as well as the acceleration
of the antennas in certain directions, to form a high-resolution
SAR image. Our bistatic DSAR imaging method is applicable
for arbitrary flight trajectories and nonflat topography, and can
accommodate system-related parameters. We present resolution
analysis and extensive numerical experiments to demonstrate
the performance of our imaging method.

Index Terms— Continuous wave (CW), Doppler, filtered-
backprojection, imaging, synthetic aperture.

I. INTRODUCTION

TRADITIONAL synthetic aperture radar (SAR) uses wide-
band waveforms to provide high range resolution. We

consider an SAR imaging system that uses ultranarrowband
or single-frequency transmitted continuous waveforms (CWs).
Because of the high Doppler resolution nature of the transmit-
ted waveforms, we refer to the system under consideration as
Doppler synthetic aperture radar (DSAR) or “Doppler SAR”
for short.

As compared to the traditional SAR system, Doppler SAR
requires a relatively simple and low-cost transmitter, and in
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some cases it does not even need a dedicated transmitter.
Existing radio frequency signals, such as radio and television
signals and cellphone signals, can be used as the illumination
sources for Doppler SAR. These waveforms are continu-
ous, ultranarrowband, and have high Doppler resolution. In
this paper, we present a novel filtered-backprojection (FBP)
method for bistatic Doppler SAR with arbitrary imaging
geometries.

Radar imaging with ultranarrowband waveforms has been
presented in the literature earlier [1]–[9]. There are mainly
two approaches to radar imaging using ultranarrowband wave-
forms. The first approach is based on trading the resolution
provided by high bandwidth with the resolution provided by
the spatial diversity [1]–[5]. In [1] and [2], the imaging of
rotating objects using a single-frequency continuous wave
illumination was investigated theoretically, and in [3] studied
experimentally. In [4] and [5], the imaging of stationary or
slow-moving objects using ultranarrowband or narrowband
CW signals with spatially distributed radars was studied.
In [4], a practical tomographic approach for target detection
using ultranarrowband transmissions from a multistatic radar
was presented. It was shown that the method can provide
high-resolution surveillance of a region of interest. In [5], a
multistatic narrowband CW radar system illuminating a target
over 360 degrees of aspect angles was presented. It was shown
that such a system can achieve spatial resolution superior to
those of SAR or inverse synthetic aperture radar systems using
wideband waveforms. In all these studies, the imaging method
images scatterers that lie on iso-range curves.

The second approach to ultranarrowband radar imaging
relies on the idea of imaging scatterers that lie on iso-Doppler
curves [6]–[9]. The work presented in this paper falls into
this category. This idea was first introduced in [6]. In [7], the
idea of imaging scatterers lying on iso-Doppler contours was
introduced to map polar regions of terrestrial planets using the
Doppler shifts of the received signal. The data was collected
for several repeated passes over the polar region. During each
pass, the antenna was assumed to be traversing a straight
flight trajectory at a constant height, with a constant velocity
over a flat topography. Consequently, the iso-Doppler contours
considered were weighted hyperbolas. An FBP-type inversion
formula was presented to recover the surface reflectivity from
its projections onto weighted hyperbolas. The resolution of
the imaging method was presented, along with its discrete
implementation. In [8], the same idea introduced in [6]
and [7] was explored for the monostatic SAR. An FBP
method to recover the ground reflectivity from its projections
onto hyperbolas for the straight flight trajectory and flat

1057–7149/$31.00 © 2012 IEEE



3674 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 21, NO. 8, AUGUST 2012

topography was presented. An expedient and approximate
implementation of the method based on detecting curves
associated with scatterers using the Radon–Hough transform
was presented. In [9], we explored the idea of imaging
scatterers on iso-Doppler curves for passive synthetic aperture
imaging using ultranarrowband waveforms and introduced
a new SAR modality. Our work introduced the concept
of passive Doppler-scale factor and corresponding passive
iso-Doppler curves. The image reconstruction was performed
via an FBP-type inversion. This paper is particularly suitable
for non-cooperative transmitters of opportunity where the
locations of the transmitting antennas are unknown.

In this paper, we present a novel imaging method for bistatic
DSAR, where the receiving and transmitting antennas are suf-
ficiently far apart. Our method is not restricted to a particular
geometry and includes arbitrary, but known, flight trajectories
and nonflat topography. The imaging method consists of a
novel forward model for bistatic DSAR and a corresponding
novel image formation method. We first correlate the translated
version of the received signal with a scaled or frequency-
shifted version of the transmitted signal over a finite time
window. The high-frequency analysis of the resulting model
shows that the correlated received signal is the projections of
the scene reflectivity onto the bistatic iso-Doppler curves. Our
analysis shows that the spread of the iso-Doppler contours on
the ground is directly related to the Doppler ambiguity of the
transmitted waveforms. We next use microlocal techniques to
develop an FBP-type inversion method to reconstruct the scene
reflectivity. The analysis of the point spread function (PSF)
of the imaging operator shows that the reconstructed images
preserve the location and orientation of the singularities at
the intersection of the bistatic iso-Doppler and iso-Doppler
rate curves introduced in this paper. This means that the our
imaging scheme takes advantage of the velocity as well as
the acceleration of the antennas in certain directions to form a
high-resolution SAR image using ultranarrowband waveforms.
The final image is formed by the superposition of the images
obtained over a range of translated time windows.

We show that the resolution of the image is directly related
to the length of the support of the windowing function, the
carrier-frequency of the transmitted waveform, the sampling
rate of the aperture, the number of the time windows used for
imaging, the velocities of the transmitter and receiver, and the
range of the antennas to the scatterers. We describe algorithmic
implementation and computational complexity of our recon-
struction method and present extensive numerical experiments
to validate the theoretical analysis and to demonstrate the
performance of our imaging method.

Our imaging method has the following advantages.
1) It can be used for arbitrary imaging geometries including

bistatic geometry, arbitrary flight trajectories and non-
flat topography.

2) It can be used for passive synthetic aperture imaging for
cooperative sources of opportunity where the locations
of the transmitting antennas are known. However, unlike
some of the existing cooperative passive imaging tech-
niques [10]–[17], it does not require antennas with high
directivity.

3) It can be used with both stationary and/or mobile
transmitters.

4) It has the desirable property of preserving the visible
edges of the scene in the reconstructed image.

5) It is an analytic reconstruction technique which can be
made computationally efficient [18].

The organization of this paper is as follows. In Section II-A,
we present the model for the received signal. In Section II-B,
we develop the forward model for bistatic DSAR.
In Section II-C, we analyze the critical points of our
forward model. In Section III, we develop an FBP-type
image formation method for the bistatic DSAR, analyze the
resolution of DSAR imaging, and present the algorithmic
implementation and computational complexity of our image
reconstruction method. In Section IV, we present numerical
simulations. Section V concludes this paper.

II. BISTATIC DSAR MEASUREMENT MODEL

In this section, we first describe the received signal model
for a moving transmitter using a CW and then derive a
forward model by correlating the windowed and translated
received signal with the windowed scaled or frequency-shifted
transmitted waveform. The resulting processed signal is then
used to form an image of the scene by an FBP method.

A. Model for the Received Signal

We use the following notational conventions throughout this
paper. Bold Roman, bold Italic, and Roman lower-case letters
are used to denote variables in R

3, R
2, and R, respectively,

i.e., z = (z, z3) ∈ R
3, with z = (z1, z2) ∈ R

2 and zi , i =
1, 2, 3 ∈ R. Calligraphic letters (F ,K, etc.,) are used to denote
operators.

For a pair of transmitter and receiver antennas located at T
and R, respectively, the received signal is modeled by [19]

f (t,R,T) =
∫

eiω(t−(|R−z|+|z−T|)/c0)

(4π)2|R − z||z − T| ω
2 p̂(ω)

×Jtr(ω, z,T)Jrc(ω, z,R)V (z)dω dz (1)

where t denotes time, p̂ denotes the Fourier transform of the
transmitted waveform p(t), c0 denotes the speed of light in
free space, V (z) is the reflectivity function, and Jtr and Jrc
are the transmitter and receiver antenna beampattern related
terms, respectively.

Let z = (z,ψ(z)) ∈ R
3 denote the Earth’s surface, where

z ∈ R
2 and ψ : R

2 → R are known functions of the ground
topography. Furthermore, we assume that the scattering takes
place in a thin region near the surface. Thus, the reflectivity
function has the following form:

V (z) = ρ(z)δ(z3 − ψ(z)). (2)

For a narrowband waveform, we have

p(t) = eiω0t̃p(t) (3)

where ω0 denotes the angular carrier frequency and p̃(t) is the
complex envelope of p, which is slow varying as a function
of t as compared to eiω0t .
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Using (2) and the Fourier transform of (3), and under the
assumption of broadband antenna, after rearranging the terms,
(1) becomes

f (t,R,T) ≈
∫

eiω0(t−(|R−z|+|z−T|)/c0)

× p̃(t − (|R − z| + |z − T|)/c0)

×ATR(ω0, z,R,T)ρ(z)dz (4)

where ATR is given by

ATR(ω0, z,R,T) = ω2
0

(4π)2|R − z||z − T|
×Jtr(ω0, z,T)Jrc(ω0, z,R) . (5)

Note that for the rest of this paper, unless otherwise stated,
we use z = (z,ψ(z)).

For the rest of our discussion, we consider bistatic synthetic
aperture radar (BISAR) imaging. Let γ T (t) and γ R(t) be
the transmitter and receiver trajectories, respectively, and s(t)
denote the received signal. We then have

s(t) = f (t, γ R(t), γ T (t)). (6)

Using (4), the received signal for BISAR transmitting an
ultranarrowband CW becomes

s(t) =
∫

eiω0(t−RTR(t,z)/c0) p̃(t − RTR(t,z)/c0)

×ATR(ω0, z, γ R(t), γ T (t))ρ(z) dz (7)

where
RTR(t,z) = |γ T (t)− z| + |z − γ R(t)| (8)

is the bistatic range and ATR(ω0, z, γ R(t), γ T (t)) is given
by (5).

B. Forward Model for Bistatic DSAR

We now use the received signal model presented in the
previous subsection to develop a forward model that facilitates
imaging of scatterers for which the moving receivers observe
a constant Doppler-scaling factor. To form the forward model,
we first divide the received signal into different windows. We
then translate and correlate the windowed received signal with
a scaled and shifted version of the transmitted signal. The
scaling allows us to determine the location of the scatters on
the stationary ground for which the moving receivers observe
a constant Doppler-scaling factor in certain directions. This
processing of the received signal and the resulting forward
model are described in detail below.

We define the correlation of the received signal given by (7)
with a scaled or frequency-shifted version1 of the transmitted
signal over a finite time window by

d(τ ′, τ, μ) =
∫

s(t + τ )p∗(μt)φ(t − τ ′)dt (9)

for some τ, τ ′ ∈ R, and μ ∈ R
+, where φ(t − τ ′) is a smooth

windowing function centered at t = τ ′ with finite support.

1Note that, since the bandwidth of a narrowband waveform is much smaller
than its carrier frequency, the scaled version of the waveform is approximately
equal to its frequency-shifted version.

Note that (9) can be viewed as “Doppler-based matched
filtering.” The parameter τ is used to divide the received signal
into windows, and the parameter μ is used to account for
the Doppler frequency within each processed window. The
parameter τ ′ is introduced to shift the scaled transmitted signal
prior to correlation. In the following discussion, we develop
a mapping that relates the data d(τ ′, τ, μ) to the scene to be
imaged.

Substituting (7) into (9), we have

d(τ ′, τ, μ) =
∫

eiω0(t+τ−RTR(t+τ,z)/c0)e−iω0μt

× p̃(t + τ − RTR(t + τ,z)/c0) p̃∗(μt)

×ATR(ω0, z, γ R(t + τ ), γ T (t + τ ))

×ρ(z) dzφ(t − τ ′)dt (10)

where RTR(t + τ,z) is defined by (8) with the time-variable
t replaced with t + τ .

We make the change of variables t ′ = t − τ ′ in (10) and
obtain

d(τ ′, τ, μ) =
∫

eiω0(t ′+τ ′+τ−RTR(t ′+τ ′+τ,z)/c0)e−iω0μ(t′+τ ′)

× p̃(t ′ + τ ′ + τ − RTR(t
′ + τ ′ + τ,z)/c0)

× p̃∗(μ(t ′ + τ ′))
×ATR(ω0, z, γ R(t

′ + τ ′ + τ ), γ T (t
′ + τ ′ + τ ))

×ρ(z) dzφ(t ′)dt ′ . (11)

For notational simplicity, we replace t ′ with t and write

A p̃(z, t, τ ′, τ, μ) = p̃(t + τ ′ + τ − RTR(t + τ ′ + τ,z)/c0)

× p̃∗(μ(t + τ ′)) (12)

ATR(ω0, z, t, τ ′, τ ) = ATR(ω0, z, γ R(t + τ ′ + τ ),

×γ T (t + τ ′ + τ )) . (13)

Thus, (11) becomes

d(τ ′, τ, μ) =
∫

eiω0(t+τ ′+τ−RTR(t+τ ′+τ,z)/c0)e−iω0μ(t+τ ′)

×A p̃(z, t, τ ′, τ, μ)ATR(ω0, z, t, τ ′, τ )
×ρ(z) dzφ(t)dt . (14)

Now using the Taylor expansion of γ T (t + τ ′ + τ ) and
γ R(t + τ ′ + τ ) at t = 0, for a relatively short time window,
and under the assumptions that γ̇ T (τ

′+τ )t � |γ T (τ
′+τ )−z|

and γ̇ R(τ
′ + τ )t � |γ R(τ

′ + τ )− z|, we approximate

|γ T (t + τ ′ + τ )− z| ≈ |γ T (τ
′ + τ )− z| + ( ̂γ T (τ

′ + τ )− z)

·γ̇ T (τ
′ + τ )t (15)

and

|z − γ R(t + τ ′ + τ )| ≈ |z − γ R(τ
′ + τ )| − ( ̂z − γ R(τ

′ + τ ))

·γ̇ R(τ
′ + τ )t (16)

where ẑ denotes the unit vector in the direction of z. Note that
in practical scenarios, (15) and (16) are always satisfied for
antennas sufficiently away from the illuminated scene.
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Substituting (15) and (16) into (14), and rearranging the
terms, we obtain

d(τ ′, τ, μ) ≈
∫

ei2π t [ f0(1−μ)− fd (τ
′,τ,z)]

×eiω0[(1−μ)τ ′+τ−RTR(τ
′+τ,z)/c0]

×A p̃(z, t, τ ′, τ, μ)ATR(ω0, z, t, τ ′, τ )
×ρ(z) dzφ(t)dt (17)

where f0 = ω0/(2π) and

fd (τ
′, τ, z) = f0

c0

[
( ̂γ T (τ

′ + τ )− z) · γ̇ T (τ
′ + τ )

+ ( ̂γ R(τ
′ + τ )− z) · γ̇ R(τ

′ + τ )
]
. (18)

Note that fd is the bistatic Doppler frequency induced by the
radial movements of the transmitter and receiver with respect
to the scatterer z on the ground. Unless stated otherwise, we
use frequency in hertz for the rest of this paper.

We write the forward model for bistatic DSAR as follows:

d(τ ′, τ, μ) ≈ F [ρ](τ ′, τ, μ) =
∫

e−iϕ(t,z,τ ′,τ,μ)

×A(z, t, τ ′, τ, μ)ρ(z)dtdz (19)

where

ϕ(t,z, τ ′, τ, μ) = 2π t[ fd (τ
′, τ, z) − f0(1 − μ)] (20)

and

A(z, t, τ ′, τ, μ) = eiω0[(1−μ)τ ′+τ−RTR(τ
′+τ,z)/c0]

×A p̃(z, t, τ ′, τ, μ)
×ATR(ω0, z, t, τ ′, τ )φ(t). (21)

We refer to F as the forward modeling operator, and ϕ and
A as the phase and amplitude terms of the linear operator F ,
respectively. For the monostatic forward model, see [8].

We assume that, for some m A, A satisfies the inequality

sup
(t,μ,τ,z)∈U

∣∣∣∂αt
t ∂

αμ
μ ∂βτ ∂

ε1
z1
∂ε2

z2
A(z, t, τ ′, τ, μ)

∣∣∣
≤ CA(1 + t2)

(m A−|αt |)
2 (22)

where U is any compact subset of R × R
+ × R × R

2, and the
constant CA depends on U, αt,μ, β, ε1,2. This assumption is
needed in order to make various stationary phase calculations
hold. In practice, (22) is satisfied when the antennas are
sufficiently away from the illuminated scene.

Under the assumption (22), (19) defines F as a Fourier
integral operator [20].

C. Critical Points of the Bistatic DSAR Forward Model

The leading order contribution of F comes from those
points lying in the critical set of the phase, i.e., the intersection
of the illuminated topography (z, ψ(z)) and the surface {z ∈
R

3: fd (τ
′, τ, z) = f0(1−μ)}. We refer to this surface, on which

the points z ∈ R
3 have the same bistatic Doppler frequency,

as the bistatic iso-Doppler surface. Note that the shape of the
bistatic iso-Doppler surface depends on the flight trajectories
of the transmitter and receiver and is not necessarily a cone,

which happens only when the transmitter and receiver are
colocated.

We denote the curves formed by the intersection of the
bistatic iso-Doppler surface and ground topography by

F(τ ′, τ, μ) = {z : fd (τ
′, τ, z) = f0(1 − μ) ∩ ψ(z) = z3}

(23)
and refer to F(τ ′, τ, μ) as the bistatic iso-Doppler contour
associated with (τ ′, τ, μ). The points that lie on these iso-
Doppler contours are the leading-order contributions to the
forward model given in (19). Fig. 1 shows the bistatic iso-
Doppler contours for different flight trajectories over a flat
topography.

High-frequency analysis of the forward model F shows that
the windowed, scaled, and translated correlations between the
received signal and the transmitted signal are the projections
of the scene reflectivity onto the bistatic iso-Doppler contours.

III. IMAGE FORMATION

Our objective is to reconstruct ρ(z) based on the forward
model given in (19). Since F is a Fourier integral operator,
we form the image of ρ(z) by a suitable FBP of the data
d(τ ′, τ, μ) onto F(τ ′, τ, μ) for a fixed τ ′ and coherently
superimposing over all τ ′.

In this section, we first define the FBP operator used
for image reconstruction. Then, we present the PSF of the
FBP operator and analyze its high-frequency behavior to
determine the location and orientation of the singularities of
the scene that are reconstructed as well as the resolution
of the reconstructed images. We next discuss the design of
the FBP filter. We present a detailed resolution analysis and
the algorithmic implementation, along with a computational
complexity analysis of our imaging method in Sections III-E
and III-F.

A. Filtered Backprojection Operator

We form an image of the scene by the superposition of the
filtered and backprojected data as follows:

ρ̃(z) := ∫ Kτ ′ [d](z, τ ′)d τ ′ (24)

where

Kτ ′ [d](z, τ ′) =
∫

eiϕ(t,z,τ ′,τ,μ)Q(z, t, τ ′, τ )

×d(τ ′, τ, μ)dtdτdμ (25)

is the FBP operator with respect to a fixed τ ′. Q in (25) is
the filter to be determined below.

We assume that for some mQ , Q satisfies the inequality

sup
(t,τ ′,τ,z)∈U

∣∣∣∂αt
t ∂

β1
τ ′ ∂β2

τ ∂
ε1
z1
∂ε2

z2
Q(z, t, τ ′, τ )

∣∣∣

≤ CQ(1 + t2)
(m Q−|αt |)

2 (26)

where U is any compact subset of R × R × R × R
2, and the

constant CQ depends on U, αt , β1,2, and ε1,2. Assumption (22)
makes Kτ ′ a Fourier integral operator.
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Fig. 1. Bistatic iso-Doppler contours F(τ ′, τ, μ) determined for a certain τ ′ and τ for three different transmitter and receiver flight trajectories as indicated by
the gray and black dashed lines, respectively. The black and white triangles denote the corresponding positions of the transmitter and receiver. (a) Transmitter
and receiver are both traversing straight linear flight trajectories. γ T (s) = [3.5, s, 6.5] km and γ R(s) = [(s − 7), s, 6.5] km where s = vt with speed
v = 261 m/s. (b) Transmitter is traversing a straight linear flight trajectory, γ R(s) = [s, 0, 6.5] km and the receiver is traversing a parabolic flight trajectory,
γ T (s) = [s, (s −11)2 ∗22/121, 6.5] km. (c) Transmitter and receiver are both traversing a circular flight trajectory. γ T (s) = γ C (s) and γ R(s) = γ C (s −π/4)
where γC (s) = [11 + 11 cos s, 11 + 11 sin s, 6.5] km with s = (v/R)t where speed v = 261 m/s and radius R = 11 km. Note that each red curve corresponds
to a distinct value of μ.

B. PSF of the Imaging Operator

We rewrite ρ̃(z) as

ρ̃(z) =
∫

Kτ ′F [ρ](z)dτ ′ =
∫

L(z,z′)ρ(z′)dz′ (27)

where L(z,z′) is the PSF of the imaging operator given by

L(z,z′) =
∫

L(z,z′, τ ′)d τ ′ (28)

and

L(z,z′, τ ′) =
∫

ei[ϕ(t,z,τ ′,τ,μ)−ϕ(t ′,z′,τ ′,τ,μ)]Q(z, t, τ ′, τ )

×A(z′, t ′, τ ′, τ, μ)dtdt ′dτdμ . (29)

Note that L(z,z′, τ ′) can be viewed as the PSF of the partial
imaging operator Kτ ′ .

We define

�K := ϕ(t,z, τ ′, τ, μ)− ϕ(t ′,z′, τ ′, τ, μ) (30)

as the phase of Kτ ′F and use the stationary phase theorem
[21]–[23] to approximate the t ′ and μ integrations in (29). We
compute

∂t ′�K = −2π[ fd(τ
′, τ,z′)− f0(1 − μ)] (31)

and

∂μ�K = 2π f0(t − t ′). (32)

The stationary points of the phase satisfying ∂t ′,μ�K = 0
imply that2

μ = 1 − fd(τ
′, τ,z′)/ f0 (33)

and t = t ′.

2The determinant of the Hessian matrix of �K is (2π)2 f 2
0 . Thus, the

stationary points are nondegenerate.

Substituting the results back into (29), we obtain

L(z,z′, τ ′) =
∫

ei2π t [ fd (τ
′,τ,z)− fd (τ

′,τ,z′)]Q(z, t, τ ′, τ )

×A(z′, t, τ ′, τ, 1 − fd (τ
′, τ,z′)/ f0)dtdτ .

(34)

To simplify our notation, for the rest of our paper, we let

A(z′, t, τ ′, τ ) = A(z′, t, τ ′, τ, 1 − fd (τ
′, τ,z′)/ f0) . (35)

C. Critical Points of the Image Fidelity Operator Kτ ′F
The main contributions of Kτ ′F come from the critical

points of its phase that satisfy the conditions [24]

∂t (2π t[ fd (τ
′, τ,z) − fd (τ

′, τ,z′)]) = 0 ⇒ fd (τ
′, τ,z)

= fd (τ
′, τ,z′) (36)

and

∂τ (2π t[ fd (τ
′, τ,z) − fd (τ

′, τ,z′)]) = 0 ⇒ ḟd (τ
′, τ,z)

= ḟd (τ
′, τ,z′) (37)

where ḟd denotes the first-order partial derivative of fd with
respect to τ , i.e., ḟd = ∂ fd/∂τ . We refer to ḟd (τ

′, τ, z) as the
bistatic Doppler rate.

Using (18), we obtain

ḟd (τ
′, τ,z) = f0

c0

[
1

|γ T (τ
′ + τ )− z| |γ̇ T ,⊥(τ ′ + τ, z)|2

+ ̂(γ T (τ
′ + τ )− z) · γ̈ T (τ

′ + τ )

+ 1

|γ R(τ
′ + τ )− z| |γ̇ R,⊥(τ ′ + τ, z)|2

+ ̂(γ R(τ
′ + τ )− z) · γ̈ R(τ

′ + τ )
]

(38)

where

γ̇ T (R),⊥(τ ′ + τ, z) = γ̇ T (R)(τ
′ + τ )− ( ̂γ T (R)(τ

′ + τ )− z)

×[ ̂(γ T (R)(τ
′ + τ )− z) · γ̇ T (R)(τ

′ + τ )].
(39)
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Fig. 2. (a) Bistatic iso-Doppler rate contours Ḟ(τ ′, τ,C) for the Doppler
rate ḟd (22.0674s, 66.2021s, z). (b) Illustration of the intersection of the bista-
tic iso-Doppler contours for the bistatic Doppler fd (22.0674s, 66.2021s, z),
and bistatic iso-Doppler rate contours for the bistatic Doppler rate
ḟd (22.0674s, 66.2021s, z). The transmitter and receiver are traversing a
circular flight trajectory (indicated by the dashed line) over a flat topography.
γ T (s) = γC (s) and γ R(s) = γC (s − π/4), where black and white triangles
denote the position of the transmitter and receiver at s = π/6, corresponding
to τ ′ = 22.0674 s, respectively. γC (s) = [11+11 cos s, 11+11 sin s, 6.5] km
with s = (v/R)τ where speed v = 261 m/s and radius R = 11 km.

denotes the projection of the platform velocity γ̇ T (R)(τ
′ + τ )

onto the plane whose normal direction is along
̂γ T (R)(τ

′ + τ )− z. Note that the summation of the first
two terms in the square bracket in (38) denotes the relative
radial acceleration of the transmitter in the direction
of ̂γ T (τ

′ + τ )− z evaluated at τ ′ + τ with respect to the
scatterer z on the ground, while the summation of the last two
terms in the square bracket corresponds to the relative radial
acceleration of the receiver with respect to the scatterer z.

We refer to the locus of points formed by the intersection
of the illuminated surface and {z ∈ R

3 : ḟd (τ
′, τ, z) = C}, for

some constant C , as the iso-Doppler rate contour and denote
it by

Ḟ(τ ′, τ,C) = {z : ḟd (τ
′, τ, z) = C ∩ ψ(z) = z3} . (40)

Fig. 2(a) shows the bistatic iso-Doppler rate contours with a
fixed τ ′ + τ for a circular flight trajectory and flat topography.

The critical points z of the phase of the image fidelity
operator, i.e., Kτ ′F , are those points that lie on the intersection

of the bistatic iso-Doppler curves F(τ ′, τ, μ) and bistatic iso-
Doppler rate curves Ḟ(τ ′, τ,C), as shown in Fig. 2(b). We
assume that the flight trajectory of the radar is smooth and that
the antenna beam pattern is focused on a region of interest
where each pair of bistatic iso-Doppler F(τ ′, τ, μ) and iso-
Doppler rate Ḟ(τ ′, τ,C) contours intersect at a single point
within the region of interest. In other words, we assume that
the only critical point within the region of interest is z = z′.

The analysis of the PSF of the imaging operator above
shows that the backprojection operator reconstructs the visible
edges of the scene at the intersection of the bistatic iso-Doppler
and bistatic iso-Doppler rate contours. It also shows that the
imaging method uses not only the Doppler induced by the
velocity of the antennas but also the acceleration of antennas
in certain directions to synthesize an aperture.

D. Determination of the FBP Filter

The filter Q can be determined with respect to various
criteria [25]. We will determine Q so that the PSF of the
imaging operator L(z,z′, τ ′) is as close as possible to the
Dirac-delta function δ(z − z′). This choice of Q ensures that
Kτ ′ reconstructs the visible edges of the scene not only at
the correct location with correct orientation but also with the
correct strength [19], [25]–[27].

To determine the filter, we linearize fd (τ
′, τ,z′) around

z′ = z using the fundamental theorem of calculus [28] and
approximate

fd (τ
′, τ,z) − fd (τ

′, τ,z′) ≈ (z − z′) · ∇z fd (τ
′, τ,z) (41)

and write
A(z′, t, τ ′, τ ) ≈ A(z, t, τ ′, τ ) . (42)

Thus, (34) becomes

L(z,z′, τ ′) =
∫

eit (z−z′)·�(τ ′,τ,z)

×Q(z, t, τ ′, τ )A(z, t, τ ′, τ )dtdτ (43)

where
�(τ ′, τ,z) = 2π∇z fd (τ

′, τ,z). (44)

For each τ ′ and z, we make the following change of
variables:

(t, τ ) → ξ = t�(τ ′, τ,z) (45)

and write (43) as follows:

L(z,z′, τ ′) =
∫
�τ ′,z

ei(z−z′)·ξ

×Q(z, τ ′, ξ )A(z, τ ′, ξ )η(z, τ ′, ξ )dξ (46)

where

Q(z, τ ′, ξ ) = Q(z, t (ξ ), τ ′, τ (ξ ))
A(z, τ ′, ξ ) = A(z, t (ξ ), τ ′, τ (ξ )) (47)

and

η(z, τ ′, ξ ) =
∣∣∣∣∂(t, τ )∂ξ

∣∣∣∣ = |t|−1
∣∣∣∣det

[
�(τ ′, τ,z)
∂τ�(τ

′, τ,z)

]∣∣∣∣
−1

(48)
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Fig. 3. Illustration of the vector �(τ ′, τ,z) in the data collection manifold
�τ ′,z for flat topography, ψ(z) = 0.

is the determinant of the Jacobian that comes from the change
of variables given in (45). Note that the notation det in (48)
denotes the matrix determinant. The domain of integration in
(46) is given by

�τ ′,z = {ξ = t�(τ ′, τ,z) | A(z, t, τ ′, τ ) 
= 0, t, τ, τ ′ ∈ R}.
(49)

We refer to �τ ′,z as the partial data collection manifold at
τ ′,z obtained for a fixed τ ′, and refer to the union

⋃
τ ′ �τ ′,z

as the data collection manifold at z and denote it by �z.
This set determines many of the properties of the reconstructed
image.

Using (44) and (18), we obtain

�(τ ′, τ,z) = −2π f0

c0
Dψ(z)

·
[
γ̇ T ,⊥(τ ′ + τ,z)

|γ T (τ
′ + τ )− z| + γ̇ R,⊥(τ ′ + τ,z)

|γ R(τ
′ + τ )− z|

]

(50)

where

Dψ(z) =
[

1 0 ∂ψ(z)/∂z1
0 1 ∂ψ(z)/∂z2

]
(51)

and γ̇ T (R),⊥(τ ′ + τ,z) is the projection of γ̇ T (R)(τ
′ + τ )

onto the plane whose normal is ̂γ T (R)(τ
′ + τ )− z as defined

by (39).
We present a graphical illustration of �(τ ′, τ,z) in Fig. 3

for flat topography. From (45) and (46), we see that
t�(τ ′, τ,z) is the Fourier vector that contributes to the
reconstruction of the image at pixel z ∈ R

3 for fixed τ and
τ ′.

To approximate the PSF L(z,z′, τ ′) in (46) with the Dirac-
delta function, we choose the filter as follows:

Q(z, t, τ ′, τ ) = χ�τ ′,z
η(z, τ ′, ξ )

A∗(z, t, τ ′, τ )
|A(z, t, τ ′, τ )|2 (52)

where χ�τ ′,z is a smooth cut-off function that prevents division
by zero in (52).

Note that irrespective of the choice of the filter, the back-
projection operator recovers the visible edges of the scene at

the correct location and orientation. With the choice of filter
given in (52), assuming that (26) is satisfied, the resulting
FBP operator can recover not only the correct location and
orientation but also the correct strength of the visible edges
[25], [26], [29], [30].

E. Resolution Analysis for Bistatic DSAR

Substituting (52) into (43) and the result back into (24), we
obtain

ρ̃(z) :=
∫

Kτ ′F [ρ](z)dτ ′

=
∫
�τ ′,z

ei(z−z′)·ξρ(z′)dz′dξdτ ′. (53)

Equation (53) shows that the image ρ̃ is a band-limited version
of ρ whose bandwidth is determined by the data collection
manifold �z. The larger the data collection manifold, the
better the resolution of the reconstructed image.

Microlocal analysis of (53) shows that an edge at point z is
visible if the direction nz normal to the edge is contained in
the data collection manifold�z [19], [25]–[27]. Consequently,
an edge at point z with normal nz is visible if there exists
τ ′, τ such that ξ is parallel to nz. Furthermore, as indicated
by (49) and (44), the bandwidth contribution of ξ to the image
at z is given by

2π f0

c0
Lφ

∣∣∣∣Dψ(z) ·
[
γ̇ T ,⊥(τ ′ + τ,z)

|γ T (τ
′ + τ )− z| + γ̇ R,⊥(τ ′ + τ,z)

|γ R(τ
′ + τ )− z|

]∣∣∣∣
(54)

where Lφ denotes the length of the support of φ(t).
Equation (54) shows that, as the carrier frequency of the

transmitted signal f0 becomes higher, the magnitude of ξ gets
larger, which results in a higher resolution image. The sharp-
ness of the reconstructed edges is also directly proportional
to the length of the support of φ(t). Furthermore, (54) shows
that the resolution depends on the range of the antenna to the
scene via the terms |γ T (τ

′ + τ )− z| and |γ R(τ
′ + τ )− z|, as

well as the speed of the transmitter and receiver via the terms
γ̇ T ,⊥ and γ̇ R,⊥. As the antennas move away from the scene,
or the speed of the transmitter or the receiver decreases in
certain directions, the magnitude of ξ decreases, which results
in reduced resolution. Additionally, the increase in the number
of τ samples and the time windows (indicated by τ ′) used
for imaging also lead to a larger data collection manifold, and
hence improved resolution. We summarize the parameters that
affect the resolution of the reconstructed image in Table I. Note
that, in practice, one needs take into account the interaction of
the parameters in Table I with the assumptions of the imaging
model. For example, an arbitrarily long time window Lφ or
relatively short antenna-to-scene distance is inconsistent with
the approximations made in (15) and (16).

We also note that in a scenario where the transmitter and
the receiver are flying along the same straight trajectory, the
scatterers in the forward-looking and backward-looking region
of the radar platforms cannot be reconstructed since both γ̇ T ,⊥
and γ̇ R,⊥ will be zero in that region. Furthermore, given the
velocities of the radar platforms and the look directions of the
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Fig. 4. Bistatic iso-Doppler contours obtained by backprojecting the data for fixed τ and τ ′ with (a) Lφ = 0.0107 s, f0 = 800 MHz, (b) Lφ = 0.0427 s,
f0 = 800 MHz, and (c) Lφ = 0.0107 s, f0 = 500 MHz. The received signal is generated using (7) for a point target located at [15.125, 11, 0] km. The
location of the transmitter and receiver are the same as in Fig. 1. A single-frequency continuous transmitted waveform is used.

TABLE I

PARAMETERS THAT AFFECT THE BISTATIC DSAR IMAGE RESOLUTION

Parameter Increase(↑) Resolution
Carrier frequency: f0 ↑ ↑
Length of the windows Lφ ↑ ↑
Distance |γ T − z|, |γ R − z| ↑ ↓
Antenna velocity γ̇ T or γ̇ R ↑ ↑
Number of τ samples ↑ ↑
Number of time windows ↑ ↑

Higher (↑) or Lower (↓).

4
8

12
16

20

4

8
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16

20

0

5.5
← Receiver← Receiver

Transmitter →

X (km)
Y (km)

H
ei

gh
t (

km
)

Target

Fig. 5. 3-D schematic of the simulation setup. The dark region denotes the
scene considered in the simulations. The transmitter/receiver antennas traverse
a continuum of positions along the circular trajectory as shown by the red
dashed line. At a certain time instant, the transmitter and receiver are located
at the positions indicated by the solid dots.

transmitter and receiver, γ̇ T ,⊥ may become equal to −γ̇ R,⊥
for some scatters, and for some or all samples of τ ′ and τ .
This will result in reduced or no resolution for those scatterers.

The dependency of the image resolution on the length of the
support of the windowing function and the carrier frequency
of the transmitted waveform can also be understood from
the perspective of the spreading of the iso-Doppler curves.
As previously described, our imaging method performs the
FBP onto the iso-Doppler curves. The image resolution is
accordingly closely related to the width of the spreading of the
bistatic iso-Doppler curves, which, in turn, is determined by
the Doppler ambiguity of the transmitted waveform, and thus,

TABLE II

SIMULATION PARAMETERS USED IN FIVE CASES

Cases f0 (MHz) Lφ (s) fτ (Hz) τ ′ (s)
1 200 0.1707 0.9667 τ ′ = 16.5505
2 200 2.7312 0.9667 τ ′ = 16.5505
3 20 0.1707 0.9667 τ ′ = 16.5505
4 200 0.1707 1.9335 τ ′ = 16.5505
5 200 0.1707 0.9667 τ ′ = [0, 264.8086]

the duration of the signal to be processed, and the transmitter
frequency.

We performed simulations to show the effects of the
Doppler ambiguity and the frequency of the transmitted
waveform on the width of the spreading of the iso-Doppler
curves. As shown in Fig. 4, the spreading of the iso-Doppler
curve becomes narrow with a longer windowing function or
a higher transmitter frequency, which implies an improved
image resolution.

F. Reconstruction Algorithm and Its Computational
Complexity

In this section, we describe the numerical implementation
of our FBP method given in (24) and (25) and analyze its
computational complexity.

Let �(τ ′, τ,z) = (�1,�2) and ∂τ�(τ ′, τ,z) = (�̇1, �̇2).
Then, by (45) and (48), we have

1

η(z, τ ′, ξ )
=

∣∣∣∣ ∂ξ

∂(t, τ )

∣∣∣∣ = |t||�1�̇2 − �̇1�2|. (55)

We refer to |t| in (55) as the time-domain ramp filter, which
has a similar effect on the reconstructed image as the well-
known ramp filter in the tomography literature [21]. The image
formed without the time-domain ramp filtering has smooth
edges.

We write the filter (52) as

Q(z, t, τ ′, τ ) = Q1(z, τ
′, τ )Q2(z, t, τ ′, τ )|t| (56)
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Fig. 6. (a) PSF of the DSAR imaging method at (825, 550, 0) m along with
its (b) X profile, and (c) Y profile, for a transmitter transmitting a DAB
waveform at f0 = 200 MHz, and the transmitter and receiver traversing
circular trajectories γ T (s) = γC (s) and γ R(s) = γC (s − π/4), respectively.
See (65) for the explicit form of γC . The length of the support of the
windowing function is Lφ = 0.1707 s. The sampling rate of τ is fτ =
0.9667 Hz.

where

Q1(z, τ
′, τ ) = |�1�̇2 − �̇1�2| (57)

Q2(z, t, τ ′, τ ) = χ�τ ′,z
A∗(z, t, τ ′, τ )

|A(z, t, τ ′, τ )|2 . (58)

Note that the filter Q1 compensates the amplitude modulation
due to the change of variables given in (45), while the filter
Q2 compensates the amplitude modulation terms related to the
antenna beam pattern and the transmitted waveform.

Using (20), (24), (25), and (56), we obtain the following
reconstruction formula:

ρ̃(z) =
∫

e
−i2π f0 t [1− fd (τ

′,τ,z)
f0

]|t|D(τ ′, τ, t)

×Q1(z, τ
′, τ )Q2(z, t, τ ′, τ )dtdτdτ ′ (59)

where
D(τ ′, τ, t) =

∫
ei2π f0tμd(τ ′, τ, μ)dμ. (60)

We assume that there are O(N) samples of μ, τ, τ ′, t
variables, respectively, and that the scene is discretized into
O(N × N) points. The steps of the reconstruction algorithm
and their corresponding computational complexity are as
follows.

1) Form the Correlation Data Using (9): For each τ ′, τ, μ
sample, the computational complexity of the correlation in
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Fig. 7. (a) PSF of the DSAH imaging method at (825, 550, 0) m along with
its (b) X profile, and (c) Y profile, for a transmitter transmitting a DAB
waveform at f0 = 200 MHz, and the transmitter and receiver traversing
circular trajectories, γ T (s) = γ C (s) and γ R(s) = γC (s −π/4), respectively.
See (65) for the explicit form of γ C . The length of the support of the
windowing function is Lφ = 2.7312 s. The sampling rate of τ is fτ =
0.9667 Hz.

(9) is O(N). Thus, for all τ, τ ′, and μ, the computational
complexity of this step is O(N4).

2) Compute the Fourier Transform of the Correlated Data
With Respect to μ: For each τ and τ ′, the Fourier transform of
the correlated data, i.e., d(τ ′, τ, μ), is calculated with respect
to μ, as described in (60). This operation can be performed
using the fast Fourier transform in O(N log N) number of
computations. Thus, for all τ and τ ′, the computational com-
plexity of this step is O(N3 log N).

3) Ramp Filtering: Let

D̃(τ ′, τ, t) = |t|D(τ ′, τ, t). (61)

For each τ and τ ′, (61) can be computed in O(N) number
of computations. Thus, for all τ and τ ′, the computational
complexity of this step is O(N3).

4) Filtering With Q2: Let

D̃Q2(z, τ
′, τ, t) = D̃(τ ′, τ, t)Q2(z, t, τ ′, τ ). (62)

For each τ , τ ′, and z, (62) can be computed in O(N) number
of computations. Thus, for all τ , τ ′, and z, the computational
complexity of this step is O(N5).

5) Backprojection Step: We backproject the filtered data
obtained in step (4) onto the bistatic iso-Doppler contours as
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Fig. 8. (a) PSF of the DSAH imaging method at (825, 550, 0) m
along with its (b) X profile, and (c) Y profile, for a transmitter trans-
mitting a DAB waveform at f0 = 20 MHz, and the transmitter and
receiver traversing circular trajectories, γ T (s) = γC (s) and γ R(s) =
γC (s − π/4), respectively. See (65) for the explicit form of γC . The length
of the support of the windowing function is Lφ = 0.1707 s. The sampling
rate of τ is fτ = 0.9667 Hz.

follows:

ρ̃τ ′,τ (z) =
∫

e
−i2π f0t

[
1− fd (τ

′,τ,z)
f0

]
D̃Q2(z, τ

′, τ, t)dt. (63)

For each τ , τ ′, and z, (63) can be computed using direct
computation in O(N) number of computations. Thus, for all τ ,
τ ′, and z, the computational complexity of this step is O(N5).

6) Image Formation: We form the image ρ̃(z) by

ρ̃(z) =
∫

Q1(z, τ
′, τ )ρ̃τ ′,τ (z)dτdτ ′ . (64)

The computational complexity of this step is O(N4).
Thus, our image reconstruction algorithm has a computa-

tional complexity of O(N3 log N) − O(N5) where the back-
projection step determines the computational complexity of
the reconstruction algorithm. Note that the computational
complexity above is estimated without the use of fast back-
projection algorithms [18], [31]–[33]. The efficiency of our
imaging method can be further improved by utilizing fast back-
projection algorithms where the computational complexity can
be potentially reduced to O(N3 log N) for omnidirectional
antennas [18], [31], or by utilizing fast fourier integral oper-
ator computation methods with a computational complexity
of O(N3 log N log(1/ε)) with ε being the desired pixelwise
accuracy [32], [33].
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Fig. 9. (a) PSF of the DSAH imaging method at (825, 550, 0) m along
with its (b) X profile, and (c) Y profile, for a transmitter transmitting
a DAB waveform at f0 = 200 MHz, and the transmitter and receiver
traversing circular trajectories, γ T (s) = γ C (s) and γ R(s) = γC (s − π/4),
respectively. See (65) for the explicit form of γC . The length of the support
of the windowing function is Lφ = 0.1707 s. The sampling rate of τ is
fτ = 1.9335 Hz.

IV. NUMERICAL SIMULATIONS

We conducted two sets of numerical simulations: 1) we
numerically studied the PSF of the imaging operator under
different scenarios and demonstrated the theoretical results
described in Section III-E and 2) we demonstrated the per-
formance of our imaging method for extended targets. Note
that noise is not considered in our simulation. However, our
imaging method is also applicable to the case where the raw
data is corrupted by additive noise [25], [34].

We used the digital audio broadcasting (DAB) signals used
by radio stations as the transmitted waveform in the numerical
simulations. We simulated the DAB signal based on the
European standard, which uses the coded orthogonal frequency
division multiplexing modulation. The main characteristics of
the DAB signals are as follows: 1) the symbol has 1 ms
useful duration with a guard interval of 0.246 ms; 2) per
symbol, 1536 subcarriers are transmitted simultaneously; and
3) quadrature phase shift keying coding is used for each
subcarrier. The bandwidth of the DAB signal is 1.5 MHz. In
the simulations, the transmitter was assumed to be operating
in the very high frequency band at a transmission frequency
of 200 MHz.

We considered a scene of size [0, 1100]×[0, 1100] m2 with
flat topography. The scene was discretized into 128 × 128
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TABLE III

3-dB MAIN LOBE WIDTH AND PSLR OF THE RECONSTRUCTED PSFs FOR CASES 1–4

X direction Y direction
Cases ( f0, Lφ, fτ ) 3-dB main lobe width (m) PSLR (dB) 3-dB main lobe width (m) PSLR (dB)
(1) (200 MHz, 0.1707s, 0.9667 Hz) 1.7253 −14.1168 1.9221 −16.8394
(2) (200 M Hz, 2.7312s, 0.9667 Hz) 1.5434 −20.3416 1.3767 −17.2813
(3) (20 MHz, 0.1707s, 0.9667 Hz) 2.9305 −8.7848 2.4045 −9.7147
(4) (200 MHz, 0.1707s, 1.9335 Hz) 1.6744 −19.9312 1.8531 −18.0371
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Fig. 10. (a) PSF at [825, 550, 0] m with 16 τ ′ values uniformly spaced in [0, 264.8086] s and the PSFs reconstructed using the vectors in the partial
data collection manifolds. (b) �τ ′=115.8538s. (c) �τ ′=198.6064s, with a transmitter transmitting a DAB waveform at f0 = 200 MHz. The transmitter and
receiver were traversing circular flight trajectories γ T (s) and γ R(s), respectively, as shown in Fig. 5. The length of the support of the windowing function
is Lφ = 0.1707 s. The sampling rate of τ is fτ = 0.9667 Hz.
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Fig. 11. (a) X and (b) Y profiles of the reconstructed PSFs shown in Fig. 10.

pixels, where [0, 0, 0] m and [1100, 1100, 0] m correspond to
the pixels (1, 1) and (128, 128), respectively.

In all the numerical simulations, we assumed that both the
receiver and transmitter antennas were isotropic. We assumed
that the transmitter and the receiver were traversing the circular
trajectory given by

γ C(s) = (11 + 11 cos(s), 11 + 11 sin(s), 6.5) km. (65)

Let γ T (s) and γ R(s) denote the trajectories of the transmitter
and receiver, respectively. We set γ T (s) = γ C(s) and γ R(s) =
γ C (s − (π/4)). Note that the variable s in γ C is equal to
(v/R)t , where v is the speed of the receiver, and R is the radius
of the circular trajectory. We set the speed of the transmitter
and receiver to 261 m/s.

For all the numerical experiments, we used (7) to generate
the received signal and (9) to generate the data used for
imaging and chose the windowing function φ in (9) to be
a Hanning function.
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Fig. 12. Enlarged views of the main lobe region of (a) X profiles and
(b) Y profiles of the reconstructed PSFs shown in Fig. 10.

We performed image reconstruction for each τ ′ and coher-
ently superimposed the reconstructed images obtained over a
range of τ ′ values.

A. Numerical Analysis of the PSF

We placed a point target with unit reflectivity at
[825, 550, 0] m in the scene considered. Note that this position
corresponds to the (97, 65)th pixel in the reconstructed scene.
Fig. 5 shows the 3-D view of the scene with the target,
transmitter, and receiver trajectories.

We performed numerical simulations to demonstrate the
effect of Lφ , the length of the support of φ(t), f0, the carrier
frequency of the transmitted waveform, fτ , the sampling rate
of τ , i.e., the sampling rate of the aperture, and the range
of τ ′ on the PSF of the imaging operator. We reconstructed
the PSF for five cases, as listed in Table II. For the fifth
case, we reconstructed the PSF using 16 τ ′ values uniformly
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TABLE IV

3-dB MAIN LOBE WIDTH AND PSLR OF THE RECONSTRUCTED PSFs FOR DEMONSTRATING THE SUPERPOSITION EFFECT

X direction Y direction

Cases 3-dB main lobe width (m) PSLR (dB) 3-dB main lobe width (m) PSLR (dB)

Superposition over 16 τ ′ 1.3142 −19.6241 1.4223 −17.2785

A fixed τ ′ = 115.8538 s 1.7372 −16.2563 2.2052 −15.3491

A fixed τ ′ = 198.6064 s 1.9396 −17.581 1.6847 −14.7989
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Fig. 13. (a) Scene with extended targets used in the numerical simulations. The reflectivity of the square and rectangular targets is 1 and 2, respectively
in the nonoverlapping region and 3 in the overlapping region. (b) Image reconstructed with 16 τ ′ values uniformly spaced in [0, 264.8086] s. The images
reconstructed using the vectors in the partial data collection manifolds (c) �τ ′=121.3706s and (d) �τ ′=237.2243s. The transmitter was assumed to be transmitting
a DAB waveform at f0 = 200 MHz. The transmitter and receiver were traversing circular flight trajectories γ T (s) and γ R(s), respectively, as shown in Fig. 5.
The length of the support of the windowing function is Lφ = 2.7312 s. The sampling rate of τ is fτ = 3.8668 Hz.

spaced in [0, 264.8086] s. Note that fτ = 0.9667 Hz and
fτ = 1.9335 Hz correspond to the uniform sampling of the
circular trajectory with 256 and 512 points, respectively.

Figs. 6–9 show the reconstructed PSFs along with their pro-
files in the X and Y directions for the first four cases. The axes
of the figures are labeled according to the pixel number. Note
that this convention is used for displaying all the reconstructed
images in this subsection. We also tabulated the 3-dB main
lobe width and the peak-to-side lobe ratio (PSLR) of the X
and Y profiles in Table III, where the 3-dB main lobe width is
used as a measure of resolution and PSLR is used as a measure
of the level of the side lobes in the reconstructed PSFs.

As can be seen in Figs. 6 and 7, the quality of the PSF
improves as the length of the support of the windowing
function increases from 0.1707 to 2.7312 s due to a larger
data collection manifold. Comparing the profiles of the PSFs
in both cases, we see that the level of the side lobes of the PSF
decreases as the support of windowing function gets longer,
which is also indicated by the PSLR values in the two cases
listed in Table III. This results in an increase of the image
contrast, as shown in Fig. 7.

Note that the change in the resolution is not evident visually
when the images in Figs. 6 and 7 are compared. This may be
due to the relatively large pixel size of the reconstructed image.
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We can clearly see in Table IV that the resolution in both the
X direction and Y direction improves.

Comparing Fig. 8 with Fig. 6, we see that the quality of
the reconstructed PSF degrades because of the decrease in the
frequency of the transmitted waveform from 200 to 20 MHz
as indicated by the theory. We observe a spreading of the main
lobes and an obvious increase in the level of the side lobes in
Fig. 8(b) and (c). This is also indicated by the increase in the
3-dB main lobe width and the PSLR as shown in Table III.

Comparing Fig. 9 with Fig. 6, we see that the increase in
the sampling rate of τ , which implies larger number of τ
samples, results in an improvement in the reconstructed PSF.
Specifically, we observe that there is a significant improvement
in the suppression of the side lobes of the PSF as shown in
Fig. 9(a) and (b), which is also indicated by the decrease of the
PSLR value from cases 1−4 in Table III. Furthermore, we see
from Table III that the resolutions in the X and Y directions
improve moderately, although the change of the resolution is
not visually noticeable when the images in Figs. 6(a) and 9(a)
are compared.

Fig. 10 shows the reconstructed PSF for the fifth case
as listed in Table III, which is the superposition of the
images obtained for 16 different τ ′ values uniformly spaced
in [0, 264.8086] s. We use this simulation to demonstrate
the effect of the superposition of images reconstructed for
each τ ′. To compare the effect of the superposition of the
reconstructed images and the value of τ ′, we present the
reconstructed images corresponding to two different values of
τ ′ in Fig. 10(b) and (c) and the profiles of the reconstructed
PSFs in X and Y directions together in Fig. 11. Fig. 12
presents the enlarged views of the mainlobe region. Table IV
includes the 3-dB main lobe width and PSLR of the X and Y
profiles.

As expected, since the partial data collection manifold
�τ ′,z for a fixed τ ′ is significantly smaller than ∪τ ′�τ ′,z,
the quality of the images in Fig. 10(b) and (c) is poorer than
that of the superimposed image in Fig. 10(a). As shown in
Fig. 11 and indicated by the PSLR values in Table IV, the
superposition suppresses the side lobes significantly. This can
be also observed visually in Fig. 10. Furthermore, as indicated
by Fig. 12 and the 3-dB main lobe width tabulated in Table III,
the resolution is improved by the superposition of the images
as well.

B. Numerical Simulations for Extended Targets

We considered a square target of size 275 m and a
rectangular target of size 275 m × 438 m with their centers at
(498.4, 661.7) m and (661.7, 498.4) m, which correspond to
the pixels (58, 77) and (77, 58), respectively. The reflectivity
of the two targets are set to be 1 and 2, respectively. Fig. 13
shows the scene with the two partially overlapped extended
targets. Note that the reflectivity of the scene in the overlapping
region is 3.

We reconstructed the targets using the DAB waveform with
Lφ = 2.7312 s and fτ = 3.8668 Hz. The reconstructed
image is shown in Fig. 13, which is the superposition of the
images obtained for 16 different τ ′ values uniformly spaced

in [0, 264.8086] s. The two images corresponding to the fixed
τ ′ values are shown in Fig. 13(c) and (d).

As expected, due to a smaller data collection manifold, the
quality of the images in Fig. 13(c) and (d) is poorer than
that of the image obtained by the superposition of all the
images reconstructed for a range of τ ′ values, as shown in
Fig. 13(b). We observe that the images are more noisy in Fig.
13(c) and (d) and the targets, particularly the square target
with relatively weak reflectivity, do not appear as sharp as the
ones in Fig. 13(b).

V. CONCLUSION

We presented a novel imaging method for bistatic SAR
using ultranarrowband waveforms. Our imaging method con-
sists of a novel forward model and a corresponding FBP-type
novel image formation method. The model was formed by the
windowed, scaled (or frequency shifted), and translated corre-
lations of the received signal with the transmitted signal. The
image formation was developed using microlocal techniques
which resulted in an FBP-type inversion of the forward model.

High-frequency analysis of the forward model shows that
the correlated data is the projection of the ground reflectivity
onto bistatic iso-Doppler curves. We reconstructed the ground
reflectivity by the FBP of the correlated signals onto bistatic
iso-Doppler curves.

The analysis of the PSF of the imaging operator shows
that the visible singularities of the scene are those that are
at the intersection of bistatic iso-Doppler curves and bistatic
iso-Doppler rate curves. Furthermore, the FBP-type inversion
puts the visible edges of the scene at the correct location and
orientation with the correct strength.

Our analysis showed that the resolution of the reconstructed
image is primarily determined by the temporal duration of
the signal used for imaging and the carrier frequency of the
transmitted waveform, which is consistent with the ambiguity
theory of the CW or ultranarrowband waveforms. Additionally,
our resolution analysis identified various other factors, such as
the velocity of the antennas and the range of the antennas to
the scene that affect the resolution of reconstructed images.

We described the algorithmic implementation and computa-
tional complexity of our reconstruction method and presented
extensive numerical experiments using DAB signals to validate
the theoretical analysis and to demonstrate the performance of
our imaging method.

Although our imaging scheme was developed in a deter-
ministic setting, it is also applicable when the measurements
are corrupted by additive white Gaussian noise [34]. When a
priori information for the scene to be reconstructed is available
and additive noise is colored, FBP-type inversion method
presented in this paper can be extended as described in [25].

Our imaging technique is particularly suitable for pas-
sive synthetic aperture imaging using cooperative sources of
opportunity-transmitting ultranarrowband waveforms.

The presented method is not restricted to a particular
geometry. It can be used for arbitrary trajectories, non-flat
topography, and stationary or mobile transmitters. Further-
more, our image reconstruction is analytic. Therefore, it can
be implemented fast [18], [31]–[33].
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