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Abstract— A major challenge, and thus opportunity, in the field of human-computer interaction and specifically usability 
engineering is designing effective user interfaces for emerging technologies that have no established design guidelines or 
interaction metaphors or introduce completely new ways for users to perceive and interact with technology and the world around 
them.  Clearly, augmented reality is one such emerging technology.  We propose a usability engineering approach that employs 
user-based studies to inform design, by iteratively inserting a series of user-based studies into a traditional usability engineering 
lifecycle to better inform initial user interface designs.  We present an exemplar user-based study conducted to gain insight into 
how users perceive text in outdoor augmented reality settings and to derive implications for design in outdoor augmented reality.  
We also describe “lessons learned” from our experiences conducting user-based studies as part of the design process. 
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1 INTRODUCTION AND CONTEXT

Amajor challenge, and thus opportunity, in the field of 
human-computer interaction (HCI) and specifically 
usability engineering (UE) is designing effective 

user interfaces for emerging technologies that have no 
established design guidelines or interaction metaphors, or 
introduce completely new ways for users to perceive and 
interact with technology and the world around them.  
Clearly, augmented reality (AR) is one such emerging 
technology.  In these design contexts, it is often the case 
that user-based studies, or traditional human factors stud-
ies, can provide valuable insight.  However, a literature 
survey we conducted in 2004 [1] found that user-based 
studies have been underutilized in AR, and we posit that 
this underutilization extends well beyond this specific 
technology.  Our survey found that, in a total of 1104 arti-
cles on augmented reality, only 38 (~3%) addressed some 
aspect of HCI, and only 21 (~2%) described a formal user-
based study.  As a community, how can we expect to de-
sign and deploy effective application-level user interfaces 
and interaction techniques when we have too little under-
standing of human performance in these environments?  
We assert that the most effective user interfaces for 
emerging technologies will be grounded on user-based 
studies that aim to understand fundamental perceptual 
and cognitive factors, especially for those technologies 
that fundamentally alter the way humans perceive the 

world (e.g., VR, AR, etc.).   
In this paper, we propose a usability engineering ap-

proach that employs user-based studies to inform design, 
by iteratively inserting a series of user-based studies into 
a traditional usability engineering lifecycle to better in-
form initial user interface designs.  Under this approach, 
user performance can be explored against combinations 
of design parameters (i.e., experimental factors and lev-
els), to discover what combinations of parameters support 
the best user performance under various conditions. 
What makes this approach different than traditional HCI 
approaches is that basic user interface and/or interact 
issues are explored vis-à-vis user-based studies as part of 
the usability engineering of a specific application, as op-
posed to application developers drawing from a body of 
established guidelines produced in the past by others 
performing low-level, or generic, user-based studies. 

We have applied this approach as part of the usability 
engineering and software development of the BARS.  Fol-
lowing a domain analysis [3], we began to identify over 
20 scientific challenges, over half of which were user in-
terface design challenges that required insight from con-
ducting user-based studies.  Since that time, most of our 
user-based studies have focused on three of these areas; 
(1) the representation of occlusion [4], (2) understanding 
depth perception in optical see-through AR [5],[6] and (3) 
text legibility in outdoor optical see-through AR 
[7],[8],[9]. ———————————————— 
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We first present our usability engineering approach, 
and justify the importance of employing user-based stud-
ies to inform design.  We then present an exemplar user-
based study, which we conducted to gain insight into 
how users perceive text in outdoor AR settings and to 
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derive implications for design in outdoor AR1.  Lastly, we 
describe some “lessons learned” from our experiences 
conducting user-based studies as part of the design proc-
ess. 

 

q 

2 USABILITY ENGINEERING APPROACHES TO 
DESIGNING USER INTERFACES 

To date, numerous approaches to software and user inter-
face design have been developed and applied.  The water-
fall model, developed by Royce [10], was the first widely-
known approach to software engineering.  This model 
takes a top-down approach based on functional decom-
position.  Royce admitted that while this process was de-
signed to support large software development efforts, it 
was inherently flawed since it did not support iteration; a 
property that he eventually added it to the model. 

The spiral model [11] was the first widely recognized 
approach that utilized and promoted iteration.  It is use-
ful for designing user interfaces (as well as software), be-
cause it allows the details of user interfaces to emerge 
over time, with iterative feedback from evaluation ses-
sions feeding design and redesign.  As with usability en-
gineering approaches, the spiral model first creates a set 
of user-centered requirements through a suite of tradi-
tional domain analysis activities (e.g., structured inter-
views, participatory design, etc.).  Following require-
ments analysis, the second step simply states that a “pre-
liminary design is created for the new system”.   

Hix and Hartson [12] describe a star life cycle that is 
explicitly designed to support the creation of user inter-
faces.  The points of the star represent typical de-
sign/development activities such as “user analyses”, “re-

uirements/usability specifications”, “rapid prototyp-

ing”, etc, with each activity connected through a single 
center “usability evaluation” activity.  The points of the 
start are not ordered, so one can start at any point in the 
process, but can only proceed to another point via usabil-
ity evaluation.  The design activities focus on moving 
from a conceptual design to a detailed design. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  The user-centered design and evaluation methodology for
virtual environment user interaction described by Gabbard et al.
[14].   

1 This study has been previously described by Gabbard et al. [ ]. 9

Mayhew [13] describes a usability engineering lifecycle 
that is iterative and centered on integrating users 
throughout the entire development process.  With respect 
to design, the usability engineering lifecycle relies on 
screen design standards, which are iteratively evaluated 
and updated.  Both the screen design standards as well as 
the detailed user interface designs rely on style guides 
that can take the form of a “platform” style guide (e.g., 
Mac, Windows, etc.), “corporate” style guide (applying a 
corporate “look and feel”), “product family” style guide 
(e.g., MS Office Suite), etc.   

Gabbard, Hix, and Swan [14] present a cost-effective, 
structured, iterative methodology for user-centered de-
sign and evaluation of virtual environment (VE) user in-
terfaces and interaction.  Fig. 1 depicts the general meth-
odology, which is based on sequentially performing: 

 
1. user task analysis, 
2. expert guidelines-based evaluation, 
3. formative user-centered evaluation, and 
4. summative comparative evaluations. 
 
While similar methodologies have been applied to tra-

ditional (GUI-based) computer systems, this methodology 
is novel because we specifically designed it for—and ap-
plied it to—VEs, and it leverages a set of heuristic guide-
lines specific to VEs.  These sets of heuristic guidelines 
were derived from Gabbard’s taxonomy of usability char-
acteristics for VEs [15]. 

A shortcoming of this approach is that it does not give 
much guidance for design activities.  The approach does 
not describe how to engage in design activities, but in-
stead asserts that initial designs can be created using in-
put from task descriptions, sequences, and dependencies 
as well as guidelines and heuristics from the field.  Since 
this methodology assumes the presence of guidelines and 
heuristics to aid in designs to be evaluated during the 
“expert guidelines-based evaluation” phase, it is not ap-
plicable to emerging technologies such as augmented 
reality, where user interface design guidelines and heuris-
tics have not yet been established. 

When examining many of the approaches described 
above – and specifically the design and evaluation activi-
ties – in most cases, design activities rely on leveraging 
existing metaphors, style guides or standards in the field 
(e.g., drop down menus, a browser’s “back” button, etc.).  
However, in cases where an application falls within an 
emerging technological field, designers often have no 
existing metaphors or style guides, much less standards 
on which to base their design.  Moreover, in cases where 
the technology provides novel approaches to user interac-
tion or fundamentally alters the way users perceive the 
interaction space (i.e., where technology and the real-
world come together), designers often have little under-
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Fig. 2.  User-based experiments are a critical vehicle for discovery
and usability early in an emerging field’s development.  Over time, 
contributions from the field emerge, leading eventually to adopted
user interface design guidelines and standards. 

 

 

 

 

 

 

 

 

 

 

Fig. 3.  We applied the depicted user-centered design activities as 
part of our overall usability engineering approach.  With this meth-
odology, expert evaluations along with user-based studies are itera-
tively applied to refine the user interface design space.  It is the 
scope of the user-based studies that make this approach unique in 
that that the user-based studies address basic user interface and 
interaction issues (as opposed to application-level user interface 
issues) in lieu of established design guidelines. 
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As a result, a process is needed to help designers of 
novel user interfaces iteratively create and evaluate de-
signs, to gain a better understanding of effective design 
parameters, and to determine under what conditions 
these parameters are best applied.  Without this process, 
applications developed using traditional usability engi-
neering approaches can only improve incrementally from 
initial designs — which again, are often based on devel-
opers’ best guesses, given the absences of guidelines, 
metaphors, and standards.   

2.1 User Interface Design Activities for Augmented 
Reality and other Emerging Technologies 
 
As shown in Fig. 2, it can be argued that user-based ex-
periments are critical for driving design activities, usabil-
ity, and discovery early in an emerging technology’s de-
velopment (such as AR).  As a technological field evolves, 
lessons learned from conducting user-based studies are 
not only critical for the usability of a particular applica-
tion, but provide value to the field as a whole in terms of 
insight into a part of the user interface design space (e.g., 
of occlusion or text legibility).  As time progresses, contri-
butions to the field (from many researchers) begin to form 
a collection of informal design guidelines and metaphors 
from which researchers and application designers alike 
can draw.  Eventually, the informal design guidelines are 
shaken down into a collection of tried-and-true guidelines 
and metaphors that are adopted by the community.  Fi-
nally, the guidelines and metaphors become “defacto” 
standards or at best deemed “standards” by appropriate 
panels and committees. 

The context of the work reported here, however, falls 
within the application of user-based studies to inform 
user interface design; the left, upper-most box of Fig. 2.  
Based on our experiences performing usability engineer-
ing, and specifically design and evaluation activities for 
the BARS, we propose an updated approach to user inter-

face design activities for augmented reality systems.  This 
approach emphasizes iterative design activities in be-
tween the user task analysis phase, where requirements are 
gathered and user tasks understood, and the formative 
user-centered evaluation phase, where an application-level  
user interface  prototype  has been developed and is un-
der examine.  With this approach, we couple the expert 
evaluation and user-based studies to assist in the user 
interface design activity (Fig. 3).  These user-based studies 
differ from traditional approaches to application design, 
in that their scope addresses basic user interface or inter-
action design in lieu of established design guidelines.  
Expert evaluations can be iteratively combined with well-
designed user-based studies to refine designers’ under-
standing of the design space, understanding of effective 
design parameters (e.g., to identify subsequent user-based 
studies), and most importantly to refine user interface 
designs.  A strength of this approach is that interface de-
sign activities are driven by a number of activities; inputs 
from the user task analysis phase, user interface design 
parameters correlated with good user interface perform-
ance (derived from user-based studies), and expert 
evaluation results.   

Of the three main activities shown in Fig. 3, there are 
two logical starting points: user interface design and user-
based studies.  An advantage of starting with user interface 
design activities is that designers can start exploring the 
design space prior to investing time in system develop-
ment, and moreover, can explore a number of candidate 
designs quickly and easily.  In the past, we have success-
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fully used PowerPoint mockups to examine dozens of AR 
design alternatives.  If mocked up correctly, the static de-
signs can be presented through an optical see through 
display, which allows designers to get an idea of how the 
designs may be perceived when viewed through an AR 
display in a representative context (e.g., indoors versus 
outdoors).   

Once a set of designs has been created, expert evalua-
tions can be applied to assess the static user interface de-
signs, culling user interface designs that are likely to be 
less effective than others.  The expert evaluations are also 
useful in terms of further understanding the design space 
by identifying potential user-based experimental factors 
and levels.  Once identified, user-based studies can be 
conducted to further examine those factors and levels to 
determine, for example, if the findings of the expert 
evaluation match that of user-based studies. 

In cases where the design space is somewhat under-
stood and designers have specific questions about how 
different design parameters might support user task per-
formance, designers may be able to conduct a user-based 
study as a starting point.  Under this approach, designers 
start with experimental design parameters as opposed to 
specific user interface designs.  As shown in Fig. 3, user-
based studies not only identify user interface design pa-
rameters to assist in UI design, but also have the potential 
to produce UI design guidelines and lessons learned, as 
well as generate innovation, which provides both tangible 
contributions to the field while also improving the usabil-
ity of a specific application.   

Ultimately, a set of iteratively refined user interface 
designs are produced that are the basis for the overall 
application user interface.  This design can then be evalu-
ated using formative user-centered evaluation, as de-
scribed by Hix, Gabbard, and Swan [14]. 

3 CASE STUDY: A USER-BASED STUDY 
EXAMINING TEXT LEGIBILITY IN OUTDOOR AR 

In this section we describe, as a case study, a user-based 
experiment that seeks to better our understanding of how 
users perceive text in outdoor AR settings.  Note that this 
study was first reported at VR 2007 [9].  However, this 
case study extends the VR07 work by including an analy-
sis of pair-wise contrast comparisons as described below  

This study is one of many user-based studies that we 
have conducted as part of our BARS design activities.  As 
depicted in Fig. 3, these this user-based study was part of 
the proposed iterative design cycle, which included ex-
pert evaluation of PowerPoint mockups as well as a prior 
user-based study on text legibility (first reported in [7]).  
From these experiences, as well as insights from the 
graphics art field, we identified a number of important 
design parameters used to drive the design of this study.  

3.1 Outdoor Augmented Information 
Presenting legible augmenting information in the out-
doors is problematic, due mostly to uncontrollable envi-
ronmental conditions such as large-scale fluctuations in 
natural lighting and the various types of backgrounds on 

which the augmenting information is overlaid.  There are 
often cases where the color and/or brightness of a real-
world background visually and perceptually conflicts 
with the color and/or contrast of graphical user interface 
(GUI) elements such as text, resulting in poor or nearly-
impossible legibility.  This issue is particularly true when 
using optical see-through display hardware.   

Several recent studies in AR have begun to experimen-
tally confirm that which was anecdotally known amongst 
outdoor AR practitioners, but not yet documented — 
namely, that text legibility is significantly affected by en-
vironmental conditions, such as color and texture of the 
background environment as well as natural illuminance 
at both the user’s and background’s position  
[8],[7],[16],[17],[18]. 

One strategy to mitigate this problem is for visual AR 
representations to actively adapt, in real-time, to varying 
conditions of the outdoor environment.  Following this 
premise, we created a working testbed to investigate in-
teractions among real-world backgrounds, outdoor light-
ing, and visual perception of augmenting text.  We have 
termed this testbed a “visually active AR testbed”.  This 
testbed senses the condition of the environment using a 
real-time video camera and lightmeter.  Based on these 
inputs, we apply active algorithms to GUI text strings, 
which alter their visual presentation and create greater 
contrast between the text and the real-world back-
grounds, ultimately supporting better legibility and thus 
user performance.  This concept easily generalizes beyond 
text strings to general GUI elements. 

We conducted a study that examined the effects on 
user performance of outdoor background textures, text 
colors, text drawing styles, and text drawing style algo-
rithms for a text identification task.  We captured user 
error, user response time, and details about text drawing 
and real-world background colors for each trial. 

3.2 A Visually Active AR Testbed 
Our recent instantiation of a visually active AR user inter-
face serves as a testbed for empirically studying different 
text drawing styles and active text drawing algorithms 
under a wide range of outdoor background and illumi-
nance conditions.  Fig. 4 shows our testbed, which em-
ploys a real-time video camera to capture a user’s visual 
field of view and to specifically sample the portion of the 
real-world background on which a specific user interface 
element (e.g., text) is overlaid.  It also employs a real-time 
lightmeter (connected via RS232) to provide real-time 
natural illuminance information to the active system.  The 
user study reported in this paper only actively uses the 
camera information; the testbed recorded lightmeter in-
formation but did not use it to drive the active algo-
rithms.  We anticipate developing algorithms that are 
actively driven by the lightmeter in the future. 

As shown in Fig. 4, the AR display, camera and light-
meter sensor are mounted on a rig, which in turn is 
mounted on a tripod (not shown in the figure).  Partici-
pants sat in an adjustable-height chair so that head posi-
tions are consistent across all participants.  Our testbed 
did not use a motion tracking system.  For this study, we 
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Fig. 4.  AR display, video camera and lightmeter components of our
visually active AR testbed. 

Fig. 5.  Our experimental task required participants to identify the pair 
of identical letters in the upper block (e.g., “Vv”), and respond by press-
ing the numeric key that corresponds to the number of times that letter
appears in the lower block (e.g., “2”).  Note that this image is a screen
capture (via camera) of the participants’ field of view and overlaid text, 
and is not an exact representation of what participants viewed through
the AR display. 

fixed the participants’ field-of-view on different back-
grounds by repositioning the rig between background 
conditions.  We used previously captured camera images 
of backgrounds to assist in the positioning procedure and 
to ensure that each participant’s FOV is the same for each 
background. 

Our testbed uses the text’s screen location and font 
characteristics to compute a screen-aligned bounding box 
for each text string.  It then computes the average color of 
this bounding box, and uses this color to drive the active 
text drawing algorithms – which in turn determine a text 
drawing style color.  For example, if using a billboard 
drawing style (see Fig. 7), the active text drawing algo-
rithm uses the sampled background color as an input to 
determine what color to draw the billboard.  The specific 
text drawing styles and text drawing style algorithms are 
discussed in more detail below. 

Our testbed was implemented as a component of the 
BARS, and uses an optical see-through display, a real-
time video camera, a lightmeter, and a mobile laptop 
computer equipped with a 3D graphics card.  The optical 
see-through display was a Sony Glasstron LDI–100B 
biocular optical see-through display, with SVGA resolu-
tion and a 28° horizontal field of view in each eye.  We 
used a UniBrain Fire-i firewire camera (with settings of 
YUV 4:2:2 format, 640 X 480 resolution, 30Hz, and auto-
matic gain control and exposure timing).  The lightmeter 
is an Extech 407026 Heavy Duty Light Meter with RS232 
interface to measure illuminance at the user’s position.  
Our laptop system (and image generator) was a Pentium 
M 1.7 GHz computer with 2 gigabytes of RAM and an 
NVidia GeForce4 4200 Go graphics card generating 
monoscopic images, running under Windows 2000.  We 
used this same computer to collect user data.  Fig. 4 
shows the HMD, camera, and lightmeter components.  

3.3 Task and Experimental Setup 
We designed a task that abstracted the kind of short read-
ing tasks, such as reading labels, which are prevalent in 
many proposed AR applications.  For this study, we pur-
posefully designed the experimental task to be a low-level 
visual identification task.  That is, we were not concerned 

with participants’ semantic interpretation of the data, but 
simply whether or not they could quickly and accurately 
read information.  Moreover, the experimental task was 
designed to force participants to carefully discern a series 
of random letters, so that task performance was based 
strictly on legibility.  The task was a relatively low-level 
cognitive task consisting of visual perception of charac-
ters, scanning, recognition, memory, decision-making, 
and motor response. 

As shown in Fig. 5, participants viewed random letters 
arranged in two different blocks.  The upper block con-
sisted of three strings of alternating upper- and lower-
case letters, while the lower block consisted of three 
strings of upper-case letters.  We instructed the partici-
pant to first locate a target letter from the upper block; 
this was a pair of identical letters, one of which was up-
per case and the other lower case (e.g., “Vv” in Fig. 5).  
Placement of the target letter pair in the upper block was 
randomized, which forced participants to carefully scan 
through the block.  We considered several other visual 
cues such as underlining, larger font size, and bold text 
for designating the target letter; however, we realized that 
this would result in a “pop-out” phenomenon wherein 
the participant would locate the target without scanning 
the distracting letters.   

We used the restricted alphabet “C, K, M, O, P, S, U, V, 
W, X, Z” to minimize variations in task time due to the 
varying difficulty associated with identifying two identi-
cal letters whose upper and lower case appearance may 
or may not be similar.  A post-hoc analysis showed an 
effect size of d = .07 error for letter, which is small when 
compared to the other effect sizes reported in this paper. 

After locating the target letter, the participant was then 
instructed to look at the lower block and count the num-
ber of times the target letter appeared in the lower block.  
Placement of the target letters in the lower block was ran-
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Fig. 6.  We used four real-world outdoor background textures for the 
study.  Shown above are (clockwise starting in upper left): brick, 
building, sky, and sidewalk.  Stimulus text strings (both upper and 
lower blocks) were completely contained within the background of 
interest (as shown in Fig. 5).  The images represent participants field 
of view when looking through the display. 

Table 1.  Summary of variables studied in experiment. 

Independent Variables 
participant 24 counterbalanced 
outdoor background  
texture (Fig. 6) 

4 brick, building, 
sidewalk, sky 

text color 4 white, red, green, cyan 
text drawing style 
(Fig. 7) 

4 none, billboard, drop shadow, 
outline 

text drawing style  
algorithm 

2 maximum HSV complement, 
maximum brightness contrast 

repetition 3 1, 2, 3 

Dependent Variables 
response time in milliseconds 
error 0 (correct), 1, 2, 3 (incorrect) 

domized.  Participants were instructed that the target 
letter would appear 1, 2, or 3 times.  The participant re-
sponded by pressing the “1”, “2”, or “3” key to indicate  

the number of times the target letter appeared in the 
lower block.  In addition, participants were instructed to 
press the “0” key if they found the text completely illegi-
ble.   

To minimize carryover effects of fatigue, a rest break  
was also provided every 28 trials; participants were in-
structed to close their eyes and relax.  The length of the 
rest break was determined by each participant.  After 
each rest break, the next task was presented to the par-
ticipant in a similar manner.  The entire study consisted 
of 336 trials for each participant. 

We wanted to conduct the study under outdoor illu-
minance conditions, because while indoor illuminance 
varies by ~3 orders of magnitude, outdoor illuminance 
varies by ~8 orders of magnitude [19].  However, we 
could not conduct the study in direct sunlight, because 
graphics on the Glasstron AR display become almost 
completely invisible.  We also needed to protect the dis-
play and other equipment from outdoor weather condi-
tions.  We addressed these issues by conducting our 
study in a covered breezeway overlooking an open area.  
Since this location required participants to face south (i.e., 
towards the sun as it moves across the sky), we posi-
tioned the participant at the edge of the breezeway, so 
that their heads (and thus the display) were shaded from 
the sun, but their vertical field of view was not limited by 
the breezeway’s roof structure.  We ran the experiment 
between April 6th and May 10th, 2006, in Blacksburg, Vir-
ginia, during which time the sun’s elevation varied be-
tween 23° and 68° above the horizon. 

We conducted studies at 10am, 1pm, and 3pm, and 
only on days that met our pre-determined natural illumi-
nance lighting requirements (between 2000 and 20,000 
lux).  Using the lightmeter displayed in Fig. 4, we meas-
ured the amount of ambient illuminance at the partici-
pant’s position every trial.  Our goals were to quantify the 
effect of varying ambient illumination on task perform-
ance, and to ensure that ambient illuminance fell into our 
established range.  However, our current finding is that 
between-subjects illumination variation, which represents 

differences in the weather and time of day, was much 
larger than the variation between different levels of ex-
perimental variables.  Therefore, we do not report any 
effects of illuminance as collected at the user’s position in 
this paper.   

3.4 Independent Variables 
A summary of our independent variables is presented in 
Table 1.  Details of each independent variable follow. 

Outdoor Background Texture: We chose four outdoor 
background textures to be representative of commonly-
found objects in urban settings: brick, building, sidewalk, 
and sky (Fig. 6).  Note that three of these backgrounds (all 
but building) were used in our previous study [7], [8] but 
at that time were presented to the participant as large 
posters showing a high-resolution photograph of each 
background texture.  In this new study, we used actual 
real-world backgrounds.  Stimulus strings were posi-
tioned so that they were completely contained within 
each background (Fig. 5). 

We kept the brick and sidewalk backgrounds covered 
when not in use, so that their condition remained con-
stant throughout the study.  The sky background varied 
depending upon cloud cover, haze, etc., and in some 
(rare) cases would vary widely as cumulus clouds wan-
dered by.  We considered including a grass background, 
but were concerned that the color and condition of the 
grass would vary during the months of April and May, 
moving from a dormant green-brown color to a bright 
green color. 

Text Color: We used four text colors commonly used 
in computer-based systems: white, red, green, and cyan.  
We chose white because it is often used in AR to create 
labels and because it is the brightest color presentable in 
an optical see-through display.  Our choice of red and 
green was based on the physiological fact that cones in 
the human eye are most sensitive to certain shades of red 
and green [20], [21].  These two text colors were also used 
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in our first study.  We chose cyan to represent the color 
blue.  We chose not to use a “true” blue (0, 0, 255 in RGB 
color space), because it is a dark color and is not easily 
visible in optical see-through displays.  

Text Drawing Style: We chose four text drawing styles 
(Fig. 7): none, billboard, drop shadow, and outline.  These 
are based on previous research in typography, color the-
ory, and human-computer interaction text design.  We 
used a sans serif font (Helvetica), and presented the text 
at a size that appeared approximately two inches tall at a 
distance of two meters. Text size did not vary during the 
experiment. None means that text is drawn “as is”, with-
out any surrounding drawing style.  We included the 
billboard style because it is commonly used in AR appli-
cations and in other fields where text annotations are 
overlaid onto photographs or video images; arguably it is 
one of the standard drawing styles used for AR labels.  
We used billboard in our previous study as well [7].  We 
included drop shadow because it is commonly used in 
print and television media to offset text from back-
grounds.  We included outline as a variant on drop 
shadow that is visually more salient yet imposes only a 
slightly larger visual footprint.  The outline style is similar 
to the “anti-interference” font described by Harrison and 
Vicente [22].  Another motivation for choosing these 
drawing styles was to compare text drawing styles with 
small visual footprints (drop shadow, outline) to one with 
a large visual footprint (billboard).  

Text Drawing Style Algorithm: We used two active 
algorithms to determine the color of the text drawing 
style: maximum HSV complement, and maximum 
brightness contrast.  These were the best active algo-
rithms from our previous study [7].  As discussed above, 
the input to these algorithms is the average color of the 
screen-aligned bounding box of the augmenting text.  We 

designed the maximum HSV complement algorithm with the 
following goals: retain the notion of employing color 
complements, account for the fact that optical see-through 
AR displays cannot present the color black, and use the 
HSV color model [23] so we could easily and independ-
ently modify saturation.  We designed the maximum 
brightness contrast algorithm to maximize the perceived 
brightness contrast between text drawing styles and out-
door background textures.  This algorithm is based on 
MacIntyre’s maximum luminance contrast technique [24], 
[25].  Both algorithms are described in detail by Gabbard 
et al. [7]. 

None Billboard Drop 
Shadow Outline

Brick

Building

Sidewalk

Sky

 

Fig. 7.  We used four text drawing styles: none, billboard, drop
shadow and outline (shown on the four outdoor background tex-
tures).  Note that the thumbnails shown above were sub-sampled 
from the participant’s complete field of view. 

Repetition: We presented each combination of levels 
of independent variables three times.   

3.5 Dependent Variables 
Also as summarized in Table 1, we collected values for 
two dependent variables: response time and error.  For 
each trial, our custom software recorded the participant’s 
four-alternative forced choice (0, 1, 2, or 3) and the par-
ticipant’s response time.  For each trial, we also recorded 
the ambient illuminance at that moment in time, the aver-
age background color sampled by the camera, as well as 
the color computed by the text drawing style algorithm.  
This additional information allowed us to calculate (post-
hoc) pair-wise contrast values between text color, text 
drawing style color, and background color.  In this paper 
we report on analyses of error and response time data, as 
well as the pair-wise contrast ratio. 

3.6 Experimental Design and Participants 
We used a factorial nesting of independent variables for 
our experimental design, which varied in the order they 
are listed in Table 1, from slowest (participant) to fastest 
(repetition).  We collected a total of 24 (participant) × 4 
(background) × 4 (color) × [ 1 (drawing style = none) + [ 3 
(remaining drawing styles) × 2 (algorithm) ] ] × 3 (repeti-
tion) = 8064 response times and errors.  We counterbal-
anced presentation of independent variables using a 
combination of Latin Squares and random permutations.  
Each participant saw all levels of each independent vari-
able, so all variables were within-participant.   

Twenty-four participants participated, twelve males 
and twelve females, ranging in age from 18 to 34.  All par-
ticipants volunteered and received no monetary compen-
sation; some received a small amount of course credit for 
participating in the study.  We screened all participants, 
via self-reporting, for color blindness and visual acuity.  
Participants did not appear to have any difficulty learning 
the task or completing the experiment.  

3.7 Hypotheses 
Prior to conducting the study, we made the following 
hypotheses: 
 
(1) The brick background will result in slower and 

less accurate task performance because it is the 
most visually complex. 

(2) The building background will result in faster and 
more accurate task performance because the 
building wall faced north and was therefore 
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shaded at all times. 
(3) Because the white text is brightest, it will result 

in the fastest and most accurate task perform-
ance. 

(4) The billboard text drawing style will result in the 
fastest and most accurate task performance since 
it has the largest visual footprint, and thus best 
separates the text from the outdoor background 
texture. 

(5) Since the text drawing styles are designed to cre-
ate visual contrast between the text and the 
background, the presence of active text drawing 
styles will result in faster and more accurate task 
performance than the none condition. 

 

3.8 Results 
For error analysis we created an error metric e that ranged 
from 0 to 3: 

 
             (1) 
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Fig. 8.  Effect of background on error (N = 8064) and response time (N
= 7324).  In this and future graphs, N is the number of trials over which 
the results are calculated. 
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where e = 0 to 2 was computed by taking the absolute 
value of c, the correct number of target letters, minus p, 
the participant’s response.  e = 0 indicates a correct re-
sponse, and e = 1 or 2 indicates that the participant mis-
counted the number of target letters in the stimulus 
string.  e = 3 is used for trials where users pressed the “0” 
key (indicating they found the text illegible).  We first 
analyzed a signed-error term, but did not find any inter-
esting or significant finding regarding over- versus un-
der-counting, therefore, we used an absolute error term 
that considers over-counts and under-counts of the same 
magnitude as equivalent error values.  This error metric 
was used because it is a more robust measure of error (as 
compared to simply capturing whether a response was 
correct or incorrect) as it provides a measure of how incor-
rect a response is, and more to the point, is a better indica-
tor of how difficult the text is to read.  Our rationale for 
using the value 3 for an unreadable stimulus string is that 
not being able to read the text at all warranted the largest 
error score, since it gave the participant no opportunity to 
perform the task.  Our error analysis revealed a 14.9% 
error rate across all participants and all 8064 trials.  This 
error rate is composed of 5.2% for e = 1, 0.5% for e = 2, and 
9.2% for e = 3. 

For response time analysis, we removed all repetitions 
of all trials when participants indicated that the text was 
illegible (e = 3), since these times were not representative 
of tasks performed under readable conditions.  This re-
sulted in 7324 response time trials (~91% of 8054 trials).  
Overall, we observed a mean response time of 5780.6 mil-
liseconds (msec), with a standard deviation of 3147.0 
msec. 

We used repeated-measures Analysis of Variance 
(ANOVA) to analyze the error and response time data.  
We strove for an experiment-wide alpha level of 0.05 of 
less to denote a main effect.  For this ANOVA, the par-
ticipant variable was considered a random variable while 

all other independent variables were fixed.  Because our 
design was unbalanced (the text drawing style none had 
no drawing style algorithm), and because we removed 
trials for the response time analysis, we could not run a 
full factorial ANOVA.  Instead, we separately tested all 
main effects and two-way interactions of the independent 
variables.  When deciding which results to report, in ad-
dition to considering the p value, the standard measure of 
effect significance, we considered d, a simple measure of 
effect size.  d = max – min, where max is the largest mean 
and min the smallest mean of each result.  d is given in 
units of either error or msec. 

We also analyzed the pair-wise contrast ratios between 
text color and background color, text color and drawing 
style color, and drawing style color and background 
color.  We performed ANOVA and correlation analysis, 
focusing on the luminance contrast ratio, calculated using 
the Michelson definition [26]:  
 

       (Lmax – Lmin) 
        (2) 

    (Lmax + Lmin) 
 
where Lmax and Lmin are taken from the Y value in CIE 
XYZ color space, and represent the highest and lowest 
luminance.  

Main Effects 
Fig. 8 shows the main effect of background on both error 
(F(3, 69) = 23.03, p < .001, d = .353 error) and response 
time (F(3, 69) = 2.56, p = .062, d = 471 msec).  Participants 
performed most accurately on the building background, 
and made the most errors on the brick background.  A 
similar trend was found for response time.  These find-
ings are consistent with hypothesis 1 and hypothesis 2.   
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Fig. 9.  Effect of text drawing style on error (N = 8064) and
response time (N = 7324). 
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Fig. 10.  Effect of drawing style algorithm by text color on error (N = 
5760) and response time (N = 5615) for the trials where drawing 
style ≠ billboard.  The right-hand column shows the effect of text 
color on error (N = 1152) and response time (N = 1109) for the trials 
were drawing style = none. 

There was little difference in error under sidewalk and 
sky conditions (d = .089 error), and similar results for re-
sponse time (d = 225 msec).  We observed a relatively 
large amount of illuminance reflecting off the brick back-
ground, and we hypothesize that this illuminance, as well 
as the complexity of the brick background texture, ex-
plain why brick resulted in poor performance.  Similarly, 
we hypothesize that the lack of reflected sunlight and 
homogeneity of the building background account for the 
lower errors and faster response times. 

Contrary to hypothesis 3, there was no main effect of 
text color on either error (F(3, 69) = 2.34, p = .081, d = .075 
error) or response time (F(3, 69) = 1.81, p = .154, d = 253 
msec).  However, when we examined the subset of trials 
where drawing style = none, we found significant main 
effects of both error (F(3, 69) = 5.16, p = .003, d = .313 er-
ror) and response time (F(3, 69) = 8.49, p < .001, d = 1062 
msec).  As shown in the right hand side of Fig. 10 (where 
algorithm=none), participants performed less accurately 
and more slowly with red text, while performance with 
the other text colors (cyan, green, white) was equivalent 
(d = .063 error, d = 166 msec).  This result may be due to 
the luminance limitations of the Glasstron display, result-
ing in less luminance contrast for red text as compared to 
cyan, green, and white text.  This result is consistent with 
the finding in our pervious study that participants per-
formed poorly with red text [7],[8] and provides further 
design guidance that pure red text should be avoided in 
see-through AR displays used in outdoor settings.  Fur-
thermore, together with the lack of an effect of text color 
over all of the data, these findings suggest that our active 
drawing styles may enable more consistent participant 
performance across all text colors, which would allow AR 
user interface designers to use text color to encode inter-
face elements. 

Fig. 9 shows the main effect of text drawing style on 

both error (F(3, 69) = 152, p < .001, d = .711 error) and re-
sponse time (F(3,69) = 11.6, p < .001, d = 797 msec).  In 
both cases, participants performed less accurately and 
more slowly with the billboard text drawing style, while 
performance across the other text drawing styles (drop 
shadow, outline, none) was equivalent (d = .051 error, d = 
118 msec).  These findings are contrary to hypothesis 4.  
As explained in Section 4.3, our active text drawing style 
algorithms use the average background color as an input 
to determine a drawing style color that creates a good 
contrast between the drawing style and the background.  
Furthermore, the drawing style is a graphical element 
that surrounds the text, either as a billboard, drop 
shadow, or outline.  A limitation of this approach is that it 
does not consider the contrast between the text color and 
the surrounding graphic.  Both drop shadow and outline 
follow the shape of the text letters, while billboard has a 
large visual footprint (Fig. 7).  Therefore, it is likely that in 
the billboard case, the contrast between text color and the 
billboard color is more important than the contrast be-
tween billboard color and background color (as discussed 
below), while the opposite is likely true for the drop 
shadow and outline styles.   

Additionally, we propose that there are (at least) two 
contrast ratios of interest when designing active text 
drawing styles for outdoor AR: that between the text and 
the drawing style, and that between the text drawing 
style and the background.  Both the size of the text draw-
ing style and whether or not it follows the shape of the 
letters likely determines which of these two contrast ra-
tios is more important. 

Since our billboard style was not compatible with our 
back-ground-based drawing style algorithms, and be-
cause it exhibits a large effect size, we removed the bill-
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board drawing style and performed additional analysis 
on the remaining data set. 
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Fig. 11.  Effect of text drawing style algorithm on error (N = 5760) 
for the trials where drawing style ≠ billboard. 

Fig. 10 shows that drawing style algorithm interacted 
with text color using this subset of data, on both error 
(F(6, 138) = 2.96, p = .009, d = .313 error) and response 
time (F(6, 138) = 2.95, p = .010, d = 1062 msec).  The effect 
size of text color was the smallest with the maximum 
brightness contrast algorithm (d = .040 error, d = 221 
msec), followed by the maximum HSV complement algo-
rithm (d = .129 error, d = 589 msec), and followed by text 
drawn with no drawing style and hence no algorithm (d = 
.313 error, d = 1062 msec).  Fig. 11 shows that drawing 
style algorithm also had a small but significant main ef-
fect on error (F(2, 46) = 3.46, p = 0.04, d = .074 error).  Par-
ticipants were most accurate when reading text drawn 
with the maximum brightness contrast algorithm, fol-
lowed by the maximum HSV complement algorithm, and 
followed text drawn with no algorithm.  Tukey HSD post-
hoc comparisons [27] verify that maximum brightness con-
trast is significantly different than the other algorithms, 
while maximum HSV complement and none do not signifi-
cantly differ.  

It is important to note that the maximum brightness 
contrast drawing style algorithm does not exist by itself, 
but instead is manifested within the drawing style.  More 
importantly, the algorithm resulted in fewer errors for the 
sky and brick background conditions (see Fig. 11, bot-
tom), suggesting that there are some backgrounds where 
the addition of active drawing styles can provide a real 
benefit (although we did not find an algorithm-by-
background interaction for this data set (F(6, 138) = 1.21, p 
= .304, d = .234 error)).  Similar to the findings for text 
color, the effect size of background was the smallest with 
the maximum brightness contrast algorithm (d = .089 er-
ror), followed by the maximum HSV complement algo-
rithm (d = .122 error), and followed by text drawn with no 

drawing style and hence no algorithm (d = .208 error).  
Taken together, these results show that when drawing 

style ≠ billboard, the maximum brightness contrast algo-
rithm resulted in the overall best error performance (Fig. 
11, top), as well as the least variation in performance over 
color for error and response time (Fig. 10), and the least 
variation over background for error (Fig. 11, bottom).  
More generally, these results suggest that the presence of 
active text drawing styles can both decrease errors and 
reduce variability over the absence of any text drawing 
styles (i.e., the none condition) — especially those active 
drawing styles that employ the maximum brightness con-
trast drawing style algorithm. 

Contrast Ratio Analysis 
To assist in out contrast ratio analysis, we first calculated 
all pair-wise luminance contrast ratios using (2).  We then 
“binned” the luminance contrast ratios into numbered 
integer bins ranging from 0 to 10, by multiplying each 
ratio by 10 and then rounding to the nearest integer.  For 
example, a luminance contrast ratio of 0.32 was assigned 
to bin 3, a luminance contrast ratio of 0.67 was assigned to 
bin 7, and so on. 

The most compelling results of these analyses were for 
the billboard drawing style.  As hypothesized above, we 
found that the contrast ratio between the text and the 
drawing style (i.e., billboard) affected user performance 
more so than, for example, the contrast ratio between text 
drawing style and background. 

For the billboard drawing style, Fig. 12 shows a corre-
lation between binned luminance contrast (calculated 
using text color luminance and text drawing style lumi-
nance) and both error (r2 = 17.9%, F(1, 2302) = 504.3, p < 
.001) and response time (r2 = 3.0%, F(1, 1707) = 53.0, p < 
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.001).  As the luminance contrast between the text and 
drawing style increased, observers both made fewer er-
rors (d = 1.596 error) and became faster (d = 2226 msec).  
Fig. 13 shows the same analysis, this time conducted be-
tween the drawing style to background luminance con-
trast.  Here the correlations were comparatively very 
weak (error: r2 = 0.0%, F(1, 2302) = .01, p = .912; response 
time: r2 = 0.2%, F(1, 1707) = 3.75, p = .053).  As the lumi-
nance contrast between the drawing style and the back-
ground increased, observer errors decreased by d = 0.318 
error, and response time decreased by d = 564 msec.  
Similar findings were found when we examined the con-
trast ratio between text and background for the billboard 
condition.  Thus, for drawing styles with larger visual 
footprints (e.g., billboard), we can conclude that the lumi-
nance contrast ratio between the text and the billboard is 
a better predictor of user performance than the luminance 
contrast ratios between text and background, and draw-
ing style and background.  

3.9 Implications for Design  
Our empirical findings suggest that the presence of active 
drawing styles effects user performance for text legibility, 
and that as we continue to research and design active 
drawing styles, we should take into account at least two 
kinds of contrast ratios: the contrast ratio between the text 
and the drawing style, as well as the contrast ration be-
tween the drawing style and the background.  Although 
not explicitly explored here, there are likely times where a 
third contrast ratio (text color to background) is of interest 
– and indeed, in active systems may indicate whether or 
not an intervening drawing style is even needed at all! 

Our findings also suggest that when using a billboard 
drawing style, maximizing the luminance contrast ratio 
between the desired text color and the billboard color 

supports better user performance on text reading tasks. 
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 A finding consistent with our previous study [8], is 
clear empirical evidence that user performance on a vis-
ual search task, which we believe is representative of a 
wide variety of imagined and realized AR applications, is 
significantly affected by background texture (Fig. 8), text 
drawing style (Fig. 9), text color (Fig. 10), and active 
drawing style algorithm (Fig. 10 & Fig. 11).  These find-
ings suggest that more research is needed to understand 
how text and background colors interact, and how to best 
design active systems to mitigate performance differ-
ences. 

4 LESSONS LEARNED FROM PERFORMING USER-
BASED STUDIES TO INFORM DESIGN 

As part of the design process, and in preparation for user-
based studies, it is advantageous to develop sets of design 
concepts using PowerPoint or other static mockups pre-
sented through an AR display, which can help form and 
refine an understanding of the design space.  Moreover, 
these mockups can help designers identify design pa-
rameters that are good candidates for user-based studies.  
In some cases, it is possible to empirically cull candidate 
designs and identify candidates that are likely to result in 
better user performance (as compared to the designs that 
are culled).  This was the approach we used when exam-
ining occlusion in the BARS [28].   

User-based studies should employ user tasks that are 
representative but not so specific such that findings can-
not be applied throughout the target application or do-
main.  For example, our user task described in this paper 
required users to visually scan text, discriminate letters, 
identify patterns, and count target letters.  While this task 
is not an actual task that would be performed in the BARS 
application, it is representative of visual scanning tasks 
that employ text as the main user interface element. 

User-based studies should be conducted using the 
equipment that is most likely to be used in the application 
setting.  By doing so, results of studies are more likely to 
be applicable to the final application and its supporting 
hardware.  This is especially true for optical see through 
displays in outdoor settings, where the brightness, color 
gamut, and optical settings can vary widely.  It is also 
true for any novel input devices that have form factors 
and or button arrangements.  Our studies were run using 
a Glasstron display, which was not optimal for outdoor 
use. Specifically, the graphics displayed through the 
Glasstron are not sufficiently bright for all outdoor condi-
tions.  Moreover, we had to construct and affix “horse 
blinds” to the sides of the display to keep glare from en-
tering participants’ eyes through the sides of the display.  
In the Glasstron’s defense, it was not designed for out-
door use but was the only display we had available at 
that time. 

User-based studies should be conducted in the envi-
ronment that is most likely to be used in the application 
setting.  This is especially true for outdoor settings where 
lighting can vary depending upon location, time-of-day, 
etc.  For our observations, lighting issues, setting, context, 
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and so on, all potentially affect user performance.  As a 
result, researchers should strive to match the experimen-
tal setting to the application setting as much as possible. 

Another lesson we learned: do not employ tracking 
unless you need to!  In cases where the scientific inquiry 
does not center around or hinge upon tracking (e.g., mo-
bile settings, dynamic viewing of objects from various 
angles, etc.), we have found that eliminating tracker inte-
gration expedites the entire process and generally makes 
setting up and conducing user-based experiment much 
easier.  Instead of tracking, we have either (1) fixed the 
users head position comfortably using some type of appa-
ratus [5] or (2) presented pre-captured static images of the 
scene in order to physically align the user’s view to a con-
trolled view.  The latter approach was used in the study 
presented herein. 

When designing user-based studies to inform design, 
we recommend striving to keep the experimental designs 
small.  Smaller experimental designs help force designers 
to focus on the most important user interface design fac-
tors.  Indeed, the design space of the study presented 
herein initially had eleven independent variables that 
resulted in just over 6000 trials!  With a mean response 
time of 5-6 seconds, that would have taken a subject at 
least eight hours for a fully within-subjects design!  Here 
is another situation where the use of static mockups can 
help narrow the design space to a tractable set of factors 
and levels.  Since smaller experiments equate to less time 
per subject (a maximum of 2 hours from time of arrival to 
exit is our rule of thumb), they afford running more sub-
jects, which generally enhances the experiment’s validity 
and power. 

Moreover, smaller experimental designs are quicker to 
design, develop, and run, and are also faster and easier to 
analyze.  Along these lines, when performing analysis, 
focus on the main effects as well as 2-way interactions.  
Look for the most obvious findings and then move on.  
The successful application of user-based studies within 
larger a usability engineering approach relies on the abil-
ity to iterate and evolve quickly. 

Lastly, we have learned that by iteratively evolving a 
design space through user-based studies and evaluation, 
it is possible to gain insight on novel approaches to solv-
ing user interface design problems identified as part of 
the design/evaluation process.  For example, the case 
study presented herein was the second of two studies 
performed to examine text legibility in outdoor AR.  As 
described above, the second study employed an active 
AR testbed to alter the text in real time based on the real-
world background texture.  The need for an active sys-
tems resulted from our analysis of our first user-based 
study.  A related example is the identification of the need 
for an optical see-through display that can display black 
(today’s optical see through displays use black as trans-
parent)2.  Mobile outdoor AR would benefit greatly from 
a display that could present a larger color gamut, specifi-
cally in the darker regions.  Indeed, both of these exam-

ples show that iteratively evolving the design space 
through user-based studies at least introduces the poten-
tial for innovation.  

2 Some optical see-through AR displays that support true optical occlu-
sion, and hence can display black, have been developed as research pro-
totypes (e.g., Rolland [ ]). 29

5 APPLICABILITY TO OTHER EMERGING 
TECHNOLOGIES 

Along with augmented reality, there are other emerging 
technologies that would likely benefit from a usability 
engineering approach that utilizes user-based studies to 
optimize user interface designs.  For example, as the use 
of cell phones and handhelds increase we see designs 
moving away from the standard WIMP metaphor to-
wards more novel interaction techniques, such as the 
iPhone’s use of accelerometers and touch sensing.    

Handhelds are also starting to serve as the platform for 
mobile handheld augmented reality.  Here again, interact-
ing with information overlaid onto the real world with a 
small form factor will introduce some interesting design 
challenges – solved either through inspiration or empiri-
cal observations of users working with suites of candidate 
designs. 

As ubiquitous computing matures, the notion of hav-
ing access to computing power at all times, but without 
the bother of cumbersome cords or fixed location will 
require the development of novel display (in the broadest 
sense of the word) and interaction techniques.  While 
some user interface and interaction techniques can be 
leveraged from related technologies, it is likely the case 
that guidelines for design much less standards for design 
will emerge overnight. 

6 CONCLUSION 
We have presented a modified usability engineering ap-
proach to design that employs a combination of user in-
terface design, user-based studies and expert evaluation 
to iteratively design a usable user interface as well as re-
fine designers’ understanding of a specific design space.  
We have presented a case study involving text legibility 
in outdoor AR to illustrate how user-based studies can 
inform design.  Finally, we have presented lessons 
learned in terms of the product (i.e., specific design rec-
ommendations and guidelines) as well as the process (i.e., 
recommendations on how to conduct a user-based ex-
periment to inform design). 

In the near term, we will be fleshing out more details 
of the proposed usability engineering approach and iden-
tify specific modifications needed to support design, de-
velopment and evaluation of emerging technologies.  Spe-
cifically, we will be examining some of the challenges of 
performing domain analyses as well as formative usabil-
ity evaluation using these technologies. 

We have recently conducted a follow-on study that 
systematically varied the contrast ratio between text color 
and text drawing style color.  The goal of this study was 
to gain more insight on minimum contrast needed be-
tween text and a billboard background for effective task 
performance on text legibility tasks.  We intend to analyze 
the results of this study, and optimally identify contrast 
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thresholds or ranges in which user performance is unhin-
dered.  Assuming we identify these thresholds, we will 
use this knowledge to inform more sophisticated drawing 
style algorithms and to determine appropriate text draw-
ing styles under varying environmental conditions. 

With respect to further understanding the design space 
of text legibility in outdoor AR, we intend to design and 
conduct further studies on this topic.  Specifically, we 
intend to design a study that systematically varies and 
controls the pair-wise contrast ratios between text color, 
text drawing style color, and outdoor background tex-
tures.  By designing a study that explicitly controls these 
factors, we hope to be able to better understand the rela-
tive importance of each pair-wise contrast ratio for our 
given text drawing styles (including the none drawing 
style).  
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