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Abstract

For handwritten character recognition, a new elastic im-
age matching (EM) technique based on a class-dependent
deformation model is proposed. In the deformation model,
any deformation of a class is described by a linear com-
bination of eigen-deformations, which are intrinsic defor-
mation directions of the class. The eigen-deformations can
be estimated statistically from the actual deformations of
handwritten characters. Experimental results show that the
proposed technique can attain higher recognition rates than
conventional EM techniques based on class-independent
deformation models. The results also show the superior-
ity of the proposed technique over those conventional EM
techniques in computational efficiency.

1. Introduction

Elastic image matching (EM) techniques have been em-
ployed in handwritten character recognition tasks. The pur-
pose of EM is to find the optimal fitting between a pair of
character image patterns. The distance between the patterns
under the optimal fitting will be invariant to their deforma-
tions and thus favorable for deformation-tolerant recogni-
tion systems.

The fitting ability (i.e., the range of compensable de-
formations) depends on the deformation model of the EM.
The deformation models of conventional EM techniques are
class-independent. Namely, all classes are assumed to have
the same deformation tendency. It seems, however, more
natural to assume that each class has a intrinsic deforma-
tion tendency. For example, the two vertical strokes of “M”
are often tilted to be closer, whereas those of “H” are not
(Fig. 1). This simple example reveals the limitation of the
conventional class-independent models.

In this paper, a new EM technique based on a class-
dependent deformation model is proposed. In this model
any deformation of a class is described by a weighted lin-
ear combination of intrinsic deformation directions, called
eigen-deformations, of the class. The eigen-deformations
can be estimated statistically and automatically from the ac-

tual deformations of handwritten characters.

The fitting problem of the proposed EM technique is a
nonlinear optimization problem and hard to solve directly.
This is due to the weights at the linear combination, which
are the control variables to be optimized, are contained in an
image function. Thus, the approximation scheme employed
in the tangent distance (TD) method by Simard et al. [4]-[6]
are exploited to solve the problem.

The original idea of the eigen-deformations can be
found in the Point Distribution Models (PDM) proposed by
Cootes et al. [1]. Uchida et al. [7] have extended the PDM to
deal with fully 2D deformations and have used it in an EM-
based handwritten character recognition system. In their
system, the eigen-deformations are used indirectly, that is,
they are used in a posterior evaluation of the results of the
EM based on a class-independent model. Contrary to this,
in the proposed technique the eigen-deformations are di-
rectly embedded into a deformation model. Experimental
results will show the advantageous characteristics of this
novel and straightforward use of the eigen-deformations.

2. The Proposed Elastic Matching Technique

2.1. Problem Formulation

In general, parametric EM techniques are formulated as
the following minimization problem

d(P., E) :mgan(a,Pc) —E| (1
where P, = {P.(z,y)} is the reference (i.e., prototype)
character image of the class ¢ and E = {FE(x,y)} is
an input character image, where x,y = 1,2,...,I. The

function s(a, P.) is a deformation model and provides de-
formed images of P. according to M control parameters
a = {a1,...,Qm,...,ap}. If this deformation model
covers all deformations of the class ¢, the minimized dis-
tance d(P.,E) will be a deformation-invariant distance
between P. and E and thus favorable for deformation-
tolerant recognition systems.
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Figure 1. Class-dependent deformation ten-
dency. The counter-tilting of two vertical
strokes can be easily found in “M” (left) but
not in “H” (right).
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Figure 2. The reference pattern P, of the class
“A” (top), the first three eigen-deformations
e = {(Xe1(2,9), Ye1(2,9)) }s Ue,2, and uc 3 of
the class (middle), and the reference patterns
deformed by these eigen-deformations, i.e.,
{Pe(z + Xem(2,9),y + Yem(z,y))} (bottom).

In this paper, a new parametric EM technique based on
the following class-dependent deformation model:

s(a, Pe(,y))
M
= Pc (.13 —+ Z Oém,Xc,m (.13, y)7

m=1
M

v+ Y amYem(z, y))), 2

m=1

where (X¢m(2,9), Yem(x,y)) is the (z,y)th element of
the mth eigen-deformation u.. ,, of the class c. The eigen-
deformation u. ., is a 21 2_dimensional vector and repre-
sents the mth intrinsic deformation direction of the class.
The element X, ,,,(z,y) and Y, ., (x, y) are the vertical and
the horizontal displacements at the position (z,y), respec-
tively. In the deformation model (2), any deformation of the
reference P, is expressed by a weighted linear combination
of the M eigen-deformations. As we will see in Section 2.4,

manifold
s(o,P)

tangent plane
(o, P)

tangent disntance
drp(P.E)

Figure 3. Manifold s(«, P), its tangent plane
t(a, P), and tangent distance [4]-[6].

the eigen-deformations can be estimated automatically from
actual handwritten character samples.

Figure 2 shows the first three eigen-deformations of the
class “A”. (The displacement (X, ., (x,y), Yem(x,y)) is
represented by an arrow at each pixel (z,y).) The eigen-
deformations are ordered by their frequencies, and thus this
figure shows that the global slant transformation appeared
as w1 is the most frequent deformation of the class “A”.

2.2. Optimization in Tangent Distance Framework

The optimization problem (1) with the deformation
model (2) is hard to solve directly, because the parameters «
to be optimized are contained in the nonlinear 2D-1D func-
tion P .. Thus, some approximation is required to solve the
optimization problem. In the following, the subscript c is
dropped for notational simplicity, whenever there is no con-
fusion.

Here, we employ the approximation scheme used in the
tangent distance (TD) method [4]-[6], where itis considered
that an M -dimensional manifold is formed by the the model
s(a, P) in an I?-dimensional pattern space. Figure 3 illus-
trates the manifold at A/ = 1. In this case, the manifold is
reduced to a curve controlled by «;. Note that the manifold
passes the original reference pattern P at a = 0.

As shown in Fig. 3, the distance d( P, E) can be approx-
imated by the following TD

drp(P,E) = m(}n It(e, P) — E| 3)

where t(«, P) is the tangent plane of the manifold s(«, P)
at « = 0. This tangent plane is obtained by the first-order
Taylor expansion of s(a, P) around o = 0, i.e.,

M
t@,P)=P+ Y an [M] @
a=0

m=1 8@7”

With the proposed deformation model (2), the tangent plane
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Figure 4. The first three tangent vectors of
the class “A”. (Their values were normalized
to be displayed as gray-scale images.)

(4) becomes

M
t(Oz,P) =P+ Z QP 5)
m=1

where ¢,,, is the tangent vector obtained as

(bm(xy y) = Px(xy y)Xm(% y) + Py(xy y)Ym(L y)7 (6)

where P,(z,y) and P,(z,y) are z- and y-derivatives of
P(z,y), respectively. Since the tangent vector ¢,,, can also
be considered as an I x I image, Equation (5) indicates that
any deformed reference pattern can be approximated by a
simple linear combination of M images ¢1, ..., ¢ and its
original image P. Figure 4 shows the first three tangent vec-
tors of the class “A” obtained from the eigen-deformations
of Fig.2.
Substituting (5) into (3), the approximated solution o can
be obtained as
a=o"')\ (7

where ® and A are an M x M matrix and an M-
dimensional vector respectively. Their elements @, ,,,» and
Am (m,m/ =1,..., M) are

q)m,m’ = Z ¢m(-777 y)qﬁm’ (.13, y)7

z,y

and

Am = Z¢m(x7y)(E(x’y) - P(l‘,y))

The above TD approximation has the advantage that a
closed-form solution can be obtained as (7). The TD ap-
proximation also has the disadvantage that the approxima-
tion may be accurate only around o = 0, i.e., accurate for
relatively small deformations.

2.3. Implementation Techniques and Computa-
tional Complexity

A sophisticated way for obtaining the derivatives P, and
P, is to use the blurred image P(z,y) * G,(z, y) instead of

P(z,y) [4]-[6], where G, (z,y) is the Gaussian function.
Then,

OP(x,y) * Go(x,y) 0G(x,y)
oxr oz )

In our experiments, the standard deviation o was fixed at
1.25 by a preliminary experiment. (As remarked in [5], this
value was not critical. In fact, similar results were obtained
with o € [0.75, 1.5] in our experiment.)

The computational complexity to obtain dp (P, E) is
about O(M I?4-M?). In practice, the number of parameters
M can be a very small value (~ 3) as we shall see in Section
3. Consequently, the complexity becomes comparative to or
far less than that of conventional EM techniques. Note that
the matrix ®~! and ¢,,(,y) are independent of the input
character E and therefore they can be calculated and stored
in advance.

Py(z,y) ~

:P(x’y)*

2.4. Estimation of Eigen-Deformations

The remaining problem is how to estimate the eigen-
deformations {u. ,, } for each class c. As proposed in[7],
this estimation can be done automatically using some con-
ventional (i.e., class-independent model-based) EM tech-
nique and principal component analysis (PCA). The two-
step procedure for the estimation is outlined as follows. (For
more details, see [7].)

Step 1: Collection of actual deformations

Using some conventional EM, P, is fitted to each of IV
training samples T'.,(n = 1,...,N). Then the defor-
mation of T'.,, is detected from the optimized fitting (i.e.,
pixel-to-pixel correspondence) between two image patterns
as a 212 (or less)-dimensional displacement vector.

Step 2: Estimation using PCA

The eigen-deformations {u., ., } can be estimated by apply-
ing PCA to the collected displacement vectors of the class
c. Specifically, the eigen-deformations are obtained as the
eigen-vectors of the covariance matrix of the N displace-
ment vectors. The eigen-vector which has the largest eigen-
value becomes the first eigen-deformation u.. 1.

The conventional EM technique employed in Step 1
should have accuracy and flexibility enough to detect the
exact deformations of T’ ,,. Such EM technique often has
two drawbacks for its use in recognition systems, that is, (i)
it requires numerous computations, and (ii) it has the high
risk of over-fitting, which is the phenomenon that an image
pattern of a class is closely fitted to another image pattern
of a different class. These drawbacks, however, do not mat-
ter in the present framework, because the conventional EM
is only used to match of two patterns of the same class in
training process and not used in recognition process. In the
experiment of Section 3, a non-parametric EM technique
called piecewise-linear two-dimensional warping (PL2DW)
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[8] was employed, where the pixel-correspondence is di-
rectly optimized by a combinatorial optimization scheme.

3. Experimental Results
3.1. Database

Recognition experiments was conducted on 26 (classes)
x 1100 isolated handwritten English uppercase character
images from the standard character database ETL6, which
is commonly used mainly in Japan. Each sample was nor-
malized linearly so that its character region became 16 x 16.
The margin of 2 pixels was then added around the nor-
malized sample; thus I = 20. After this preprocessing,
the first 100 samples of each class were simply averaged
to create one reference pattern P.. The next 500 sam-
ples were used as training samples T'. ,, in the estimation
of the eigen-deformations. The remaining 500 samples
(13000 = 26 x 500 samples in total) were used as test sam-
ples E in the following recognition experiment.

The pixel feature (P.(z,y) and E(z,y)) was a five di-
mensional vector which consists of four-dimensional direc-
tional features [2] and one-dimensional gray-level feature.
The modification of the proposed technique for the use of
this high-dimensional pixel feature is easy and omitted here.

3.2. Recognition Results

Figure 5 shows the recognition rates attained by the
proposed EM as a function of the number of the eigen-
deformations M. The highest recognition rate is 99.21%
and it is 1.12% (145 samples) improvement from the sim-
ple rigid matching.

The recognition rates are saturated fast at M/ = 3. This
fact shows that the proposed deformation model (2) can
cover most of actual deformations with a few parameters.
Furthermore, since the amount of the computations required
by the proposed EM is relative to M, this fact also shows the
high computational efficiency of the proposed technique.

3.3. Comparison to EM Techniques Based on Class-
Independent Deformation Models

In order to ensure the effectiveness of the class-
dependent deformation model of (2), the proposed tech-
nique was experimentally compared to two conventional
EM techniques based on class-independent deformation
models. The comparison is done on their recognition scores
and computational efficiency.

Comparison 1:

The first class-independent EM technique is the original
TD-based EM [4]-[6], where the following affine deforma-
tion model is employed in all classes

s(a,Pc(x,y))
=P.(z+a1x+asy+as, y+asx+asy+ag) (8)

99.4
99.21 (M=3) proposed EM

— 992l v . ._-99.19 (M=6) . /(TD + eigen-defomations)
&7 : — ]
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+ 99.0 ;
g (! ®98.98
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= (TD + affine)
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e
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Figure 5. Recognition rates attained by the

proposed EM and the affine-based EM.
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Figure 6. Relation between computation time
(ms) and recognition rate (%).

instead of the class-dependent model (2). This model has
six parameters (i.e., M = 6).

As shown in Fig. 5, its recognition rate was 98.98% and
lower than 99.21% of the proposed EM at M = 3. This
fact shows that the deformation model (2) can cover the ac-
tual deformations more compactly than the commonly used
affine deformation model. In addition, it is shown that the
proposed deformation model can provide more computa-
tionally efficient EM than the affine deformation model.

Comparison 2:

The second class-independent EM technique is PL2DW [8],
which was used for the estimation of the eigen-
deformations as noted in Section 2.4. PL2DW is a non-
parametric EM technique, that is, the displacement of each
pixel in P.. is directly optimized as a variable in a costly 2D
combinatorial optimization scheme.

The best recognition rate of PL2DW was 99.12% and
slightly lower than 99.22% of the proposed EM. As sug-
gested in 2.4, this inferiority will be due to over-fitting
which results from the high and class-independent flexibil-
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ity of PL2DW.

On computational efficiency, their difference becomes
more clear. In fact, the proposed EM technique is far more
computationally efficient than PL2DW. Figure 6 plots the
relation of their recognition rates and computation times
for one matching required by a PC (CPU: Xeon 2.0GHz).
This result shows that the proposed EM only requires about
1/500~ 1/1000 computation time of PL2DW for almost the
same (or higher) recognition rates.

4. Discussions and Future Work

4.1. Another Usage of Eigen-Deformations in EM

Another usage of the eigen-deformations has been pro-
posed in[7], where the eigen-deformations are used indi-
rectly in a EM-based recognition system. Specifically, the
eigen-deformations are used in a posterior evaluation of the
result of some conventional (i.e., class-independent) EM.
From the viewpoint of recognition accuracy, this approach
will be good enough as reported in[7]. The approach,
however, is not computationally efficient because highly-
flexible conventional EM (such as PL2DW) should be per-
formed with large computational burden in advance to the
posterior evaluation. Furthermore, the conventional EM
will waste the computations for useless deformation candi-
dates (e.g., the counter-tilting deformation of “H” illustrated
in Fig. 1). Such useless candidates are totally excluded in
the proposed EM by embedding the eigen-deformations di-
rectly into the deformation model.

4.2. Another Optimization Strategy

The linear approximation is a good strategy for solving
the nonlinear optimization problem (1) with less computa-
tions, but has the side effect that the deformations compens-
able by the model (2) are limited to relatively small ones.
Thus, iterative algorithms can be an alternative strategies for
solving the problem because the iterative algorithms are free
from the linear approximation. Wakahara et al. [9] have pro-
posed such an iterative algorithm for EM based on the affine
deformation model (8). This algorithm can be extended to
deal with the class-dependent deformation tendencies by re-
placing its affine deformation model by our class-dependent
deformation model (2).

4.3. Relation with Subspace Methods

The tangent approximation (5) is similar to the subspace
methods [3] in the sense that in the both methods a de-
formed pattern is approximated by a linear combination of
basis images derived from training patterns using PCA (,or
KLT). However, there is an essential difference between
these two methods; the basis images of the subspace meth-
ods are orthogonal in the original pattern space, whereas
those of the proposed EM, i.e., ¢, are not. Their experi-
mental comparison is left as future work.

5. Conclusion

For handwritten character recognition, a novel elastic
image matching (EM) technique based on a class-dependent
deformation model was proposed. In the model, any defor-
mation of the class is represented by a linear combination
of the eigen-deformations, which are intrinsic deformation
directions of the class. In order to solve the nonlinear op-
timization problem with respect to the model, tangent dis-
tance approximation was employed. Experimental results
showed that the recognition system using the pattern dis-
tance provided by the proposed EM technique can attain
higher recognition rates than conventional EM techniques
based on class-independent deformation models. The re-
sults also showed the superiority of the proposed technique
over those conventional techniques in computational effi-
ciency.
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