
PERFORMANCE DRIVEN GLOBAL ROUTING FOR STANDARD CELL DESIGNJason Cong Patrick H. MaddenUCLA Computer Science Department �4711 Boelter HallLos Angeles, California 90095fcong, pickleg@cs.ucla.eduABSTRACTAdvances in fabrication technology have resulted in a con-tinual shrinkage of device dimensions. This has resulted insmaller device delays, greater resistance along interconnectwires, and a greater impact of interconnect on total sys-tem performance. These changes have driven a considerablenumber of studies on single-net interconnect optimization,but relatively little work has been done to integrate the re-sults on single-net optimization with the problem of globalrouting and interconnect optimization for the entire circuit.In this paper, we present the DECIMATE global router forperformance driven standard cell design. The router appliesboth interconnect topology optimization and variable-widthwire sizing optimization results to the global routing prob-lem, while maintaining routing areas that are comparablewith TimberWolf Systems' well-known commercial globalrouter. Optimal selection of interconnection structures isshown to be an NP-Hard problem; we provide a simpleheuristic for the problem, and show that it is e�ective withexperiments on industry benchmarks. Under the Elmoredelay model, our global router produces as much as a 35%reduction in critical path delay over TimberWolf Systems'global router, while path length reductions are as large as52%. Circuit area optimization is performed taking intoaccount variably-sized wires, �xed routing topologies, andpre-existing obstacles; an improved cost function obtainsas much as an 11.6% reduction in channel density over theresult in [16]. 1. INTRODUCTIONWith the advent of deep submicron design, a number ofprocess parameters have changed, resulting in an increas-ing importance for interconnect optimization. Interconnectdelay can now consume from 50% to 70% of the clock cy-cle in many cases [3]; reduction in interconnect delay willhave a signi�cant impact on the overall performance of thecircuit.�This work is partially supportedby DARPA/ITO under Con-tract J-FBI-93-112 and NSF under Young Investigator AwardMIP-9357582.

To address these new design parameters, a number of ap-proaches to single net interconnect topology optimizationhave been proposed, such as bounded-radius bounded-costtrees[10], AHHK trees[1], maximum performance trees[9],A-trees[14], IDW/CFD trees[21], SORT and SERT trees[4], and P-Trees[28]. These methods consider both the tra-ditional concern of low total tree length, and also the pathlength or Elmore delay between the source node and thetiming-critical sink nodes. Many of these algorithms havebeen surveyed in [24] and [12].In addition to topology optimization, sizing of intercon-nect wires has also been shown e�ective for delay reduction[13, 15, 27, 33, 8, 31]. Traditionally, minimum width wireswere used for most connections; for high performance sub-micron design, however, this may be inappropriate.The global routing problem (with area minimization ob-jectives) is NP-hard in general, and has been studied by anumber of researchers.A hierarchical decomposition of the global routing prob-lem has been used with some success [18, 6], dividing thecore area into progressively smaller regions. Simulated an-nealing has also been applied to the global routing problem[26], where both net topologies and cell positions may bea�ected. Linear programming methods have been used toselect the assignment of segments in [2, 22], in order tominimize the maximum density across a channel. Relatedto the LP methods are those based on network 
ow or mul-ticommodity 
ow models [30, 36, 7, 34]. In [20], the authorsuse path-based timing constraints and utilize the featuresspeci�c to bipolar design to optimize both the delay andarea of the global routing result.The global router described in [16, 17] provides the ba-sis for the work in this paper. It involves two phases, aconstructive step in which feedthroughs are inserted, andan iterative deletion step which �rst constructs redundantconnection graphs for each net, and then removes redun-dant edges to minimize overall channel density.Most of the works on interconnect optimization deal withonly single net optimization, and do not address the is-sues of how to integrate the optimization techniques intoglobal routing. On the other hand, most existing globalrouting approaches fail to address global delay minimiza-tion for deep submicron design. This paper presents theDECIMATE global router, which addresses both of theseproblems, and o�ers the following features.� Through the use of high performance interconnecttopologies, the router addresses global path delay con-cerns for timing driven circuit design. We apply thetopology algorithms of [14, 23, 5] and the wiresizingwork of [15, 13] in our global router.



� Area optimization takes into account both the timing-critical and non-timing-critical nets, as well as variablewidth routing and pre-existing congestion. The routeralso avoids the rip-up and re-route approach commonin global routing, obtaining low area solutions directly.Area results are competitive with the well respectedTimberWolf Systems' global router on widely availableindustry benchmarks, showing that interconnect opti-mization can be considered with little or no sacri�ce incircuit area.2. PROBLEM FORMULATIONThe standard cell model has been well studied, and is widelyused for ASIC designs. Standard cell design allows the con-struction of relatively high performance circuits with mod-erately low design e�ort.In standard cell design, a circuit is composed of a set oflogic cells; each cell contains a number of connection points,commonly called pins or ports. There may be equivalentpins, which allow connection at multiple locations on a cell(these points are electrically equivalent). A net is a set ofpins which must be interconnected. Cells are arranged intohorizontal rows. Interconnection takes place in horizontalchannels between the rows, using channel segments. In twolayer design, one metal layer is used for the horizontal chan-nel segments, while the second metal layer is used for verti-cal connections between the cells and the channel segments.If three or more layers are available, over the cell routingmay be used. This paper assumes a two-layer model, anddiscusses extensions to three or more layers in Section 5.Through the insertion of feedthroughs in the row or the uti-lization of built in feedthroughs, inter-channel connectivitycan be obtained.The traditional global routing problem is to determinethe connection pattern for each net to minimize the overallrouting area. The density of a channel corresponds to themaximum number of horizontal segments passing any pointwithin the channel. The density metric has been found tobe an accurate estimate of the routing area required bythe channel; the extension of this metric to variably sizedinterconnect wires is straightforward. The area required toroute a circuit is a function of the longest cell row and thedensity across all channels (with consideration of variablewire widths).In high performance design, we are concerned not onlywith circuit area, but also with signal delay and operatingrates. Signal delay through a complex VLSI circuit involvesa series of interconnect nets and logic gates. To maximizedevice operating rates, delay along the critical path (thelongest delay path) through the circuit must be minimized.Note that determination of the critical path through a cir-cuit is an NP-hard problem in general (due to the falsepath problem). For the purposes of this discussion, we con-sider the static critical paths, which are the maximum delaypaths from primary inputs or 
ip-
op outputs to primaryoutputs or 
ip-
op inputs, where the delay of a path is thesum of gate delays and interconnect delays along the path.If we wish to perform delay optimization, we must select asubset of nets for interconnect optimization, while avoidinglarge penalties in terms of circuit area.As an example, a pair of possible interconnect topologiesare shown in Figure 1. The �rst example shows an intercon-nect solution for a timing critical net minimized for totalwire length (a traditional global routing objective). Whilewire length is low, delay from the driver (at the top of the

circuit) to the critical sink (towards the left side of the cir-cuit) is high. The second example shows a routing (in thiscase, an A-Tree [14]) which provides shortest paths fromthe driver to the critical sinks, and also provides reduceddelay.
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SourceFigure 1. An area-minimizing interconnect struc-ture for the net B3 in the MCNC exampleSTRUCT, and a delay minimizing structure. Whilea minimum-length Steiner tree is appropriate forarea minimization, it may result in high delay fordeep submicron design.3. THE DECIMATE GLOBAL ROUTERThe goal of a global router is to specify interconnect struc-tures (topologies and wire sizes) and feedthrough locationsfor signal nets. For the solution to be acceptable, it mustallow for low core area, and also low critical path delay.With this in mind, we partition the global routing prob-lem into three subproblems, and then solve these subprob-lems e�ciently. The global router �rst generates intercon-nect structures appropriate for each net, then inserts andassigns feedthroughs to each net, and �nally selects channelsegments for net connections.3.1. Interconnect Structure Generation and Selec-tionFor submicron design, area-minimum interconnect does notnecessarily result in low delay, and low delay interconnectmay not be area-minimum. For high performance routing,we are faced with the problem of selecting a subset of netsto route with low-delay structures.We de�ne the Interconnect Selection Problem as fol-lows: Each net ni 2 N has a set of possible interconnectstructures Ii;a; Ii;b; :::Ii;k, with costs Ci;a; Ci;b; :::;Ci;k . Thesource-to-sink delays for each net are computed by an ap-propriate delay model. The Interconnect Selection Problemis to select an interconnect structure for each net which ob-tains minimum circuit delay subject to a cost constraint.For example, we might consider minimum-length span-ning trees (MSTs), minimum-length Steiner trees, or anyof the high-performance interconnect structures mentionedin the introduction, with or without driver or wire sizing,for each net. The cost of an interconnect structure mightbe measured as the total wire length, the impact of thestructure on circuit area, or by some other value. Whilethere may be an in�nite number of possible interconnectstructures, and evaluation of structure cost may be quitecomplex, we will restrict our consideration to a tractableset of candidate structures, and will use wire length, lin-ear delay, or Elmore delay as our objective (more accuratedelay models may be used as well). While the number ofstructures we consider for each net may be small, and the



cost functions are well de�ned, the problem is still quitedi�cult.Fact 1 The Interconnect Selection Problem is NP-Hard.Proof: Consider any instance of the well known NP-HardKnapsack problem [29], and assume that the costs and de-lays of di�erent interconnect structures in an instance of anInterconnect Selection Problem can be assigned indepen-dently. We can construct a chain of inverters, and assigneach interconnection a cost and gain for an \optimized"structure that matches the weight and gain of an item fromthe Knapsack problem. Solution of the Interconnect Selec-tion problem also solves the Knapsack problem. 2The problem as de�ned above is considerably simplerthan the practical problem. We assume here that costsand delays of interconnects are independent, although thisis not the case in practice. Under complex delay models,the choice of an interconnect structure may a�ect the delaysto di�erent pins in the same net in di�erent ways. Thus,even if we do not constrain the overall cost, the problem ofdelay minimization can still be quite di�cult.In our global router, we support minimum spanningtrees, low area topologies (using the algorithms of [23] and[5]), high-performance topologies (using the algorithm from[14]), and also variable-width interconnect sizing (using theoptimal wire-sizing algorithms from [13, 15]). Our heuristicfor the Interconnect Selection Problem initially implementsminimum spanning trees for all nets (the motivation for thisis shown in Sections 3.2 and 4), and then evaluates the de-lay of the circuit. If delay constraints are not met, netsare iteratively selected for delay improvement. We imple-ment a simple greedy algorithm for net selection. For anet n, with driver s and critical sink t, with path lengthbetween the driver and sink in routing tree T as dT (s; t),and Manhattan distance as d(s; t), the gain of the net isde�ned as dT (s; t) � d(s; t). The highest gain net (withtotal tree length used to break ties) is selected and thenconverted to a high performance topology, and may also besized. The process continues until delay objectives are met,no gain can be found, or improvement falls below a user-determined threshold. Speci�c interconnect structures fornets may also be selected manually, allowing experienceddesigners to perform sophisticated delay analysis and opti-mization.A large gain indicates that the path length between s andt can be improved signi�cantly through topology optimiza-tion. This may result in a reduction in path interconnectresistance, and also a reduction in delay. Larger trees have agreater chance of improvement through wire sizing, so treesize is used to break ties.In brief, our approach to interconnect generation and se-lection is as follows.� Construct interconnect topologies for all nets.� Select the highest gain net on a critical path.� Apply topology optimization and wire sizing optimiza-tion to compute a high-performance interconnect struc-ture.� Recalculate critical paths.� Repeat selection and optimization until improvementfalls below a speci�ed threshold, or delay bounds aremet.While this heuristic is exceedingly simple, it is shownto be e�ective in Section 4, particularly in circuits withlarge nets (where simple interconnect topologies may dif-fer greatly from high performance topologies). For other

(A) A probable pin placement (B) A pin placement which results
in Steiner length improvement.Figure 2. A likely positioning of pins for a threepin net (A), and a positioning of three points whichleads to an improvement with a Steiner tree heuris-tic (B).

ABBounding box for net A

Likely position for a pin of net BFigure 3. The bounding box for a net A, and thelikely position for another pin for some net B.circuits, a hill-climbing heuristic with a greater variety ofinterconnect structures, or manual selection of interconnectby an experienced designer, may be more appropriate.3.2. MSTs vs. Steiner TreesAs mentioned above, we generally implement minimumspanning trees for net interconnection, even though we sup-port a number of Steiner heuristics as part of the globalrouter. While Steiner heuristics can obtain tree length im-provements of 10% or more on random examples, we foundimprovements to be less than 2.1% with standard cell de-signs (see Table 1 in Section 4).First, note that a large percentage of nets contain onlytwo pins, eliminating any possibility for Steiner tree im-provement. For nets with three or more pins, we �nd thatthe pin positioning shown in Figure 2A is representativeof standard cell interconnect problems, and that Figure 2B(which allows tree length reduction when Steiner points areconsidered) is relatively uncommon.We consider the lack of improvement for a Steiner treeheuristics on actual placements to be a side-e�ect of a com-mon placement cost metric. A typical objective function isto minimize the sum of the perimeters (or half the perim-iters) of the bounding boxes for all nets in a circuit. Con-sider the case shown in Figure 3; for a cell which containstwo pins, one for net A, and one for net B, there are certainlocations within the bounding box for net A that minimizecost with respect to net B. In particular, if net B has oneother pin, it is likely to be in one of the four shaded regionsshown (as the area of the shaded region is substantiallylarger than the non-shaded region). We can expect that anoptimization process will attempt to move the cell towardsone of the four shaded regions; if expansion of the boundingbox for A is to be avoided, the desired position will be atthe corner of the bounding box. Therefore, if bounding boxperimeter is a placement objective, we can expect pins tobe placed towards the corners of their net bounding boxes,and tree length reductions through the insertion of Steinerpoints will be small.



3.3. Support for Wire Sizing OptimizationAs mentioned in the introduction, we support variably sizedinterconnect in our global router. If wire sizing is to beperformed, we utilize the optimal sizing algorithms of [15,13] to determine sizes for the edges of nets that are selectedfor topology optimization. When the net is embedded forthe Iterative Deletion process (described in Section 3.5), thechannel segment widths are obtained from the width of thetopology edges.To accurately model the delay e�ects of sized intercon-nect wires, we model wire capacitance as the sum of areacapacitance (which changes with wire width), and the fring-ing capacitance (which is �xed). Wire resistance is inverselyrelated to the wire width.The e�ects of wire width on circuit area are as follows.Each interconnect segment is modeled as a wire with ad-ditional spacing (to meet design rule constraints). Whena wire is sized, the spacing does not increase. Therefore,a wire that is twice the minimum width takes less routingarea than two parallel minimum width segments.In our current implementation, wire width is uniformwithin each segment; it was shown in [11] that when thelength of segments were small, solutions had near optimalperformance. We can easily use the bundled re�nementalgorithm of [11] to vary wire width within a segment ifnecessary.3.4. Feedthrough AssignmentIf an edge of a net interconnect topology spans one or morestandard cell rows in two-layer design, feedthroughs in thoserows must be inserted or assigned to the net.While a number of approaches to single-row feedthroughassignment have been considered, we �nd that a lack ofa global perspective on the problem can seriously degradesolutions. To capture the global nature of the prob-lem, the DECIMATE global router constructs lists of allfeedthrough requirements and resources across all rows. As-signment is performed in a greedy manner, assigning a sin-gle feedthrough to an edge at each step by increasing orderof cost (even though the edge may require more than onefeedthrough). The assignment is improved by a greedy pair-wise swapping phase.During our research, we have explored two alternativefeedthrough assignment approaches. The �rst, similar tothat of [16], assigns feedthroughs to each interconnect edgebased on an edge ordering. In any ordering, edges whichreceive assignments early in the process obtain high qualityassignments, while edges considered later receive lower qual-ity assignments (resulting in signi�cant horizontal jogs).This problem persists under a variety of edge orderings.Horizontal jogs of the feedthrough assignments resulted ina substantial increase in total channel density. On average,our global feed-at-a-time approach resulted in an average7.1% decrease in total channel density over the edge-by-edge approach.A second approach based on a bipartite matching be-tween a single row of feedthrough resources, and the re-quirements of all edges crossing the row, was also explored.Results from this approach were also inferior. The qualityof results from this approach su�ered from a lack of con-sideration of multiple row feedthrough requirements. In ourexperiments, we observed that roughly half of the edgeswhich required feedthroughs needed more than one. Anysingle-row based assignment must be performed without�xed locations for many of the feedthroughs required; anassignment which minimizes an objective function for one

row may result in a very di�cult problem for another row,and global solution quality su�ers. Bipartite matching isalso computationally expensive and scales poorly to largeexamples.3.5. Iterative DeletionSelection of high-performance interconnect structures willresult in many critical nets having �xed routing topologies,with variable width routing being possible. The pins con-nected to these nets, and the cells to which they belong, alsohave �xed positions: shifting of these cells may change thenet delay, requiring new interconnect structures to be deter-mined. As high-performance interconnect is not necessarilyarea minimizing, we are interested in �nding interconnectstructures for the non-critical nets which are compatiblewith the �xed high-performance structures.We approach this problem through the application of theiterative deletionmethod. This method was �rst introducedin [16], and is a generalization of the solution to the switch-able segment problem [37, 35].3.5.1. The Switchable Segment ProblemThe switchable segment problem involves determinationof the orientation of edges connecting pairs of pins in thesame row (referred to as 2-pin linear nets). Generally, apair of pins in a row can be connected with a segment ineither the channel above the row, or the channel below. Anexample of a 3-net switchable segment problem is shown inFigure 4.Solving the problem entails �nding the orientation (eitherabove the row or below) of each segment for each pair of pinswhich minimizes the total channel density. This problemwas shown to be NP-hard, and a heuristic no more than 1.5times optimal was presented in [37].Many global routing approaches attempt to minimize thetotal density across all channels by switching segments upand down iteratively. In [35], experiments indicated that38% of segments were switchable.
4 routing tracks 2 routing tracksFigure 4. Each 2-pin net in the same cell row canbe routed using one of the two switchable segments.The selection of switchable segments can have a ma-jor impact on the total density, and thus a�ect thecircuit area.3.5.2. Iterative DeletionInstead of optimizing only simple 2-pin linear nets, weattempt to �nd an optimal subset of edges from the \sim-pli�ed net connection graph," introduced in [16].For each net, the simpli�ed net connection graph is con-structed by creating edges between the adjacent pins of anet in each channel. This graph may contain redundantedges, which will be iteratively removed based on their rel-ative costs. An example of such a graph is shown in Figure5. A simple biconnectivity algorithm can be used to de-termine which edges are redundant (can be removed), andwhich are required for connectivity of the net. It was shown



in [16] that the number of edges in the simpli�ed net connec-tion graph, and the number of edges that must be removed,are linear with the number of pins in the circuit, and thatthis formulation contains a minimum-density solution.
Required edge

Redundant edgeFigure 5. The simpli�ed net connection graph con-tains edges between adjacent pins in a channel. The�nal net topology is a subset of these edges.The DECIMATE global router applies the iterative dele-tion method in the following way. First, it constructs thesimpli�ed net connection graph for each non-critical net.We use S to denote the set of all edges from all simpli�ednet connection graphs. Edges are then removed one-by-onefrom S by selecting the highest cost redundant edge, andthen recalculating costs for the remaining edges. Deletioncontinues until all redundant edges are removed. Detailsof the cost functions for edge selection are given in Section3.5.3.Since we start with all possible connections, the algorithmhas a global view of the congestion distribution. This allowsfor e�ective area and congestion minimization without go-ing through a lengthy, usually ad hoc, process of rip-up andre-route.Note that the iterative deletion method is applied onlyto nets which are not timing critical; as the iterative dele-tion process may modify a the topology of a timing criticalnet signi�cantly, this could prevent timing goals from beingmet.A non-timing critical net may become critical after iter-ative deletion. If this occurs, the segment assignment ofthe net is replaced with a segment assignment compatiblewith the nets initial topology. This process continues untilthe delay bounds determined for the initial structures aremet by the structures after iterative deletion. Therefore, weguarantee that the area optimization performed by iterativedeletion will not worsen the circuit performance.3.5.3. Edge SelectionIn [16], selection of the maximum cost edge was done byconsidering the length of an edge, the maximum density ofthe channel, and the density across the edge. Deletion wasdone in the most dense regions �rst, with edge length usedto break ties.We extend the approach through more sophisticated se-lection of edges for removal. To motivate our new cost func-tion, we �rst state a number of observations.For a single channel, we refer to the density for all edgesin S as the current density. The channel density for all re-quired edges in S is the required density. Edges than areredundant must be part of some cycle of length N (we se-lect the smallest cycle containing the edge to obtain N); wede�ne the probable width of such an edge to be N�1N . Theprobable density is then obtained from the density of alledges considering their probable width. The extension ofeach of these measures to the variable-width routing modelis straightforward.Our motivation for the use of probable density is as fol-lows. For a long cycle, removal of a single edge can make

all other edges on the cycle required, and thus these edgesare more likely to exist in the solution obtained after it-erative deletion. When the probable density of an area ishigh, it indicates that density reduction in this area may bedi�cult; we therefore have a preference for removing edgesfrom this area �rst.
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W = 0.5 W = 1Figure 6. The probable width of an edge is deter-mined by the size of the smallest cycle it belongsto.We use erequired, ecurrent, and eprobable to denote thevarious density measures over an edge e. We use crequired,ccurrent, and cprobable for the density measures across anentire channel c. In general, we will consider an edge ewith respect to the channel c that contains it. Given thesede�nitions, we have the following results.
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Various density measuresFigure 7. current, required, and probable density mea-sures for edges and channels.Lemma 1 Required density provides a lower bound onchannel density in any connected subset of S.Note that during iterative deletion, required density in-creases monotonically, while the current density decreasesmonotonically.Lemma 2 Edges with current density less than or equalto the channel required density can be part of any optimal-density subset of S.Proof: Assume we have the optimal solution O, which is asubset of the current solution S. If we insert all the edgesas constrained above, density will not rise above the cur-rent density of S, which has the required density as a lowerbound. 2Using these two lemmas, we have the following theorems,which in
uence our new cost function.Theorem 1 Given an edge set S, and an optimal (non-redundant) edge set O, where O � S, and the total densityof O is less than that of S. There exists edge e 2 S inchannel c such that ecurrent = ccurrent, ecurrent > crequired,and e =2 O.Proof: By contradiction, assume that no such edge ex-ists. Then for each channel, the optimal solution containschannels which either did not have their density reduced(ccurrent = crequired), or all edges that passed through the



most dense region of a channel are required in the optimalsolution. If this is the case, the total density of O is equal tothat of S, contradicting the assumption that improvementwas possible. 2Theorem 2 Given a net n, with redundant edge e,ecurrent > crequired, and no other redundant edge e0 of thesame net, where e0current > c0required. Then removal of efrom the current solution is compatible with some optimalsubset O.Proof: From Lemma 2, we know that even if all remainingedges in n become required, they cannot increase the den-sity of any channel beyond its current required value; thus,they cannot a�ect the density of some optimal solution O.2 Based on these results, the weight of edge e is( length(e) if ecurrent � crequired3K + length(e)� eprobable if ecurrent = ccurrent2K + length(e)� eprobable otherwiseEdge cost (with emax as the highest weighted edge otherthan e in the same cycle) is de�ned as cost(e) = 2 �weight(e) � weight(emax). We consider the di�erence be-tween a pair of edges in the same cycle for the followingreason: when one edge is removed, the other may becomerequired for net connectivity. Thus, in addition to receivingthe bene�t of removing the high cost edge, we may also in-cur a penalty in the other edge becoming required. In ourcurrent implementation, we consider the two highest costedges anywhere in a net, as consideration of speci�c cyclesis computationally expensive.The large constant K, and the ratio between the weights,is used to ensure removal of edges from the most denseregions �rst (using Theorem 1), and to select edges fromnets where the remaining edges cannot increase the requireddensity (using Theorem 2).3.6. Summary of the DECIMATE Global RouterIn summary, our global router performs the following steps.� Interconnect structure selection and optimization forglobal delay objectives.� Feedthrough assignment based on consideration of re-sources and requirements across all rows and nets.� Iterative deletion to minimize channel density and con-gestion across the circuit.� Restoration of net topologies for nets where the struc-ture of a non-critical net has been modi�ed during iter-ative deletion, and prevents delay objectives from beingmet. 4. EXPERIMENTAL RESULTSResults of our global router were compared with those ofthe well known TimberWolf place and route package. Thispackage was previously under development as a universityresearch project [35, 38], and is now supported as a com-mercial product by TimberWolf Systems. We routed a num-ber of MCNC benchmark circuits [25], with placements forthese benchmarks being produced by TimberWolfSC. Notethat the placements used by the DECIMATE router wereobtained after the TimberWolf global router �nished: thus,cell mirroring and swapping performed by the TimberWolfglobal router was included in the placement used by theDECIMATE router. However, all feedthroughs inserted bythe TimberWolf global router were removed, and all built-infeedthrough assignments were ignored.

Benchmark Improvementfract 1.4%struct 0.7%primary 1 0.2%primary 2 1.9%biomed 1.4%industry 1 2.1%industry 2 2.0%industry 3 1.3%avqsmall 0.8%avqlarge 1.1%Table 1. Percentage reduction in total tree length ofthe Steiner heuristic of [6] over minimum spanningtree length for a variety of industry benchmarks.To motivate our use of minimum spanning trees for in-terconnect topologies, we �rst present Table 1, showing thepercentage improvement of an algorithm based on the ERTSteiner tree heuristic of [5] over minimum spanning treelength. We consider the existence of equivalent pins, andtake advantage of them to reduce tree length. On randomexamples, we found that the ERT heuristic produced treelengths approaching that of the 1-Steiner heuristic[23]; the1-Steiner heuristic obtains improvements of roughly 11%on large problems. Given pin locations from an actualplacement, however, improvements were signi�cantly lower.In this table, we consider wirelength of nets with morethan two pins; total wirelength improvements are thus evenlower.Not surprisingly, the slight di�erence in total tree lengthresults in a slight di�erence in circuit area. In global rout-ing experiments where we compare minimum spanning treerouting topologies to topologies determined by the ERTheuristic of [5], circuit area results were identical. Whenwe apply the 1-Steiner heuristic of [23], circuit area resultsare slightly worse, as this heuristic does not take advan-tage of equivalent pins to reduce tree lengths or minimizefeedthroughs.To demonstrate the e�ectiveness of the new iterative dele-tion cost function, we compare density results using ournew cost function, iterative deletion with the cost functionof [17], and the result of the TimberWolf global router inTable 2. Using feedthrough assignments produced by theTimberWolf global router, the new cost function for iter-ative deletion resulted in density reductions ranging from2.5% to 11.6%. Note that while the iterative deletion pro-cess does not employ any form of rip-up and re-route, thedensity results obtained by the new cost function were only1.1% higher on average than the TimberWolf result.To examine the impact of topology optimization on globalrouting, we next compare maximum row length, total chan-nel density, and maximum path length performance of theDECIMATE global router, with and without topology opti-mization, to that of the TimberWolf global router in Table3. The INDUSTRY benchmarks do not contain signal di-rection information, so no path length results are reportedfor these benchmarks. The benchmarks BIOMED, AVQS-MALL, and AVQLARGE provided signi�cant improvementin maximum path lengths, with topology optimization pro-viding 52%, 32%, and 31% reductions over the TimberWolfrouting result. For deep submicron design, interconnectpath lengths can impact signal delay signi�cantly.Elmore delay performance optimization analysis of the



DECIMATE +TimberWolf DECIMATE optimizationBenchmark Rows L D L D PL L D PLfract 6 1368 39 1374 41 1 1374 42 1struct 21 4874 162 4894 164 0.87 4894 166 0.87primary 1 17 4760 166 4760 174 1.21 4760 186 0.97primary 2 22 10400 377 10400 386 0.96 10400 388 0.95biomed 44 10548 728 10548 536 0.58 10548 535 0.48industry 1 17 5148 449 5214 433 { { { {industry 2 69 14536 1006 14536 1062 { { { {industry 3 52 27152 1380 27152 1385 { { { {avqsmall 81 10272 1012 10272 981 0.83 10304 994 0.67avqlarge 83 10688 1009 10688 1076 1.04 10608 1084 0.68Table 3. Row length (L), total channel density (D), and path length (PL) comparisons with TimberWolf,with and without topology optimization. Path lengths are scaled so that the TimberWolf result is unity.Benchmark TW ID[17] New IDfract 39 40 39struct 162 185 164primary 1 166 184 167primary 2 377 412 364biomed 728 729 668industry 1 449 472 447industry 2 1006 1107 1057industry 3 1380 1482 1422avqsmall 1012 1061 973avqlarge 1009 1076 993Table 2. Comparison of cost functions for IterativeDeletion. We show total channel density for an ini-tial TimberWolf placement routing (TW), iterativedeletion using the placement and feedthrough as-signment of TimberWolf and a simple cost function(ID), and iterative deletion with the improved costfunction (New ID).global routing results is approached as follows. First, asinterconnect optimization is most appropriate for deep sub-micron design, we apply 0.5� CMOS IC process parametersof [14], with driver resistance of 2000
, and scale the de-signs accordingly. We assume all interconnect uses the �rstmetal layer, and do not model vias. We assume a cell delayof zero, as this information is not provided with bench-marks for deep submicron design rules. We note again thatwe consider the static critical path, and only calculate thedelay of the interconnect.For Elmore delay measurements, we did complete ex-periments on the benchmark BIOMED (we obtained de-tailed signal information for the other benchmarks only re-cently, and are in the process of applying 0:5� CMOS designrules to them). We show the row width, channel density,maximum path length, and the maximum Elmore delaypath (considering only the interconnect) for the Timber-Wolf routing, a DECIMATE routing without interconnectoptimization, a DECIMATE routing with topology opti-mization, and a DECIMATE routing with both topologyoptimization and wire sizing in Table 4. We obtain sub-stantial reductions in path lengths and delay, with the bulkof the delay in the TimberWolf solution occurring in twolarge nets which have circuitous paths. Due to the smallsize of the circuit and nets, the optimal wiresizing resultedin minimum width interconnections for many segments, and

L D PL Int. EDTimberWolf 10548 728 81932 2.925nsDECIMATE 10548 536 47230 2.045nsDECIMATE 10548 535 39422 1.907ns+ topologyDECIMATE 10548 543 38566 1.899ns+ topology+ wire sizingTable 4. Comparison of Elmore delay results onthe BIOMED benchmark; we assume 0:5� CMOSIC parameters. We show maximum row length (L),total channel density (D), maximum path length(PL), and Elmore delay of the interconnect (Int.ED).only limited Elmore delay bene�t. Path length di�erencesbetween the two optimized solutions are a result of di�er-ent segment assignments (due to the wire sizing) resultingin di�erent path constraints during net restoration. Wiresizing provided limited bene�t; for current fabrication tech-nologies, wire sizing may be most appropriate for large netswhich can have large drivers, such as clock nets.In our experiments, we found that interconnect optimiza-tion did not necessarily result in a major penalty on circuitarea. Relatively few nets required high performance topolo-gies, with the total length of optimized interconnect topolo-gies being quite close to that of the minimum-Steiner treealternative.Run times for all benchmarks on a Sun SPARC-10 weremodest, ranging from under 1 minute for FRACT to 12hours for AVQLARGE. The bulk of the run time of ourglobal router is consumed by the iterative deletion process:our edge cost computation routines are quite robust andgeneral, and perform a number of calculations for cost func-tions we investigated during our research. We expect thata simpli�cation of our global router to support only thespeci�c cost function detailed in this paper will provide adramatic decrease in run time.5. CONCLUSIONS AND FUTURE WORKIn this paper, we have presented a timing driven globalrouter for standard cell design. It produces area resultscomparable to or better than that of a current commercialglobal router, obtains reduced path lengths, lower delay,and does so with relatively low run times and memory con-sumption.
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