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ABSTRACT

A major limitation of wireless communica-
tions is that mobile users depend on a battery
with limited energy supply. Efficiently utiliz-
ing this energy is a key consideration in de-
signing wireless networks. We consider a sit-
uation where a video sequence is to be trans-
mitted over a wireless channel. The goal is
to limit the amount of distortion in the re-
ceived video while using the minimum re-
quired transmission energy and satisfying the
delay constraints resulting from the stream-
ing application. To accomplish this goal we
jointly consider source coding and dynamic
allocation of physical layer communication
resources in a novel framework. In this set-
ting, we formulate an optimization problem
that corresponds to minimizing the transmis-
sion energy required to achieve an accept-
able level of distortion subject to a delay con-
straint.

1. INTRODUCTION

A major limitation in wireless networks is that
mobile users must rely on a battery with a
limited supply of energy. Efficiently utiliz-
ing this energy is a key consideration in the
design of wireless networks [1, 2]. In this
paper, we consider a situation where a mo-
bile user is transmitting a video sequence over
a wireless channel. Previous work in this
area has concentrated either on error resilient
source coding methods (see [3] for a recent

survey) or on channel coding to ensure reli-
able transmission of all the bits. In this pa-
per, we jointly consider source coding and dy-
namic allocation of physical layer communi-
cation resources in order to transmit video at
an acceptable quality using the minimum pos-
sible transmission energy, while satisfying de-
lay constraints.

We consider video transmission for real-
time display. By real-time display, we mean
that once the receiver begins displaying the
received video, the display process continues
uninterrupted, without stalling. If video data
does not arrive on time to be displayed, then
this data is considered lost. In this situation,
if the receiver and transmitter are to operate
at the same frame rate, then each frame must
experience a constant end-to-end delay. We
define the end-to-end delay as the amount of
time between frame capture and display at the
decoder.

In Fig. 1 a block diagram of the system
considered here is shown. The video encoder
takes raw video and produces a stream of
video packets that are to be transmitted over
a wireless channel. These video packets are
buffered and then transmitted over the wire-
less channel. The transmitter (Tx) can dy-
namically allocate communication resources
at the physical layer to each packet in order
to meet the delay constraints of the applica-
tion and ensure reliable transmission. Several
techniques for data rate adaptation have been
incorporated into existing wireless standards
(see for example [4] for a survey of the cur-
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rently available techniques). At the receiver
(Rx), the incoming video packets are received
and stored in the decoder buffer. The decoder
reads video packets from this buffer and dis-
plays the video sequence. The key point is
that display proceeds continuously and that
packets that do not arrive by their display time
are considered lost.

The rest of this paper is organized as fol-
lows: In the next section we present the prob-
lem formulation in detail. In Section 3, we
present the algorithm we propose to solve this
problem. Section 4 presents experimental re-
sults. Section 5 concludes the paper.

2. PROBLEM FORMULATION

We consider a system where video is en-
coded using a block based motion compen-
sated technique to produce a stream of video
packets (e.g. MPEG-4). Each video packet
is transmitted through the wireless channel
and processed independently by the decoder.
The size of the packets and their relation-
ship to slices or group of blocks (GOBs)
is not explored in this paper. Instead, we
will initially consider a simple packetization
scheme where each packet is made up of a
single macro block (MB). We therefore use
the terms MB and video packet interchange-
ably.

Let � be the number of MBs in a video
frame and� the MB index. The original video
frame arrives at the encoder as a stream of
MBs spaced every����� seconds. We may
express�	��� as a function of the frame rate
and the number of MBs in a frame, that is,�	����
������� , where �� is the duration of
one frame in seconds. The video frame must��� ������������������ ��������������! �" " ���
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Fig. 1. System block diagram.

experience a constant end-to-end delay which
we denote by�6587:9 . That is, if the frame is
captured at time; , it must be received at the
decoder buffer before time;)<=�6587:9 . Thus, we
impose a maximum delay constraint of� 5>7!9
on each MB (refer to Fig. 2). Note that if a
MB is not present at the decoder buffer before
the delay of� 587:9 it will be treated as lost.

The diagram in Fig. 2 illustrates the var-
ious components of the end-to-end delay for
a video packet. In this figure, we assume
that the encoding and decoding delay as well
as the propagation delay through the wireless
channel are constant and can be ignored. We
only need to concern ourselves with the de-
lay at the encoder buffer and the transmission
delay. The delay experienced by each MB de-
pends on the number of bits used to encode
the MB, the channel rate at which we transmit
the MB and also on how long the MB must
wait in the encoder buffer before transmission
can begin.

Our goal is to assign to each MB a choice
of coding mode and quantization step size, at
the source coding level, and a channel rate and
transmission power at the physical layer in or-
der to obtain good video quality. For a video
packet,� , of size ?A@B�DC bits that is transmitted
at rateEF@B�DC we express the delay as,G @B�DCH
JIK@B�DCL< ?M@B�DCEF@B�DCON (1)

where IK@B�DC is the amount of time the packet
must wait in the buffer before transmission;
we refer to this as the waiting time. The sec-
ond term in Eq. (1) is the transmission delay
for MB � . This is the amount of time it takes
to transmit?A@B�DC bits at a channel rate ofEP@B�DC
bits per second. The waiting time depends on
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Fig. 2. Timing diagram.
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the delay for the previous MB,����� . Thus
we can writeI�@B�DCH
�@ G @B�F���rC����	����C'� N (2)

where @���C � 
�� for ���¡  and 0 otherwise.
Now we turn our attention to the alloca-

tion of communication resources at the phys-
ical layer. We assume that each video packet
is sent over a slowly varying wireless chan-
nel with frequency nonselective fading. We
model the channel over which the� th packet
is sent as a band-limited additive white Gaus-
sian noise channel with gain¢ £L@B�DC . We
assume that the gain stays fixed during the
transmission of the� th packet and randomly
varies between packets in a manner that will
be described later.1 This gain is assumed to
be known at the transmitter and the receiver.
If the desired transmission rate for the� th
packet isEF@B�DC , we assume that the required
transmission power is the minimum power
such that the channel over which this packet
is sent has capacityEF@B�DC , i.e.,¤ @B£L@B�DC N EF@B�DC¥C8
§¦K¨r©£L@B�DC ªd«�¬®.¯�°± �¡�$² N (3)

where © is the bandwidth of the channel
and ¦ ¨ is the power spectral density of the
noise. From Shannon’s coding theorem, Eq.
(3) gives a lower bound on the transmission
power required to reliably transmit at rateEP@B�DC ; moreover for large enough packets, this
bound will be approachable and will give a
reasonable indication of the required power.
Thus the amount of energy required to trans-
mit video packet� of size ?M@B�DC bits at a rate
of EF@B�DC bits per second can be expressed as³ @B�DC�
 ¤ @B£´@B�DC N EF@B�DC¥C ?A@B�DCEP@B�DC+µ (4)

In this paper, we assume that the trans-
mitter has perfect channel side information
(CSI), i.e., £´@B�DC is known exactly. Further-
more, the fading coefficient remains constant
for the duration of the transmission of the
packet. We model the fading process by a

1Of course this is a somewhat simplified assump-
tion, because the transmission time of a packet varies
from packet to packet. The ideas presented here can be
extended to a more realistic model that takes this into
account.

finite state Markov chain with known transi-
tion probability matrix¶ . We assume that the
channel state transitions according to¶ after
each packet transmission is complete.

3. PROPOSED ALGORITHM

The problem addressed in this paper is that of
transmitting a frame of video using the mini-
mum amount of energy subject to quality and
delay constraints imposed by the application.

Macroblock � is coded using a quantizer· @B�DC from a finite set of allowable quantiz-
ers ¸ resulting in a video packet of?A@B�DC
bits with distortion ¹�@B�DC . This video packet
is transmitted at rateEF@B�DC bits per second
chosen from a finite set of allowable chan-
nel ratesº . We want to select a quantizer,· @B�DC , and channel rate,EF@B�DC , for each MB
with the objective of minimizing the total ex-
pected energy required to transmit the video
frame subject to both an expected total distor-
tion constraint and a delay per MB constraint.
The expectations are taken with respect to the
channel state denoted by the random process£´@B�DC . We pose this as an optimization prob-
lem given below:»F¼}½¾!¿�À$ÁÃÂ Ä´¿YÀ$ÁbÅLÆÈÇ �ÊÉ�ËÌÀ�Í ¨ ³ @B�DCÏÎ (5)

subject to:Å´ÆÈÇ �ÊÉ�ËÌÀ$Í ¨ ¹�@B�DCÏÎJÐ¡¹KÑ (6)G @B�DCÒÐÓ� 5>7!9 N�Ô � N (7)

where
G @B�DC and

³ @B�DC are given by Eqs. (1)
and (4) respectively. The initial conditionsI�@Ã ÕC and £´@Ã ÕC are the initial wait time and
the initial channel state, respectively.

We introduce a Lagrange multiplierÖ×�¡ 
and solve the following relaxed problem:

»F¼}½¾)¿YÀ$ÁÃÂ Ä´¿�À�Á$Å Æ Ç �ÊÉ�ËÌÀ�Í ¨�Ø ³ @B�DC	<¡Ö+¹�@B�DC|Ù Î (8)

subject to the delay constraints of Eq. (7).
This relaxed problem can be solved us-
ing techniques from Dynamic Programming
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(DP) [5]. By appropriately choosingÖ , the
problem of Eqs. (5) - (7) can be solved within
a convex-hull approximation by solving Eq.
(8) and (7) [6].

3.1. DP Solution of Relaxed Problem

We define the system state asÚ @B�DC�
ÜÛ IK@B�DC£´@B�DCbÝ N (9)

whereIK@B�DC is given in Eq. (2) and£L@B�DC is the
channel state at time� .

Let Þß@ Ú @B�DC:C be the set of feasible choices
of quantizers and channel rates when the sys-
tem is in stateÚ @B�DC , i.e., the delay constraint
of Eq. (7) is not violated. Forà�@B�DCâáÞß@ Ú @B�+C¥C , the cost incurred by MB� is given
by, ã @ Ú @B�DC N àä@B�DC¥Cå
 ³ @B�DC´<¡Ö+¹�@B�DC µ (10)

We solve the problem of Eq. (8) using DP. We
start the algorithm at�F
æ�ç�¡� , that is,èLé�ÊÉ�Ë @ Ú @B�ê�ë�rC¥C8
 »F¼}½ì ¿YíÕ¿ �ÊÉ�Ë Á�Ádî ³ @B�ï�¡�rC<�ÖD¹�@B�ï�¡�rC!ð (11)

is calculated. As it will be explained later, the
values ofI�@B�DC are quantized and therefore a
fixed number of states is considered at each
stage of the DP algorithm. Then for�P
æ�ñ�« N$µ$µ$µ´N   , we recursively defineè éÀ @ Ú @B�DC¥C8
 »F¼}½ì ¿YíÕ¿�À�Á�ÁòÅLÆ�î ã @ Ú @B� N àä@B�DC¥C< è	éÀ � Ë @ Ú @B�ó<æ�rC¥C!ð µ (12)

In carrying out (12) all combinations of· @B�DC
and EP@B�DC belonging toÞß@ Ú @ô�DC¥C are consid-
ered. This optimization clearly eliminates all
branches but one emanating from each state
of the trellis. Given the initial stateÚ @Ã ÕC ,
the optimal solution is obtained by backtrack-
ing. Clearly,

è é¨ @ Ú @Ã ÕC¥C is the optimal total ex-
pected cost of Eq. (8).

In the development above we have as-
sumed that the setõ�@ Ú @B�DC¥C is not empty. If
this set is empty, for someÚ @B�DC , then we letè éÀ @ Ú @B�DC¥CH
�ö .

Equation (11) can be extended to include
a terminal cost to account for the waiting time

imposed on the first MB of the next frame. In
this manner, we can account for future frames
in the video sequence.

In the problem above,I�@B�DC is continu-
ous. We may approximate the solution to the
problem by quantizingI�@B�DC and then apply-
ing DP to solve the approximate problem op-
timally [5]. Let ÷ be a finite subset of the non-
negative real numbers given by÷Ê
 îÏø ¨ÏN$µ$µ$µLN øÏù ð N (13)

with ødú 
�@Ãû�üM�ý5>7:9�C¥� ¦ . Then we haveI�@B�þ<J�rC�
�ÿ�IK@B�DCL< ?A@B�DCEF@B�DC � � ��� ��� N
(14)

whereÿ�I�@B�DC � � 
 »P¼}½ îdø á ÷�� ø�� IK@B�DC!ð µ (15)

Using this new definition ofI�@B�DC , we ap-
ply the DP algorithm in Eq. (12) to obtain the
optimal solution to the approximated prob-
lem. Finer quantization ofIK@B�DC leads to bet-
ter approximations to the optimal solution, at
the cost of more computation.

4. EXPERIMENTS

In this section we present experimental results
that will serve to illustrate the tradeoffs dis-
cussed in this paper. We consider the trans-
mission of the first frame of the foreman se-
quence in QCIF format with maximum de-
lay � 5>7!9 
	�d�� . In these experiments we
set ¦ 
 «     in Eq.(13). The video pack-
ets are produced by an MPEG-4 encoder op-
erating in Intra mode. We consider a set of
eight available quantization step sizes given
by ¸È
 î « N 
 N � N �� N «   N « 
 N « � N � �Ïð .We consider a wireless channel with
bandwith © 
��     ����� and additive white
gaussian noise with variance¦ ¨ © 
   µ ��� .The fading is modeled by a two state Markov
chain with state space� 
 î   µ � � N   µ  ®�Ïð . We
use a symmetric transition probability matrix
of the form¶§
 Û�� � � �� � � � Ý N (16)

with � 
J  µ � .
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By sweepingÖ in Eq. (8), we obtain the
convex-hull of Energy-Distortion operational
points. These results are shown in Fig. 3
for º 
 î �     N �$   OðP���$� ø , and constant rate
transmission at 100���$� ø and 300���$� ø . For
low video quality (high MSE), we choose to
transmit at low rates more often and the per-
formance of the variable rate curve matches
that of the 100����� ø curve. As the quality
improves (lower MSE), we need to transmit
more often at the high rate, thus the 300���$� ø
curve approaches the variable rate curve. In
the intermediate MSE region, the variable rate
strategy requires less energy than either of the
constant rate strategies.

The advantage afforded by the ability to
choose the channel rate per packet depends
greatly on the nature of the relationship be-
tween power and rate given by Eq. (3). For
example, when© is large with respect to the
transmission rate, this relationship is almost
linear in EF@B�DC . In this case, it is nearly op-
timal to transmit at the highest available rate
regardless of the channel state.
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Fig. 3. Convex hull of Energy-Distortion op-
erational points.

5. CONCLUSIONS

In this paper we have considered tradeoffs be-
tween transmission energy and image quality
in a wireless video transmission application.
Using a simplified model, we have solved the
problem of minimizing transmission energy
subject to quality and delay constraints im-
posed by the application. Quantizing the val-
ues of the waiting time results in an optimiza-

tion problem which does not grow exponen-
tially.

Extensions of the simple model con-
sidered here are currently under considera-
tion. In these extensions, we consider chan-
nel models that account for the variations in
packet transmission delay. In this manner, we
can provide a more realistic channel model.
We also consider situations where the trans-
mitter is allowed to wait before transmitting
a packet. In this manner, the transmitter in-
creases the waiting time for a packet in order
to transmit when channel conditions are more
favorable.
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