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Abstract

We present an algorithm for generating a binary search tree
that allows efficient computation of piecewise affine (PWA)
functions defined on a polyhedral partition. This is useful
for PWA control approaches, such as explicit model predic-
tive control (MPC), as it allows the controller to be imple-
mented on-line with small computational effort. The compu-
tation time is logarithmic in the number of regions in the PWA
partition. A method for generating an approximate PWA func-
tion based on a binary search tree is also presented, giving
further simplification of PWA control.

1 Introduction

Piecewise Affine (PWA) controllers arise naturally in various
applications, e.g. in the presence of constraints or as approx-
imations of nonlinear maps. In this paper we address the
problem of evaluating a PWA function. At first sight, this
may seem a trivial task, but when the function is complex, a
straightforward evaluation is computationally expensive. The
main motivation behind this work is the recent development
of explicit solutions to Model Predictive Control (MPC) prob-
lems, in which the solutions are complex PWA state feedback
laws. In [1] it was recognized that the linear MPC problem can
be formulated as a multi-parametric quadratic program (mp-
QP) and solved explicitly, with a PWA solution. An algorithm
to solve the mp-QP is also provided, however, a more efficient
algorithm is developed in [2]. An alternative solution strat-
egy is given in [3], where pre-determination of a small set of
sampling instants where the active set is allowed to change
gives a suboptimal solution, and in [4] based on a geometric
interpretation of the QP problem. Suboptimality of mp-QP is
also introduced in [5] by relaxing the optimality conditions,
and in [6], by imposing an orthogonal structure to the state
space partitioning. In [7] MPC problems with 1/co-norms
are formulated as multi-parametric linear programs (mp-LP)
and solved explicitly, while extensions to hybrid systems us-
ing multi-parametric mixed-integer LP (mp-MILP), can be
found in [8], and explicit robust MPC is treated in [9]. All of
these approaches lead to PWA state feedback laws. Evaluation
of PWA functions is also of interest with other PWA control
structures than explicit MPC control (e.g. [10, 11, 12, 13, 14]).

The most immediate way of evaluating a PWA function is to
do a sequential search through the regions representing the
PWA function (see Algorithm 1 below). For the case of ex-
act solutions to the mp-QP and mp-LP problems, the authors
of [15] propose a more efficient method regarding both search
time and storage by exploiting properties of the value function.
This method is however not feasible for more general PWA
function evaluation, and is still fairly time consuming since it
requires a sequential search. The evaluation of a PWA func-
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tion is similar to the point location problem [16, 17] which has
been subject to some research in the computational geometry
field. However, this research has been mainly focused on pla-
nar problems, and also a few treatments of problems in three
dimensions. These solutions are not suitable for the problems
faced when evaluating the PWA solutions to MPC problems,
which may have higher dimensions. The off-line mp-QP al-
gorithm of [1] has the property that a binary tree structure
could be generated while the mp-QP problem is solved, but
it is not obvious how to modify the algorithm so that the re-
sulting search tree will be balanced.

In this paper we present an efficient data structure for the rep-
resentation of PWA functions, in an effort to minimize the
time needed to evaluate the function. We also seek to mini-
mize the storage required by this data structure, although this
is considered of secondary importance. The proposed method
is general, in the sense that it does not have special require-
ments on the PWA function. Overlapping regions and holes in
the partition are handled by the method. The proposed method
gives evaluation times which are logarithmic in the number of
regions in the PWA function, while the storage required by
the data structure is polynomial in the number of regions. It
can also be used for evaluating piecewise quadratic as well
as piecewise nonlinear functions, as long as the functions are
defined on a polyhedral partition. Some preliminary results
were presented in [18]. We also present an algorithm for sub-
optimal evaluation of explicit MPC solutions that allows to
trade-off between the complexity of the search tree and the
optimality of the solution. Similar to the method of [6] the
algorithm uses an orthogonal partition to get highly efficient
on-line evaluation.

2 Explicit Constrained Linear MPC

Below we give a short description of linear MPC problems
and their explicit solutions. For more details, see [1, 7]. For
treatment of hybrid systems and the explicit solution of mp-
MILP, see [8]. Consider the linear system

2ir1 = Axy + Buy (D
yy = Cxy

where £; € R” is the state variable, u; € R™ is the input
variable, A € R"*", B € R"*™ and (A, B) is a controllable
pair. The output and the control input are subject to the bounds
Ymin < Yt < Ymazs Umin < Ut < Umag, Where Ymin <
Ymaz ANd Umin < Umaez. For the current z;, MPC solves the
optimization problem

N-1
J*(z¢) =  min ||$t+N||5 + Z (||~73t+k+1||f;2 + ||Ut+k||f)
Ut yeny Ut M —1 =0

@)

subject to xy; = z¢ and

Ymin S yt—i-k\t S ymaxyk = 17 JN
Umin < Uppp < umax;k =0, 5N -1



Tpptit = ATyqpe + Bugpr, k>0 €)]
ugym4k =0, k>0
Yerklt = CTyqpe, £ >0

Forp =2, ||z]|¥ = 2"Ez,Q = Q" >0, R=R" > 0 and
P > 0. Forp=1andp = oo, |[z||} = ||Ex||,. For ease of
notation, we will in the sequel skip the index ¢, and use u for
ug and x for ;. These problems can be reformulated as the
following multi-parametric programs:

1. p=2: (mp-QP)

min N UTHU + zTFU )

U=[u] ... “;T+M—1]

st. GU<W + Saz. 5)

2. p=1orp=oo: (mp-LP)

min rTU (6)
U=[uf ... uf 4 €T]7T
st. GU<W + Sz, (7)

where € is a vector of slack variables (see [7]).

Definition 1 A function u : X — R®, is piecewise affine
(PWA) if X = U X; C R", where X; are convex poly-
hedral regions with mutually disjoint interiors and u(zx) =

Hiz + k', Vz € X;.

In case of discontinuities over overlapping boundaries, namely
forsomed, j H'z + k' # H'z + k7 forz € X;NX; # 0, we
assume that u(z) is defined as one of the possible values.

The solutions to the mp-QP/mp-LP problems above are con-
tinuous PWA functions, which gives the control input as an
explicit function of the state, [1, 7]. We will in the next sec-
tion present an efficient data structure which allows very fast
evaluation of PWA functions.

3 On-line Search Tree

When a PWA controller is executed, the problem is to decide
which polyhedral region X; the current state x; belongs to,
and then compute the control input using the corresponding
affine control law. The most direct way of doing this is by the
following sequential search through the polyhedral regions of
the partition.

Algorithm 1 (Sequential search)

1i+1

2 whilex ¢ X; andi < n,

3 i+i+41

4 end (while)

5 ifi =n, +1, thenx ¢ X, (problem infeasible), termi-
nate.

6 evaluate the control input, u(x) = Hiz + k'

O

In the worst case Algorithm 1 checks every region (and ev-
ery hyperplane) in the partition. We want a method to find
the region to which a given x belongs by evaluating as few
hyperplanes as possible.

An efficient way to exploit the convexity of polyhedral sets is
to build off-line a binary search tree (for on-line use) where
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Figure 1: Partition and corresponding search tree

at each level one linear inequality is evaluated. Consider the
set of polyhedra { X1, X, ..., X, }, and the corresponding set
of affine functions {Fy, Fy, ..., Fx } defining an affine con-
trol law. Note that K < n, since several regions can have
the same control law. Let all unique hyperplanes defining
the polyhedra in the partition be denoted by af:c = b; for

Jj = 1,2,...,L, and define d;(z) = aJTa: — b;. Let the
index representation J of a polyhedron denote a combina-
tion of indexes combined with the sign of d;, e.g. J =
{1%,4%,6~} would mean that d;(z) > 0, dy(z) > 0 and
dg(x) < 0. Such a set obviously defines a polyhedron in
the state space, P(J). We can further define the set of poly-
hedral regions corresponding to 7 as the index set Z(J) =
{i|X; N P(J) is full-dimensional}. For a set Z of polyhedra,
we can also define an index set of corresponding affine func-
tions F(Z) = {k|F}, corresponds to X;,¢ € Z}. The ideais to
construct a binary search tree such that for a given x € X, at
each node we will evaluate one affine function d; () and test
its sign. Based on the sign we select the left or the right sub-
tree. Traversing the tree from the root to a leaf node, one will
end up with a leaf node giving a unique affine control law F.
The main challenge is to design a tree of minimum depth such
that we minimize the number of hyperplanes to be evaluated
to determine the solution. Of secondary priority, is the desire
to keep the total number of nodes in the tree at a minimum, as
this would decrease the on-line memory requirements.

Each node of the tree will be denoted by Ny, and we will use
a list U to keep the indices of the nodes which are currently
unexplored. An unexplored non-leaf node Ny will consist of
(T, T ), where Jy, is the index set (with signs) of hyperplanes
obtained by traversing the tree from the root node to Ny and
Zr, = Z(Jk)- An explored non-leaf node will contain an index
Jr to a hyperplane, while a leaf node will contain an affine
control law, Fj. See Figure 1 for an example of a simple
search tree. We will use the notation ’+’ for statements which
should be repeated for both "+’ and *—’. Let | - | denote the
number of elements in a set.

Note that Z(J U j*) C (Z(J) N Z(j*)), and that the dif-
ference between these two sets can be characterized by the
following lemma:

Lemma 1l Ifi € Z(J)NZ(G1) buti ¢ Z(JUGT), then X; is
split into two full-dimensional polyhedra by the hyperplane j,
ie. i € (J)NI(GT)NI(j™). The same result holds when
jT and j~ are interchanged.



Proof: Sincei ¢ Z(J Uj*) then P(J U +)NX; is not full-
dimensional. But since 1 € Z(J) and P(J) = P(JUj ) U
P(J Ujt) we have that P(J Uj~) N X; is full-dimensional,
and so is P(j )N X;, which implies ¢ € Z(j~) and completes
the proof. [

When exploring a node of the tree, the main goal is to re-
duce the number of remaining control laws as much as pos-
sible from the current to the next level of the tree. More
precisely, for a node Ny = (Zy, Jx), we want to select the
hyperplane jj, as argmin; max(|/F(Z;")],|F(Z, )|), where
Ifst = Z(Jy U j*). This does, however, require the computa-
tion of Iff for every j. Lemma 1 provides a computationally
efficient approximation of ;¥ as Z(J) NZ(j*). One can fur-
ther get the exact Zi by for each i € Z(J;) N Z(jt) NZ(j~)
solving the two LPs

;1611)1(1 +d; (), ®)

which decide on which side of hyperplane j does polyhedron ¢
lie. As the approximation can be used to select a few candidate
hyperplanes, there is only a small number of LPs which have
to be solved. We can now present an algorithm to build a
binary search tree:

Algorithm 2 (Build search tree)

T)and T(5~

1 Compute the index sets L(j ) for every j €

{1,...,L}.
2 The root node of the tree is initialized as N1 <
({1, ne}, 0).
3 The set of unexplored nodes is initialized as U <+ { N1 }.
4 Select any unexplored node Ny, € U and let U + U \

Ny.
5 Compute the approximations T(Jy) N I(j*) for
all j, and sort the hyperplanes by the quantity

max(|F(Z(J) N Z(H)I, IFZ(Tk) N Z(G7))))-

6 Compute (the exact) I,f = I(Jr U j*) for each
of the first n; elements of the sorted list of step 5
(See below for how nj; is selected). This is done
by solving the LPs (8) for each i € ZI(Jy) N
Z(T) N Z(j7). Select jy among these as jp =
arg min; max(|F(Z;7)|, | F(Z,, )]).

7 Complete the node as Ny, <— Ik, and create two child

nodes, N* + (T, 7, U j¥).
8 If|F(TF) L> 1, addNi toU. Else N* is a leaf node,
and let N

9 IfU #0, goto step 4, else terminate.

O

The computationally most expensive steps of this algorithm
are steps 1 and 6. In step 1, one has to determine for each
hyperplane, which side every region X; lies on. This can be
implemented by solving 2Ln,. LPs (8), which is computation-
ally expensive for large problems. If the vertices of every X;
are available, these LPs can be replaced by simple arithmetic
operations, giving considerably faster computation. If compu-
tation of the vertices is considered to expensive, one can for
each X; compute a set of points V;, such that X; C Conv(V;)
(Conv denotes the convex hull). Such vertices can e.g. be
found by using outer parallellotopic approximations as in [19].
Each of the 2Ln, cases can now be determined by simple
arithmetic operations, except when Conwv(V;) is split by a

hyperplane, when LPs still has to be solved. In step 6, one
also has to solve LPs to find the exact I,:f. The number
n; of hyperplanes which are checked in step 6 can be var-
ied to trade-off between the off-line time required to generate
the search tree and the complexity of the tree. In the exam-
ples of Section 5, n; has been chosen to be |japproz|, Where
Jappros = Ll max((F(Z(T) NZG)I, |FT(TINL())]) =
miny, max(IF(Z(J) N Z()l, [F(E(J) NZ ()} which
means that only hyperplanes which minimize the criterion in
step 5 are considered in step 6. To further decrease off-line
computation time, one can in step 5 consider only hyperplanes
corresponding to remaining polyhedral regions Zj, (e.g. j4 and
je for node Ns in figure 1). Moreover, hyperplanes defining
the boundary only between regions with the same control law
(as j2, 5 and jg in Figure 1) can also be disregarded in step 5,
as they are not needed to complete the search tree.

Often the best hyperplane j; from step 6 is not unique. Among
the set of hyperplanes which are best from the criterion in
step 6, one can further refine the selection. Consider

I min(max(|Z, |, 1Z;])).

2 min(|Z; |, ;) and min(|F(Z;)], |F(Z)D).

By considering the first of these additional criteria, one tries
not only to reduce the number of possible control laws from
one level of the tree to the next, but also the number of poly-
hedral regions in which the state z; may be. Reducing the
complexity between tree levels in this way, has in examples
shown beneficial results. The second criterion considers the
least complex of the two child nodes. By reducing the com-
plexity of this node, one can reduce the total number of nodes
in the tree. This will however not contribute to reducing the
depth of the tree. The next algorithm is used on-line to traverse
the binary tree (see e.g. [20]).

Algorithm 3 (Traverse search tree)

1 Let the current node Ny, be the root node of the tree.
2 while Ny, is not a leaf node

3 Evaluate the hyperplane d(x) = o™z —b corresponding
to Ny,.

4 Let Ny, be the child node according to the sign of d(x).
5 end (while)

- 6 Evaluate the control input u(z) corresponding to Nj,.
In general, the worst-case number of arithmetic operations re-
quired to search the tree and evaluate the PWA function is
(2n 4+ 1)D + 2nm, where D is the depth of the tree, m is
the number of inputs and n is the number of states. At each
node there are n multiplications, n additions and 1 compari-
son. Moreover, 2nm operations are required to evaluate the
affine state feedback of the leaf node.

Regarding memory requirements for the data structure, the
most efficient is to store each of these solutions in a table, and
give a pointer to an element in this table for each leaf node
in the tree. Similarly, there is only a small subset of all the
hyperplanes representing the regions X; which is used in the
search tree. Moreover, each of these hyperplanes are usually
used in several nodes of the tree. So the hyperplanes should
also be stored in a table, while using pointers to this table in
the non-leaf tree nodes. This would require each leaf node
in the tree to contain one pointer to a table of control laws,
while each non-leaf node would contain one pointer to a table
of hyperplanes, and two additional pointers to its child nodes.



4 Estimated Complexity of the Tree

This section will give an estimate of the depth and number of
nodes in a tree for a given problem size. Such an estimate has
to be based on how good the hyperplanes selected in step 6 of
Algorithm 2 are. This estimate is given for the case when we
want to find the exact region a state  belongs to without con-
sidering that several regions can have the same affine control
law.

In the best case we will in each node of the tree be able to
select a hyperplane which has half of the remaining regions
on each side. This will obviously give a tree where the depth
would be D = [log,(n,)] , and each hyperplane would be
stored once in the tree. Obviously this best case estimate
would not be possible for anything else than problems with
a very special partition. We can however give a more realis-
tic estimate. Assume that the hyperplane selected in a node

-7+
W < a,a € [0.5 1), where
a = 0.5 corresponds to the best case. Since |Zj| = n,. for the

root node, the depth of the tree would then be given by

Ny, has the property

npa®? = 1, ©)]

or equivalently,

In L 1
D= || =|_20r] (10)
Ina Ina
If the tree is ’full’, that is the depth is the same for all leaf
nodes, the approximate number of nodes in the tree is

Inng, In2

oD — ol -] gy e (11

In our experience, an « of % is a conservative estimate when
using Algorithm 2. This would give D = [1.7log, n,] and
the number of nodes would be n}7. However, regardless of
the size of «, the depth of the tree would be a logarithmic
function of n,, while the number of nodes would be polyno-
mial in n,..

Note that the complexity of the tree would be considerably
reduced in the case of explicit MPC solutions, where we can
stop dividing the tree when we know the affine control law
which is optimal, without knowing the exact polyhedral region
in which the state is. Moreover, the tree is usually far from
full’, so the estimate of number of nodes is conservative. The
examples in the next section therefore show a considerably
lower complexity than the given estimate.

5 Examples

In the examples of this section, Algorithm 1 is implemented
by storing each region in the partition, represented by its hy-
perplanes, and the corresponding affine function parameters.
Obviously this algorithm could be improved both in terms
of computational complexity and storage, e.g. by computing
unions of polyhedra where the affine control law is the same
(asin [21]).

Example 1 We have repeated the mp-QP example from [15]
and generated a search tree for comparison. Consider the
linear system 1

y(t) = () (12)

which is discretized with sampling time Ty = 1. The system
is subject to input constraints, —1 < u(t + k) < 1 and out-
put constraints, —10 < y(t + k) < 10. For the quadratic

case (mp-QP), an MPC controller is designed with N = 6,
Q = I1x4, R =0.01 and P = 0. The explicit PWA state feed-
back consists of 213 regions. Table 1 reports the comparison
between Algorithm 1, the algorithm from [15] and Algorithm
3 in terms of required storage and arithmetic operations to
compute the control input. The generated search tree has a
depth of 12, containing 1473 nodes. 674 unique hyperplanes
occur in the tree, and there are 59 different affine control laws
representing the PWA function. The off-line computations to
generate the tree was done in less than I minute, using Matlab
6.0 on a 1GHz Pentium III.

Table 1: Performance of search tree for mp-QP solution
| [ Alg. 1 ] Alg. from[15] | Alg.3 |

Storage (real numbers) | 9740 1065 1615
Storage (pointers) - - 2945
Arith. ops, worst case 20668 3489 116

O

Example 2 In [22] the authors gave a solution to a con-
strained optimal control problem, solving a traction control
problem using a hybrid model. This was formulated as an mp-
MILP, and solved explicitly. The resulting controller was a
PWA function consisting of 508 polyhedral regions, giving a
single control input as a function of 5 states. The performance
of using a search tree to represent this PWA function compared
to a sequential search is shown in Table 2. The search tree has
a depth of 12, and consists of 1139 nodes.

Table 2: Performance of search tree for mp-MILP solution

| [ Alg. 1] Alg.3 |
Storage (real numbers) 34776 1350
Storage (pointers) - 22717
Arithmetic ops. (worst case) | 68834 156

O
6 Approximate Search Tree

As the complexity of the explicit MPC solution increases, it
would be desirable to make a trade-off between complexity
of the search tree and optimality of the solution. An approxi-
mate solution should be designed to take maximal advantage
of the properties of the search tree presented in Section 3. The
method proposed below does this by only allowing orthogonal
hyperplanes in the tree nodes. This has two main advantages
for the tree complexity: 1) The storage required by each hy-
perplane is only two numbers, an orthogonal direction and a
position. 2) The on-line evaluation of each node is one com-
parison only. The complexity of this tree would be as in the
best case analysis of section 4. For the algorithm to terminate,
we have to require the underlying PWA function to be contin-
uous. The proposed method will give a solution which is pri-
mary feasible, while the error compared to the exact solution
is bounded. The following lemma will be used in the sequel to
enforce primal feasibility on the solution, by considering only
the first m components of the solution U ().

Definition 2 The orthogonal projection of the polyhedron
A1z + Asy < b onto the z-space consists of every x such
that there exists y with A1x + Asy < b.

Lemma 2 Let Gu < W + Sz be the orthogonal projection
of GU < W + Sz onto the (u,x)-space, where u € R™ are
the first m elements of U € RN™ . Consider a polyhedral
region X;, and let V.= {V1,..,Vp, },V; € R™ be a set
of points such that X; C Conv(V). Then Gu(V;) < W +
SV; Y V; € V implies that there exists U(z) with u(x) as the
first m components such that GU(x) < W + Sz V z € X,



Proof: Since Gu(V;) < W + SV; VV; € V we have that
Gu(z) < W+ Sz Yz € X; C Conv(V) due to convexity.
It now follows from the definition of the orthogonal projection
that for every z € X;; there exist U(z) with u(z) as the first
m components such that GU (z) < W + Sz. O

We will use

€abs = ;Iéaj(XHHZIU + kz - U*(x)”OO (13)

as a measure to how good an approximation i;(z) = H;x +k;
is in the region X;. The algorithm can be summarized as fol-
lows: Given a hypercube HC, split HC' into two hypercubes
HC— and HC™ by an orthogonal hyperplane. Find affine
control laws H~x + k~ and H+x + kT such the correspond-
ing errors e, and e, are minimized in each hypercube. It-

abs abs
erate on the position of the hyperplanes until ejbs ~ e, . The

reason we want e‘a'rbs R e, 1S that one of these errors is an in-
creasing function of the position of the hyperplane, while the
other is decreasing. So max(e:bs, €,ps) is minimized when
ez{bs = e If eaibs is below an a priori provided bound, the
hypercubes are kept as part of the approximate solution. Else,
keep dividing HC~ and HCT as was done with HC. Al-
gorithm 4 shows how a hypercube HC' will be split into two
parts by a hyperplane h.

Algorithm 4 (Split hypercube)

1 Select a hyperplane h which splits the hypercube HC
into two equal sized hypercubes, HC=.

2 Let V* be the set of vertices (which are easily com-
puted) of HC*, and let X g+ be a set of points. Ini-
tialize Xyo+ < V*E.

3 Find a primary feasible affine functionugc: = H¥z+
k* for HC*, which minimizes ||u o= (2;) —u* (23)|| 0o
forall z in Xgc+, by solving

min ot (14)

H* k* of
st ||H 2 + k% —u* (@)oo < 0T V 2; € Xpos
(15)

Gu(v;) <W+8Sv; ¥V v; € VT (16)

which can be formulated as an LP.

4 Find a set of points Xgco+ pey in HC* such that
||UHC’i (Z‘) - U*(x)”OO > a%’taz’ Vze€ XHC’i,ne'wy
where it . is the minimizing o™ from (14)—(16).

5 If Xuo- new = 0 and X g+ pew = 0 go to step 6, else
let Xpgo+ < Xpgox U Xpo+ pew 80 to step 3.

6 Leter, « aF. Ifles,, —efy,| < € where € is some
small tolerance, the best hyperplane has been found for
this axis-orthogonal direction. Otherwise move the hy-
perplane h accordingly to e, and el , form HC*

s abs’
and go to step 2.

O

The computationally most expensive part in Algorithm 4 is
step 4, which is equivalent to minimizing a PWA function.
This can be done by Mixed Integer Linear Programming
(MILP) and parametric-MILP as in [5], or by simply solv-
ing two LPs for each polyhedral region in the exact solution,
which intersects the hypercube. The LP (14)—(16) may not
have a feasible solution. We then split the hypercube into two
equal sized parts.

We present an algorithm to create an approximate search tree
below. An unexplored non-leaf node Ny, of the tree will con-
tain a representation of the hypercube corresponding to the
node, while an explored non-leaf node will contain an axis-
orthogonal hyperplane.

Algorithm 5 (Approximate search tree)

I The root node of the tree is initialized as Ny < (HCh),
where HC) is the hybercube in which the solution is to
be approximated.

2 The set of unexplored nodes is initialized asU < {N1}.
3 Select any unexplored node Ny, € U. LetU < U \ Ny,

4 For each axis-orthogonal direction o, find eqps(0) =
max(e,,,(0), el (0)) by applying Algorithm 4 and se-
lect the direction 0,p; = argmin, eqps(0). Let hy, be
the corresponding hyperplane, and H C,:ct be the two hy-
percubes generated by the split.

5 Complete the node as Ny, < (hy,) and create two child
nodes N* « (HCE), where V= is the vertices of the
corresponding hypercube.

6 Let €4, be the maximum allowed error. Ifeaibs (Oopt) >
€maz add NE toU.

7 IfU # 0, go to step 3, else terminate.
O

Example 3 We have tested Algorithm 5 on an example from
[5], where the system y(t) = 2(s — 1)/(s* + 25 + 5)u(t) is
sampled with T = 0.1s, and an explicit MPC controller is
computed for a time horizon N = 6 with input constraints,
—1 < wu(t) < 1. Because the hyperplanes generated by
this method are forced to be in axis-orthogonal directions, the
resulting controller will be complicated in parts of the state
space where the shape of the exact solution differs from the
axis-orthogonal directions. Often a linear transformation on
the state would be beneficial before applying Algorithm 5, and
in this case a rotation of the state space has been applied (x1
and x5 in the figures refers to the rotated coordinates). The
inverse transformation must of course be applied to the state
before traversing the tree on-line. The number of arithmetic
operations to traverse this tree is 2nm + D, as 1 compari-
son is needed to evaluate each hyperplane and 2n operations
are required to evaluate each element in the affine control law.
Moreover, n(n — 1) additional operations are required to per-
form the inverse linear transformation. The exact solution to
the mp-QP is shown in figure 2, while an approximate solu-
tion allowing eqps < 0.4 is shown in figure 3. Table 3 shows
the complexity of some approximate search trees compared to
a search tree generated by applying Algorithm 2 to the exact
solution. The approximate tree shows good performance in
terms of arithmetic operations/storage when the chosen maxi-
mum allowed error is not too low.

Table 3: Approximate search trees

[ eass | Depth [ Arithmetic ops. | Storage (numbers) |
0.1 14 24 640
0.2 7 17 220
0.3 5 15 136
0.4 4 14 80
[ Exacttree | 8 | 44 603
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Figure 2: MPC controller, exact solution with 73 regions

Partition of state space
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Figure 3: MPC controller, approximate solution with eqps = 0.4

7 Conclusions

We have presented a binary tree structure designed to give
very efficient evaluation of PWA functions. Our method gives
a PWA function evaluation time which is logarithmic in the
number of regions representing the PWA function. This al-
lows considerably faster PWA function evaluation than ex-
isting methods. As the explicit solutions to MPC problems
are (often complex) PWA functions, the method is expected
to widely increase the sampling rates by which MPC can be
applied. A method for generating an approximate solution to
explicit MPC giving further improved on-line performance in
terms of evaluation time and required storage is also presented.
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