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Abstract. This article investigates the Game-theoretic Rough Set (GTRS) model and its capability
of analyzing a major decision problem evident in existing probabilistic rough set models. A major
challenge in the application of probabilistic rough set models is their inability to formulate a method
of decreasing the size of the boundary region through further explorations of the data. To decrease
the size of this region, objects must be moved to either the positive or negative regions. Game theory
allows a solution to this decision problem by having the regions compete or cooperate with each other
in order to find which is best fit to be selected for the move. There are two approaches discussed in
this article. First, the region parameters that define the minimum conditional probabilities for region
inclusion can either compete or cooperate in order to increase their size. The second approach
is formulated by having classification approximation measures compete against each other. We
formulate a learning method using the GTRS model that repeatedly analyzes payoff tables created
from approximation measures and modified conditional risk strategies to calculate parameter values.
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1. Introduction

Probabilistic rough sets [28, 34] extend the original rough set model given by Pawlak in the early
1980s [19]. The major change is the consideration regarding probabilities of objects being in a set to
determine inclusion in approximation regions. Two probabilistic thresholds are used to determine the
division between the boundary-positive region and boundary-negative region. The decision-theoretic
rough set model calculates these thresholds based on minimum risk of a classification action [29, 32].
Minimum risk is derived from a set of loss functions: functions representing a users notion of classifica-
tion cost. We propose a game-theoretic rough set model that takes into account each models capability
for deriving thresholds.

A fundamental challenge exists pertaining to how the probability thresholds may change in order to
improve the performance of rough set classification. A decision problem is created when one realizes
that we cannot simply change thresholds in an arbitrary manner [9, 25]. Likewise, we cannot change a
users notion of risk without considering the ramifications of new risk beliefs will have in the application
domain. We must look at the data itself in order to gain insight on improving classification performance.
To this end, the Bayesian rough set model [21], parameterized rough set model [7], and the stochastic
dominance-based rough set approach [14] all have contributed to this end. In Reference [21], the authors
use a certainty gain measure to evaluate the performance of the model when new information is found. In
Reference [7], Bayesian confirmation measures are used to determine to what degree an object’s mem-
bership in an equivalence class gives to the likelihood of an object belonging to a set approximation. In
Reference [14], “inconsistent” data, or objects that clearly have preferable attributes values to others but
result in less-favorable classifications, are re-evaluated using the dominance relation. The game-theoretic
rough set model introduced here allows for the simultaneous consideration of multiple classification ap-
proximation measures in order to determine suitable values for loss functions or parameters.

Game theory is a powerful method for mathematically formulating decision problems as competition
between two or more entities [18]. These entities, or players, aspire to either achieve a dominant position
over the other players or collaborate with each other in order to find a position that benefits all [6]. To
formulate a decision problem in game theory, information regarding the players in the game (those with
a unique position to directly influence the decision), the actions that can be performed to influence a
decision, and the resulting payoff that is achieved signifying that a decision is nearer to being made [10].

In this article, we introduce game-theoretic rough sets. We make the connection that the parameter
optimization decision problem is highly similar to that of a competitive game. Since reducing the size of
the boundary region is our goal, we can formulate two different types of games with this model.

First, we consider when the two probabilistic thresholds are competing to reach the goal directly by
reducing the boundary region. The upper threshold must compete to decrease its value, as a decrease will
increase the positive region. The lower threshold must compete to increase its value, as this will increase
the negative region. A coalition can be formed between the two thresholds in order to achieve a level of
balance in region sizes.

Second, we consider when two classification approximation measures compete for dominance in a
game. The classification ability of rough set analysis can considered by observing values for accuracy,
precision, generality, etc [4]. In order to increase the classification ability of the system, actions in
modifying the conditional risk of classifying an object into a region can be increased or decreased. In
a game formulated in this manner, repetitive actions of modifying conditional risk lead to a learning
method to derive the thresholds based on a target measure value. In addition, we offer a learning method
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of deriving loss functions from the relationship between classification ability and risk.
The competition and cooperation of parameters pairs and approximation measure pairs give us insight

regarding the impact these simple concepts have on the decision support capability of rough sets. By
using game theory, we are able to model a solution to the fundamental decision problem created through
the use of probabilistic rough sets. The reduction of the boundary region is, however, restricted the
usability of the knowledge gained from the data. Simply reducing the size of the boundary region to the
point that is empty does not provide us with any increased certainty. In fact, the knowledge gained from
such a case would be less useful as it would be too general to provide any meaningful descriptions.

This article is organized as follows: Section 2 reviews some background information regarding game
theory and the two probabilistic models of variable-precision and decision-theoretic rough sets. Sec-
tion 3 formulates the game-theoretic rough set (GTRS) model designed to aid in the decision problem
mentioned earlier. Two approaches to competition are observed: competition between region parameters
and competition between classification approximation measures. Section 4 presents an application of the
model to time-series data. Section 5 concludes the article with further insights.

2. Background Information

2.1. Game Theory

Game theory [18] has been one of the core subjects of the decision sciences, specializing in the analysis
of decision making in an interactive environment. Many applications can be expressed as a game between
two or more players. Game theory is as an advanced problem solving technique that can be used in many
domains. Economics [17, 20], machine learning [8], networking [1], and cryptography [5] are just some
examples of it’s use.

The basic assumption of game theory is that all players are considered rational in terms of attempting
to maximize position of winning the game. Rational behavior more predictable than irrational behavior,
as opposing parties are able to determine other party’s strategies on the assumption will not knowingly
make their situation worse than before.

In a simple game put into formulation consists of a set of players O = {o1, . . . , on}, a set of ac-
tions S = {a1, . . . , am} for each player, and the respective payoff functions for each action F =
{¹1, . . . , ¹m}. Each player chooses actions from S to be performed according to expected payoff from
F , usually some ai maximizing payoff ¹(ai) while minimizing other player’s payoff.

Let us look at a classical example of the use of game theory: the prisoners’ dilemma. In this game,
there are two players, O = {o1, o2}. Each player has been captured by authorities in regards to a
suspected burglary. While being interrogated by the police, the prisoners each have a choice of two
actions they can perform: to confess and implicate the other prisoner for the crime, or not to confess to
the burglary, i.e. S = {a1, a2}, where a1 = confess and a2 = don’t confess. The payoff functions for
each action correspond to the amount of jail time that prisoner will receive. These payoffs are expressed
in Table 1, called a payoff table.

If prisoner o1 confesses to the burglary and implicates the other, he will serve either a maximum of
10 years in jail or serve nothing, depending on whether or not prisoner o2 confesses or not. If o1 doesn’t
confess, he will serve at least 1 year in jail or a maximum of 20 years. If both confess, they each serve 10
years. If neither confesses, they both serve 1 year. Clearly, without knowing the other’s action, a rational
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o2

confess don’t confess

confess o1 serves 10 years, o1 serves 0 years,

o2 serves 10 years, o2 serves 20 years,

o1 don’t confess o1 serves 20 years, o1 serves 1 year,

o2 serves 0 years, o2 serves 1 year,

Table 1. Payoff table for the Prisoners’ Dilemma.

player would choose to confess, as it provides the smallest maximum jail term as well as the smallest
overall term.

The above example demonstrates one of the strengths of game theory for aiding data analysis. It pro-
vides clarity to complex scenarios where multiple actions influence the outcome in a predictable manner.
The decision-theoretic rough set approach to data analysis is one such method where classification ability
is configurable by observing different values of conditional risk associated with an action. As we will
see in the game-theoretic rough set model, we utilize payoff tables similar to that above to organize the
strategies involved and for analyzing the results of these strategies for improving classification ability.

2.2. Probabilistic Rough Set Models

The traditional rough set model is often too strict when including objects into the approximation regions
and may require additional information [15], or require several approximations [3]. A probabilistic
model for rough sets can modify rough set regions in a universe. The first approach that we will look at
in-depth, variable-precision, makes use of given probabilities as parameters to produce the regions. The
second model, decision-theoretic, uses the cost of classifying an object either correctly or incorrectly to
determine the different regions.

2.2.1. Variable-Precision Rough Sets

The variable-precision rough set (VPRS) approach can be used in many areas to support data analy-
sis [13, 35, 36]. The VPRS approach improves on the traditional rough set approach by using bounds on
conditional probabilities [34]. Two parameters, the lower-bound ℓ and the upper-bound u, are provided
by the user or domain expert.

The parameter u signifies the least degree of conditional probability P (A∣[x]) to include an object x
with description [x] into a set A. This is called the u-positive region,

POSu(A) = {x ∈ A∣P (A∣[x]) ≥ u}, (1)

NEGℓ(A) = {x ∈ A∣P (A∣[x]) ≤ ℓ}, (2)

BNDℓ,u(A) = {x ∈ A∣ℓ < P (A∣[x]) < u}, (3)

That is, an object x is included in a set A if the probability, given its description, of it belonging to A
is greater-than or equal-to an upper-bound probability specified by the user. The positive region of a set
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A consists of all objects that meet this criterion. Likewise, the l-negative region NEGℓ(A) is controlled
by the lower-bound ℓ. An object x is included in a set A if the probability, given its description, of it
belonging to A is less-than or equal-to a lower-bound probability specified by the user. The negative
region of set A consists of all objects that, again, meet this criterion. The boundary region is now
potentially smaller in size since the u-positive and ℓ-negative regions increase the size of the positive and
negative regions. The ℓ, u-boundary region classifies all remaining objects.

The quality of classification is user-driven since the ℓ and u parameters are given by the user. An
expert provides values for these parameters based on their knowledge or their intuition [30]. An upper-
bound u set too low decreases the certainty that any object is correctly classified. Likewise, a lower-
bound l that is set too high suffers from the same outcome. The special case u = 1 and l = 0 results in
this approach performing exactly like the Pawlak model.

Similar to VPRS with symmetric bounds in the respect that it uses a single fixed threshold to deter-
mine regions, the stochastic dominance-based rough set approach [14] utilizes the dominance relation
instead of the indiscernibility relation to describe the relationships between objects. Classes are created
through the unions of sets that either dominate (objects having attribute values more favorable that those
in a lower class) or are dominated (objects having attribute values less favorable than those in an upper
class) themselves.

The parameterized rough set approach given in [7] determines regions through the concurrent use of
two pairs of parameters. The lower approximation is defined by those objects with conditional probabil-
ities greater than or equal to that of a threshold t and a resulting confirmation measure greater than or
equal to a selected threshold ® within the range of that particular measure. Likewise, the upper approxi-
mation is defined by those objects with conditional probabilities strictly greater than a threshold q and a
confirmation measure value greater than another threshold ¯, where t < q and ® ≥ ¯.

Even though the probabilities of each individual object are measurable from the data, inclusion of
these objects into regions depends on the user’s ability to correctly describe the region bounds. The
decision-theoretic rough set approach calculates region boundaries based on the cost of a classification
action, i.e. the loss incurred by correct and incorrect classifications, and thus, does not have this limita-
tion.

2.2.2. The Decision-Theoretic Rough Set Approach

Using the Bayesian decision procedure, the decision-theoretic rough set (DTRS) approach allows for
minimum risk decision making based on observed evidence. Let A = {a1, . . . , am} be a finite set of
m possible actions and let Ω = {w1, . . . , ws} be a finite set of s states. P (wj ∣x) is calculated as the
conditional probability of an object x being in state wj given the object description x. ¸(ai∣wj) denotes
the loss, or cost, for performing action ai when the state is wj . The expected loss (conditional risk)
associated with taking action ai is given by [29, 32]:

R(ai∣x) =
s∑

j=1

¸(ai∣wj)P (wj ∣x). (4)

Object classification with the approximation operators can be fitted into the Bayesian decision frame-
work. The set of actions is given by A = {aP , aN , aB}, where aP , aN , and aB represent the three actions
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in classifying an object into POS(A), NEG(A), and BND(A) respectively. To indicate whether an ele-
ment is in A or not in A, the set of states is given by Ω = {A,Ac}. Let ¸(a⋄∣A) denote the loss incurred
by taking action a⋄ when an object belongs to A, and let ¸(a⋄∣Ac) denote the loss incurred by take the
same action when the object belongs to Ac [25].

Let ¸PP denote the loss function for classifying an object in A into the POS region, ¸BP denote the
loss function for classifying an object in A into the BND region, and let ¸NP denote the loss function
for classifying an object in A into the NEG region. A loss function ¸⋄N denotes the loss of classifying
an object that does not belong to A into the regions specified by ⋄.

Taking individual can be associated with the expected loss R(a⋄∣[x])actions and can be expressed as:

R(aP ∣[x]) = ¸PPP (A∣[x]) + ¸PNP (Ac∣[x]),
R(aN ∣[x]) = ¸NPP (A∣[x]) + ¸NNP (Ac∣[x]),
R(aB∣[x]) = ¸BPP (A∣[x]) + ¸BNP (Ac∣[x]), (5)

where ¸⋄P = ¸(a⋄∣A), ¸⋄N = ¸(a⋄∣Ac), and ⋄ = P , N , or B. If we consider the loss functions
¸PP ≤ ¸BP < ¸NP and ¸NN ≤ ¸BN < ¸PN , and when ® > ¯, the following decision rules are
formulated (P1, N1, B1) [25, 29]:

P1: If P (A∣[x]) ≥ ®, decide POS(A);
N1: If P (A∣[x]) ≤ ¯, decide NEG(A);
B1: If ¯ < P (A∣[x]) < ®, decide BND(A).

where,

® =
¸PN − ¸BN

(¸BP − ¸BN )− (¸PP − ¸PN )
,

¯ =
¸BN − ¸NN

(¸NP − ¸NN )− (¸BP − ¸BN )
. (6)

The ® and ¯ values define the three different regions, giving us an associated risk for classifying an
object. When ® = ¯, we can simplify the rules (P1-B1) into (P2-B2) [29], which divide the regions
based solely on ®:

P2 If P (A∣[x]) > ®, decide POS(A);
N2 If P (A∣[x]) < ®, decide NEG(A);
B2 If P (A∣[x]) = ®, decide BND(A).

A rough set risk analysis component for a Web-based Support System [24] was created using these
minimum-risk decision rules as a foundation. Data mining [23], feature selection [27], information
retrieval [16], and decision classifications [11, 33] are just some of the applications in which the DTRS
approach has been successfully used.

Yao [29] has shown that the Pawlak and variable-precision approaches are derivable with the decision-
theoretic model when the ® and ¯ parameters take on certain values. Thus, the variable-precision model
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can be considered as an intermediate step when using the decision-theoretic approach for rough analysis,
albeit with different directions of focus. Yao [31] also identifies two semantic issues regarding the inter-
pretation of parameters and rules in probabilistic rough sets. Determining how much the loss functions
can change while maintaining sufficient classification abilities was recently formulated [25]. A learning
method for calculating loss functions has been provided [12] and is briefly covered in Section 3.

Similar to DTRS in the respect that they do not necessarily require actual parameter values from user,
Bayesian rough sets [21] determine region inclusion of objects by comparing the conditional probability
of a set given it’s description to that of the prior probability of the set itself. This approach is useful in
those situations where any improvements in certainty are beneficial, rather than specifying constraints
regarding the classification errors that determine the levels of certainty.

3. Game-Theoretic Rough Sets

Many applications or problems can be expressed as a game between two or more players, so that some
aspects of game theory can be utilized [18]. We proposed a game-theoretic rough set model [10]. De-
creasing the boundary region is the primary concern in this study. There are two ways to approach this
problem: decreasing the boundary region through competition between parameters and decreasing the
boundary region through competition between classification approximation measures.

3.1. General Model

Game theory [18] has been one of the core subjects of the decision sciences, specializing in the anal-
ysis of decision-making in an interactive environment. The disciplines utilizing game theory include
economics [17, 20], networking [1], and machine learning [8].

When using game theory to help determine suitable loss functions, we need to correctly formulate
the following: a set of players, a set of strategies for each player, and a set of payoff functions. Game
theory uses these formulations to find an optimal strategy for a single player or the entire group of players
if cooperation (coordination) is wanted. A single game is defined as,

G = {O,S, F}, (7)

where G is a game consisting of a set of players O using strategies in S. These strategies are measured
using individual payoff functions in F .

To begin, the set of players should reflect the overall purpose of the competition. In a typical example,
a player can be a person who wants to achieve certain goals. For simplicity, we will be using competition
between two players. The two approaches we discuss here are formulated in the same manner, but with
different idealogies concerning the direction in which the problem of decreasing the boundary region is
addressed.

First, decreasing the boundary region by directly manipulating the region sizes would lead to each
player representing one parameter (® and ¯). A set of players is formulated as O = {®, ¯}. Competition
between the two exposes possible strategies for decreasing the boundary region.

With improved classification ability as the other approach, each player can represent a certain mea-
sure such as accuracy (Á) and precision (Ã). With this in mind, a set of players is formulated as



274 J.P. Herbert, J.T. Yao / Game-Theoretic Rough Sets, Fundamenta Informaticae, 108(3-4):267-286, 2011

O = {Á, Ã}. Through competition, optimal values are attempting to appear for each measure. Al-
though we are measuring accuracy and precision, the choice of measures is ultimately up to the user
to decide. We wish to analyze the amount of movement or compromise loss functions can have when
attempting to achieve optimal values for these two measures.

Each parameter/measure from either approach is effectively competing with the other to win the
“game”. Here, the game is to decreasing the size of the boundary region. To compete, each parame-
ter/measure in O has a set of strategies it can employ to achieve payoff. Payoff is the measurable result
of actions performed using the strategies. These strategies are executed by the player in order to better
their position in the future, e.g., maximize payoff. Individual strategies, when performed, are called
actions. The strategy set Si = {a1, . . . , am} for any measure i in O contains these actions. A total of
m actions can be performed for this player. The strategic goal for Á would be along the lines of “ac-
quire a maximal value for approximation accuracy as possible”. Likewise, the strategy for ® would be to
“acquire as many equivalence classes from the boundary region as possible”.

3.1.1. Measuring Action Payoff

Payoff, or utility, results from a player performing an action. For a particular payoff for player i perform-
ing action aj , the utility is defined as ¹i,j = ¹(aj).
A set of payoff functions F contains all ¹ functions acting within the game G. In this competition
between accuracy and precision, F = {¹Á, ¹Ã}, showing payoff functions that measure the increase in
accuracy and precision respectively.

A formulated game typically has a set of payoffs for each player. In our approach, given two strategy
sets S1 and S2, each containing three strategies, the two payoff functions ¹Á : S1 7→ P1 and ¹Ã : S2 7→
P2 are used to derive the payoffs for Á and Ã containing:

P1 = {Á1,1, Á1,2, Á1,3}, (8)

P2 = {Ã2,1, Ã2,2, Ã2,3}, (9)

reflecting payoffs from the results of the three actions, i.e., ¹Á(aj) = Á1,j . This is a simple approach that
can be expanded to reflect true causal utility based on the opposing player’s actions. This means that not
only is an action’s payoff dependant on the player’s action, but also the opposing player’s strategy.

After modifying the respective loss functions, the function ¹Á calculates the payoff via approxima-
tion accuracy. Likewise, the payoff function ¹Ã calculates the payoff with approximation precision for
deterministic approximations. More elaborate payoff functions could be used to measure the state of a
game G, including entropy or other measures according to the player’s overall goals [4].

The payoff functions imply that there are relationships between the measures selected as players, the
actions they perform, and the probabilities used for region classification. These properties can be used to
formulate guidelines regarding the amount of flexibility the user’s loss function can have to maintain a
certain level of consistency in the data analysis. As we see in the next section, the payoffs are organized
into a payoff table in order to perform analysis.
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3.1.2. Payoff Tables and Equilibrium

To find optimal solutions for Á and Ã, we organize payoffs with the corresponding actions that are
performed. A payoff table is shown in Table 5, and will be the focus of our attention.

The actions belonging to Á are shown row-wise whereas the strategy set belonging to Ã are column-
wise. In Table 5, the strategy set S1 for Á contains three strategies, S1 = {−RP ,+RN ,+RB}, pertaining
to actions resulting in a decrease in expected cost for classifying an object into the positive region and an
increase in expected cost for classifying objects into the negative and boundary regions. The strategy set
for Ã contains the same actions for the second player.

Each cell in the table has a payoff pair < Á1,i, Ã2,j >. A total of 9 payoff pairs are calculated.
For example, the payoff pair < Á3,1, Ã3,1 > containing payoffs Á3,1 and Ã3,1 correspond to modifying
loss functions to increase the risk associated with classifying an object into the boundary region and
to decrease the expected cost associated with classifying an object into the positive region. Measures
pertaining to accuracy and precision after the resulting actions are performed for all 9 cases. These
payoff calculations populate the table with payoffs so that equilibrium analysis can be performed.

In order to find optimal solutions for accuracy and precision, we determine whether there is equi-
librium within the payoff table [6]. This intuitively means that both players attempt to maximize their
payoffs given the other player’s chosen action, and once found, cannot rationally increase this payoff.

A pair < Á∗
1,i, Ã

∗
2,j > is an equilibrium if for any action ak, where k ∕= i, j, Á∗

1,i ≥ Á1,k and
Ã∗
2,j ≥ Ã2,k. The < Á∗

1,i, Ã
∗
2,j > pair is an optimal solution for determining loss functions since no

actions can be performed to increase payoff.
Thus, once an optimal payoff pair is found, the user is provided with the following information: a

suggested tolerance level for the loss functions and the amount of change in accuracy and precision re-
sulting from the changed loss functions. Equilibrium is a solution to the amount of change loss functions
can undergo to achieve levels of accuracy and precision noted by the payoffs.

3.2. Competition Between Parameters

This approach requires that the game be formulated such that each player represents the region param-
eters ® and ¯. The actions these players choose are summarized in Table 2. They either increase or
decrease their actual probabilistic values by a small increment or decrement respectively. This will result
in equivalence classes from the boundary region moving to either the positive region (decrease of ®) or
negative region (increase of ¯).

Constants {c1, . . . , c3} represent a percentage of increase/decrease in the probabilistic values of ®
and ¯. For each action to be distinct and non-redundant, the following should hold: c1 < c2 < c3.
For example, given the configuration {c1 = 0.05, c2 = 0.07, c3 = 0.15} (an increase/decrease of 5%,
7%, and 15%) with initial values of {® = 0.75, ¯ = 0.25}, new possible parameter region values given
the selection of any action would be ® = {0.7125, 0.6975, 0.6375} and ¯ = {0.2625, 0.2675, 0.2875}.
We can see that using the same constants for increasing and decreasing ® and ¯ respectively results in
different magnitudes of growth. This gives an advantage to large initial values for either parameter since
higher probabilities are more likely to influence a larger number of equivalence classes.

Modifying a larger probability will have more of an effect regarding the amount of equivalence
classes being moved from from the BND region. This will have an adverse effect when trying to
increase the NEG region, as ¯ < ® will be the case in most, if not all situations. We must level the
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Table 2. The strategy scenario for decreasing the boundary region (winner-take-all). Each parameter can access
three actions differentiated by different values of a scalar c.

Action (Strategy) Method Outcome

®1 (↓®) Decrease ® by c1 Larger POS region
®2 (↓®) Decrease ® by c2

®3 (↓®) Decrease ® by c3

¯1 (↑¯) Increase ¯ by c1 Larger NEG region
¯2 (↑¯) Increase ¯ by c2

¯3 (↑¯) Increase ¯ by c3

playing field for all players through the use of normalized payoff functions. That is, we must formulate
the payoff functions in such a way that the magnitude in parameter change is indicative of the number of
equivalence classes that are moved from the BND region:

¹(®i) =
(∣POS∣′ − ∣POS∣)

(®− (® ∗ ci)) , ¹(¯i) =
(∣NEG∣′ − ∣NEG∣)

((¯ ∗ ci)− ¯)
, (10)

where ¹ is the payoff function for evaluating a given action, ∣POS∣ and ∣NEG∣ is the size of the current
positive and negative region, ∣POS∣′ and ∣NEG∣′ is the size of the new positive and negative regions
given the action will be executed, and ® and ¯ are the probabilistic parameter values. If ∣POS∣′ ≥ ∣POS∣
or ∣NEG∣′ ≥ ∣NEG∣, ¹ is a monotonically increasing measure with respect to the number of objects.
Likewise, if ∣POS∣′ ≤ ∣POS∣ or ∣NEG∣′ ≤ ∣NEG∣, ¹ is a monotonically non-increasing measure with
respect to the number of objects. For other monotonic measures dealing with certainty gain and cost, a
thorough review can be found in Reference [2]. We have now formulated competition between region
parameters in such a way that each player represents a parameter, a set of actions have been identified
in increase or decrease the parameter’s value, and a normalized payoff function that results in an equal
competitive footing for both players.

The winner-take-all scenario will result in only one parameter being modified. Forming a coalition
between the parameters (allowing for cooperation between them) can result in both parameters being
modified at the same time. This idea of cooperative game theory allows for a scenario that is very similar
to winner-take-all approach. However, an additional strategy must be formed and added to each player’s
strategy set. This extra action will allow for some sacrifice to be made in order to improve the other
player’s position to reduce the BND region further.

In the case of decreasing and increasing the parameters ® and ¯ respectively through the three actions
stated above, a fourth action to enable the increase of® and the decrease of ¯ will be considered, as shown
in Table 3.

This at first may seem non-constructive, since this action could result in a larger BND region - the
opposite of what we wish to achieve. However, this action exists in order to allow more equivalence
classes in the BND region to be available for movement to the other region. A sacrifice of some POS
region classes will make them available to be eventually classified in the NEG region, if needed.
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Table 3. The strategy for decreasing the boundary region (coalition). The original three actions are present with
an additional fourth action for each parameter.

Action (Strategy) Outcome

{®1, . . . , ®3} (old) Larger POS region, Smaller BND region
®4 (↑®) Smaller POS region, Larger BND region

{¯1, . . . , ¯3} (old) Smaller NEG region, Larger BND region
¯4 (↓¯) Larger NEG region, Smaller BND region

Again, we may use the same payoff functions as the winner-take-all scenario, with the addition of a
coalition function to evaluate the benefit of the fourth action:

¹(®4) =
(∣POS∣ − ∣POS∣′)
((® ∗ c∗)− ®)

− (∣NEG∣′ − ∣NEG∣)
((¯ ∗ c∗)− ¯)

, (11)

¹(¯4) =
(∣NEG∣ − ∣NEG∣′)

(¯ − (¯ ∗ c∗)) − (∣POS∣′ − ∣POS∣)
(®− (® ∗ c∗)) , (12)

where c∗ is the action for the respective parameter that is maximum of (c1, . . . , c3). The evaluation of
the fourth action results in the following decision on whether or not execute it:

¹(®4)

{
< 0 ® selects ®4, ¯ selects c∗

≥ 0 ®4 is not selected
, ¹(¯4)

{
< 0 ¯ selects ¯4, ® selects c∗

≥ 0 ¯4 is not selected
(13)

Essentially, the fourth action will only be selected if the other player truly benefits from an increased
size of the BND region.

3.3. Competition Between Classification Measures

In this approach, a game is formulated in such a way that each player represents a classification ap-
proximation measure, such as approximation accuracy (Á) and approximation precision (Ã). The actions
these players choose are summarized in Table 4. They either increase or decrease the conditional risk
by modifying the associated loss functions in (5). This, in turn, changes the sizes of the classification
regions.

For a particular payoff for player i performing action aj , the utility is defined as ¹i,j = ¹(aj). A
payoff is simply the benefit or cost each player acquires after performing a given action. A set of payoff
functions F is a set of all ¹ functions used to derive payoff within the game. In this competition between
accuracy and precision, F = {¹Á, ¹Ã}, showing payoff functions that measure the increase in accuracy
and precision respectively [10].

A game typically has a set of strategies Si for each player i. Given player 1 employs an accuracy-
seeking strategy within S1 and player 2 employs a precision-seeking strategy in S2, the two payoff
functions ¹Á : S1 7→ P1 and ¹Ã : S2 7→ P2 are used to derive the payoffs for Á and Ã containing:
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Table 4. The strategy scenario of increasing approximation accuracy [10].

Action (Strategy) Method Outcome

a1 (↓RP ) Decrease ¸PP or ¸PN Larger POS region
a2 (↑RN ) Increase ¸NP or ¸NN Smaller NEG region
a3 (↑RB) Increase ¸BP or ¸BN Smaller BND region

P1 = {Á1,1, Á1,2, Á1,3}, (14)

P2 = {Ã2,1, Ã2,2, Ã2,3}, (15)

reflecting payoffs from the results of the three actions, i.e., ¹Á(aj) = Á1,j [25]. This simple approach
can be expanded to reflect true causal utility based on the opposing player’s actions. A view of the
correspondence between players, strategies, and payoffs can seen in Table 5. It means that not only is an
action’s payoff dependant on the player’s action, but also the opposing player’s strategy.

After modifying the respective loss functions, the function ¹Á calculates the payoff via approxima-
tion accuracy. Likewise, the payoff function ¹Ã calculates the payoff with approximation precision for
deterministic approximations. More elaborate payoff functions could be used to measure the state of a
game, including entropy or other measures according to the player’s overall goals [4].

The payoff functions imply that there are relationships between the measures selected as players, the
actions they perform, and the probabilities used for region classification. These properties can be used
to formulate guidelines regarding the amount of flexibility the user’s loss function can have to maintain
a certain level of consistency in the data analysis.

The players, actions, and payoffs are organized into a payoff table in order to perform analysis, as
shown in Table 5. If one is interested in maximizing accuracy, all needed is to choose a suitable action
that fits with his or her acceptable risk.

Approximation accuracy (Á), is defined as the ratio measured between the size of the lower approxi-
mation of a set A to the upper approximation of a set A. A large value of Á indicates that we have a small
boundary region. To illustrate the change in approximation accuracy, suppose we have player Á taking
two turns in the competition. For the first turn, player Á executes action a1 from it’s strategy set. When
it is time to perform another turn, the player executes action a2. Ultimately, since the player’s goal is to
increase approximation accuracy, we should measure that Áa1 ≤ Áa2 . If this is not the case (Áa1 > Áa2),
the player has chosen a poor second action from it’s strategy set.

The second player, approximation precision (Ã), observes the relationship between the upper ap-
proximation and a set. In order to increase precision, we need to make ∣apr(A)∣ as large as possible. For
non-deterministic approximations, Yao [28] suggested an alternative precision measure.

In general, the two measures Á and Ã show the impacts that the loss functions have on the classifi-
cation ability of the DTRS model. Modifying the loss functions contribute to a change in risk (expected
cost). Determining how to modify the loss functions to achieve different classification abilities requires
a set of risk modification strategies.

There is a limit to the amount of change allowable for loss functions. For example, the action of
reducing the expected cost RP . We can reduce this cost any amount and rule (PN) will be satisfied.
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Table 5. Payoff table for Á, Ã payoff calculation (deterministic).

Precision (Ã) S2

↓RP ↑RN ↑RB

↓RP Á1,1, Ã1,1 Á1,2, Ã1,2 Á1,3, Ã1,3

Accuracy (Á) ↑RN Á2,1, Ã2,1 Á2,2, Ã2,2 Á2,3, Ã2,3

S1 ↑RB Á3,1, Ã3,1 Á3,2, Ã3,2 Á3,3, Ã3,3

However, the rules (NN) and (BN) are also sensitive to the modification of RP , denoted R∗
P . R∗

P must
satisfy R∗

P ≥ (RN −RP ) and R∗
P ≥ (RB −RP ). This results in upper limit of tmax

PP for ¸PP and lower
limit of tmin

PN for ¸PN [10]. Assuming that ¸PP ≤ ¸BP < ¸NP and ¸NN ≤ ¸BN < ¸PN , we calculate
the following,

tmax
PP ≤ ¸BP − ¸PP

¸PP
, tmin

PN <
¸PN − ¸BN

¸PN
. (16)

That is, tmax
PP is the tolerance that loss function ¸PP can have (tmin

PP for ¸PN ). Tolerance values indicate
how much change a user can have to their risk beliefs (loss functions) in order to maintain accuracy and
precision measures of < Á∗

1,i, Ã
∗
2,j >. In brief, when selecting a strategy, i.e., (↓RP ), the game calculates

payoffs by measuring the approximation accuracy and prediction that result from modifying the loss
functions ¸PP and ¸PN . The new loss functions, ¸∗

PP and ¸∗
PN are used to calculate a new expected

loss R∗
P . In order to maintain the levels of accuracy and precision stated in the payoffs, the user must

have new loss functions within the levels of tmax
PP for ¸PP and tmin

PN for ¸PN [25].
We will see in the next section that having this game repeat results in a sequence of loss function

modifications that optimize the classification region sizes for a given classification approximation mea-
sure.

3.4. Learning Optimal Parameters

Game theory can be a powerful tool for analyzing the relationships between classification ability and
risk. It could also provide a means for the user to change their beliefs regarding the types of decisions
they can make [9]. This can occur by changing their risk beliefs instead of the actual probabilities. This
is advantageous as many users cannot intuitively describe their decision needs in terms of probabilities.

3.4.1. Learning Procedure

The learning procedure utilizes game theory in conjunction with the DTRS model to aid in decision
making [25]. There are five steps to be performed [12]:

1. Game Formulation.

2. Strategy Formulation.

3. Payoff Measurement.
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4. Competition Analysis (repeated).

∙ Every time a loss function is modified, competition analysis must be performed on updated
measurements.

∙ New payoff tables are created after each learning iteration.

∙ Observation of the game within payoff tables and examining the relationships between the
actions undertaken and the payoffs associated with those actions.

5. Result Acquisition (repeated).

∙ This step is repeated so that the loss functions will be modified in a correct manner.

∙ The action selected is used to learn new values of loss functions.

∙ The result acquisition step interprets the results of the competition.

We must continually repeat Steps 4 and 5 in order for a given measure to be optimized by the loss
functions. Once Step 5 occurs (meaning that a suitable action has been chosen and recorded), we re-
calculate the payoff table to reflect new values that arise if more actions are performed. The actions
remain the same [12]. This repetition continues until the next action that should be performed exceeds
the acceptable levels of tolerance a user may have.

3.4.2. Repetitive Risk Modifications

Modifying the conditional risk changes the sizes of the regions. Doing so repeatedly allows for the
regions to change in size in order to reflect the learning of loss functions. Referring to Table 4, choosing
action ↓RP (decreasing RP ) will increase the size of the positive region [12]. Likewise, choosing action
↑RN , will decrease the size of the negative region. The last option, choosing action ↑RB will decrease
the size of the boundary region. Performing these actions repeatedly allows for the learning of loss
functions.

The repetitive modification of the conditional risk associated with a given action can be thought of as
a learning procedure. The new value for a loss function should exhibit a measurable change, dependant
on its previous value, the probability that an object will be classified into that region, and the amount of
classification ability changes.

3.4.3. The Parameter Learning Sequence

In order to find better values of classification approximation measures, we learn optimal values for loss
functions through the use of game theory. We choose a sequence of strategies that will result in an
increase in the classification approximation measure from the payoff tables. Recording these actions into
a sequence of choices can give us learning criteria for adjusting these loss functions [12].

Let Γ be the measure we wish to optimize and ¹(Γ) be the actual value of that measure given the
current conditions. A new loss function, resulting from the modification of the current value, given the
choice of action ai and classification into a set A, is as follows [12]:

¸∗
⋄P = ¸⋄P ± (

¸⋄P ⋅ P (A∣[x]) ⋅ (¹(Γ)− ¹(ai)
)
, (17)
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Table 6. Region sizes with changes in region parameters. c0 is initial value. As ® decreases, the POS region
increases in size. Likewise, as ¯ increases, the NEG region increases in size.

Region Size (% of universe)

Strategy Constant ® ¯ Á Ã POS NEG BND

↓® c0 = 1.0 0.75 0.25 0.56 0.35 34% 38% 28%

c1 = 0.05 0.7125 0.25 0.61 0.38 38% 38% 24%

c2 = 0.07 0.6975 0.25 0.62 0.39 39% 38% 23%

c3 = 0.15 0.6375 0.25 0.73 0.46 46% 38% 16%

↑¯ c0 = 1.0 0.75 0.25 0.56 0.35 34% 38% 28%

c1 = 0.05 0.75 0.2625 0.56 0.35 34% 38% 28%

c2 = 0.07 0.75 0.2675 0.56 0.35 34% 38% 28%

c3 = 0.15 0.75 0.2875 0.57 0.35 34% 40% 26%

where ⋄ = P , N , or B. The original loss function is changed by the proportion of the difference in
classification ability (¹(Γ) − ¹(ai)) multiplied by the expected cost (¸⋄P ⋅ P (A∣[x])). This allows for
gradual learning based on the significance of the objects and the degree of change in classification ability.
Referring to Table 4, if we wish to increase the size of the positive region, we would choose action ↓RP .
The corresponding modification into a A’s complement is given by [12]:

¸∗
⋄N = ¸⋄N ± (

¸⋄N ⋅ P (Ac∣[x]) ⋅ (¹(Γ)− ¹(ai)
)
. (18)

From Table 4, we could decrease either ¸PP or ¸PN . P (Ac∣[x]) is used since it has a loss function
that measures the cost of classifying an object into a set’s complement. This is done by solving either of
the following two equations [12]:

¸∗
PP = ¸PP +

(
¸PP ⋅ P (A∣[x]) ⋅ (¹(Γ)− ¹(ai)

)
, (19)

¸∗
PN = ¸PN +

(
¸PN ⋅ P (Ac∣[x]) ⋅ (¹(Γ)− ¹(ai)

)
. (20)

This learning method modifies an initial loss function according to game theory analysis. By select-
ing a suitable action in the payoff table, the change in between that outcome in the one previously is
scaled according to it’s influence on the overall classification ability.

4. GTRS Experiment Results

In this section, we will look at experiment results regarding the application of the GTRS model with com-
petition between parameters, competition between classification approximation measures, and learning
parameters from the data itself.
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Table 7. Region sizes with changes in conditional risk.

Region Size (% of universe)

Strategy Method ® ¯ ¸ Á Ã POS NEG BND

↓Rp Decrease 0.75 0.25 4.0 0.56 0.35 34% 38% 28%

¸PN 0.722 0.25 3.6 0.61 0.38 38% 38% 24%

0.673 0.25 3.06 0.65 0.41 41% 38% 21%

↑RN Increase 0.75 0.25 4.0 0.56 0.35 34% 38% 28%

¸NP 0.75 0.227 4.4 0.55 0.35 34% 37% 29%

0.75 0.198 5.06 0.53 0.35 34% 35% 31%

↑RB Increase 0.75 0.25 1.0 0.56 0.35 34% 38% 28%

¸BP 0.714 0.263 1.2 0.61 0.38 38% 38% 24%

0.685 0.276 1.38 0.66 0.41 41% 39% 20%

The data used is the stock market data from the New Zealand Exchange Limited (NZX). The NZX
data begins July 31, 1991 and ends April 27, 2000. This data set gives us a wide variety of testing
challenges in order to test our model. Data representing closing price, opening price, highest price
reached during the day, and lowest price reached during the day is present.

New conditional attributes that conveyed statistical properties of the data accumulated by looking at
the computational finance domain [22]. The following statistics were used in this study: Moving Average
Convergence/Divergence (MACD), Moving Average over a 5-day period (MA5), Moving Average over
a 12-day period (MA12), Price Rate of Change (PROC), and Wilder Relative Strength Index (RSI). The
decision attribute is the trend associated closing price of the next day, with values of either -1, 0, or 1.
The value 1 represents that the next day’s price is higher than that of the current date, -1 lower and 0 no
change.

4.1. Parameter Competition Results

Table 6 summarizes new region sizes (in total universe percentage) that result in changing region pa-
rameters given a chosen strategy. As we decrease ®, we see the size of the POS region increase. This
results in objects in the BND region moving into the POS region. In addition, we see increases in
both accuracy of approximation (Á) and approximation precision (Ã), with the largest increase occurring
when c3 = 0.15. Likewise, increasing ¯ results in an increase in the size of the NEG region from the
movement of objects from the BND region to NEG region, albeit at a much slower rate. Approxi-
mation precision is not affected and a very small increase in accuracy in noted due a small amount of
equivalence classes being attached to the NEG region when c3 = 0.15.

4.2. Measure Competition Results

Table 7 shows the progression of new region sizes (in total universe percentage) from changing loss
functions given a chosen strategy [12]. As we decrease ¸PN , we see the parameter ® decrease. This
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Table 8. Region sizes with changes in conditional risk.

® ¯ ¸PN ¸NP ¸BP ¸BN Á Ã

1 0 4 4 1 1 0.06 0.06

0.938 0 4 4 1.2 1 0.06 0.06

0.872 0 4 4 1.44 1 0.09 0.09

0.804 0 4 4 1.728 1 0.2 0.19

0.751 0 3.2 4 1.728 1 0.34 0.32

0.733 0.08 3.2 4 1.728 1.2 0.41 0.38

0.707 0.162 3.2 4 1.728 1.44 0.5 0.38

0.669 0.243 3.2 4 1.728 1.728 0.64 0.41

0.608 0.32 3.2 4 1.728 2.07 0.8 0.47

0.608 0.421 3.2 3.2 1.728 2.07 0.89 0.47

results in objects in the BND region moving into the POS region. Likewise, increasing ¸NP results in
a decreased ¯ and objects moving from the NEG region to BND region. The last strategy, increasing
¸BP , results in ® decreasing, ¯ increasing, and objects in the BND region moving into both the POS
and NEG regions.

The remaining two regions are decreased or increased when increasing or decreasing a region size
respectively. This is intuitive if one thinks that to increase the positive region, one may decrease the risk
associated with classifying an object into that region. A decreased risk will result in more objects being
classified to that region. Decreasing the risk of a correct classification will result in a increased risk of
an incorrect classification. This is a side-effect. That is, if ¸PN is lowered, ¸BP and ¸NP will increase
to some extent [12].

4.3. Learning Results

Table 8 shows the progression of learning procedure in determine suitable values for loss functions. A
goal of Á ≥ 0.85 is set for the game to attempt to reach. Initial values of ® = 1.0 and ¯ = 0.0 are
shown. During the first investigation of the payoff table, we find there is negligible difference for the
measures. The system therefore chooses to increase ¸BP as initiation. The system continues to increase
¸BP for the next two iterations. Approximation accuracy has increased from 0.06 to 0.20, with precision
increasing from 0.06 to 0.19 likewise.

The game theory payoff table then tells us that we should decrease ¸PN next, increasing accuracy
and precision to (0.34, 0.32). Once the system finds an increase to ¸BN to be beneficial (iteration 6),
we begin to see the parameter ¯ increase.

The final configuration of the system, once reaching above our original goal of Á ≥ 0.85, is the
following: ® = 0.608, ¯ = 0.421, ¸PP = 1.0, ¸PN = 3.2, ¸BP = 1.728, ¸BN = 2.07, ¸NP = 3.1,
¸NN = 1.0, Á = 0.89, and Ã = 0.47.

We saw the largest increases in approximation accuracy by modifying ¸BN or ¸BP , or the loss
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Figure 1. Learning loss functions vs Iteration, Measure.

incurred by incorrectly classifying an object into the boundary region when it in fact belongs in either
the negative or positive region. This is because a change in these costs influence both ® and ¯ values,
potentially allowing objects to enter positive and negative regions simultaneously. About one-third of the
strategies had negative payoffs from their execution (if they were chosen). In this particular application,
this can be thought of as a re-adjustment strategy.

5. Conclusion

We have proposed a formulation of the Game-theoretic Rough Set (GTRS) model. This model provides
a means to decrease the size of the boundary region through competition between both the set of region
parameters and a set of classification approximation measures. To do this, a game is formulated as a set
of players either competing against or cooperating with each other, a set of actions that each player can
execute, and definitions of suitable payoff functions for evaluating the outcomes of these actions.

In the first approach, each player is represented as a region parameter, which defines upper and lower
probability values. These values determine the minimum conditional probability that an object must
have in order to be included in the positive, negative, and boundary regions. To decrease the size of the
boundary region, objects within must be moved to either the positive or negative regions. This constitutes
a decision problem regarding which parameter to adjust. This decision problem is solved through the
evaluation of payoff tables populated with payoff functions. The parameters may work against each other
in order to increase their size, or form a coalition to help achieve some balance between the increases.

The second approach has each player represented as a classification approximation measure to maxi-
mize. We discussed the use of the classification approximation measures of approximation accuracy and
approximation precision, although other measures may be equally applicable. Actions performed in this
approach again consist of increasing or decreasing the size of the classification regions. This is achieved
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by modifying the values of decision-theoretic rough set loss functions within an acceptable range. We
formulate this process of acquiring new loss functions gradually through a learning process. Generally
speaking, an increase in risk for one classification action will result in a decrease in risk for other classi-
fication actions. We provide a parameter learning method using game theory that defines loss functions
according to an optimal value of classification ability.

New avenues of research are opened up by the formation of the GTRS model. The interpretation of
major challenges facing probabilistic rough sets with game theory offers us new insights into the compe-
tition and cooperation between measures, parameters, and conditional risk associated with classification.
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