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Message from the Organizers

Welcome to the fourth bi-annual Symposium on Document Image Understanding
Technologies (SDIUT). Over the past decade this symposium and its preceding
Document Image Understanding Workshops have attempted to bring together researchers
and research sponsors from government, academia and industry to explore trends in
document image analysis research and to identify the areas of primary interest in the
field. We have seen many topics addressed at many different levels, from OCR and page
segmentation to image matching, indexing and retrieval. The progress of the field is
evident in the evolution of specialized techniques and their applications to new and
interesting problems. It is clear, however, that many challenges remain, especially in
dealing with highly degraded and hand-written text, complex page layouts, and
multilingual documents. An ever-expanding number of domains and applications are
serving to drive interest in these problems and to bring new participants to the field. We
hope that this forum can provide a means for sharing new ideas and defining directions
for future work.

These Proceedings are intended to present a snapshot of the research and development
activities that are of most interest to our government sponsors. This year, we have over
27 presentations, posters and demos from a number of different government agencies,
academic institutions and corporations. We have seen an increase over the past several
years in two areas in particular. The first is evaluation. It is clear that many approaches
have evolved to the point where they are useful in a variety of applications. We need
effective ways to evaluate the results of different algorithms in different domains so that
we can determine if a given approach satisfies a given set of requirements, so that we can
choose the best approach for a given problem and identify the areas which need
improvement. A second area is multilingual document image analysis. In an ever
shrinking world, language continues to be a barrier that is not easily crossed. The
analysis of multilingual document images is essential to follow-on processes such as
indexing and retrieval or machine translation. Both of these areas are being addressed in
detail this year.

For those of you who are participating in this year's symposium, we hope you enjoy the
presentations and take an active part in the discussions, which develop throughout the
meeting. For those who are reading these Proceedings, we encourage you to follow up
with the authors and start dialogs about the problems you are trying to address. We feel
that this symposium is best viewed as a catalyst for more in-depth offline discussions.

In closing, I would like to thank Ms. Denise Best for her endless hours of work on the
facilities, registration, Proceedings and travel arrangements for our participants. As we
all know, the amount of work that goes on behind the scenes to make such an event run
smoothly is tremendous, and she has done a wonderful job.

Thank you for your participation.

The SDIUT '01 Organizers and Sponsors.
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Document Appliances in Practice

Kurt Piersol
Ricoh Silicon Valley, Inc.

Abstract

Ricoh has been creating document appliances, a class of device designed
for very low maintenance users. These dedicated network devices are
characterized by unattended operation, strict stability requirements, long
term high availability, a wide range of document inputs, and critical need
for document security and recoverability.

Various current limitations of OCR and other image understanding and
categorization software, as they apply to document appliances, will also be
described.

I'll also discuss some experiences with users of such systems (both
products and our research prototypes), and how the limitations imposed by
the appliance idea, and the automatic capture of documents, often conflict
with user expectations about document management. Unexpected uses
arise as well, which point to areas where further research may prove
useful.

Biographical Sketch

Kurt Piersol is the Chief Technologist at Ricoh Silicon Valley, Inc. He is the primary
designer of eCabinet, a networked document appliance. Previously, Kurt worked at Apple
Computer, Inc, where he served as the lead human interface designer on MacOS X,
designed the AppleScript scripting language, the AppleEvents distributed computing
system, and worked on other projects such as Hypercard, OpenDoc, the Macintosh
Finder, and the system toolbox. Before Apple, Kurt worked at Xerox on some of the first
commercial applications of object-oriented computing, as well as some of the first
commercially available aUI based systems. He is a graduate of the University of
Louisville's Speed School of Engineering.
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Document Appliances in Practice
Observations from deployment of a new kind of document system

Kurt Piersol
Chief Technologist, Ricoh Silicon Valley Inc.

kpiersol@rsv.ricoh.com

Abstract

For the last few years, Ricoh has been
developing document appliances, devices
which can unconsciously capture documents,
archive them, and make them available over a
network. There have been surprising obstacles
to their adoption, based on the preconceptions
of users and the work patterns to which they
have become accustomed. It appears that the
customary ways of talking and thinking about
documents and their management pose
significant barriers to the use of this kind of
device.

Introduction

Ricoh has been developing a new sort of
product, called a document appliance. These
devices, simply put, automatically archive
many of the documents appearing in an office,
capturing them as a side effect of normal work
tasks. The documents are then made
searchable and available through a web
browser. Most people, when they hear of such
devices, believe that they provide a significant
value. However, there are surprising obstacles
which arise as the devices are deployed, which
point out interesting research and development
problems.

Network appliances

The term network appliance has been used to
describe a very wide array of devices. For the
purposes of this paper, let's suggest that
network appliances are dedicated hardware &
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software combinations which have a well
defmed purpose and which are attached
directly to a network. For instance, a router
might well be considered a network appliance,
but a personal computer would not. A switch,
a network attached storage device, a wireless
access point, or a network attached webcam
would all fit into the definition, although a
general purpose computer performing the
same functions would not. An IP phone is a
network appliance, a telephony enabled PC is
not.

Appliances may be arbitrarily hard to install,
but tend to require little maintenance or
administration once in place. This is quite
similar to the situation of various home
appliances. Refrigerators, stoves, and home
theater systems are all fairly difficult to install,
but most people would refer to them as
appliances.

Another characteristic of an appliance is that it
a user, in general, need not make extensive
preparation in order to use one. Also, long
term discipline is not required to get benefit
from the appliance. One needn't activate a
food extraction protocol in order to obtain a
soda from a refrigerator. Using a stove is as
simple as activating the burner and placing a
pan atop it.

A document appliance

Ricoh has been working to extend the idea of
network appliances into a.new area, that of
document storage and retrieval. A document



appliance would be a network attached device
which accepts documents from a wide array of
sources, and then makes them available in a
simple way to users.

Normal document management techniques
involve having a person consciously insert
documents into a repository, attach keywords
or other content information, and choose a
location in which the document will reside.
Security restrictions are also placed on the
document.

Such techniques clearly violate several of the
principles of appliance design. Significant
preparation and long term discipline are
required to get benefits from such systems.
Constant administration and maintenance are
required. Typically, the software for such
systems is installed on a general purpose
operating system, and the maintenance and
administration overhead of such systems is
added to the cost of the total system.

Ricoh's attempts to address these issues
resulted in a research project known as the
Infinite Memory Multifunction Machine, or
1M3 (pronounced 'I-M-cubed'). This prototype
system was attached to receive documents
from a copier which had been modified to
retain images of every document which was
copied. The goal was the unconscious capture
of the copied documents. The images were
then processed using optical character
recognition, and then indexed using full text
indexing techniques. The documents could be
retrieved from any web browser, using a
simple search interface.

The prototype was very successful, and
provided valuable data to product
development process which resulted in the
Ricoh eCabinet product. This product
extended the original idea to more kinds of
device, including scanners, network printers,
fax machines, and regular PCs and email
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servers. Security and backup, relatively minor
considerations of the 1M3 project, were
significantlyextended and refined in eCabinet.

Observations

As we have deployed document appliances in
the field, a number of interesting facts have
emerged. Examined independently, each
observations seems relatively innocuous.
Taken in combination, though, the
observations have interesting implications.
The observations themselves are based on
watching customer focus groups,
conversations with customers at installed sites,
and field service calls. As such, the
observations are not at all quantitative.
However, the author and several of his
colleagues have made similar observations
over a period of three years, and these may
prove fruitful areas to do some quantitative
research in the future.

People don't have as many documents as
they imagine.

Research on the 1M3, as well as field
deployments of eCabinets, have shown that a
typical person produces about 8 documents
each day, aside from email. This number is
relatively consistent across different kinds of
user in different facilities. A 20 person work
group produces about 50,000 documents per
year, including every copy, fax, scan, and
print job. In general, users are extremely
skeptical of this number, and consistently
overestimate their requirements.

People don't trust search engines to find
specific documents

Most users we talk to about eCabinets are
familiar with search engines, such as Google,
Excite, AltaVista, and so on. They are
generally convinced that they can find
anything they need on the web by using such



search engines. However, almost no one
believes that this same technology will allow
them to find their own documents. This
appears to be based on an expectation that the
set of documents produced in their own office
closely resembles the mix which is produced
by the internet at large. Thus, they imagine
huge numbers of 'false positives' to wade
through to fmd a specific document.

People believe that they can manage their
own documents

Most people we talk to have a persistent belief
that in the near future, they will somehow free
enough time to thoroughly organize all of the
important documents in their life, and will
afterwards be disciplined enough to maintain
this careful organization.

People want to hide documents

People have a strong desire to have documents
secured from prying eyes. In general, they are
convinced that most of their documents are
quite private, and should be hidden from
unauthorized users. If asked for details about
how this should be done, almost no one can
define a rule which would decide which
documents were interesting and private.

People do not believe that other people can
effectively manage documents

When asked, most persons will tell. you that
most documents are lost because they are put
in the wrong place, by someone else. If asked
for details, they generally note that particular
individuals are the source of most problems,
and that these individuals simply 'cannot
follow the system'. If pressed further, most
will admit that the individuals are probably
capable of implementing the organizational
system, but do not agree on the necessity of
compliance.
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People believe that documents can be
automatically categorized

If asked whether it is possible to automatically
'file documents into the correct place', most
users say that it is. They have never seen such
software, but they believe that it can be done.

People are not willing to expend effort in
advance to make documents easier to find
later

This is a well known trade-off that a fairly
small percentage of the population can
successfully make over time. It applies to
documents as it applies to health matters,
savings, and any number of other areas
requiring long-term disciplines.

People generally confuse location with
categorization

Librarians have long noted that the location of
a document has only a relatively small
correlation with the categories into which a
document falls. Cross reference systems and
taggings of various kinds have provided
solutions to the worst of these problems. The
notion of applying tags to documents appears
to be unsatisfying to many users, though. It is
difficult to coax many people to speak in
terms of tagging documents with category
information. Instead, they prefer to think in
terms of location. Even worse, they have
trouble even talking about documents being in
more than one location.

OCR engines often miss particularly
important data

OCR engines have interesting properties
which are not necessarily well suited to the
needs of a document appliance. In particular,
the most important terms for searching in



business documents are proper names, digit
strings, and serial numbers. OCR engines
often trade off accuracy on these terms for
general word accuracy. For example, the
dictionary checking often done by OCR
engines, where low confidence words are
checked against a dictionary, often introduces
errors into proper names which might
otherwise have been recognized. Often, the
errors introduced are sufficient to defeat
simple transposition checks or I character
variance checks. In an appliance, where
human interaction with each document is
proscribed, this represents a serious obstacle.

Full text summarization is often confusing

Automatic summarization of documents, using
relevance ranking, does not seem to help users
recognize the document. After attempting to
use this summarization, we switched to a short
excerpt from the front of the document.
However, this method has a serious
disadvantage when standardized forms are
used, because the initial excerpt is often
exactly the same from one form to the next. In
an appliance, this presents difficulties because
the summaries are not generated by humans.
No obvious method of detecting
summarization patterns across large document
sets, which is both computationally tractable
and not prone to bias from the initial
document set, is known to us.

Combinations

Now that we've listed our innocuous facts,
let's take a look at how they interact. Several
interesting sets of conflicts arise, some based
on inconsistent belief sets, some based on
technical limitations.

The conflict about filing

Everyone believes that they can manage their
own documents, but that others cannot. A
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common story is one our team has come to
call the 'life cycle of the file server'. In the
story, the file server is nicely organized with a
few categories when it is first brought on line.
As time passes, people create new categories
because they are either unaware of the existing
ones or cannot decide where to put documents
in the existing structure. Eventually, there are
so many aspects to the structure that no one
can handle it, and the file server becomes
rapidly disorganized. Once this occurs, usage
drops off as people move their working
documents to a new, well organized file
server. After a certain period of time, the
unused file server is archived to a backup tape,
and the now unused contents are erased and
the space is reused for anew, pristine file
server setup. The backup tape is placed on a
shelf, and its location forgotten.

Historians may recognize this as a classic
'tragedy of the commons' situation. Many
people regard it as unspoken common
knowledge. People regard it as almost
inevitable. Filing, as an organizing technique,
doesn't scale very well. If multiple people are
involved, the required discipline tends to
exceed human capacity.

This 'story' may also suggest that,
fundamentally, people cannot agree on how
documents ought to be categorized. The fact
that new categories inevitably arise is an
integral part of the story. This is a very
interesting notion, because it suggests that
users unconsciously understand something
they will not directly admit, that there is no
'correct' place to put documents.

Interestingly, many people appear to believe
that machines will be able to do this where
other humans cannot. This would suggest that
most users have an expectation that computers
are controllable in ways that people are not.
The possibility that multiple machines might



have conflicting rules does not appear to occur
to them.

The conflict about security

People seem to believe that it is possible to
secure documents automatically, even though
they cannot themselves imagine how it might
be done. This idea may be related to the
widely held notion mentioned above, that
computer systems are inherently controllable.

It is interesting to note that many people seem
to believe that the security problem is one of
categorization. They constantly talk in terms
of the device 'understanding' the document
and successfully placing it into the 'correct'
category. Categories of documents appear to
be the preferred method of expressing ideas
about security. One seldom hears a user
talking about the security needs of an
individual document. Users can usually decide
immediately if another person should see a
document, but may have a hard time deciding
into which category it falls. Nonetheless,
almost all speech about security involves
document categories, not individual
documents.

Appliances vs. direct management

Appliance operation precludes some kinds of
cleanup and human interaction which are
integral parts of existing document
management technique. It may not be feasible
to build appliances which can be used as
replacements for traditional document
management systems. Document
understanding technology might be able to
remedy some of these issues, but it currently
does not address them. For example, the
observations noted above with document
summarization, OCR accuracy tradeoffs, and
automatic categorization are all problems in
this area.
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Difficult but not insoluble problems

These conflicts suggest a need for further
work. I would make the assertion that Ricoh,
at least, has not produced a metaphor for
discussing document appliances that makes
sense to ordinary people. Further, as
appliance-like computing becomes more
prevalent, this will become a problem for
other companies and organizations as well.
There are fundamental problems with how we
speak and think about documents, which may
well preclude adoption in certain
environments.

The observations indicate that the new
metaphor, whatever it is, needs to resolve
issues about categorization, security, and
group interactions. Filing, tagging, and simple
full text retrieval all appear to have problems
with either internal consistency or with user
satisfaction.

This is not to say that there are no technical
problems to be overcome. Several issues
examined in this paper may have feasible
technical solutions. Certainly, ordinary users
believe that they ought to be solvable by
technical means.

In the [mal analysis, thinking and talking
about understanding documents implies that
we have something to do with that
understanding. It is not yet clear that we have
a working model of the kinds of understanding
that will solve user problems.
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Filling the Shelves of the Digital Library:
A mass of books for a mass of users

Maria Bonn
University of Michigan

The Making of America is a digital library of about 10,000 19th century
volumes (3,000,000 pages) that have been converted to digital form. The
conversion of the MoA volumes is both a preservation effort and an
attempt to make the content of these volumes more accessible to a wide
variety of users. This talk will discuss the library principles behind MoA,
the low-level conversion treatment applied to the volumes, and the
possibilities for further and more sophisticated conversion. It will also
report on uses and users of MoA and speculate on some ways in which
document analysis technologies could better meet library needs.

Biographical Sketch

I am the Head of the Scholarly Publishing Office at the University of Michigan
University Library, an office charged with exploring and developing the possibilities for
electronic publishing in an academic setting. I have worked for several years with the
UM Digital Library Initiative, an organization that works extensively with encoded text,
OCR and other tools that promote text retrieval. I have just finished two years as the
project manager on the Making of America IV, a project that digitized and put online
about 7500 19th Century books in an eighteen-month period.
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Line by Line Script Identification
Document Image Understanding Technology 2001

Carson Cumbee
Department of Defense

Abstract
A method is introduced to quickly recognize the script ofa line ofmachine printed text auto

matically segmented from a document image. This method normalizes the line of text, turns the
image into a series ofvectors, quantizes those vectors and performs an n-gram analysis on the
quantized results. It takes roughly nvo seconds for the analysis ofa full page of text and is 86.6%
accurate in determining the nature ofeach line of text for the given test set of13 scripts.

1.) Introduction

Script identification is a useful preprocessing step in automatic document recognition. Most
optical character recognition (OCR) technologies are trained to recognize one set of scripts, so if
it becomes necessary to OCR a set of unknown documents with many different scripts, script
identification can successfully route those documents to the appropriate OCR technologies. Sev
eral techniques have been presented to deal with whole page classification of scripts. Hochberg et
al. [I] , used a template matching algorithm based on the connected components found on a page
of text. The templates were formed by clustering together similar components and assigning a
reliability number to each template. Components in an unknown document would then be com
pared to this set, and the script which accumulated the highest score would then be declared the
script for the page. Spitz [2] used topological features (principally concavity location) derived
from components to group scripts into an Asian class and a European class, and used a further set
of features to determine the language of the document. Recently [3], Verizon/BBN has demon
strated the utility of considering document images as a collection of lines of text. They adapted
their speech recognition system to OCR by considering a line of text as a sequence of vectors, and
applying hidden markov models (HMM) to analyze the image's contents.

Many documents also contain a mix of scripts, typically a foreign language and English
(Latin) script. In these more complicated images, it is useful to find regions of text that contain
only one type of script. This paper outlines such a method based on classifying the script of each
individual line of text in a machine printed document.

2.) Line detection

One of the core issues with line by line script id is the detection of the lines in a document
image. The results in this paper were derived from a technique that links connected components
in an image to their nearest horizontal neighbor, and then iteratively merges these segments until
all of the connected components on the line are found. This technique is proprietary but is similar
to the technique found in Liang et al. [4].
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3) Normalization

Once the region of the image with the line of text is cropped out of the image, it is deskewed
by finding the best fit line through the pixels. After deskewing the line, a horizontal histogram is
produced, and only the middle 95% of this projection is kept as figures 1 and 2 illustrate. This is
to help normalize the line of text against spurious strokes, and help align the baseline of the
scripts. Experience has shown that this recognition technique is very sensitive to the vertical
alignment of text.

middle 950/[ com arl
Figure 1: Horizontal histogram

comoarlson
Figure 2: Cropped image

•
The last normalization procedure is to downsample the image to make it 8 grayscale pixels

tall, and to retain the aspect ratio. Each column of pixels is now treated as a vector, and the series
of vectors that constitutes the image is the starting point for the script identification. Figure 3
shows the downsampled image where each pixel column should be thought of as a vector with 8
elements which are the pixel values.

c rl n I

4.) Quantization

Figure 3: Downsampled image

The set of vectors that represent the line are vector quantized, so a line of length N vectors
would now be represented as N quantization values. The results described in this paper are for
quantization to 64 unique codes. Quantization itself is done by finding which of 64 quantization
vectors is closest to the unknown vector (by euclidean distance). Figure 4 illustrates this process.
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quantization vectors

29 06 17 18 17 41 45 00

Figure 4: coded values from assigning closest quantization vector to each column of
pixels

63

These quantization vectors were created by taking training data and using k-means clustering
to find 64 centroids. Figure 5 shows the original downsampled image on top and the bottom
image is the recontruction by the quantization vectors.
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Figure 5: Original downsampled image top, compressed image on bottom

5.) N-Gram analysis

The sequence of codes that represent each line of text are now considered as bytes, where each
byte contains the code's value from 0 to 63. This byte sequence is scored by analyzing 3-8 byte
long windows. These n-grams slide along the sequence of bytes one byte at a time and increment
a weight found in a hash table. Scores are accumulated by a weight associated with each n-gram
and each language type. The script with the highest accumulation is the classification result. This
can be expressed as argmax(Wg) where W is the weight matrix (each column representing an n-
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gram and each row representing a script type) and g is the n-gram vector from a given line, where
each element is the observed n-gram count.

Figure 6 shows "glyphs" created by the observed 8-grams in the Latin text lines. These were
created by collecting the 8 quantization vectors together for observed 8 gram sequences. There
are also corresponding images for 7 through 3-grams. Given an unknown line of text each n-grarn
is matched in near linear time to one of the n-grams representing these glyphs and accumulates
weights represented by this n-gram (all of the weights in figure 6 are Latin 1.0).

Figure 6: A sampling of the glyphs represented by the 8-grams from Latin

There are various methods of setting the weights in W. The accumulation operation is essen
tially a linear operation and hence several different weighting schemes can be used (linear support
vector machines, log-odds weighting, trigonometric methods [5], and information based methods
[6]). The following simple formula was used to set weights for this experiment.

~ .LGii
J i

~(~J.~GiJ
J 1

Wj is the n-gram weight for script j, G jj is the normalized frequency of n-gram G in line i of
script j, Nj is the total number of lines of script j. All of these weights are between 0 and 1. The
majority of them are in fact 1. This happens when the given n-gram is observed in only one script.
It should be noted that only n-grams occurring in more than one line of a particular script were
used. While this method has not been shown to improve results, it does cut memory usage by a
factor of 10 with only negligible effect on accuracy.

6.) Results

The average overall line by line accuracy was 86.6 %. The average page took 2 seconds to
process on a 866 Mhz. Pentium 3. An additional experiment was performed for whole page script
classification. This was done by concatenating all of the lines on a page. There were no whole
page errors on this data set. Table 1 shows a confusion matrix with percent accuracy. As
expected Cyrillic and Latin have strong confusions and Chinese and Japanese have strong confu
sions. It should be noted that many characters overlap between these scripts and a single line of
text may in fact contain only characters found in the other script.

The algorithm was run against images collected at Los Alamos National Laboratory. This set
contained images in the 13 scripts shown in table 1. All but one of the 195 train/test documents
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were used. One document was thrown out because line finding could not find any lines on it. In
the Los Alamos whole page classification experiment [1], there were also no errors. For purposes
of this paper, the corpus was divided into two sets of 97 pages each, one for training and one for
testing, then vice versa. The results of these two independent tests were then averaged and pre
sented here. The accuracy of line finding on these images was not checked by hand. It is not cer
tain that each line found on a page was indeed a line of text but whatever image came out of the
line finding process was included in the training and testing. This ambiguity is a source of error in
these experiments.

Table 1: Confusion matrix

Percent accuracy, normalized horizontally total script
lines

99 0 0 0 0 0 0 0 0 0 0 0 0 1112 Amharic

3 87 0 3 0 1 1 1 2 2 1 0 0 598 Arabic

1 1 93 0 0 1 0 0 0 1 0 1 0 839 Armenian

1 2 0 85 1 0 1 1 1 2 2 0 2 723 Burmese

0 1 0 1 80 1 1 0 0 9 6 0 0 964 Chinese

1 0 1 0 0 90 0 1 0 0 0 6 1 998 Cyrillic

0 2 0 3 0 0 89 0 1 2 1 0 0 856 Devanagari

1 0 1 1 1 3 2 84 0 0 1 5 1 923 Greek

4 1 0 0 0 0 0 0 90 2 1 0 1 1148 Hebrew

0 2 0 1 3 1 0 0 1 88 3 0 0 733 Japanese

1 2 0 3 4 1 1 0 2 13 72 0 1 811 Korean

0 0 1 1 0 6 0 0 0 0 0 92 0 855 Latin

6 2 2 1 0 2 0 1 5 2 1 0 77 1288 Thai

Table 2 shows that the longer the line is the more likely it is to be classified correctly. Short
lines are often not deskewed correctly, are poorly aligned, and do not contain as much information
as longer lines. The line lengths are for the downsampled image in which a typical character is 8
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pixels wide. If a segmented line has more than 25 characters this method is over 96 percent accu
rate.

Table 2: Accuracy Versus Line Length

line length
percent of percent

range in
pixels

all lines accuracy

13 - 50 8.04 52.03

51 - 100 13.50 71.93

101 - 201 25.33 90.27

201 - 300 23.99 96.55

301 - 1500 28.04 96.37

7.) Future work

This method may be extended to the identification of language, font, and handwriting script
identification. It could also be applied to speech applications such as language and speaker iden
tification. It is not obvious what exactly is the best weighting method. The author has developed
some iterative optimization techniques that are useful for adapting the weights to errors, but they
have not shown improvements in this experiment.

Feature vector selection is also important and should be reinvestigated. The crude features
used for this report are sensitive to the vertical alignment step described in section 3. It may be
beneficial to use a finer downsampling method, especially in extensions to other types of recogni
tion.

Experience has taught that using more quantization levels doesn't help script identification
significantly, but it would probably help in other uses. The biggest obstacle this method faces is in
the actual line finding and vertical alignment. Noise and graphics cause problems for the line
finding method used for this paper and columns of text also frequently cause problems. The hori
zontal histogram for short lines of text are often poor indicators of the baseline.
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Abstract

This paper describes a new technique
for converting gray scale document images
into binary images for Optical Character
Recognition (OCR). The new algorithm
computes a histogram ofall pixel intensities,
which is then modeled with a Sum-of
Gaussian (SOG) representation. Domain
knowledge ofimage quantization and spatial
subsampling is used to define methods for
estimating the number and parameters ofthe
underlying Gaussian models. This unique
algorithm provides both image binarization
and spatial resolution expansion in a single
integrated process. A goal-driven
evaluation is used to measure performance
of the new algorithm. Binarized images are
input to OCR software to perform text
extraction. The OCR character accuracy
obtained using this method is compared to
the accuracy obtained by binarizing and
expanding images using existing algorithms
from the current literature.

1. Introduction

Image binarization is the process of
transforming a multi-level input image to a
new bi-level image; one in which each pixel
intensity is represented by a single bit
variable with a value of either 0 or 1. Multi
level gray scale images may be represented
by a single discrete value, with the range of
possible values determined by the number of
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bits used for representation. Alternatively,
multi-level images may be represented by a
vector of values, such as the 3-dimensional
vector typically used to represent pixel
intensities in color images. This paper
considers binarization algorithms that
transform digital images with a discrete set
of pixel values (n-bit precision ---7 2n values)
into a corresponding output image where
each pixel is represented by a single bit
value. In this paper we will consider
discrete gray scale images only, the
algorithms may be extended to process color
pixel values in future work.

The intended use of this algorithm is the
extraction of text from gray scale images for
input to automated OCR software programs.
Most OCR software programs only have the
ability to process binary images, however
some newer commercial products process
gray scale or color input images [l].
Converting from gray scale or color to
binary allows input to a broader range of
OCR programs and may provide an
alternative to a less effective binarization
process included with a specific OCR
software program.

Images of text should contain a
significant percentage of pixel values that
correspond to regions of textual characters
in the image scene and other pixel values
that correspond to regions of background in
the image scene. For the domain of



document images, the background regions
correspond to the near-uniform color of the
document paper and the text regions
correspond to regions where ink has been
added to the page. An essential observation
is that when the spatial resolution of an
image is low, a significant percentage of
input image pixel regions may correspond to
both text and background along the borders
of text characters.

2. Background

be calculated either globally [5] or within
local regions of the image [6, 7, 8].

Typically, a threshold is selected such
that all pixels in the input image with gray
scale values at or above the threshold are
defined to be background pixels in the
output image and pixels below the threshold
are determined to be text pixels. Figure 1
illustrates the application of a threshold
(Tval = 128) to transform gray scale pixel
values to binary pixel values in the output
Image.

Several techniques have been used to
perform image binarization, and a survey
and evaluation of prior work has been
provided by Trier [2]. Techniques intended
for rendering image graphics for human
viewing, such as those that employ dithering
[3], are not appropriate for the intended use
of this algorithm and will not be considered
further.

The algorithm presented in this paper is
most closely related to algorithms in the
second class, so the most significant of these
are presented in the following:

1. Bernsen's Method [6]: This algorithm
finds the maximum pixel value, JR, and
minimum pixel value, It, within a
subregion of the image. A threshold
value is computed as follows:

Values of -0.2 for k and a subregion
size of 15xl5 are suggested in [2].

Tval = (JH-JL)/2 } if(JH-JL»l (I)
Tval= ~ e~e

2. Niblack's Method [7]: This algorithm
calculates the mean, u; and standard
deviation, 0; of pixel values within a
subregion of the image. A threshold
value is computed as follows:

where the value of l defines a maximum
tolerance on the variation in pixel
values (thus indicating the presence of
text). Otherwise, the threshold is set to
the minimum to assign all input pixels
the value for background.

(2))1 + koTval

Prior work on image binarization for text
extraction can be divided into two classes of
algorithms. Algorithms in the first class use
spatial derivative information to classify
output pixels as either text or background.
These algorithms determine rising and
falling edge pixels in the input image using
the spatial derivatives, then classify all
pixels between the falling and rising edges
as text [4]. These techniques only work well
when there is sufficient spatial resolution
and image contrast.

Algorithms in second class determine a
direct transformation of the input gray scale
pixel values to the output binary value.
These methods typically calculate statistics
of the image in the form of a histogram of
gray scale pixel intensities. This histogram
is used as a model of the Probability
Distribution Function (PDF) for gray scale
pixel intensity values. The histogram may
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Figure 1. Binarization of image with bi-modal histogram using a threshold of 128

3. Chow and Keneko's method [8]: This
algorithm tests the histogram from non
overlapping input image subregions for
bi-modality (two dominant peaks as in
Figure I) and models the histogram with
the sum of two Gaussian distributions. A
threshold is computed for all regions that
are determined to be bi-modal. For
regions that are not bi-modal, a threshold
is interpolated from the thresholds of
surrounding bi-modal regions. The
individual thresholds are smoothed to
eliminate outliers.

4. Taxt's Method [9]: This algorithm is
similar to Chow and Kenko's algorithm
as it attempts to approximate the
histogram of non-overlapping image
subregions with the sum of two Gaussian
distributions. However, Taxt's method
uses an Expectation-Maximization (EM)
algorithm to converge an initial guess of
the Gaussian model parameters to the
estimated solution and solves for the
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output binary pixel values usmg the
quadratic Bayes' classifier.

The limitation of previous methods is that
their model of two Gaussian distributions is
inadequate for accurate description of the
underlying physical process of gray scale
image formation. One solution to this
problem is to extend the representation by
modeling the histogram with a larger
number of Gaussian distributions.

3. The New Binarization Technique

This new algorithm is similar to the
algorithms in class two as it attempts to
model the histogram of pixel values with a
sum of Gaussian distributions. The
probability distribution function, f(z/cfJ) of
the gray level intensity values of the input
image (or a subregion of the image) is
modeled by a sum of several individual



underlying Gaussian distribution functions
as defined below:

m

f(zl¢)= Lak!(zl¢k)' xE9\d (3)
k=1

where, m and d are known positive integers
for the number of Gaussian models and
number of color channels respectively, the
ak are LaGrange multipliers, and f{Z/¢k) are
the m individual underlying Gaussian
distribution functions. Each of the Gaussian
models is defined by its parameters ¢k. The
gray level Z at any location x,y in the input
image is defined as Z = I(x,y).

Prior approaches [8, 9] attempt to model
the PDF of gray scale images with the sum
of only two Gaussian distributions (i.e. m =

2 and d = 1). One Gaussian distribution
corresponds to the text regions and another
to the distribution of pixel values of
background regions. These previous
methods only work well when the histogram
is clearly bi-modal, as shown in Figure 1.
However, individual gray scale pixel values
do not always simply correspond to areas of
background or text in images of low spatial
resolution. Pixels at the borders of
characters will correspond to regions of both

text and background. In cases of low spatial
resolution, the histogram is more closely
represented by the image and uni-modal
histogram shown in Figure 2.

The new method differs from previous
approaches by modeling the global image
histogram with the sum of five Gaussian
distributions (e.g. m = 5 in eqn. 3). The
new method also doubles both the horizontal
and vertical spatial resolution of the output
image. Therefore, there are four
corresponding binary pixels in a 2x2 region
of the output image, I'(x, y), for each gray

scale pixel in the input image. Each of the
five Gaussian models corresponds to the
number of text pixels in the four new pixels
of the spatial resolution expanded output
image. There may be m = 0, 1,2,3, or 4 text
pixels in the corresponding 2x2 region of the
output image, and the distribution of each of
these cases is modeled by a Gaussian
distribution with parameters ¢k. The overall
composite model probability distribution
f(z/¢) is therefore the sum of the individual
underlying Gaussian distributions f(z/¢,J
scaled by its LaGrange multiplier ak.

(a) Original Image
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Figure 2. Binarization of image with urn-modal histogram using a threshold of 128
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The task of estimating the parameters of
five Gaussian distributions is
computationally demanding. This requires
the calculation of five separate means and
variances. Additionally, four LaGrange
multipliers are required. Prior methods use
EM to perform the search for five
parameters required for two Gaussian
models [8]. This algorithm uses domain
knowledge in two heuristic search methods
to find the five Gaussian models used in the
binarization process (or possibly provide an
initial state for EM in future work). The two
heuristic search methods are defined below.

A) Two-Peak Method

We assume that the background pixels
create a dominant peak in the histogram.
After fmding the maximum value of the
histogram, it is assumed that almost all
of the points above this peak should
belong to the Gaussian model for
background pixel values. The histogram
values above the dominant peak are used
to calculate an estimate of the variance
for the background Gaussian model.
This is done by creating a new
distribution by reflecting the values
above the peak below the peak. The
maximum value, mean, and variance of
this distribution provides the model for
the pure background (!(z/C/Jo), the model
for zero output text pixels and lX(), its
LaGrange multiplier). The estimated
model parameters are used to calculate
the first Gaussian model, which is then
subtracted from the total histogram to
allow estimation of the remaining
models.

To find the second peak, the remaining
histogram is multiplied by an
exponential function of the distance
from the first peak, creating a weighted
histogram to emphasize peaks that are
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farther away from the first peak. The
search for a second maximum is
restricted to points from the histogram
value of zero up to one standard
deviation below the dominant peak, as
determined in the procedure above. The
maximum of the remaining weighted
histogram defines the mean and
LaGrange multiplier of the second
model (f(Zj¢4), the model for four output
text pixels). The variance is found by
reflecting the remaining values in the
histogram below this second peak in an
analogous manner to the method used to
calculate the variance for the first peak
above. As before, this model is
subtracted from the total histogram for
the remainder of the processing.

Having modeled and removed the pure
background and text models, the
remaining histogram is estimated by a
uniform distribution. This uniform
distribution is then modeled by three
Gaussian distributions with means
evenly spaced between the means of the
upper and lower peaks. The variance
and LaGrange multipliers for the three
Gaussian distributions are assumed to be
equal and are selected to force the sum
of three Gaussians models to be equal to
the uniform distribution at the peaks and
at the midway points between the peaks.

B) One-Peak Method

The one-peak method begins by finding
and modeling the main peak in the same
manner as the two-peak method defined
above. The remainder of the histogram is
estimated by a uniform distribution.
Lower bounds of the uniform
distribution are determined by the first
occurrence of a count above Yz the
average value of the remammg



histogram. This uniform distribution is
then modeled by four Gaussian
distributions with means evenly spaced
between the main peak and the lower
bound of the uniform distribution. The
standard deviation and LaGrange
multipliers for the four Gaussian models
are assumed to be equal and are selected
to force the sum of the four Gaussian
models to be equal to the uniform
distribution at the peaks and at the
midway points between the peaks.

The sum of the five individual Gaussian
models found in the two heuristic search
methods above provides two separate
composite histogram models. Each of the
two composite histograms is compared with
the input histogram, and the method with the
lower error is selected. The error is
computed as the sum of absolute differences
between the modeled and the input
histogram at each gray scale level in the
histogram.

The five underlying Gaussian
distributions of the selected composite
model correspond to the distribution
functions of the five possible numbers of
text pixels in the corresponding 2t2 region
of the output image. Therefore, for an input
gray scale pixel value z = I(x,y), the model
with the highest value at z determines the

number of text pixel values in the four
output pixel values as defined below:

4

N(x,y) =MAX(ak!(z'¢k)) (4)k=O

A method is required to determine the
location of the k text pixels in the 2x2 region
of the output image, except in the trivial
cases of four or zero output text pixels. This
new method uses an estimate of the pixel
value from the original image. Four linear
predictors, one for each distinct location in
the 2x2 array of output pixel values, are
used to predict the text pixel locations. The
four separate 3rd order, 2-dimensional
predictors are defined as follows:

- I(x+a,y)+.7·I(x+a,y+b)+I(x,y+b) (5)
~ix,y) 3

The four predictors are defined for the
possible combinations of a =±l;b =±1.

The final step is to combine the number
of text pixels, k, with the four predicted
values from Equation 5. The k predictors
with the lowest value are assigned the bit
value for text and the 4-k remaining pixels
are assigned the background value. Figure 3
illustrates the use of these predictors to
assign binary pixel values in the output
image.

I(x,y) I'(x,y)

Figure 3: Transformation from input gray scale to output binary image
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Figure 4. Binarization of image with bi-modal histogram using a Gaussian modeling

In Figure 3, the gray scale value of I(x,y),
the center pixel in this example, is input to
Equation 4 to determine the number of text
pixels in the 2x2 output region I'(x,y). The
eight surrounding pixels are used in the four
linear predictors to calculate the 2x2 array of

prediction values in I(x,y). These determine
the actual locations of the k output text
pixels (in this example, k=1). The
application of this new method of Gaussian
modeling to the input image of Figure 1 is
illustrated in Figure 4.

4. Results

To evaluate the effectiveness of the new
Gaussian modeling approach it is compared
to a number of different binarization and
resolution expansion techniques from the
current literature. Different methods are
used to transform a large set of gray scale
images to output binary images. The output
binary image is then processed by
commercial OCR software [1] to create a
transcript file of the recognized text. A
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common set of OCR performance metrics
are used to evaluate the binarization
performance by comparing the OCR output
with manually edited ground truth files for
each of the images.

The first metric used for evaluation is the
Normalized Edit Distance (NED). The
difference between the total number of
characters in the ground truth and the total
number of errors (sum of insertion, deletion,
and substitution errors) is calculated, then
divided by the number of characters in
ground truth. The Character Accuracy Rate
(CAR) is defined in the same manner as the
NED, but ignores insertion errors. The
Word Accuracy Rate (WAR) is the
percentage of words in the ground truth that
appear correctly in the OCR output. Finally,
the Non-StopWord Accuracy Rate
(NSWAR) is the percentage of "important"
words in the ground truth that appear
correctly in the OCR output. Finally, the
processing time for execution is measured
on a Sun Ultra 2.



Method NED CAR WAR NSWAR Time
(%) (%) (%) (%) (s)

Niblack 28.0 29.1 12.5 4.7 13
Replication-Niblack 58.5 58.6 39.2 29.9 95

Spline-Global Niblack 78.1 79.8 65.6 56.7 150
Gaussian Modeling 80.9 82.6 70.4 61.4 65

Spline-Niblack 83.3 83.5 72.0 65.1 158
BSA-Niblack 85.6 87.0 76.7 70.6 12300

Table 1: Image Binarization performance on 59 gray scale document images.

The test data set consists of cropped
regions of text from the University of
Washington data set. The images are clean
and from the domain of scientific journal
articles. The source images are at lower
resolution than the original data set, having
been printed and rescanned at 75
pixels/inch. The test images were cropped
from originals to ensure that all text occurs
in a single column format. This reduces the
probability of error from the automated
character accuracy measurement tools. This
test set contains 59 cropped images
containing 128,984 Latincharacters.

In the evaluation of Trier [2], Niblack's
method was found to perform the best on a
very limited test set. Therefore, the
performance of Niblack's method was
evaluated using the test images at their
original spatial resolution was evaluated.
These same images are processed by the
new Gaussian modeling technique.

Because the new Gaussian modeling
algorithm combines spatial resolution
expansion with binarization in a single
integrated process, it is unfair to compare
against other binarization algorithms without
expanding the image spatial resolution as
well. The performance of Niblack's method
was also evaluated after resolution
expansion of the gray scale input image
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using pixel replication, usmg BSA
expansion [13], and using bicubic spline
interpolation. In all cases above, the spatial
resolution was increased by two in both
dimensions to correspond with the
expansion provided by the Gaussian
modeling approach.. Finally, Niblack's
method was applied globally after bicubic
spline interpolation, to evaluate how much
benefit was provided by the local adaptation.
Results of these experiments are
summarized in Table 1.

5. Conclusions

These tests show that enhancing the spatial
resolution of the 75 pixel/inch input images
provides a significant improvement to all
character and word accuracy measurements,
even when simply replicating pixel values.
The most significant improvement is
provided by the new Gaussian modeling
approach or by using Niblack's method after
bicubic spline interpolation or BSA
expansion. Of these methods, the BSA
algorithm requires an excessive amount of
processing time for large images. Small
gains above the Gaussian Modeling
approach (in both character and word
accuracy) may be obtained by combining
bicubic spline interpolation and Niblack's
method. However, this improvement is



gained at the expense of over twice the
computation time. Additionally, much of
the improvements in Niblack's method may
be due to its adaptive nature, as illustrated
by the drop in performance of Niblack's
method when applied globally. Overall, the
new Gaussian modeling method provides a
significant improvement with a reasonable
amount of processing time.

Several opportunities exist for improving
the existing approach of Gaussian modeling.
First, the two composite histogram models
created by heuristic methods could be
further refined using EM techniques.
Second, the algorithm is fast enough to be
implemented on a moving window of the
image. This would make the algorithm
adaptive to local changes in background
level (similar to Niblack's method). Finally,
features already extracted from the image
histogram could be used to select a number
of morphological image post-processing
steps to enhance the output binary image.
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Abstract

Image resolution expansion becomes increasingly
important in restoration of text and document images.
In order to take advantage of the text image properties
such as bimodal, and smooth in background and
foreground with sharp transitions only occurring at the
edge, an algorithm, called bimodal-smoothness
average (BSA) method, was recently developed by
Thouin and Chang and has shown success in low
resolution expansion of text images. In this paper, an
alternative version of the BSA method, referred to as
bimodal-smoothness-Gibbs-Markov random field
(BSGMRF), is presented. It replaces the average score
function used in BSA with 27 cliques derived from the
Gibbs-Markov random field. Each of these 27 cliques is
a triplet with each component assigned by either black,
gray, or white. They are particularly designed to
capture transitions occurring in the 4-neighbor
connectivity in text images. These 27 cliques provide
possible resolution expansion for a given low resolution
text image. Since the cliques only allow certain patterns
to occur when a low resolution image is expanded, the
resulting expanded image generally has clean
background compared to the gray background obtained
by the BSA method. During initial experiments on a
small number of images, BSG performed slightly better
than BSA using OCR accuracy as a measure.
Additional experiments need to be conducted to
determine if there is a measurable improvement.

1. INTRODUCTION

Enhancement of text images continues to be an
important research area in both the document and video
recognition fields. Restoring text from video
surveillance imagery is often crucial to law
enforcement agencies. Digital video compression
algorithms can benefit from successful text resolution
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expansion techniques. In order to derive an effective
method of expanding low-resolution text images we
must custom design algorithms that can take advantage
of the text image properties such as bimodal, and
smooth in background and foreground with sharp
transitions only occurring at the edges. An algorithm,
called bimodal-smoothness-average (BSA) method,
was recently developed by Thouin and Chang in [I] to
capture these characteristics and has shown success in
low resolution expansion. In this paper, we present an
alternative version of the BSA method which replaces
the average score function (A) used in the BSA method
with a set of 27 cliques that are derived from the Gibbs
Markov random field (GMRF). The proposed method,
referred to as bimodal-smoothness-Gibb-Markov
random field (BSGMRF), has two advantages over the
BSA method. The average score function used by the
BSA was designed to preserve the property that the
averaged gray-level resolution of an expanded block
from a pixel of a low resolution text image equal to the
low gray level resolution of the pixel. The BSGMRF
takes a different view point. Since a text image
generally has text on a white background, there are only
certain transitions which may occur within a 3x3
neighboring window. In order to describe this
characteristic statistically, the GMRF model was first
proposed in [2] where 27 cliques were constructed.
Each of these 27 cliques is a triplet with each
component assigned either black, gray, or white. They
use particular patterns of white-gray-black
combinations to provide possible resolution expansion
for a given low resolution text image. Another
advantage is that by means of the 27 cliques the
BSGMRF-expanded image generally has clean
background compared to the gray background obtained
by the BSA method. As a result, the OCR accuracy is
slightly better than that achieved by the BSA method
despite that the images produced by both BSGMRF and
BSA are very close with little visual difference. The
experiments conducted in this paper will demonstrate



(6)

that in most cases, the BSGMRF method improves the
BSA method by increasing the OCR accuracy.

2. BSA METHOD

The BSA method was developed to take advantage
of text image properties for resolution expansion. It
used three criteria, bimodal (B), smoothness (S) and
average (A), as the goodness of fit of an expanded high
resolution image from a low resolution text image.
Each of these three criteria introduced a score function
to measure how well a potential expanded image
exhibit a particular property. Using these three score
functions a constrained optimization problem can be
formulated for resolution expansion by

where x is a block of pixels and 1\08, As, and AA are
Lagrange multipliers to be determined. Now our goal is
to design a BSA-based algorithm which can iteratively
solve for a block of pixels x that minimizes the BSA(x)
score given by Eq.(1). In order to solve Eq. (1), the
initial values of the high-resolution image are set using
pixel replication. Every value within the high-resolution
neighborhood is identical to the corresponding low
resolution pixel. Each block of data is updated
iteratively using optimization techniques to solve for
the block which minimizes the BSA(x) score. In what
follows, we briefly describe each of the three score
functions.

2.1. Bimodal Score Function: B(x)

The bimodal score is defined by

r.c

where rand c are the row and column indices within

the block x being evaluated. f.1 B and f.1w are the peaks

in the histogram for black and white. When a pixel

value within the block x is close to either f.1Band f.1w '
its contribution to B(x) is minimal. When B(x) = 0 it
implies that the image is perfectly bimodal. Solving for
the pixels in the block x that minimizes B(x) produces a
strongly bimodal image, which is one of the desired
properties of this text restoration technique. The first
partial derivative of this bimodal score with respect to
pixel Xr,c can be calculated by:
aB(x) 3 2
--= 4Xr c - 6(flB + flw )xr , + (3)
ax

r
" , ,

2(flw
2

+4flwflB +flb
2)X

r ,r -2flwflB(flw +flB)
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2.2 Smoothness Score Function: S(x)

With the exception of edges, text images tend to be
very smooth in both the foreground and background
regions which result in neighbors with similar values. A
smoothness score, Sex) is introduced to measure this
feature. It is given by

(4)

+ (Xr,r_1 - Xr,c)' + (X',NI - Xr,,)']

and is computed for pixels in each block x. When Sex)
achieves the minimum value 0, it implies that all pixels
have identical values. The first partial derivative of this
smoothness score function with respect to pixel Xr,c can
be calculated by

a~l~':) = -2(x,_I,r + X,+I., + X",_1 + x"r+1) + 8xr.r · (5)

2.3. Average Score Function: A(x)

The average score function A(x) is used to measure
how well the restored high-resolution pixels meet the
average constraint imposed by the corresponding low
resolution pixels.

We expand the original image to a high resolution
image with the expansion factor q. The qxq group of
high-resolution pixels that are being restored from pixel

u, are represented by ~(l) r,c,l ~ (r ,c) s q}. The

average score for this 2x2 block is expressed by

4 I ~ ~ .(i) 2
A(x) = L[J.li-2 z.z» r,c]

i=1 q r=1 c=1

where i is used to index the low-resolution pixels, J.li is

f ·th " I d (i)the value 0 the I low-resolution pixe , an X r,c are
the restored high-resolution pixels corresponding to
pixel u; The initial high-resolution image is first
formed by using pixel replication and always has an
average score of zero because it satisfies the constraint.
The first partial derivative for the group of high
resolution pixels corresponding to pixel J.li is given by

aA(x) =2[~~ ~ (i) _ .]. (7)

a (i) 2 2 £...; £...; x; .c u,
x r .c q q r=1 ('=1

2.4 BSA Score Function: BSA(x)

Substituting B(x) in Eq. (2), Sex) in Eq. (4) and A(x)
in Eq. (6) into the BSA function in Eq. (1) results in the
BSA scoring function, BSA(x). The BSA function can
be represented by its Taylor series approximation a
small distance away from x:



The iterative process continues until t '" O. Based on,
the experiments conducted in [I], the relative weights
of AB, As, AA were chosen empirically to be AB = I, As =
10,000, and AA = 1,000,000.

where the Taylor series approximation was used for a

small distance away from X, ~ is a small change in

the image vector X' and VBSA(.0 is the gradient.

The image change at iteration i is computed by

g; =-VBSA(~. The image is then updated using

(11)
D V I ,I ,I ,

abc = -2"(x,_I.e - fla) +-2"(x,., - flb) +-2" (x ,+!., - fl,·)(1'; a; a;

Now a criterion is created to measure the distance
from each clique in the image to the 27 cliques
described above in Fig. I. It is determined by the
horizontal and vertical distance equations formed by
means and variances combined with the pixel values,

text properties. Each pixel within a clique triplet can be
considered as one of the background, transition, and
foreground regions found in text images. Therefore,
there are 27 triplet combinations of interest. As an
example 27 cliques are shown at the bottom of Fig. I
and the solid and dotted lines represented the frequency
of occurrence of the vertical triplets and horizontal
triplets respectively.

(9)

3. GIBBS-MARKOV RANDOM FIELD (GMRF) (12)

In [2] a Gibbs-Markov random field (GMRF) was
developed for restoration of DCT-compressed text
images. The GMRF given in [2] is defined on the image
x by

where each of the parameters a,b,c can have three
values, white, gray and black. Using Eqs. (11) and (12)
we can define a Gibbs-Markov text (GMT) score
function G(x) by the following formula,

(10)
333

G(x) = L LLLH abce-D'%eVabce-D~;'" (13)
pixels 0=1 b=l c=l

O'SI-0.45
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where H abc and V abc are the weights to be determined. It
should be noted that G(x) is a function of the pixel x,

means, f.1a' f.1b' f.1c and variances, 0';, a:, a; of

the background, foreground, and transition
distributions, and the weights of each of the 27 clique
triplets. Differentiating the G(x) with respect to pixel
xr,c results in

O<J(x) 3 J 3 1 -~\.t,.<-jl~);-~(.l''<_l-Jlbl;-~(X •. , ;-jl,I'

-.- = I,I,I,c:""[-, (x,., -po)e '"' '"i '"'
a'\r,c a=l 1>=1c=l (Ya

1 -~(x, ~ l-j.Jal~-~(rrr-Pb)2_--..!-.-(xr~+I-J.Jc)1
--,,(X,..c-Jlb)e 20',~ 2ut 20'~

0'/;

Figure 1. 27 clique triplets distribution

where Ec(x) is the potential associated with clique
C and K is a normalizing constant. To further reduce
computations, we are only interested in 3xl vertical
triplets and the Ix3 horizontal triplets. We assume that
there are only three regions of interest within text
images, background (white), transition (gray), and
foreground(black), and that such a triplet is sufficient to
characterize text properties. A triplet specified by black,
gray and white is sufficiently enough to characterize the

1 -~(Xr.c_l-,ua)2_~(Xr,'_1-.ub)1_~(x-, c~.u,)1
--(x - fl)e a; _a. .a;a-; rx c

1. 2 1 2 I 2
+ Cr [_....!....( r _ f.1 )e- 20'; (XT.C-.u~) ~2(7'; (x'~J.c-.ub) - 20"; (X r+2.c-P,)

abc a;' r.« 4

1 . -~(Xr_l,c-,un)2_1,,(Xr.e-J1,,)2_~(Xr+l.c-,url2
-2(X

r
,c - f.1b)e 2U; 20'b 20';

O'b

(14)
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4. BSGMRF METHOD

In this section, we propose a method, referred to as
Bimodal-Smoothness-GMRF (BSGMRF), that replaces
the average score function A(x) in Eq. (6) with the
GMRF score function G(x) in Eq. (13). The resulting
BSGMRF score function can be calculated by

The iterative process continues until 8; "" /). Fig. 2

shows an original 4x4 block of pixels expanded by a
factor of 4 with iterations 5, 10, 20, and 40.

Fig. 3 shows the scores generated by BSGMRF(x),
B(x), S(x),G(x) respectively for the block shown in Fig.
2.

BSGMRF(x) = AsB(x) + AsS(x) - AcG(x) (15)

where B(x) and Sex) are the same B(x) and Sex) used in
BSA method, and G(x) is the same one used in [2]. It is
worth noting that we use "-" to control the G(x) in Eq.
(14). This is because if the image is more like a text
image, the score of G(x) will be higher, thus -G(x) will
be smaller. The three parameter values: A. B = 1, A. s =
10,000, and A. G =3,000,000 used in Eq. (15) were
selected empirically based on our experiments. Using
the Taylor series approximation, we can approximate
the BSGMRF(x) within a small distance away from X
by

(a) BSGMRF score

(c) Smoothness score

(b)Bimodal score

~-.--.-.--.-t-r----.-----.-.-.-~

(d)Gibbs Markov Text score

(a) Original

Figure 3. BSGMRF score minimization

The BSGMRF score function decreased very rapidly
at the beginning before 30 iterations, and then slowed
down. The bimodal score decreased very rapidly before
it reached 35 iterations, but unlike the BSGMRF score
the bimodal score function experimented a small
concave, after that it remains almost unchanged until
after 53 iterations, it dropped a little bit. But because
the GMT score and Smoothness scores were increased
at this time, the further decrease of the bimodal score is
limited. Interestingly, the smoothness score function
also decreased very rapidly during the first 15
iterations, but it suddenly increased its values very
rapidly between 16 to 35 iterations. After 35 iterations,
it then decreased again with a slower rate. After 40
iterations, it almost unchanged. For the GMT score
function, the values dropped very rapidly before 33
iterations, then the GMT score experimented a small
concave. After 40 iterations, it became stable and flat.
Beyond 48 iterations, it began to increase. From the
scores in Figs. 3(a)-3(d) we can see that the bimodal
score produced the largest values in the first 35
iterations, while the GMT score produced the smallest
value. But after 35 iterations, the smoothness score
produced the largest values. In the first 35 iterations,
the bimodal score would dominate the BSGMRF score,
then the smoothness score took over to determine the
BSGMRF score. In either case, the GMT score did not
affect the BSGMRF score since it produced very small
values. This makes sense since the bimodal score
function tries to eliminate noise using bimodal
distribution in the first place, then the smoothness score
function intended to smooth transitions between
foreground and background. Finally, the GMT score

(c) Iteration 10

(e) Iteration 40(d) Iteration 20

(b) Iteration 5

BSGMRF( If+f,) "" BSGMRF( If)+['V'BSGMRF( If)ff, (16)

where t is a small change in the image vector X and
'V'BSGMRF(r-) is the gradient. The image change at

iteration i is computed by 8; = -VBSGMRF(FJ and the

expanded image is then updated using Eq. 9.

Figure 2. An example of resolution expansion of 4x4 block
of pixels
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(c) BSGMRF restored image(b) BSA restored image

(a) Original image

Fig. 5(a) shows a section of a video frame image
and Figs. 5(b) and 5(c) are images restored by the BSA
and the BSGMRF methods respectively. Compared to
the BSA-restored image, the background of the
BSGMRF-restored image is very clean. The "30" in the
BSGMRF-restored image looks more like the text. The
two circles of the percentage restored by the BSGMRF
were recovered nearly perfectly compared to that
restored by the BSA method. This is due to the fact that
the effects of foreground-background transitions in the
BSA-restored image was removed by the BSGMRF
method. Interestingly, the slash "I" of the percentage in
the BSGMRF-restore image was broken into two parts.
This is because the 27 cliques used in the BSGMRF
method are designed to restore vertical and horizontal
line segments but not diagonal or anti-diagonal line
segments such as a slash'?".

Figure 5. Example a videoframe restored by BSA and
BSGMRF methods

intended to use 27 cliques to restore these 4 letters. As a
result, in the BSA-restored image the gray regions in
the text image background have been removed and
broken line segments in the ends of letters "E" and the
vertical segments of the letter "N" were connected.

BEEN
(~2~~,i\ restored image

(c) BSGMRF restored image

In this section, we present experiments to
demonstrate the performance of the proposed BSGMRF
method. Fig.4 shows the results obtained by the BSA
and BSGMRF methods where Fig. 4(a) is an original
text image which was scanned by a 75-dpi resolution
and Figs. 4(b) and 4(c) were restored by the BSA and
BSGMRF methods as 300-dpi images respectively.

5. EXPERIMENTAL RESULTS

function enforces the restored image to satisfy the
desired text characteristics by using 27 clique triplets.
The reason that the GMT score function did not show
impact on the BSGMRF score in this particular
example is because the processed image block already
satisfied the desired text properties. As a matter of fact,
the GMT score function is crucial in the final stage of
restoration processing.

Figure 4. Example text image restored by BSA and
BSGMRF methods

As shown in Fig. 4, both restored images were
better than the original image. However, the BSGMRF
restored image produced a' better image than the BSA
restored image in the sense that the text image
background has been cleaned up and no clear
foreground-background transitions were observed. As
we compare Fig. 4(b) to Fig. (c), we notice the effects
of the GMT score function shown on the curve of the
letter "B", the vertical line segments and ends of both
letters "E" and the letter "N" where the BSGMRF

Fig. 6 was used to evaluate the performance of
OCR accuracy produced by the BSA and the BSGMRF
methods. The used original low resolution image in Fig.
6(a) was a 100-dpi scanned text image. The OCR result
was shown in Fig. 6(b) where the Caere's OminiPage
Pro 10.0 commercial OCR package was used for
recognition. As we can see, there were many errors.
The OCR result produced by the BSA-restored image in
Fig. 6(c) is shown in Fig. 6(d), which was significantly
better than that Fig. 6(a). Only one error was made. The
OCR result produced by the BSGMRF-restored image
shown in Fig. 6(e) was perfect and is shown in Fig. 6(f).
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(a) Original image
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(b) Original image OCR results
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(c) BSA restoration
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(d) BSA-restored OCR results
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(e) BSGMRF restoration

Industry News
continued from page 25
gregate operation's strongest and loudest
critics. "Without this approach, you won't
have the credibility to make something like
this go," said Van Overbeek;

(f) BSGMRF-restored OCR results

Figure 6. Example Text Image restored by BSA and
BSGMRF and their OCR recognitions.

In addition to the experiments presented in this paper,
many more images have been conducted for
performance evaluation. On a whole, the BSGMRF
restored images look more like text images with cleaner
image background compared to the BSA-restored
images. On some occasions, the BSA cannot restore
very noisy text images which can be still restored by the
BSGMRF method for OCR processing.

6. CONCLUSION

In this paper, we present a new image restoration
method, bimodal-smoothness-Gibbs-Markov random
field (BSGMRF), which expands a low resolution text
image to a high resolution image while preserving text
image characteristics. The BSGMRF method is derived
from the BSA method by replacing the average score
function with the GMRF, which can produce clean
image background compared to images produced by the
BSA method. The experiments seem to demonstrate
that in some cases, the BSGMRF method combines the
strengths of the BSA method and the Gibbs-Markov
random field to achieve better OCR accuracy. As a final
remark, it should be noted that the experiments
conducted in this paper only made comparison between
the BSA and BSGMRF methods. This is because in [l]
the BSA method has been shown to perform
significantly better than the commonly used methods
such as bilinear and the spline methods. So, no
experiments on comparative study among these
methods are included.
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2. Degradation Types
When a character image IS degraded, the two most
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Bilevel Scanner Model

This scanner model is used to determine
the value of the pixel (i,j) centered on each
sensor element.

parameters. The degradation type, more than the indi
vidual parameter values, is used to describe the image
quality.

This paper describes two degradation types. It
describes how these degradations are related to the
parameters wand 8. Characters synthetically generated
with width and threshold values that produce a common
degradation are shown for comparison. Methods for
estimating the degradations are briefly discussed,
followed by a discussion of when knowledge of the
degradation amount is adequate or when we must go
beyond this and estimate values for wand 8 as well.

Figure 1:

,--_--, r - - 
I Sampling via

convolution

~* ----'--::...a~

I •
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1. Introduction
Bilevel processes such as scanning, photocopying,
faxing, and printing cause many degradations to docu
ment images. These processes are characterized by
spatial and intensity quantization, which changes the
appearance of the image content, such as characters and
line drawings. The ability to characterize the degrada
tions that are introduced when a document passes
through a bilevel process is an important step toward
improving recognition accuracy. This paper discusses
bilevel degradations in the context of the scanning
process.

Baird developed a degradation model that contained
10 parameters: resolution, blur, threshold, sensitivity,
jitter, skew, width, height, baseline, and kerning [1]. Ho
and Baird compared the OCR accuracy under different
values of blur, thresholding, and pixel sensitivity and
determined that PSF width and binarization threshold
are the two most significant parameters [11]. Figure 1
shows a model of the production of bilevel digitized
images using only the PSF and thresholding parameters.
Each combination of PSF width, w, and binarization
threshold, 8, produces a different digitized image. The
degradations in a scanned image are due to these two

Abstract
The two most significant parameters affecting degra

dations of bilevel images are the point spread function
(PSF) width and the binarization threshold. Each pair of
these values will affect an image differently. However,
several combinations of these parameters will affect
images in a similar fashion. This paper looks at two
aspects of image degradation: the displacement of an
edge, which determines stroke width, and the erosion of
a corner, which affects crispness. The relationship
between the PSF width and the binarization threshold
and these two effects will be described. Sample charac
ters, first with similar edge displacement and second
with similar corner erosion, will show the effect of esti
mating the broader degradation versus the exact system
parameters. Methods of estimating these degradations
will also be briefly discussed.
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Corner Erosion

The other major degradation important to bilevel

2.2

The distance that an edge is displaced depends on the
threshold, the PSF width and the PSF functional form.
An infinite number of (w, 8) values could produce any
one Oc value. Eq. (1) holds when edges are considered in
isolation, for example when the edges are separated by a
distance greater than the support of the PSF. Figure 3
shows how the values of (w, 8) vary for 5 different
constant Oc values for each of four PSF shapes. A
positive threshold value will produce a negative edge
displacement. The curves for Oc and -Oc are symmetric
around the 8=112 line. If 8=112, Oc=O for all values of
w.

Edge Displacement2.1

The stroke width is determined by the location of the
edges of the stroke. The stroke width will change as the
edge locations move. During scanning, the edge changes
from a step to an edge spread function, ESF, through
convolution with the PSF. This is then thresholded to
reform a step edge, Figure 2. The amount an edge was
displaced after scanning, 0c' was shown in [3] to be
related to wand 8 by

Figure 4: Three possible ways in which a blurred comer (grey area) may be displaced from the original position
(black lines).

noticeable effects are a change in the stroke width and a
change in the shape of the comers. Both of these degra
dations are caused by a joint effect of the point spread
function width, w, and the binarization threshold, 8.
This relationship can be quantified to describe the
amount of the degradation.

50



(6)

(5)

2

I

width

(c)

"""00.5
..c
'"~
.s

-I
-wESF (8) -I 8

sin(<jlI2) +h (-;w,$)

4
:; /1

.3

3. Sample Characters
These two types of degradation, edge displacement and
comer erosion, are present in various combinations for
all scanned characters. To illustrate how much each
affects characters, 12-point sans-serif font characters e,
m, X and Z are synthetically blurred. The characters are
created at 600dpi "scanning" resolution and are shown
at twice their standard size. These characters are created

-I
d -wESF (1-8) +1 -1(1_8'w "').

I H' sin($12) b ' , 'I'

Samples of this are shown in Figure 6. It can be
observed that the contours for black and white comers
are symmetric to each other about the 8=1/2 line, similar
to the relationship between ()c and -()c'

For both black and white comers, the angle between
the edges affects the range of dl that will occur for a
given PSF width. Larger angles, q" will show less
erosion for the same range of w.

are co-linear, therefore

While this is not the erosion from the original comer
location, it does represent the degradation actually seen
on the comer. A given amount of comer erosion can also
occur for an infinite number of (w, 8) values. Samples
of constant dl b for three angles q, are shown in Figure 5.

The three comer erosion cases in Figure 4 are deter
mined by the comer angle and the threshold. They are
generally independent of the PSF shape and width, w.
The cases in Figures 4a and b have ()c>O and thus occur
when 8<0.5. The case in Figure 4b will occur for
extremely small values of 8. The erosion case in
Figure 4c has an edge displacement of ()c<O which will
occur only when 8>0.5. As the comer angle q, increases,
the case in Figure 4b occurs for a larger range of 8.

For a white comer on a black background, the comer
will also be eroded, but in an opposite manner from the
black comers. The amount of erosion has the relation
ship

I 2

width
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in which case

Measuring distance POP2 requires knowledge of the
original location of the comer, which is not easily found
on its own.

Further from the comer, the edges do not interfere
with each other during blurring and the edge spread
effect discussed earlier is present. The distance between
point PI and point Po is a function of edge spread and the
comer angle:

0c -wESr1(8)

PIPO = sin($I2) sin($I2)

The scanned edges will be parallel to the original edges,
allowing the angle q, to be measured. The point PI and
P2 can be located easily. The distance between points PI
and P2 is the sum of the two distances since the points

(a) (b)

Observable erosion contours for constant d l b loci for a Gaussian PSF
(a) q,=7t/6 (b) <!'=7t/4 (c) q,=7t/3

images is the shape of a comer [5]. At a distance greater
than one half the support of the PSF from the comer,
only edge spread effects are present. Nearer to the inter
section of the two edges, a degradation is caused by the
interaction of the two edges together. The degradation of
a comer can occur in any of the three forms shown in
Figure 4. The point Po is the apex of the original comer.
The point P2 is the point along the angle bisector of the
new rounded comer where the blurred comer equals the
threshold value. The point PI is the point where the new
comer edges would intersect if extrapolated. The
distance that a comer is eroded from the original apex
point Po depends on the threshold, the PSF width and
the functional form similar to the edge displacement
above.

One common aspect of these degradations is the
amount of the comer that is eroded away, shown as the
distances POP2 and dl in Figure 4. The equation for the
amplitude of the blurred comer along its line of
symmetry can be written as a function of wand q"

Figure 5:
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Figure 6:

Edge s, = -2 s,= -1 s,= 0 s,= 1 s, = 2
Displacement:

Square emx z emxz emxz emxz emxz
ernx z emxz emxz emxz emxz</) Pulsel-; crnx z emxz emxz emxz emxz11)....

uro
l-; ernxz emxz emxz emxz emxzro

...c TriangularU ernx z emxz emxz emxz emxz

.~ Pulse.... emx z emxz emxz emxz emxz11)

...c....
c: emx z emxz emxz emxz emxz>.

IZl
Gaussian ernxz emxz emxz emxz emxz

emx z emxz emxz emxz emxz

Corner Erosion

The black comers in the x and the white comers in the
Z have approximately the same angle measure. There
fore the amount of erosion on the black comers of the X

and white comers of the Z have an inverse relationship.
Characters in Figure 9 were created with the same PSF
width as the characters in the corresponding locations in
Figure 8, but the threshold was I-e. As the amount of
erosion in the black comers increase, some of the white
comers increase and some do not. This is because the
contours for constant comer erosion in white wedges are

For constant comer erosion, the angles present in the
characters affect the comer erosion. The locus of (w, e)
points that give constant comer erosion of d l for an
angle <1>1 will not give a constant comer erosion for an
angle <1>2' Figure 8 shows characters created with three
(w, e) values selected to give the comer erosion values
of d1b= 1,2 and 3 on the outer most black comers of the
letter x. These comers have an approximate measure of
0.95 radians. In Figure 9, the (w, e) values were chosen
to give comer erosions d l w=l, 2, 3 for the white comers
in the letter Z, which are also approximately 0.95
radians.

3.2

Edge Displacement

Five edge spread values, -2, -1, 0, 1 and 2, were
shown in Figure 3. Three (w, e) values were selected for
each of these bc values for three PSF shapes and
synthetic characters were generated, Figure 7. The range
of the (w, e) values is large, but the characters appear
quite similar due to the constant 0c' Differences can still
be seen among characters with a constant bc' particu
larly where the lines intersect. This is because the bc
calculation is only valid when the edges are isolated
from other edges. Please note that the characters, as seen
in the printed proceedings, show additional degradations
from the printing of the manuscript and the printing of
the proceedings. This also holds for the characters in
Figures 8 and 9.

Figure 7: Comparison of characters with common bc values. Three different (w, e) values produced samples for
each PSF. (Note: characters as seen in the proceedings have extra degradation from printing of this
paper.)

with (w, e) values to give constant edge spread and
constant comer erosion. As each of these degradations
can occur for multiple thresholds, PSF widths, and func
tional forms, each of these parameters are varied to
show their effects.

3.1
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Figure 8: Comparison of scanned and synthetic characters based on constant d1b values based on the acute black
comers on the tips of the letter x. (Note: characters as seen in the proceedings have extra degradation
from printing of this paper.)

White Corner d lw = 1 dlw =2 dlw =3
Erosion
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4. Estimation Methods

be seen in Figures 8 and 9.

While many methods are available to estimate the scanner
characteristics from a grey-level scan [6-10,12-15], very
little research has been completed on estimating scanner
parameters from bilevel scans [2,4]. The scanner cali
bration methods that use grey-level information either
directly or indirectly consider the profile of the blurred
edge. Only the location of the edges is available in
bilevel images. Bilevel images require new PSF width
estimation techniques because the edge profile is no
longer available. Here we are concerned with estimating
Be and d1 more than wand 8, although knowledge of w
and 8 can be used to estimate Be and d1 via Eqs. (1), (5)

Figure 9: Comparison of scanned and synthetic characters based on constant d1w values based on the acute white
comers on the interiors of the letter z. (Note: characters as seen in the proceedings have extra degrada-
tion from printing of this paper.)

the at the locations of the black comers flipped about the
8=112 line. Therefore when following a contour for a
black comer erosion, the white comer erosion will grow
or shrink depending on the direction you move along the
black contour.

Within the groups of characters with constant comer
erosion, some characters have a wide stroke and some
have a narrow stroke. This gives the characters a consid
erable variation in appearance between characters with
the same comer erosion, much more than was seen for
characters with equal edge spread and varied comer
erosion. The feature which people notice most easily is
the stroke width. When this is constant, characters
appear similar. Characters with constant comer erosion
do not usually have the same edge displacement, as can
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5. Discussion
Two bilevel image degradations were introduced: edge
displacement, 0e' and comer erosion, d]. These were
related to the bilevel process variables PSF width, w,
and binarization threshold, e. Each of these degrada
tions can be caused by an infinite number of wand e
values. Comer erosion has a different relationship to w
and e if the comer is white on a black background as
opposed to a black comer on a white background.

These degradations affect how a character looks after
scanning. Characters with a constant edge displacement
wilI have a similar look, even for different wand e
values. Characters with a constant comer erosion will
have a different appearance. This can be attributed to
character similarity being gauged mostly by the stroke
width.

Methods of measuring the amount of edge displace
ment and comer erosion have been described. Estima
tion of edge displacement requires a special test pattern,
or at least one that is specified in great detail. Estimation
of comer erosion requires only knowing that the comer

I n'est

width
Figure II: The system parameter estimate is where

d I band d] w loci intersect.

of (w, e) points can be found, like in Figure 5. The w
and e values depend on the measured erosion distance,
d-, Small angles will have d] contours spaced close
together so an error in measuring d] will make only a
smalI change in the estimate of wand e. Larger angles
are much more common in characters than smalI angles,
but the d] loci are widely spaced for pairs of d 1
distances that differ by 1 pixel. Thus, an error of 1 pixel
caused by noise on the apex pixel or phase effects will
greatly affect the estimates for large angles.

When at least one black and one white comer are
available, the difference in orientation of the constant
erosion d]b and d 1w loci for black and white comers is
utilized to estimate the parameters. The intersection of
the d, loci from black and white comers should occur at
the (w, e) value for that scanner (Figure II). This
method will still work when d] data is colIected from
black and white comers of different angle measures,
increasing the amount of data that can be used on a
given page of text or in a given line drawing. Comers are
readily available in most images to be used for estima
tion of the scanner parameters wand e.

4.1 Edge Displacement

In [3], I described a method of estimating the edge
spread. This involved using star sector test charts. The
edge spread is related to the number of pixels that are
black in annular bands at a given radius relative to the
number of pixels that were black in the original star
image. If the original star image has bands of equal
black and white of width 't(r), then

O(r) = (Jr(r) - Dt(r) , (7)

In [5], a method of estimating the erosion of a comer
was presented. This was for the observed erosion and
not the erosion from the original comer location. This
also contained, at least partially, the edge spread esti
mate.

Measuring the distance between the extrapolated
vertex point p] and the apex point P2 will give us the
erosion distance, d]. The value of d] is specific to each
comer angle. That angle, <1>, can be measured from the
image.

When <I> and d]b are measured from an image, a locus

where fr(r) is the fraction of pixels in an annulus at
radius r that are black. If the sector edges are separated
by more than the support of the PSF, this amount will be
constant, 0e'

The edge displacement can then be estimated by
counting the number of black and white pixels at each
radius starting at the center of the star. When the quan
tity o(r) becomes constant, Oe is known.

In practice, this estimation method gives a relatively
good estimate of 0e' It is, however, sensitive to the
quality of the star chart. If the star chart does not have
equal sectors of black and white, the estimate of Oe will
not be accurate unless the variation is known and
accounted for by modifying the formula. Star charts
enable measurement of the edge spread 0e' but star
charts aren't available in most documents. In practice,
this can be overcome partially by scanning a star chart
before a batch of documents. This would not work when
this analysis is extended to include multiple bilevel
processes in series like the ones occuring when printing
then scanning, or photocopying, unless the star chart
was present in the original document. Edge displace
ment could be estimated from other features readily
available in documents, such as characters, if the exact
stroke width present before scanning is known. It is
however, quite unlikely that, for a general document, the
exact stroke width of any feature would be known a

priori.

4.2 Corner Erosion
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was originally made by the intersection of two straight
lines. Therefore, the estimation of comer erosion is
easier on common images and shows great promise for
use in document analysis.

Both edge displacement and comer erosion can occur
for an infinite set of wand e values. When estimating
edge spread, it is less critical to estimate both wand e to
characterize the system for the purpose of generating
sample outputs from that system. When estimating the
comer erosion, a good estimate of the PSF width and the
binarization threshold are needed to generate synthetic
characters corresponding to that system. The parameters
wand e can be estimated by combining the comer
erosion estimates from a black and a white comer.

A large number of pixels are used when estimating ()c

from star charts. The estimate of d I often relies on a
single pixel at the tip of the rounded comer to influence
the estimate. A large number of comers is needed to get
an estimate with the same amount of averaging present
in estimates of ()c'

These two degradation parameters have distinctly
different characteristics in how they affect an image and
how they can be estimated with current techniques.
There is a need to integrate the estimation of the two
parameters. As comer erosion contains the edge
displacement in its calculations, there is potential in
continuing research in that direction. Documents usually
are subjected to multiple bilevel degradations, so signifi
cant advantages will result from expanding this analysis
to other bilevel processes such as printing, photocopying
and faxing, as well as multiple combinations of these
processes.
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Abstract
In this paper we describe our recent research ef

forts towards reliable and automatic generation of
indices for use in content understanding of video.
Following our earlier research in temporal shot seg
mentation of video, we have developed a compre
hensive system framework for segmenting an uncon
strained variety of text from general purpose broad
cast video. In addition, the framework also contains
a novel tracking and a binarization algorithm. Also
developed to be a part of the above framework are
other modules, viz. a novel scene text segmenta
tion method, and a novel text segmentation method
which extracts uniform colored text from still video
frames. We have thoroughly evaluated the meth
ods which form a part of our framework against a
fairly large dataset. The framework applies a bat
tery of methods for reliable localization and extrac
tion of text regions. Towards this, we have developed
methods for fusing the results from different meth
ods. More recently, we have extended our interest to
localizing and extracting stylized text from video and
determining the lifetimes of the video text events.
Results from the above research are presented in this
paper.

1 Introduction

The use of digital video is becoming increasingly
ubiquitous. Today, many homes are maintaining
personal media archives. Large media archives are
also being maintained by several organizations with
an interest in commerce, entertainment, medical re
search, security, etc. Additionally, there has been a
growing demand for image and video data in applica
tions, due to the significant improvement in the pro
cessing technology, network subsystems and avail
ability of large storage systems. Use of digital video
involves capture, compression, archival, indexing, re
trieval, querying, browsing, transmission, and view
ing. While capture, compression and archival issues
are being addressed by better hardware, transmis-
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sion is the subject of recent advances in communica
tion technologies and viewing is something we are all
used to. Indexing, retrieval, querying and browsing,
on the other hand, will require automated methods
to understand the content of digital video. Content
based information retrieval from such digital video
databases and media archives is a challenging prob
lem and is rapidly gaining widespread research and
commercial interest.

For retrieval purposes the video may be either an
notated and indexed manually or be indexed using
automated content description methods. Not only
is manual indexing a challenging and cumbersome
task, but also suffers from possibly incomplete, sub
jective and summarial content descriptions. The lat
ter method can solve many of these problems. Sev
eral automated methods have been developed which
attempt to access image and video data by content
from media databases [1]. Providing semantic access
to visually rich and temporally linear information
is a challenging task. A popular approach to ad
dress this problem has been to temporally segment
video into subsequences separated by shot changes,
gradual transitions or special effects such as fade
ins and fade-outs [2, 3]. A story board of events
that occurred in the video can thus be created by
selecting a key frame from each (or significant) sub
sequence. The video can now be queried with vi
sual queries that use color, texture or activity. This
is a pseudo-semantic approach to video content de
scription, wherein the human interpretation of color,
texture and/or motion define the content. The next
step in content-based indexing of digital video is to
localize, extract, and recognize objects contained in
it. An example of such an object is the visual text
appearing in the video data.

1.1 Text as a Video Index

There is a considerable amount of text occurring in
video that is a useful source of information. The
presence of text in a scene, to some extent, naturally



describes its content. If this text information can
be harnessed, it can be used along with the tempo
ral segmentation methods to provide richer content
based access to the video data. The text in video
frames can be classified broadly into two large cate
gories - caption or artificial, overlay text and scene
text. Caption text comprises of text strings that are
generated by graphic titling machines and compos
ited on the video frame during the editing stage of
production. This text could also be graphical ele
ments with text contained within them or graphic
effects using text. It is placed intentionally by the
program editor to provide information of the subject
being discussed. Examples of such text are found as
credit titles, ticker tape news, information in com
mercials, etc. Scene text, on the other hand, occurs
naturally in the scene being imaged. The image of
this text may be distorted by perspective projec
tion, be subject to the illumination conditions of the
scene, be susceptible to occlusion by other objects,
suffer from motion blurring etc. It can also be on
planar as well as non-planar surfaces such as the
text on soft drink cans.

A number of research efforts are on to create video
storyboards or abstracts in a digital library context.
Such efforts naturally concentrate on artificial text
since they deal with video from content creators
or producers, whose structure and intent are well
known [4, 5]. Artificial text can hence serve as a key
to the visual content. In addition, any scene text
is also likely to be highly correlated with the story
being depicted. Thus, the detection and recognition
of text from unconstrained, general-purpose video is
an important research problem. An indexing sys
tem that seeks to comprehensively label or index
video by detecting, localizing and recognizing text
in the frame must handle both kinds of text in digi
tal video.

In this paper, we describe our research in index
ing video through reliable localization and extrac
tion of text in video. We have developed a multi
threaded framework for this purpose [6, 7]. This
framework applies a battery of text extraction meth
ods, on MPEG-1 video and JPEG images, in order to
add reliability in segmenting text from video. Some
of these methods are novel methods developed by
us, some contain enhancements made by us on algo
rithms published in the literature, while others are
our implementations of original work by other au
thors. We have also developed a novel scene text
extraction algorithm [8] and a novel algorithm for
detection of uniform colored text from video [9]. In
addition, the framework also contains a novel track
ing and a binarization algorithm [10]. We have eval
uated the methods which form a part of our frame
work against a fairly large dataset [11]. From our
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evaluation, we conclude that the results of the algo
rithms vary greatly. Common elements affecting the
results are the size of text, the contrast between the
text and the background, stroke width, the back
ground image of which the text is a part, etc. Such
a scenario points towards developing methods for
combining the strengths of a variety of text extrac
tion methods for achieving better results. We have
developed methods for fusing the outputs of various
text methods and are in the process of enhancing it
further [12].

Thus far, the video text segmentation methods
have used the assumption that the size of the text
remains rigid. The methods also assume that the
text blocks move in a predictable fashion. There is
a large amount of text appearing in video that does
not comply with these temporal assumptions. Mov
ing text effects are often used with caption text to
attract viewer attention. Such effects may cause text
to change size, perspective, inter-character (word)
distance, or color over time. Text strings may ro
tate or spin. All of these effects would cause text
extraction systems to fail. A large amount of scene
text also violates these assumptions. We call such
text as stylized text. It is clear that in order to han
dle such a wide variety of scene and caption text,
more sophisticated text segmentation and tracking
algorithms are required. We are in the process of
developing methods to address such text. In addi
tion, a system to extract text from video must also
determine the lifetime or extent of the text event
over time. The lifetime of the text event will mark
the first and last frame at which the text appeared.
This will enable the system to index the video bet
ter. We are in the progress of developing methods
for determining these.

The remainder of the paper is organized as fol
lows. Section 2 highlights other attempts for ex
tracting text from video. In Section 3, we describe
the system framework. The text localization meth
ods are described in Section 4. Tracking and bina
rization methods are described in Section 5. Sec
tion 6 presents the performance evaluation results.
Finally, we conclude with Section 7.

2 Related Work

This section presents methods for extracting text
from images and video that are published in the lit
erature. There has been a growing interest in the de
velopment of methods for detecting, localizing and
segmenting text from images and video. There has
been relatively more work done on the detection and
recognition of artificial text, but even here the liter
ature is sparse on work that deals with video. More
work has been done on the extraction of text strings
from images and many of the schemes for artificial



text recognition in video are modifications of work
originally done for static images.

2.1 Caption Text Extraction

Yeo [13] has proposed a method for detecting caption
text that involves computing differences between a
priori selected corresponding regions of consecutive
frames. Changes in this region are assumed to be
due to caption events, large shot changes having
been filtered out. Sato et al [14] describe a sys
tem for performing OCR on video caption text in
the context of a digital news archive. Text is local
ized by looking for clusters of edge pixels that satisfy
aspect ratio and other criteria.to increase its resolu
tion. Messelodi and Modena [15], extract text from
book cover images. They use simple homogeneity
properties to separate text from other image com
ponents and further correct their extraction through
estimation of orientation and skew correction of text
lines. Li and Doermann [16] extract text from dig
ital video keyframes. They use the heuristic that
the texture for text is different from the surround
ing background to identify text regions. Wavelets
are used for feature extraction and a Neural Network
is used for decisions. They also present an algorithm
for tracking moving text. The tracker assumes that
text is mostly rigid and moves in a simple, linear
manner. Wu et al [17] describe a scheme for finding
text in images. They use texture segmentation to lo
calize text, edge detection to detect character strokes
and join strokes to form text regions. Chaddha et
al [18] have developed a method to detect text from
JPEG images. The sum of the absolute values of a
set of DCT coefficients is computed. This measure
reflects the high spatial frequency content of blocks
containing text. Zhong et al [19] like Chaddha et
al use the DC coefficients available in the MPEG
I-frames. Those coefficients that highlight the verti
cal and horizontal frequencies are summed and then
thresholded to detect text blocks.

Shim et al [20, 21] present a method to detect
caption text from MPEG compressed video frames
by identifying homogeneous regions in intensity im
ages, forming positive and negative images by double
thresholding and applying heuristics based on text
characteristics for eliminating non-text regions. The
text regions are validated using the temporal redun
dancy property of text in video. In [22, 23] meth
ods for locating text in complex color images is pre
sented. They have proposed a method for quantizing
the color space using peaks in the histogram before
performing segmentation. Their other method uses
the heuristic of high horizontal spatial variance to
localize text. Kim [24] also proposes text localiza
tion method for video images similar to the spatial
variance method of Zhong [22]. Suen and Wang [25]
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propose a method for segmenting uniformly colored
text from a color graphics background. They as
sume that all characters have the same color, an as
sumption that does not hold in general. Hase et
al [26] propose an extraction algorithm for character
strings. Their approach is directed towards binary
document images. Lopresti and Zhou [27] use a sim
ilar method to segment text from images found on
the Internet. Hauptmann and Smith [4] localize text
in video using the heuristic that text regions consist
of a large number of horizontal and vertical edges in
spatial proximity. Lienhart and Stuber [28] describe
a system for automatic text recognition in digital
video that works on pre-title sequences, credit titles
and closing sequences with title and credits. LeBour
geois [29] presents a system for multifont OCR from
gray level images. The method is a modification of
run length smearing to segment and recognize text.
Mitrea and de With [30] propose a simple algorithm
to classify video frame blocks into graphics or video
based on the dynamic range and variation of gray
levels within the block. Gargi et al [6] describe an
algorithm for localizing text in a video frame. The
method localizes bounding boxes of horizontal text
strings, assuming that each character is composed of
a number of segments and that the characters within
the string are separated. Other approaches for de
tecting text in images and video are found in [31-36].

2.2 Scene Text Extraction

Ohya et al [37] describe a method to recognize char
acters in scene images. They use local gray level
thresholding to segment the image and localize text
regions by looking for high contrast, uniform gray
level of a character, and uniform width. They also
use the results of the OCR stage to improve their ex
traction result-if the Chinese OCR algorithm they
use does not find a good enough match, they re
ject the character candidate region. There is work
on the recognition of vehicle license plates [38, 39]
from video which shares some of the characteris
tics of scene text. However, these approaches make
restrictive assumptions on the placement, contrast
or format of the license plate characters. Cui and
Huang's approach [39] takes the advantage of using
the information from multiple frames and also cor
recting for perspective projection distortion. Winger
et al [40] discuss the segmentation and threshold
ing of characters from low-contrast scene images ac
quired from a hand-held camera. Their data set in
cludes images with low contrast, poor and uneven
illumination. Our implementation of the algorithm
does not find it to perform well in general purpose
video. Communications with the authors suggests
that the parameters were fine tuned to individual
images on a small dataset.



3 System Framework

A study of the literature reveals that no complete
video text extraction system has been developed.
Additionally, it is seen that no single algorithm is
robust for detection of an unconstrained variety of
text appearing in the video [11]. Most methods have
been developed to extract text from complex color
images and have been extended for application to
video data. However, these methods do not take ad
vantage of the temporal redundancy in video. Fur
ther study of the methods presented in the litera
ture, presented in detail in Section 2, reveals that
the methods assume that the text regions are in high
contrast with the background, are composed of one
consistent color or gray-level or form a major com
ponent in the image. In general, the use of a few
rigid assumptions about the nature of text in video
forms a weak heuristic. This study of the state of
the art was the motivation behind the development
of the framework for reliable extraction of text from
video.

The video text extraction problem is divided into
four main tasks, viz. detection, localization, track
ing and binarization. The detection and localization
tasks have been merged because there is a signifi
cant overlap between the detection and localization
processes. A spatio-temporal algorithm fusion mod
ule has been proposed for aggregating the decisions
of the multiple localization algorithms over multiple
frames. The tracking stage is used for temporally
validating the text localization. Also, the caption
text and scene text segmentation tasks are sepa
rated. Extraction of scene text uses an algorithm
developed by Gandhi [41] that uses the assumption
that scene text lies on a plane in the 3-D world and
that camera motion exists. Our approach is to use
a battery of different methods employing a variety
of heuristics for detecting, localizing and segmenting
both caption and scene text. The system also takes
advantage of the temporal nature of video and uses
the fact that the text data lasts over several frames
for providing robust text detection, specifically by
performing algorithm fusion in a spatio-temporal
manner. The system framework is described in the
following section.

An object oriented approach has been adopted
in the design of the software prototype. A multi
threaded design has been adopted to allow maxi
mum flexibility. The reasoning stems from the desire
that the detection and localization processing of new
frames not stall because of a time consuming track
ing or segmentation of older frames. The POSIX
standard pthreads are used which are lightweight
and portable between IRIX, Solaris and other flavors
of UNIX. Figure 1 shows the design of the frame
work. The main components are:
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• The control thread is the overall data
and process control center. It creates a
Frame Queue and spawn a readframe
thread. This thread is also responsible for
spawning the desired number of deteetion
localizion threads, one per algorithm, the fu
sion thread, the tracking thread, and the
binarization thread.

• The Frame Queue contains all the information
for both unprocessed and partially processed
frames. It provides a data repository for all
the threads in the system while maintaining the
temporal seqentiality of the data.

• The readframe thread reads frames from
video stream and adds it to the Frame Queue.
It provides an abstraction to the data stream
type. It presently can read in MPEG-1 bit
streams and JPEG images and can be extended
to handle Motion JPEG compressed video.

• The detection/localization threads are the
implementations of the detection and localiza
tion algorithms selected from the literature and
the novel algorithms developed here.

• The tracking thread tracks a given bounding
region over a set of frames.

• The segmentation thread binarizes a local
ized text instance to make it suitable for OCR.

• The spatio-temporal algorithm fusion
thread fuses the results of various methods to
result in a single text instance.

• The output thread uses the information in
the Frame Queue to write output in one of
multiple formats: a binarized image suitable
for OCR, the original frame with localized text
marked by a box, or a ViPER! compatible
ASCII data file which lists the bounding boxes
for each element, etc. ViPER (Video Perfor
mance Evaluation Resource) is a Java based
tool developed at the laboratory for Language
and Media Processing in Center for Automa
tion Research at the University of Maryland
for ground-truthing of video and evaluating the
performance of content extraction methods.

4 Text Localization Algorithms

Of the methods seen in the literature, only those
methods which we judged to be promising were se
lected. The selection was based on their applicabil
ity to general purpose video, use of features, ease of

IViPER:
http://documents.cfar.umd.edu/LAMP/Media/Projects/ViPER



Frame Queue

Figure 1: Text Localization/Extraction Framework

implementation and speed of detection. In addition
to work done by others, we also include algorithms
developed by us for evaluation. The algorithms cho
sen for evaluation are: Method A [6], Method
B [29], Method C: based on initial idea published
in [30], Method D: enhanced from initial idea pub
lished [18], and Method E [9]. Details on other
methods can be found in the original publications
cited above. We include details on the modifications
here. Sample text localization results are presented
in Figure 2.

4.1 Modified Algorithm : Method C

A simple algorithm [30], originally proposed to clas
sify video frame 4x4 pixel blocks into graphics or
video based on the dynamic range and variation of
intensity within the block. This method was devel
oped to achieve higher compression for TV picture
signals. The method operates on the premise that in
the graphic regions in the frame, many adjacent pix
els have the same luminance values or have regions
of very high dynamic range. The dynamic range of
a block is defined as the absolute difference between
the maximum and the minimum intensity in a 4x4
block.

This method is modified to classify blocks as text
or non-text. As with the original method the num
ber of pixels in a 4x4 block that have similar gray
levels is counted and the dynamic range is computed.
If the number of gray level blocks is less than a pa
rameter and the dynamic range of the block is either
greater than or a distinct thresholds or is 0, the block
is classified as a text block. This change in condition
follows from the fact that text has a high number of
edges. Thus, the number of pixels with similar inten
sity levels will be small and the dynamic range will
be zero only on the character stroke which typically
has near uniform intensity. Additionally, the modi
fied method excludes the boundary regions from its
operating space on the frame image.
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(b)

Figure 2: Sample Text Localization Results

4.2 Modified Algorithm : Method D

This method [18] was originally proposed for clas
sifying JPEG image blocks as text or non-text. It
has been modified to work on MPEG-l 1-, B-, and
P-frames and determined appropriate threshold em
pirically on our data. The method has been further
refined to use an iterative thresholding scheme to
reduce the number of false alarms. MPEG B- and
P-frames need to be decompressed before Discrete
Cosine Transform (DCT) can be reapplied to them
for use with this method. For this the fastct 2 al
gorithm [42] was used.

The method uses texture energy to classify 8x8
blocks as text or non-text and works as follows. A
subset of the 64 possible DCT coefficients produced
during the MPEG encoding process is chosen. For
each block, the sum of the absolute values of these
coefficients is compared to a threshold to categorize
it as text or non-text. Using these blocks as seed
blocks, a series of decreasing thresholds is iteratively
applied from high (150) to low (30) and the appear
ance of more and more text blocks as the threshold
is lowered is observed. Blocks that are classified as

2fastct: http://dmsun4. bath.ac. uk/dcts/fastdct .html



Figure 3: Computing the bounding rows. One of the
color clusters in row R are marked as short streaks
and pixels of the text "tough crop" lie within the
range of values of the cluster. Each segment of the
bounding top (Ra ) and bottom (R b ) rows are shown
separated for clarity even when they are actually on
the same row.

age are examined and each pixel with a value within
the range of values represented in the cluster are col
ored with a value of T. All other pixels are marked
T'.

We now try to find out if there are bounding rows
above and below R which may contain horizontal
text. Given a pair of adjacent streaks 8 i and 8 i +l ,

we find Ra - the first row above R in which the seg
ment covering S, and 8H 1 is colored T'. We also
find Rb - the first row below R in which the seg
ment covering under S, and 8 i+1 is colored T'. The
Ra of each pair of adjacent streaks is computed and
collected in an alignment histogram H a , where the
bins are the rows of the image. Hi, is computed in
the same way by taking all the Rb'S. We declare the
existence of a bounding row B a if at least 60% of the
elements in H a are contained in three or fewer adja
cent histogram bins. Bb's existence is computed in
the same way from Hi: If B a and B b exists, height
is defined as their difference.

If the cluster C contains text pixels, then B a and
B b would mark the text block's upper and lower row
boundaries, and height would define its vertical di
mension. Figure 3 illustrates the computation of
B a , e, and height.

... III ......
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........ - .....

Bounding rows
B
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histograms
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text at a particular threshold are left in if they also
have a 8-neighbor that was classified as text at the
previous higher threshold. The motivation for do
ing this is that text regions usually have at least one
of their component blocks detected at 150. So the
text region can be enlarged by lowering the threshold
without creating as many false positives. Any blocks
with no neighbors on the left or right are removed.
This is from the heuristic that the text is horizontal
or if vertical, is fairly wide. Any other blocks which
appear to be due to a sharp luminance change be
tween two large homogeneous regions are discarded.
This is done by computing the mean of average lumi
nance given by the DC term of the DCT coefficients
three blocks on either side of a target block. The
mean energy of these blocks is also computed. If
the average luminance of the three on the right is
greater than that of the left by a certain threshold,
and the energies of the blocks are below a threshold,
we conclude that this block was found because of
a sharp luminance cliff and it is discarded. Finally
the aspect ratio constraint is used to filter out false
alarms.

4.3 Novel Method: Method E

The algorithm visits every Interval rows in the im
age. Interval is set small enough to be able to de
tect very small text and large enough so as not to
consume too much time. In our experiment we set
Interval = 3. Given a row R on the image, we want
to determine whether or not R passes through the
middle of a text region.

Clustering in L*a*b* space: The pixels of Rare
transformed and clustered in the perceptually uni
form L*a*b* color space using hierarchical cluster
ing. The algorithm first assigns each pixel as a clus
ter and the distance of pairs of clusters are stored
in an array. Two clusters A and B are merged
if IIIiA - liB" is minimum and for each pixel p in
Au B, lip - IiAuBl1 < MaxClusterRadius, where
liz is the mean L*a*b* vector of cluster Z and 11·11

is the weighted Euclidean norm. The weighted norm
was used to achieve a slight invariance to lightness
(weights: L* = 0.8,a* = 1.1,b* = 1.1). In our ex
periments, we set M axClusterRadius = 10 (ranges:
L* = 0 ... 100, a* = -97 ... 88, b" = -100 ... 88).
Merging continues until no two clusters can be
merged.

4.3.1 Determining bounding rows
Each cluster C is tested to see if it contains pixels

belonging to text. Locating the bounding rows (top
and bottom rows of text) is the first step (Fig. 3).
The cluster points are marked back on row R to
create streaks 8i,i = 1 ... Ns(numberofstreaks) of
pixels in the row R. Then all pixels in the entire im-

Finding text blocks: We look for text blocks
using heuristics on height and the lengths and gaps
of the short streaks. Streaks longer than height are
discarded and added to the gaps. Gaps longer than
height are considered not part of a text block. The
remaining regions are now smaller blocks with short
streaks. If a block's width is greater than 1.5 *height
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and the number of short streaks inside is greater
than 3, then it is considered a text block, otherwise
it is discarded. Finally, the text block is expanded a
few pixels to the left and right to ensure full coverage
of the characters at the ends.

Figure 4 shows how the text block "For gener
ations" is detected. The pixels of row R (passing
through the middle of text) are clustered in color
space. One of the color clusters is marked black.
Pixels in the image having similar color as the black
ones are marked white. On the left side of the image,
the two alignment histograms H a (above R) and H b

(below R) are used to mark the bright bounding rows
B a and Bi: The short streaks marked black and the
height between the bounding rows are used to find
the text block. The two black streaks on the right
were not included in the text block because their gap
from the other streaks is greater than height.

Figure 4: Analysis of a video frame and detected
text block.

Fusing the detected text blocks: It was ob
served that other color clusters were caused by the
presence of text. The characters' color "shadows"
and the pixels in the transition from text foreground
to background result in other detected text blocks
which largely overlap with the foreground text block.
All the detected text blocks are fused (set union) to
come up with the final regions of text.

4.4 Localization of Stylized Text and
Event Determination

It is observed that while the size, orientation, color,
etc. of a text event may change over time, the ba
sic shape of its characters remains constant. This
property can be exploited to determine whether two
text boxes correspond to the same text event. We
analyze two consecutive frames at a time. First,
the text box localization algorithm, Method D, de
scribed above is applied to each frame. Oriented text
instances are made horizontal by applying a simple
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rotation transformation. A text binarizat ion algo
rithm is next applied on each text instance. We used
the binarization algorithm developed in our earlier
work [10]. This algorithm is tailored for the special
challenges of binarization of text in video frames,
including low resolution, complex background, and
unknown text color. Connected component analy
sis is performed on the binarized text to locate in
dividual characters. The contour of each character
is traversed and stored as a chain code. Each chain
code is then parameterized as two I-D functions (}(t)
and r(t), that represent the angle and distance of
each point on the boundary from a reference point,
respectively. A Gaussian filter is then applied to
both functions,to smooth out any noise introduced
by imprecise binarization. The resulting functions
represent a signature of the shape of a given charac
ter. From this shape, feature points are extracted.
We use the points of maximum curvature (critical
points) as our features. Zhu and Chirlian's critical
point detection algorithm [43] is used in our imple
mentation.

The row and column coordinates of features points
within each detected text rectangle are normalized.
Text boxes within the two consecutive frames are
then analyzed as follows. For each text box in the
first frame, its normalized feature point locations are
compared to the feature point locations of every text
instance in the second frame. The feature point lo
cation error between each pair is computed, and the
pair with the lowest error is chosen. If the lowest er
ror is below a threshold, the two text instances are
declared to belong to the same text event. Other
wise, the text event's lifetime is assumed to end with
the current frame. Any text instances left unpaired
in the second frame are assumed to be the start of
a new text event.

5 Tracking and Binarization

5.1 Binarization Module

This section describes the binarization module of our
system. The goal of the binarization module is to
separate the pixels of a localized text region into cat
egories of text and background. The output of the
module is a binary image of the localized region suit
able for input into an OCR system. For document
images, simple thresholding is typically sufficient to
convert a gray scale image into a binary image suit
able for OCR. This technique assumes that the text
and background colors are uniform (typically black
on white) so that the image histograms are bimodal.
In video, however, text often appears against com
plex, nonuniform backgrounds. The text color may
also vary due to uneven illumination of scene text,
antialiasing, or due to bleeding caused by video com-



pression. These problems are further compounded
by the low resolution of video images, in which char
acter strokes may be two pixel or less in width. Due
to these factors, it was found that algorithms which
rely on histogram bimodality [29, 17, 44, 45]) are
generally unsuccessful for video images.

As with the detection and localization modules,
the binarization module uses a number of different
algorithms. After a preprocessing step, an initial
binarization of the region is created. The binariza
tion is then refined by examining other properties of
the region, including stroke width, color, character
size, character spacing, gray scale topography, and
shapes. Following is a detailed description of each
step.

• Preprocessing: Given a localized text box,
the region is first pre-processed by stretching
the gray scale contrast [29]. This allows bina
rization to succeed with low contrast text.

• Binarization: Logical level binarization algo
rithm proposed by Kamel and Zhao [46] has
proven to be fairly successful for this step. The
logical level algorithm was developed to extract
character strokes from complex backgrounds in
document images (for example, cash amounts
from noisy check images). Upon experimenta
tion, it was discovered that it also works well
for extracting character strokes from gray scale
images of video frames, provided that the text
gray levels are darker than the the background.
If the text is lighter than the background, the
inverse of the frame must be taken before ap
plying this algorithm.

Unfortunately, determining whether the text is
lighter than or darker than the background is
a nontrivial problem. Other systems have han
dled this problem by making assumptions about
the text color [47], by examining the pixels
along the edge of the text box and assuming
they are the background colors [37], and by ex
amining both light and dark strokes and keeping
those whose orientation and connected compo
nent size fit the characteristics typical of text
strings. Methods described in [23, 17] perform
poorly for text appearing against complex back
grounds. A variant of the method published
in [15] is selected. The method performs logical
level binarization on both the positive and the
negative of the video frame, and the decision of
determining the correct polarity is delayed until
later. Connected components are then found in
both binarized images.

In general, logical level creates good binariza
tions of localized text. However, it can miss
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character strokes which have a very low con
trast with the background, and it can include
non-text pixels which exhibit some character
istics of character strokes. Color, size, spatial
location, topography, and shape are used to re
fine the result of the binarization.

• Color Clustering: It is reasonable to assume
that the characters of a text string are of uni
form color. However, due to bleeding effects
caused by low-resolution capture and compres
sion, the actual pixel colors may vary signifi
cantly. Color clustering is used to allow for
these effects. The text region is first quan
tized to reduce the color space, and then the
complete-link algorithm [48] is used to cluster
in the l" a*b* color space. The results of clus
tering may be used to refine the output of the
logical level algorithm. Currently, components
containing many different clusters are consid
ered noise and removed [49]. Results of cluster
ing could also be used to add or remove pixels
from a given component.

• Size filtering: Connected components are fil
tered based on their size and aspect ratio. Very
small components (with area less than about 12
pixels) are eliminated since they typically rep
resent noise, or, if text, are too small to be rec
ognized by an OCR system. Very large com
ponents and components with extreme aspect
ratios are also removed.

• Positive or negative image selection: As
mentioned earlier, it is not known a priori
whether the text is lighter than or darker than
the background in a gray scale video frame.
Therefore the binarization and filtering steps
were conducted on both the original video frame
and its inverse. This approach has also been
taken by [23, 17, 15]. These methods take the
union of both image polarities (after applying
heuristics to reduce noise) obtained as a result
of binarization. Unfortunately, this results in
too many false alarms. However, unlike the
other systems using this approach, this method
includes a localization module separate from the
binarization module. It is reasonable to assume
that all text in a localized bounding box is ei
ther darker than or lighter than the background.
The binarized images are examined and a choice
is made based on statistical information com
puted from the components of each image, such
as the similarity in character height, character
aspect ratio, vertical position, and horizontal
spacing. The image with the more text-like fea
tures is then chosen.



• Spatial location filtering: Non-text compo
nents present in the binarization can be fur
ther reduced by introducing spatial constraints
about character location. It is observed that
most text in video is oriented horizontally, so
components that are not located along horizon
tal lines with other components are eliminated.
Components are clustered based on vertical po
sition, and clusters with few components are
then eliminated. This could be generalized to
allow for non-horizontal text by, for example,
using the Hough transform [50] or Messelodi
and Modena's slope histogram method [15].

• Topographical analysis: While the logical
level algorithm works well for most font sizes,
it fails to capture the detail of very small fonts
(with stroke widths near 1 pixel) effectively. For
these fonts, we a topographical analysis algo
rithm [51] that operates on the gray scale im
age region is applied. Pixels that were chosen by
the logical level algorithm and that correspond
to a peak or ridge in the topography are used
as the final binarization. This method serves
to thin the bin ariz ation and produces cleaner
output for small fonts.

• Shape analysis: It is observed that some com
mon non-text objects satisfy the heuristics used
by the detection and localization algorithms,
such as uniformity of size, color, stroke width,
spacing etc. Using the similarity of the shapes
of connected component within a region serve
as an indicator of text. It is noted that re
gions with nearly identical shapes are usually
not text. However, the shapes of a given script
are expected to be somewhat similar, so an
area with very diverse shapes are also unlikely
to have text. Currently these comparisons are
based on simple statistics of the shapes, such
as number and density of critical points along
the contours. A simple contour-following algo
rithm is used to find the outline of each con
nected component, and this data is parameter
ized to polar coordinates. Zhu and Chirlian's al
gorithm [43] is used to locate the critical points
of the contours.

5.1.1 Results
The results of binarization of localized text regions

are shown in Figure 5.

5.2 Text Tracking Module
Given the goal of automatically extracting text from
video, it is not immediately apparent that a tracking
component should be present in the system. How
ever, it is needed as a verification of the localization
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Figure 5: Sample Binarization Result

algorithms. A detected text box that is changing
in shape or that is moving (especially moving non
uniformly) may be eliminated as being due to noise
unless its motion is verified by tracking. For scene
text, zooming and rotation of the camera may alter
the size and orientation of the text box. Erroneous
discarding of localized regions can be avoided by us
ing this knowledge. Finally. the intended applica
tion of this system may not always be to run in a
completely automatic mode. In some scenarios, e.g.,
a ground truthing one, it may be desirable to have a
human mark initial text boxes and have the system
merely track it with time. The approach used for
developing a tracker is based on methods described
by Nakajima et al [52] and Pilu [53] with substan
tial modifications. Unlike the algorithm described
by Li and Doermann [16] which uses only correla
tion within a search window (template matching)
to track text, with the consequence that tracking is
slower than localization, the adopted method also
uses the motion vectors in the MPEG-1 bitstream.

The tracking algorithm assumes the availability
of an initial horizontal bounding rectangular region
to track. Multiple regions may also be specified.
If the input is an MPEG bitstream, the method
skips to the next available P-frame and extract the
motion vectors for macroblocks that point to any



macroblock partially or completely within the ini
tial box. Some macroblocks may be intra-coded in
which case they cannot be used. Only those vec
tors that are 2 pixels or larger are considered. Next,
spatial constraints are applied. This step eliminates
stray motion vectors retaining only those that are
similarly oriented. The motion vectors that point
to the initial text box region are clustered and the
largest cluster is assumed to belong to the new po
sition of the moving text box. Further, flat vectors
are deleted. This is achieved by computing edges
using a kernel. Edgels3 are statically thresholded
and a count of remaining significant edgels is made.
A macroblock is considered flat if it has less than 4
such significant edgels. In [52], the authors compute
the absolute sum of the first 20 DCT coefficients
and the last 60 coefficients and retain a block only
if either of these is greater than an empirically de
termined threshold. This approach failed to provide
satisfactory results.

Assuming that the text box undergoes rigid move
ments, the average motion vector for the region is
computed. A correlation match is performed over a
small neighborhood of the predicted text box region
(the region in the P-frame). To ensure that the text
is matched and not the background, the luminance
gradients at each pixel (as computed by the Sobel
operator) are compared against those in the initial
text box. With subsequent P-frames an estimate of
the block motion velocity is computed. The veloc
ity is used to predict the position of the text box in
the current P-frame. This region is used if it has a
better correlation match than the region found us
ing the motion vectors. If the correlation results in
a high value then the neighborhood area is relaxed
and the step is repeated. At the next I-frame, a pre
dicted text box is obtained by averaging the motion
from the last P-frame and the next P-frame, and
then a correlation search is performed to find the
exact position of the moving text box.

It is important to note that text may leave the
frame or an initial text string may grow as more
text belonging to the same string enters the frame.
In the former case, the text box is resized appro
priately. The latter situation is detected in [52] by
looking for intra-coded macroblocks at the edge of
the frame. If these are present, the authors hypoth
esize an object entering the frame. However, that
paper deals with large, solid objects whereas we are
tracking relatively small text regions with a possi
bly static background showing through. A different
approach is adopted in this module. The number
of edgels found along the edge of the frame is com
pared to the number found inside the text box. If
these counts are comparable, text is assumed to be

3Edgel is an edge pixel.
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entering the frame, and the text box is grown to ac
commodate them. The tracker discards a block on
complete failure of determining a suitable candidate
region.

6 Performance Evaluation

Unlike the evaluation of automated methods for
detection and localization of video events and ob
jects contained within the imaged scene, the eval
uation of text detection and localization methods
presents interesting challenges. For example, when
evaluating video shot change events [3], it is suffi
cient to detect at which frame a shot change (or
other video transition event) occurred. In case of lo
calization of vehicles, faces or other objects a tightly
fitting bounding region is usually enough to perform
a fair evaluation.

In case of automated text detection and localiza
tion methods, however, the degree of correctness is
difficult to determine. This is because the the intent
of text detection and localization is to recognize it
for indexing, retrieval and other purposes. Also, hu
mans tend to identify the text contained in the video
as characters and words along a line, sentences, and
paragraphs. Unfortunately, the algorithms that de
tect "text-like" regions within the video frame do
not take this approach into consideration when ap
plying the heuristics. They detect small regions that
contain text and the size of the region (tightness of
fit) is dependent on the size of the operating element
used by the algorithm. For example, algorithms that
operate on MPEG DC coefficients, will result in re
gions along 8x8 block boundaries, while those that
use horizontal windows will have other boundaries.
In order to obtain a commonality for evaluation, we
evaluate the methods at the lowest common denom
ination, i.e. at the pixel level. Every pixel belonging
to a text region, as detected by the algorithm as
well as in the ground truth, is labeled as a such. All
other pixels are labeled as non-text pixels. Evalu
ating the performance of the methods at the pixel
level eliminates any issues related to the size oper
ating elements of each method.

Unfortunately, the ground truth is usually marked
by rectangular bounded regions which include the
inter-character and sometimes inter-word non-text
pixels. Also, non-text pixels surrounding the char
acters but within the ground-truth bounded region
are considered as text pixels. Thus, if an algo
rithm is very accurate and detects the text but not
the surrounding or inter-character pixels, it suffers
a penalty for being very precise in the form of a
low recall (higher missed detections). Conversely an
algorithm which operates on large blocks actually
detects the text correctly but has a looser region



• Missed Detection: Pixels belonging to the
text regions in the ground truth and not iden
tified by the algorithm.

The performance of an algorithm is quantified by
its recall and precision as defined in Equation 1.
Note that this pixel-level evaluation is very strict.
Most actual applications would not require such pre
cise localization. However our pixel-level criteria
provides an easily measurable basis by which the rel
ative performances of algorithms may be compared.

6.3 Results and Discussion
This section presents the results of the performance
evaluation of the selected text detection and local
ization algorithms. Most of the parameters for the
methods were kept as described in the original pub
lication. Only those parameters which were highly
dependent on the dataset were tuned on a small sub
set of the test dataset (approx. 1000 frames).

Table 1 presents the caption text detection and
localization performances, while Table 2 shows eval
uation results for scene text, for the five algorithms
on the entire test dataset. The table shows the
raw numbers of total number of text pixels in the
ground truth, the detected, false alarm, and missed
detected pixels, along with computed recall and pre
cision rates.

The results show that for caption text, overall
Method D produces the highest precision rate of
the individual algorithms, while the precisions of the
other algorithms are comparably similar. Method E
shows the highest recall. For scene text, Method
D has the highest precision followed by Method
E. Other methods have comparably similar results.
Method E also has the highest recall for scene text.
The test database contains some very challenging
scene text instances. For applications in surveillance
and navigation, detecting scene text would be im
portant. In other applications, such as video index
ing, detecting scene text may not be important or
even useful. Therefore scene text and caption text
were evaluated separately. All of the algorithms per
form better for caption text than the scene text .

The recall and precision rates of the algorithms in
~ur evaluation are relatively low and perhaps high
hght the need for better text detection and localiza
tion algorithms. A solution to improving the pre
cision and recall values of the methods is to apply
algorithm fusion to combine the outputs of multi
ple existing algorithms to produce better outputs.

boundary (due to operating block size) suffers the
penalty in the form of low precision (higher false
alarms). Thus, in a sense, the algorithms are being
evaluated unfairly. It is necessary to allow a degree
of subjectivity in evaluating these methods, which
is to evaluate them based on their ability to detect
each text event. We are in the process of developing
such an evaluation method.

6.1 Test Data
Our test consists of 15 MPEG-l video sequences to
taling 10299 frames. The sequences were captured
at 30 frames per second and encoded in MPEG-l
with a 352x240 frame size. The sequences are por
tions of news broadcasts and commercials from var
ious countries. The test database is challenging due
to the poor quality and low contrast of these broad
casts. Text appears in a variety of colors sizes fonts, , ,
and language scripts.

The ground truth was performed frame-by-frame
by humans using the ViPER tool. Bounding text
box size, position, and orientation angle were speci
fied to pixel-level accuracy. All regions distinguish
able as text by humans were included in the ground
truth, including text too small or fuzzy to be ac
tually read but nevertheless identifiable as charac
ters. Closely spaced words lying along the same
horizontal were considered to belong to the same
text instance. Separate lines of text were kept sep
arate. The ground truth contains a total of 133
temporally-unique caption text instances (36302167
ground-truth pixels) and 79 scene text instances
(57532887 ground-truth pixels). There are 212 text
events in total.

6.2 Evaluation criteria
The ground truth defines tightly-bound text boxes
for each frame. A good detection/localization algo
rithm would (ideally) produce similarly tight boxes.
To evaluate the accuracy and tightness of fit of an al
gorithm's output, the pixel areas of the text regions
in the ground truth are matched with the detected
text regions. The evaluation is a frame-by-frame,
pixel-by-pixel comparison of algorithm output with
the ground truth. In case of non-horizontal oriented
scene text, All pixels within the oriented bounding
region are considered. During evaluation, each pixel
in the test database is placed into one of three cat
egories:

• Detection: Pixels belonging to text regions in
the ground truth and regions identified as text
by the localization algorithm.

• False Alarm: Pixels identified by the detec
tion algorithm but not belonging to text regions
in the ground truth.
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Algorithm Text Pixels Detects FAs MDs Precision Recall
Method A 36302167 14461593 62125359 21840574 39.84% 18.88%
Method B 36302167 14894707 45627542 21407460 41.03% 24.61%
Method C 36302167 22663915 156512965 13638252 62.43% 12.65%
Method D 36302167 26955906 119769022 9346261 74.25% 18.37%
Method E 36302167 17534049 35101417 18768118 48.30% 33.31%

Table 1: Overall Detection/Localization Performance: Caption Text

Algorithm Text Pixels Detects FAs MDs Precision Recall
Method A 57532887 10016556 66570396 47516331 17.41% 13.08%
Method B 57532887 7278171 53244078 50254716 12.65% 12.03%
Method C 57532887 27062384 152114496 30470503 47.04% 15.10%
Method D 57532887 22207563 124517365 35325324 38.60% 15.14%
Method E 57532887 13878758 38756708 43654129 24.12% 26.37%

Table 2: Overall Detection/Localization Performance: Scene Text

Method Frames/sec. Sec.jframe
A 0.64 1.56
B 3.1 0.32
C 5.8 0.17
D 2.3 0.44
E 0.01 100

Table 3: Approximate algorithm running time.

Each algorithm uses an independent set of features
and heuristics and so a fusing of outputs of multiple
algorithms is likely to be beneficial.

6.4 Running time
Table 3 gives approximate running times for our im
plementation of each of the algorithms on an dual
270MHz. IP30 R12000 MIPS processor SGI Octane
workstation. The times include overhead resulting
from I/O and MPEG stream decompression. The
times reported above can be improved since our im
plementations have not been fully optimized. Our
implementation of the Method D operating on I,
P and B frames was found to be the fastest (2.3
frames/sec.) as shown in the table. This method
applied to I frames only clocked at 10.9 frames/sec.
The increase in the processing time is because P and
B frames need to be completely decompressed before
Discrete Cosine Transform can be applied to them.

7 Conclusions

We have developed a system for extracting and
segmenting an unconstrained variety of text from
general purpose broadcast video. We have thor
oughly evaluated the methods which form a part of
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our framework against a fairly large dataset. We
have developed methods for fusing the results from
different methods. More recently, we have extended
our interest to localizing and extracting stylized text
from video and determining the lifetimes of the video
text events. We plan on developing methods for
matching localized text regions based on shape and
color properties. We also plan on developing meth
ods for recognizing the localized text events to en
able retrieval based on search strings.
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Abstract
A variety of military operations utilize information

collected from documents in thefield. These documents,
collected or captured through various means, may be in
foreign languages and encompass a wide range of
document types and sizes. Army Research Laboratory
(ARL) has developed the FALCon system (Forward
Area Language Converter) to permit non-linguists to
assist translators and linguists by triaging foreign
language documents and prioritizing those documents
for translation and evaluation. One difficulty that users
reported in pilot field tests of FALCon was that the
sheet-fed scanner incorporated in the FALCon system
was not suitable for certain document types. Documents
that were very small, stapled or bound, or printed on
stiff or poor quality paper could not be scanned into the
FALCon system. In order to expand the types of
documents that can be processed using FALCon, ARL
is evaluating commercial digital cameras as a possible
replacement for the sheet-fed scanner. Document
images captured using the digital camera are passed
through the FALCon process in a manner similar to
that for scanned document images. We are evaluating
digital cameras with respect to document imaging
capability, ease of use, ease of image transfer, and
perceived survivability in field environments. This
paper will describe our digital camera evaluation, the
digital camera selected for integration with FALCon,
the integration of the digital camera into the FALCon
system, and the final system capabilities.

1 Introduction

During military actions on foreign soil soldiers can
capture large quantities of foreign language documents.
Most soldiers involved in such operations are not likely
to be able to read and understand these documents. The
military maintains linguists, each trained in one or more
languages, to evaluate these captured documents. The
problem that can arise, particularly for operations in
urban environments, is that solders in the field can
capture documents in much greater quantities than can
be evaluated by the limited number of linguists that are
available. Army Research Laboratory (ARL), in
conjunction with other military and government
agencies, has developed a portable system called
FALCon (Forward Area Language Converter) to assist
soldiers in the field with the evaluation and triage of
foreign language documents.
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The FALCon system, which can be operated by non
linguists, provides the user with an English conversion
of foreign language documents and an automated key
word search. Users can rapidly evaluate the intent of a
document that they originally could not read, permitting
them to support linguists in the field by prioritizing
those documents for translation and evaluation. This
permits the limited resources of the linguists to be
focused on documents deemed most important to the
mission.

Figure 1 shows a block diagram of the FALCon
process. The FALCon system consists primarily of a
scanner and personal computer (PC) with four software
modules. The scanner software stores document images
and permits users to edit those document images to
remove unwanted content. Users select the image that
they want converted and then click the FALCon button
to start the process. The scanner software then passes
the document image to the OCR (optical character
recognition) software where it is converted from an
image file to a foreign language text file. The OCR
software then passes the foreign language text file to
the MT (machine translation) software where the
foreign language text is converted to text in English.
The resulting English text is then scanned for keywords
in order to measure the relevance of the document to
the specified keyword list. At the conclusion of the
process the PC displays a window showing the foreign
language text (OCR output), a window showing the
English text (MT output) with found keywords marked
in red, and a window showing the number of keyword
hits. Users can then browse the English result and check
the keywords in order to access the importance of the
document. If desired the user can then save files from
any or all of the process steps for further evaluation by
a trained linguist. A user interface software module is
included to simplify the process of setting language
parameters in the three primary software modules.
Because users may already have a PC at their location,
FALCon is also available as software only. This
permits FALCon to be added to a wide variety of
systems for evaluation and use by military personnel.

As part of the initial integration effort, ARL provided
seven prototype systems to Army users for pilot field
testing in Bosnia in 1997. Feedback from this pilot field
test included several reports of documents that could
not be evaluated using the FALCon system because
users were unable to scan these documents using the
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sheet-fed scanner included as part of the FALCon
system. Examples of problem document types included
small and/or stiff documents (ID cards), flimsy
documents, and documents that were stapled or bound.
Soldiers noted that much of the paper being used in
Bosnia for printing at that time was of low quality due
to the embargo on imports.

Based on this user feedback I proposed the use of a
digital camera as an alternative document capture front
end for FALCon. The digital camera provides several
benefits beyond supporting a wider variety of document
types. It can be used to capture text from a variety of
targets other than documents. Examples include maps,
signs on buildings and walls, and road signs.

Replacing the scanner with a camera can also
increase document throughput. Two operators can run
the system, one capturing document images with the
camera while another processes the images on the
computer. The camera can also be used to capture
pictures of people and places for reference purposes.

Options to use a flatbed scanner were also
considered. One major problem is the size of a flatbed
scanner. While new units are currently available in very
thin profiles (about 1 inch in some cases), they are still
larger then most sheet fed scanners. These units also
appear to be more fragile as compared to sheet fed
scanners or digital cameras. Flatbed scanners have a lid
that must be raised for loading of documents. The
hinges used to mount the lid may not hold up to
rigorous field use. Also, all units that I have seen to
date have some form of manual locking mechanism to
protect the scan head during transport. Users would be
required to operate this lock prior to equipment
transport. Failure to do so would likely result in failure
of the flatbed scanner. Earlier tests of hand-held
scanners and line scanners also revealed a variety of
problems with document image acquisition.

2 Initial Evaluation
The first step in our camera evaluation was to establish
initial specifications for the cameras so that we could

select units to evaluate. One major specification to
establish was the minimum required resolution for the
camera. From past experience we have found that low
resolution images such as faxes generally produce poor
quality OCR results. When considering the use of a
digital camera for document capture we knew that
camera resolution would be a major issue. Other
specifications considered included size, weight, and
cost of the camera, and the interfaces provided for
transferring images to the Pc.

To support our testing process I established a set of
four test documents with ground truth files. Half of
these documents are Croatian text in Latinic font and
half are Serbian text in Cyrillic font, each in 10 point
and 12 point font size. These languages (fonts) were
selected for evaluation due to their relevance to the
current military presence in the Balkans region. The test
documents were assembled from documents used for
testing during the integration of the FALCon system.

In order to establish the minimum dots-per-inch
(DPI) requirement for the digital camera application we
needed to define a process of evaluation independent of
the digital camera. To this end we scanned test
documents using a flatbed scanner at resolutions from
100 DPI (dots per inch) to 400 DPL While this method
ignores distortions introduced by the digital camera,
such as changes in image brightness, optical distortion,
and image degradation caused by compression, it does
provide a good measure of the "best case" OCR
capability for a given DPI value. This in tum
establishes a minimum limit on the required camera
resolution for a given document size.

In order to test for worst-case pixel rates we scanned
the documents at DPI values that were not regularly
spaced along the range of resolution values. This was
done to reduce the possibility of false results that might
occur if we tested only at DPI rates that easily scaled to
the values that the software was trained on. The
scanned images were then processed to text using the
FALCon OCR software and the resulting text files were
compared character-by-character to the original source
files. The OCR accuracy for the different DPI rates is
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Figure 2; OCR Accuracy versus Document Image Resolution

plotted in Figure 2. This test shows that there is a
precipitous decrease in OCR accuracy for DPI rates
below 200 DPI.

Having established the need for a minimum of 200
DPI on the document image, we then proceeded to
calculate the maximum area that could be spanned
using typical high-resolution commercial digital
cameras. The resolution for these products is typically
2048 by 1536 pixels. Since the dots-per-inch
specification for a scanned document is equivalent to
the pixels-per-inch for an image acquired using a digital
camera, we calculate the maximum permissible
document size as follows:

Maximum Height
2048 pixels * (l DPII1 PPI) /200 DPI = 10.24 inches

we selected and purchased the Fuji FinePix 4700 and
the Canon Power Shot S20. These cameras were
considerably smaller than other products with similar
capabilities. While the Fuji FinePix had a higher
resolution as compared to many of the other cameras,
4.3M pixels versus 303Mpixels for the others, we were
concerned because this higher resolution is obtained
through interpolation. We were unsure what effect this
would have, positive or negative, on the final image
quality with respect to the operation of the OCR
software. Some cameras with resolutions up to 3072 by
2048 pixels were identified in the market survey. These
units were not considered for this application due to
high cost and the need for operation using a fixed
mount such as a stand or tripod.

3 Initial Camera Evaluation
Maximum Width

1536 pixels * (1 DPIII PPI) / 200 DPI = 7.68 inches.

Since many documents of interest have a l-inch
margin and are roughly 8.5" x 11", these results show
that a commercial digital camera with a minimum
resolution of 2048 by 1536 pixels should be suitable for
this application. Again, remember that this ignores any
added image degradation introduced by the camera
itself.

With our specifications in hand we performed a
market survey collecting information on a wide variety
of commercially available digital cameras that had
sufficient resolution for the document-processing task.
We were able to identify 21 digital cameras that would
be suitable for this application. No information was
available from manufacturers on possible future
cameras with higher resolutions. Assuming that the
smallest and lightest camera would be the most
portable, and thus the best choice for this application,

With digital cameras in hand we set out to acquire and
evaluate document images. That is when the first
problems became apparent. The cameras selected are so
small that it becomes difficult to operate them. We
found ourselves covering up sensors and flash units
with our fingers while trying to take pictures. After a
little effort we learned how to hold the cameras in a
manner that did not block vital functions. The second
problem identified was short battery life. In order to
minimize the size of these cameras manufactures have
reduced the size of the battery set. This in tum reduces
the time that the camera will operate before the
batteries need recharging.

For our camera evaluation we took five pictures of
each of the four test documents using both cameras.
Initial results from the evaluation of the document
images were mixed. On the plus side we found that
anticipated problems with the document images being
distorted into a keystone shape were minimal. This type
of distortion results when the camera is not
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requirement for mirumum camera size and started
looking for information on the battery type and quantity
and the operating time on a set of batteries. Optical
image distortion due to zoom adjustment was a much
harder parameter to characterize. After some thought I
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Figure 3; Document Image at Wide Zoom Setting

spent an afternoon at a local electronics store where a
salesman was kind enough to show me every high
resolution digital camera that they carried. I used a
sheet of paper as a target and pre-evaluated all of the
cameras in an attempt to identify those cameras with
the least optical distortion. Back at the lab I correlated
the list of best optical choices against the size, cost, and
battery parameters of the cameras. I then selected and
purchased a Ricoh RDC-7, Casio QV-3000EX, and
Sony Cyber-Shot DSC-S70, and borrowed a Nikon
CoolPix 990.

With the new cameras in the lab we processed a
limited number of documents on each camera for
different zoom settings in order to get a baseline on
optical quality. Again we found that most of the
cameras had particular zoom settings that produced
good OCR results. In order to minimize the camera test
set I decided that we would process document images
for each camera at zoom settings of wide, middle, and
narrow. We captured and evaluated five images of each
of the four test documents for all of the cameras. With
six cameras, four documents, three zoom settings, and
five pictures per document we captured a total of 360
images.

4 Camera Evaluation
Using the information obtained in the initial camera
evaluation we set out to reevaluate our camera selection
criteria. A second market survey added one more
camera to the list of possible choices. We relaxed the

perpendicular to the image plane of the document.
Initial assumptions were that users would find it
difficult to adjust the camera to the proper orientation.
All of the digital cameras that we evaluated included an
LCD (liquid crystal display) on the digital camera that
is used as a through the lens viewfinder. Operators can
view the document image on this display during
document image acquisition and align the document
text to the outside edge of the display. When the camera
is in the proper orientation the edges of the document
text are aligned with the edges of the display. As a
training aid I generated documents with line frames
around the outside of the text. During training users can
align this frame to the outside edge of the camera
display in order to align the camera to the document.
After the user understands the process of camera
alignment they can then use the edges of the text to
align the camera.

On the negative side, evaluation of the document
images revealed that the OCR quality was far below
what we anticipated. While we had no hard
specification on minimum OCR quality we estimated
that at least 90% accuracy would be required for the
digital camera to be of any use at all. Any errors
introduced into the FALCon process affect all
remaining steps of the process. If the OCR software
recognizes a character in a word incorrectly then the
word is misspelled. A misspelled word will either not
translate, or the spelling error could result in a real but
incorrect word. One way information is lost. The other
way false information in provided. From this point of
view we needed the best OCR quality that we could
achieve. Even with the OCR accuracy at 90% there can
still be large numbers of words that do not translate due
to spelling errors.

After some initial evaluation we concluded that
distortion in the document images was leading to the
low OCR accuracy. For document images taken at the
extreme limits of the zoom range we found that the
lines of the frame surrounding the text area were no
longer straight as can be seen in the image shown in
figure 3. There was a corresponding distortion of the
text near the text frame lines. This problem may be due
to either the small size of the lenses on these cameras,
or to the automatic settings used with the lenses.

After several rounds of testing in the lab we found
that the cameras had "sweet spots" in the zoom
adjustment that minimized the optical distortion. Even
with this adjustment there were still wide variations in
OCR quality across different document images acquired
using the same camera settings. For the most part
results looked promising.
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This second round of camera testing revealed several body during operation, and retracts into the camera

Document Type/Font Size (% Accuracv averaged over 5 documents)
Camera Zoom Settina Croatian lOot Croatian 12 nt Serbian lOot Serbian 12 nt
Canon Wide 65.8% 79.9% 68.7% 70.7%

Middle 72.4% 77.6% 68.9% 81.8%
Narrow 70.3% 81.7% 54.3% 92.5%

Casio Wide 78.3% 53.8% 47.5% 76.0%
Middle 94.8% 88.6% 81.9% 74.5%
Narrow 38.1% 56.1% 41.5% 85.4%

Fuji Wide 54.5% 67.5% 46.6% 72.9%
Middle 82.6% 90.9% 86.0% 98.4%
Narrow 58.1% 51.3% 53.9% 70.0%

Nikon Wide 73.1% 72.9% 76.6% 76.4%
Middle 99.3% 99.4% 97.9% 98.2%
Narrow 72.0% 75.0% 38.7% 71.3%

Ricoh Wide 92.1% 79.2% 85.0% 64.7%
Middle 93.2% 98.9% 92.2% 96.1%
Narrow 78.7% 53.9% 83.6% 68.0%

Sony Wide 80.8% 78.1% 84.2% 91.0%
Middle 98.4% 99.0% 96.8% 99.7%
Narrow 96.9% 95.4% 96.7% 99.9%

new features of the digital cameras. For four of the six body when the camera IS turned off. This provides a
cameras the lens assembly protrudes from the camera potential path for dirt to enter the camera. Further, if the

Table 1; OCR Accuracy for Digital Cameras

lens protrudes from the camera body then it may be
damaged in field use.

Several of the cameras use custom battery packs that
would not be readily available for field replacement. In
my limited experience with soldiers in field exercises I
found that AA batteries were always available. Those
cameras that use AA batteries would then be more
desirable for this application because soldiers could
find replacement batteries when needed.

While all of the cameras included a USB (universal
serial bus) connection for image transfer, I found it
easier to simply remove the image storage card and
mount it in the PC using a PC-Card adapter. This
worked well for Compact Flash memory and for the
Sony Memory Stick. The Smart Media card used by the
Fuji and Ricoh cameras proved difficult to handle in
this operation.

After capturing the document images we converted
them to text using the OCR software and compared the
resulting text files to the ground truth documents to
measure the OCR accuracy. All changes in page format
were ignored because they do not change the content of
the document. The results of this testing, averaged for
each set of five test documents, are shown in Table 1.
Most of the cameras worked best with the zoom set to
the middle of the range of adjustment. Several of the
cameras had greater than 90% OCR accuracy for this
case, and the Sony and Nikon cameras had greater than
96% accuracy. Also, most of the cameras suffered
severe degradation in OCR quality when the zoom was
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set to the wide or narrow setting. The Sony camera was
the exception in the narrow zoom setting. For most
zoom settings the OCR quality for the 12-point text is
better than that for the lO-point text. This result was
anticipated because the 12-point text has more pixels on
each character. This in tum provides more information
to the OCR software for recognition. Exceptions
occurred mostly in cases where the OCR quality was
below 90%. Again the Sony camera was the exception.

As in the initial testing we found that OCR results for
some of the cameras varied considerably from image to
image for the same document with the same zoom,
flash, and white balance settings. This variation is
illustrated by the data shown in Table 2, which lists the
OCR error counts for each of the five document images
taken at each zoom setting for the Canon camera. To
better understand this problem we repeated the testing
process on some of the cameras and obtained similar
results. We then examined the document images using
image-processing software. Using only visual
inspection we found minimal variation between images
that had good OCR results and images that had bad
OCR results. After some processing we found that
many of the images with bad OCR results had
substantial variations in illumination across page.
Figure 4 shows a document image that has been
posterized, or converted to a fixed number of image
intensity levels, in order to show the variation in
illumination.



Assuming that we could attribute some of the OCR
error to improper document illumination we proceeded
to adjust the flash level and image brightness on the
cameras with those options in order to try to optimize
image quality. We repeated the image acquisition and

evaluation process for selected zoom settings on
selected cameras. In some cases these adjustments
improved OCR accuracy while in others they decreased
it. Also, the number of OCR errors remained more
consistent from image to image, even for those cases

Table 2; OCR Character Error Counts for Canon Camera

OCR Character Error Count
Zoom Image Croatian 10 pt Croatian 12 pt Serbian 10 pt Serbian 12 pt
Wide I 2286 595 1046 1588

2 1602 855 2149 501
3 1791 608 1024 1313
4 1385 732 1104 894
5 1736 749 2303 872

Middle I 3475 689 1037 220
2 1129 2548 791 608
3 479 404 2330 1381
4 800 192 921 696
5 1218 109 2516 298

Narrow 1 1924 83 2501 611
2 2696 260 2652 611
3 840 1082 893 120
4 769 414 2475 59
5 1432 1389 2634 120

where OCR accuracy was not improved. Unfortunately,
it would not be reasonable to expect operators in the
field to make a variety of adjustments to the digital
camera in order to obtain suitable results. We needed
other options.

One option considered was to correct the image
intensity by thresholding. With thresholding the pixels
of the image are converted to either the maximum or
minimum possible value based on their value as
compared to the threshold level. Figure 5(a) shows a
document image that has been processed in this
manner. Note that the comers of the image are
darkened. This occurs because the threshold level was
set to obtain good text clarity at the center of the page.
If the threshold is set low enough to remove the comer
darkening then the text at the center of the page will be
washed out.

A coworker suggested correcting for the flash
variation by performing a scaling correction
proportional to the distance from the center of the
image. In order to test this possibility I used two
commercial software packages to generate a correction
image that was the inverse of the lighting pattern on the
document images. I then multiplied that image by one
of the document images. Evaluation of the resulting
image showed a substantial increase in OCR accuracy.
For our case we found that the center of the camera
flash pattern moved on the page as the distance from
the camera to the document changed. Changes in the
distance from the camera to the document also resulted
in different rates of change of the illumination across
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Figure 4; Posterized Document Image Showing
Changes Illumination

the page. This would require the illumination correction
across the page to be calculated for each document



image processed. While it sounds like a good idea this
process does not seem feasible for our application.

As an alternative I proposed performing a threshold
process on sub-blocks of the image. By dividing the
image into sub-blocks we minimize the change in
image illumination across the area to be processed and
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eliminate the problem of text in one part of the image
being lighter than paper in another part of the image. In
order to prove this concept I manually processed an
image by thresholding sub-blocks of the image. This
process substantially reduced the OCR error.

, rf ~'1 ....I~ '2nl:.nl ••:O;',.. ... ~~a"tIr.'V'-Ii,. • D.\ -:::::1 "Jtll';"""""-:::;--:
,~ *f'ftU'IIlll 'r.." ... ,I.,J.n.:} •• I1........... •••~~:Moj.·~...... 'U ;: ••••..............cl;lItP:.-....r:.
... U.I ·1.....,.::..Iti.::u1c '" ~ ~-1'\N't:,.~,.."1U••••.I~,MAI ~.~crl't"'iiC'1.'r~

*~"","'m:flI.....i.,r.~I~p.fI".,ft ""'.111:,,- F.=... ".,.,.~....... lkiIL·.AliIol.~
.......~H..I.....t:'tI.t=~ .r:,.I:tft,. rJ ; #'1~'II;:""oU.·. !:..o"qLWU'••:""""
:".,....""....,.. ~ ~ ~ '''Y)'~lolA...........~1'IIH'TftIl:_ ...."In:V•• T \r.>Y .....II u
~..)"IIIlrI'toUM'I .......... rcn"'o'Vt,f't' .•r#'. ·,.#'(L;noVY1~lhllf' '4',...'~l'rrw·~;...
..N.h ... ..1A~...~;.~::I.. ~!~ •• ".:w~r'll:"'IIi'''::I~ 'MII~t •••;'\1 ~r ~
f creQ'nIJ:II'W"I'I',:'IK?' .... lot...... /u y. :-..~I........~/2I\I.IlI ,~ ..:;::M::'I(.-I ·........
1 )w:M)'I:&.. ~.....-r::L'U.IU.~I r..,:'IM:NIn "1,JTi."" , 01.""'''' to: I~s...!:
,..,..,.....Ir..,.....·y.-~.......... ~·:· ... • .dl ..,.""~ I~....~:!' CCl~.::n

• ~;.':"""'" &'11'1. i.,u.;.; ~ ~M:I ..~I ..tI <I'''Io'IU.. n.'-l ... l;1 ~"'F..2' ~~ :~..
• n.t:'IIt4.... r-w:t:rr#' p." .",:}.I.~ ".liN ~ ~.~a. ,., I~ t:W:~""="'NI:NI-" ~tfW
I PI.2~ ~c...CM&~....,I\III..rnH,."..,..wt".· ~.Jo.... •......u...nl.r'..u:~.......L .....J:
• u:'~ ~ .. ILJ.b."".1I:~...,.1..NMn.pII:~

I 5o·.Ct::a.~.~ .'HI:.......T'YJW'IIP:r;.........Iwv- .... "',":.N
••" I""'" 1 ... !'-I.oI w.~'4.w loooLlli.1N'LI"I.'~lI.· ••H.:.......: "flII'"~I!"'" ":II"' ... ~ ...

I
rqo':wr1.,.·~ \:..,..,IW':',......,IItt ~:.. :~ PP~ ~.MaoU\:I: I..• ' ;.L.U.LC
N ... .a.=~.: t ..ua..ul;m.l\Z~c.:::-<:y,a.:vi",,1. o'('.~~1ftlIn·nh. '~""'rrl:'U i

!'~:w DI. Io&"II:: =1I'tft""..... .,."' nrY>.....~PC..·'T• .., _,.1lI ~~fk't.tl'l:VI.'w. ..
I "'::'1' l.'(o-CIIr.., r~ ".1 '."'- p."'J' ~ ~ ~ •• ~ II ILI'I~ !Jo""~~; .o.e.LWIC3I'CT.&I:

• NII!)-.:'I.:IIJC ·s cc•• II::aRoIu ~II:._·I='IIn'U~.~,,""""'~rt,.""'f""".

..-.y.on '"fl" 1:-.\ .. I.""'~J'.<uI.I ..
0rI'r:'~ :;r.:J_MI. t~'Ul"lLU,~'Ic.~,~ :·:foMIv«\·'::JI ~.I ...... " w;:-y.u,...

""""1.·· oJ' ....,. ~ "'I W I.&Io<l)'N. .u.c.. ..Jo.o T ~ :-t.'o&I .
tf:..:.L.zF~ II.':'.HII: P'I:.". :1':.':, .. "'1,&10'. ~ ~'I'C'I'I' .; ~ ';'O~ 1'f'Tp'

~ .._~'M ;H"L(~ ':'O<;'\ n.:-."II~:'O"~'I... L.lJ..;.:..nca I.(J ••:""'"...>'I...~:A..,'Il'"" r ~"v·..UO'L ·.' r· :'1"J'tr...L·" I· p ....,., ..

.......,."....,.,..., 'L .,I,qi .."II.a,••• cl.,"''' ":.u.......;1,&12 ~:'.: ::..I:N.UKI .. :t nifLH I;~:l_

"~'''':••1M'' ~ y
~·:.tN ••IIH O: IG\ 'NI ~ ;:.".. I."""............. IIIq: "
~ ..·r.f'......'L ..~ • .,I.'·I· -~~.. ryN' .,;I'lfV' «.n-qit• ., WIT"lft,'II~(.....

1MII.:NM..;o '~""I.~pcI-.I:'. ",,::&;W·UML~'IIWII""""" )':.u-&.4. ...,u: /J"
1 :..or-I fl ' 1I-.~...y.- •.<1,.. <l1~·,.""'''''Vo r-t~ • .. .....·."" ·n "'""" 10:"'11.
~ J.: ..IUoI " .~I::~.II ~ :n )'tI, 1 ~ ,;.o( •••'t~IJU'~ •...,..v....... 'low·"'I.•" .. j ...~ •• :-...." ........·"'·I>·;,."WftI' YII:V ":.Tr4't.~,..."...:-.Y'C1'CIrt,

:;~oM'I"'.::: "GeI'C:II.JoJvl.I.~IlfI':I'M4I.'Ao:~..1ILI. :.· w.lr' .. I~. P .",I<t .....~.
:.I."~,..t YI,,'(IlI.,.,t................. •w,.. r....~I.,.,.,...un.:;·.':::II:~." ~...
_UQ'Ii&lll •.rw- ,..,,\~""".I(lt tY-.;-. r-lII$:ID"" _I~k•.., '1:a'H...-.x~
........J~.I :.<:,t.::II'.m: =en "NIHI 11IM , ......... , ..,~...... re...........~ tN..........,:1111'W'1

(··.····Iot ..)r·I··I·..·~··'1·
I .~u llllT.a "...u;" ftnU~.c. C-.. =-'I'I.~."'.U,-Gut;...........1":'11.:" iIt:"II't.1'HII.li
: J.:t;.....,....... 'ljh••.• 'III ot)·.. .....,.,...,1. A:.· ··.TT"flII~:,.=I'~"JIlC..w:,.w..".. L~...,;.:1 • ~

~:I:. ,..-nM:..~:..I "IKCI:O"I ..... -oI......'.,.~1;~..:u.,.._..J..
....... h ....• n-v". ""lION \,I 'VIi ......oIllfIA' r .,ftl~ ..

,:,I~~....I,."'IIIfL'wWMJJ:,."~"""I"" '.....
...: .... rM, ·f1,rv.TI .., ,.', ~ I.,.....ua...r ......"' .......·1.'''11 illI8I: IV.'V-·· ~r.•." .
~.nH.:."· a!"o·..I: JJ'~' ~t .. a....w..:N4.1.1 ........:.,..ltW ~:aanu A&A~......
.........Qu.. ·.~.:rI"lllAM.,.......,"II::::tf"":r..O,\~' ......, ~~~A •• '.'li~ ..,....lItz1'to.......
~lo=~=:::::~~-=:~~~==;:.....~_~:;:~;,:~.~.~:. ..
"II;,~ ,..,...,..,..=.,... 1LWC:7I:J"II'''' Prn:Cft""~"':..&.III'1'f'C","~o..,t:~':I"l'J.:J..r:~

:.""'••• ~ .. *"'\ _ •••..,._~ .~p.l,.t:lP9IM.

(b)

Figure 5; (a) Full-Page Threshold Document Image, (b) Sub-Block Threshold Image

Figure 5 shows the full-page threshold image on the
left and the sub-block threshold image on the right. An
algorithm was then developed to perform the sub-block
threshold automatically. One interesting aspect of the
sub-block threshold process was the selection of the
number of sub-blocks into which the image would be
divided. I selected the number of sub-blocks to process
by working with a worst case image obtained by taking
a picture of a document placed against a page in an
open book. This document image was severely distorted
both optically and in image intensity due to the curved
surface of the book pages due to the binding. After
several processing steps I settled on 256 sub-blocks in a
16 by 16 block pattern.

Using the sub-block threshold algorithm we
reprocessed the document images acquired using the
Nikon and Casio cameras. The OCR accuracy results
are shown in table 3. Again these are averages of the
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results over 5 document images. Note that for most
cases the OCR accuracy has increased to greater than
90%. We also found that the resulting OCR character
errors were relatively consistent from image to image
for a given document, camera, and zoom setting. Any
remaining error is most likely attributable to the optical
distortion caused by the camera lens. Using the sub
block threshold we found similar results with a partial
test of the document images from the other cameras.

As part of this process we identified another
interesting feature of the digital camera images. Most of
these cameras store their images in IPEG format with
no reference for the image dimensions. This makes
sense because the camera does not know how large the
target object is. The OCR software used with FALCon
interprets these camera images as very large documents
at 72 pixels-per-inch. This causes two problems. First,
the text output from the OCR has a very large font.



Table 3; OCR Accuracy for Sub-Block Threshold Document Images

% Accuracv/% Imnrovement (averaged over 5 documents)
Camera Zoom Croatian 10 Croatian 12 Serbian 10 Serbian 12
Nikon Wide 84.7%/+11.6% 90.6%/+17.7% 90.3%/+13.7% 98.6%/+22.2%

Middle 99.3%/0% 99.5%/+0.1 % 99.6%/+1.7% 99.9%/+1.7%
Narrow 97.5%/+25.5% 98.8%/+23.8% 98.9%/+60.2% 99.8%/+28.5%

Casio Wide 91.9%/+13.6% 84.3%/+30.5% 95.5%/+48% 92.7%/+16.7%
Middle 99.3%/+4.5% 99.4%/+10.8% 99.3%/+17.4% 99.9%/+25.4%
Narrow 90.2%/+52.1 % 93.8%/+37.7% 97.1%/+55.6% 98.0%/+12.6%

Second, the standard FALCon process cannot pass the
image. We have modified the sub-block threshold
process so that it sets the pixels-per-inch setting to 200
in order to correct this problem.

5 Alternative Lenses
Since the camera optics appeared to affect the OCR
process we considered possible options to improve the
quality of the optics. I ordered a close up lens for the
Nikon camera for evaluation. I selected the Nikon for
this test because it is the only unit being evaluated that
has a threaded mount to accept accessory lenses. After
receiving the lens we mounted it on the camera and
started looking at documents. Unfortunately, the lens
blocks the flash output making it unusable in our
application. Also, while the optical distortion was
reduced in some areas of the image, it was not
reduced in others. Overall I concluded that the close
up lens was not suitable for this application.

6 Camera Selection
With the development of the sub-block threshold
process we demonstrated the capability to compensate
for OCR errors resulting from variation in document
image brightness. Table 3 shows that two of the
cameras have greater than 90% OCR accuracy for the
narrow zoom setting and greater than 99.3% accuracy
for the middle zoom setting. A partial evaluation of
document images from the other four cameras
evaluated yielded similar results. We were unable to
reevaluate all of the document images for all cameras
prior to the final camera selection or the writing of this
paper due to the loss of support staff.

With the OCR accuracy testing complete we needed
only to make our final selection of a digital camera for
our application. The initial selection criterion was to get
the best possible OCR accuracy. After working with the
digital cameras in the lab we placed a much greater
emphasis on the need to have a camera that was easy to
operate and that we considered would have minimal
problems in the field. Table 4 shows the general
evaluation criteria for camera selection.

Based on our experience in the lab we reviewed the
camera size specifications and decided that selecting
the smallest cameras would not be the best option. If
the smallest cameras were difficult to use it the lab the
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problem could only be worse in a military field
environment.

Next we eliminated some of the camera by looking at
the requirement for field use. We eliminated those
cameras with lenses that protrude from the camera body
during operation. This would reduce the possibility of
camera failures in the field due to dirt infiltration and
physical impact to the lens assembly. With two cameras
remaining, the Ricoh and Nikon, we looked at the
battery and memory card types. The Nikon uses the
Compact Flash card and AA-batteries, both pluses for
field use. The Ricoh uses the Smart Media card and a
Lithium-ion battery pack. We found the Smart Media
card difficult to handle in our camera evaluation, and as
mentioned previously it would probably be difficult to
locate a replacement Lithium-ion battery pack in the
field.

Camera cost was a consideration in the selection of
our cameras for evaluation. Several very high
resolution cameras were not considered due to the high
cost. For the six cameras evaluated the variation in cost
was small. As a result cost was not considered in the
final camera selection.

Based on our updated selection criteria and the
results of the OCR evaluation we selected the Nikon
CoolPix 990 as our camera of choice for this
application.

7 User Evaluations
Soldiers of the U.S. Army will test the digital camera
extension for FALCon in Advanced Concepts
Technology Demonstration (ACTD) field exercises in
2001. ARL staff will train users in the application of the
digital camera extension for FALCon. We hope to get
user feedback on the viability of this concept along with
suggested system improvements

As a preliminary user test I had one of my coworkers,
picked in part because he was not a camera expert, use
the Nikon digital camera to acquire document images. I
provided five minutes of training, explaining how to
operate the camera and how to take pictures of the
documents. With that my coworker was on his own to
acquire five document images for each of the four test
documents. The OCR accuracy for these document
images was only I% lower than results that I obtained



after hours of practice capturing document images in the lab.

Table 4' Camera Selection Criteria,
Selection Criteria

Camera Size (cu. in.) Weie:ht Lens PoP Out Memorv Tvne Cost Battery Type
Casio 36.15 0.7Ibs. Yes Compact Flash $999 AA x 4, Ni-MH
Canon 14.39 0.7Ibs. Yes Compact Flash $1030 Ni-MHpack
Fuji 15.31 0.56Ibs. Yes Smart Memory $999 AAx2,Ni-MH

Nikon 27.44 0.81 Ibs. No Compact Flash $999 AAx4,Ni-MH
Ricoh 15.37 0.59Ibs. No Smart Memory *$800 Li-ion pack
Sony 31.82 0.96Ibs. Yes Memory Stick $899 Li-ion pack
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* ::: Pnce quoted after other products, pnces decrease over time

Many of the document images captured using the
digital cameras that we evaluated suffered some
degradation of the OCR accuracy due to changes in
illumination across the image. We were able to
compensate for this by running a sub-block threshold
process on the document images. This sub-block
threshold process resulted in substantial improvement
in OCR accuracy.

For the digital camera extension for FALCon we
selected the Nikon CoolPix 990 based on our evaluation
of the Nikon's perceived usability in a military field
environment, and on our evaluation of OCR accuracy
for digital cameras.

While user evaluation has not yet been performed, it is
apparent that high-end commercial digital cameras can
be used in a lab environment to capture document
images for processing purposes. We can capture an 8.5"
x 11" text document with one image using a 3.3-mega
pixel digital camera and obtain reasonable OCR results.
Future increases in digital camera resolution will lead to
better OCR results for this application.

Given the proper set of adjustments, most of the
digital cameras we evaluated appear capable of
supporting document capture for evaluation using the
FALCon system. The zoom settings for these cameras
can be adjusted to minimize optical distortion.
Unfortunately, some of these adjustments make it
difficult to acquire document images by placing the
target document far from the user. The distance to the
document amplifies any slight motion on the part of the
user while taking the document image, possibly
resulting in image blur and improper framing of the
document.

8 Conclusion
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ABSTRACT
Video is an increasingly important source of information to the intelligence analyst. Recognizing

text that appears in real-world scenery is potentially useful for characterizing the contents ofvideo
imagery. Previous research in text recognition for both printed documents and other sources of imagery
has generally assumed that the text lies in a plane that is oriented roughly perpendicular to the optical

axis of the camera. However, text such as street signs, name plates, and billboards appearing in
captured video imagery often lies in a plane that is oriented at an oblique angle. SRI International (SRI)

is developing an approach that takes advantage of 3-D scene geometry to detect the orientation of the

plane on which text is printed. The text recognition process will then be able to transform the video
image of the text to a normalized coordinate system before performing OCR, yielding more robust

recognition performance. Our approach applies full-perspective projections and image-to-image
homographies that capture the appearance ofa plane viewed through perspective optics. We describe

our approach and present some preliminary results.

PROBLEM STATEMENT

Video is an increasingly important source of information to the intelligence analyst, and the volume

of collected multimedia data is expanding at a tremendous rate. A capability to automatically identify the

contents ofvideo imagery would enable videos to be indexed in a convenient and meaningful way for
later reference, and would enable actions (such as automatic notification and dissemination) to be
triggered in real time by the contents of streaming video. Methods ofrealizing this capability that rely on

the automated recognition of objects and scenes directly in the imagery have had limited success

because (l) scenes may bearbitrarily complex and may contain almost anything, and (2) the
appearance of individual objects may vary greatly with lighting, point ofview, etc. The recognition of
text is easier than the recognition of objects in an arbitrarily complex scene, because text was designed

to be readable and has a regular form that humans can easily interpret.

Our effort is focused on scene text, such as street signs, name plates, and billboards, that is part of
the video scene itself Most previous text recognition efforts in video and still imagery [Jain and
BhattachaIjee 1992; Ohya, Shio, and Akamatsu 1994; Zhong, Karu, and Jain 1995; Smith and Kanade
1995; Lienhart 1996; Yeo and Liu 1996; Wu, Manmatha, and Riseman 1997; Jain and Yu 1998; Sato
et al. 1998; Li and Doermann 1998a; Li and Doermann 1998b] have assumed that the text lies in a
plane that is oriented roughly perpendicular to the optical axis of the camera. Ofcourse, this assumption
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is valid for scanneddocumentimagesand imagerycontaining overlaid textcaptions, but is not generally
true for scene text. Figure I shows an image, captured from a video camera, of a cafe scenein which
the name of the cafe is viewed froman oblique angle. Sucha configuration is quite common when the
main subject of the scene is not the text itself, but suchincidental text could be quite important (for
example, it may be the only clue to the location of the captured imagery).

To addressthe problem of recognizing text that lies on a planarsurface in 3-D space,we note that
the orientation angle of such text relativeto the cameracan be modeled in termsof threeangles, as
shown in Figure2:

• 8, the rotation in the plare perpendicularto the camera's optical axis

• qJ and r, the horizontal (azimuth) and vertical (elevation) components, respectively, of the
angles formed by the normal to the text planeand the optical axis.

Figure 1. Cafe Scene

...................\I..... y

Figure 2. Orientation Angles of Text
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The three angles represent the amount of rotation that the text plane must undergo relative to the camera

in each of its three axes to yield a frontal, horizontal view of the plane in the camera's field ofview.

When () and r are zero and qJ is nonzero, the apparent width of the text is reduced, resulting in a change
in aspect ratio and a loss ofhorizontal resolution. Similarly, when () and qJ are zero and r is nonzero, the
text appears to be squashed vertically. The severity ofperspective distortion is proportional to DIZ,
where D is the extent of the text parallel to the optical axis (its "depth") and Z is the distance from the

text to the camera. When the text is not centered at the optical axis or both qJ and r are nonzero, the
text appears to be rotated in the image plane (see Figure 3). If the text were rotated to remove this

apparent angle by a text recognition process that mistakenly assumed the text is fronto-parallel, the

characters would become sheared (see Figure 4). When both qJ and rare nonzero and perspective
distortion is significant, the shearing angle varies from left to right within the text region. OCR engines
perform poorly if the shearing causes characters to touch or to be severely kerned (overlapped
vertically).

Figure 3. Image Showing Apparent Rotation in the Image Plane

Figure 4. Image from Figure 3, After In-Plane Rotation
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TECHNICAL APPROACH

In our approach we take advantage of 3-D scenegeometry to detect the orientationof the plane
on which text is printed. The text recognition process can then transform the video image of the text to a
normalizedcoordinate systembefore performing OCR. There are two ways to estimate the parameters
ofa plane containing text. The first uses the shape and orientation of the text and the plane in a single
image. The secondexamines the motionof the text and plane througha sequenceofvideo image
frames. We plan to develop techniques of bothtypesand combinethem to form a robust estimation
procedure that takes into account the full perspective projection involved in the imaging process. In this
paper we report some preliminary results from single-imageanalysis.

When the plane that contains the text is at an angle relative to the image plane, several types of
distortions can be introduced thatmake it difficult to read the text. In the most general case, the
distortion is described as a projective transformation (or homography) between the plane containingthe
text and the image plane.We can correctthisdistortion by applying the appropriate"corrective"
projective transformation to the image. That is, we can rotate and stretchthe original imageto create a
synthetic image, whichwe calla "rectified image," in which the projective distortion has been removed.

In general, a two-dimensional projective transformation has eightdegrees of freedom. Four
correspond to a Euclidean2-D transformation (translations along two axes, a rotation, and an isotropic
scale factor); two correspond to an affmetransformation (a shear and a nonisotropic scalingofone axis
relative to the other); and the remaining two degrees of freedomrepresent a perspectiveforeshortening
along the two axes.

From an OCR point of view, some of the eight parametersproduce changes that are harder to
handle than others. In particular, the two translations are not a problem, because they simplyproduce an
image shift that is naturally handled by OCR systems. Similarly, the two scale factors are not a problem,
because the OCR systems typically include mechanisms to work at multiple scales. The Euclidean
rotationis important, but is easily computed froma lineof text. Therefore, three criticalparameters
produce distortions that are difficult for OCR systems to handle: the two perspectiveforeshortening
parametersand the shearing.

In our single-image analysis approach, estimates of the plane parametersare computed from the
orientations of the linesof text in the imageand the borders of planarpatch, if they are visible. To
remove a projective distortion, we need to compute the three criticaldegrees of freedom associated
with the planeon whichthe textis written. In general, we can do this by identifying three geometric
constraintsassociated with the plane. For example, we can compute necessaryparameters, given two
orthogonal pairs of parallel lines, suchas the borders of a rectangular sign or two paralleI lines oftext
and a set of vertical strokes within the text. The three constraints deriveable from these setsof lines are
two vanishing points(one from eachset of parallel lines) and an orthogonality constraintbetweenthe
sets of lines.

Sometimes, however, suchlinearproperties are difficult to detect. In such cases, we can estimate
the parametersby making assumptions aboutthe camera-to-plane imaginggeometry that are often true.
For example,peoplenormally takepicturesso that the horizon is horizontal in the image. In other
words, they seldomrotate the camera about itsprincipal axis. In addition, they often keep the axis of the
camera relatively horizontal. Thatis, they do not tilt the cameraup or down very much. When these two
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assumptionsapply and the text lies on a vertical plane, such as a wall ofa building or a billboard, the
projectivedistortion is only along the X axis of the image. The perspective foreshortening in that
direction can be computed from one constraint, such as a pair of horizontal parallel lines.

Another assumption that often holds is that the perspective effectsare significantly smallerthan the
effects caused by the out-of-plane rotations. This is the case if the depth variation in the text is small
compared with the distance from the camera to the plane. In this case, the perspective distortionis
reduced to an affine shear and the projection is described as a weak perspectiveprojection.

Table I summarizes the degrees of freedom that remain uncorrectedafter differentsets of linear
featuresare found and different assumptionsare made about the plane-to-camera geometry.

Table 1. Degrees of Rectification

Geometric Vertical Alignment General Position
Relations
Identified Weak Full Weak Full

Perspective Perspective Perspective Perspective

0 D 0 D
Horizontal Line

Fully Rectified Foreshortening Shear Foreshortening in X
inX Foreshortening in Y

Shear

0 0 0 I \
Parallel Horizontal Lines Fully Rectified Fully Rectified Shear

Foreshortening in Y
Shear

~ Horizontal Line
0 0 0 D
Fully Rectified Fully Rectified Fully Rectified Foreshortening in X

Vertical Line Foreshortening in Y

+-1 0 0 0 0
Parallel Horizontal Lines Fully Rectified Fully Rectified Fully Rectified Fully Rectified

Parallel Vertical Lines

Given these relationships, our general strategy is to identify as many properties ofa region of text
as possible, and then compute a corrective transformation,using as few assumptions as possible.
Initially, we use information derived independently from each individual line of text. Next, we combine
information frommultiple text linesafterpartitioning them intosetsof linesthat liewithina common
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plane. We then further augmentthe process by detecting auxiliary lines that can provide horizontal and
vertical cues. These can include lines in the same planeas the text (such as sign borders), and
extraneous lines (e.g., building edges). Finally, depending upon our success in finding these features, we
can either make assumptions to substitute for missing constraints (and then computea transformation
that corrects for a full perspective projection) or computea transformation that does not completely
remove all degrees of freedom. This approach is more general than the method describedby Clark and
Mirmehdi [2000], which requires the text to lie withina quadrilateral whose edges must be found; this
quadrilateral is then transformed to a rectangle under a weak perspective assumption.

PRELIMINARY EXPERIMENTS

Thusfar we have implemented onlythe first part of our general strategy-rectifYingeachtext line in
a single image independently. Afterpossible linesof textare detected, various features of each text line
are then estimated. These include the top and base lines, and the dominant vertical direction of the
characterstrokes. The rectification parameters for each text line are computed from these
characteristics. Each text line is then rectified independently and sent to an OCR engine.

The text detection and location process, somewhat similarto those describedby Smith and
Kanade [1995] and by Wu, Manmatha, and Riseman [1997], detects verticallyoriented edge
transitions in the gray-scale image, and linksthose that are compatible in size and relative position to
form lines of text. A rectangle is then fitted to each line of detectedtext. Figure 5 shows a test image of
a poster containing text that was captured at an azimuth angle of 70 degrees; the rectangles that have
been fitted to each detectedtext line are shownin overlay. (Some of the rectangles do not look to the
eye like true rectangles becauseof the perspective view of the image contents). Computing the best
fitting rectangle for each text line is an expedient way to approximate the location and extentof the text,
but the top and bottomof the text are not accurately computed when significant perspective distortionis
present.

A top line and base line for each lineof text are estimated by rotating the text line at various angles
and thencomputing a series ofhorizontal projections over the vertical edge transitions. (When the text
consists of predominantly lower-case characters, the ''top'' line actuallycorresponds to the "midline" of
the text that touches the tops oflower-case characters, excluding their ascenders.) The best estimateof
the top line should correspond to the rotation angle that yields the steepestslope on the top side of the
horizontal projection; the best estimate of the base line is similarly computed. Figure6 shows an
example of this procedure.
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Figure 5. Rectangular Bounding Boxes Overlaid on a Test Image (Azimuth 70
Degrees)

Best Top Line

Best Base Line

Figure 6. Estimation of Top and Base Lines
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In addition to computing two horizontallyorientedlines, we would like to find and measure the
anglesof two verticallyoriented lines to use in the computation of the rectification parameters.
Unfortunately, an individual line of text does not have much verticalextent, and it is difficult to determine
which parts of the text could be used as vertical cues. However, the height of the text is not usuallya
significant fraction of the depth of the text in 3-D space, so that the perspective foreshortening in the Y
dimensionshouldbe relativelysmall. Therefore, in the absence ofany other reliablevertical cues, we
compute the dominant verticaldirection (shear) of the text by computing a series of vertical projections
over the vertical edge transitions after rotating the text line in 2-degree increments. The best estimate of
the dominant vertical direction should correspond to the angle at which the sum of squares of the vertical
projection is a maximum (on the assumption that the projection of true vertical strokes is greatestwhen
they are rotatedto a vertical position). Figure 7 shows an example of shear computation. The
deshearing process can be somewhat unreliable, because it assumes that a significantfractionof the
characterscontain vertical strokes. Figure 8 shows the refined bounding boxes based on the top and
base lines and on the dominant vertical direction. Figure 9 shows the warped text lines (a) after the
initial rectangular bounding box is deskewed; (b) after the baseline is refined (without includingthe top
line in the dewarping computation) and then deskewed; and (c) after the lines are desheared.

Figure 7. Estimation of Shear
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Figure 8. New Boxes from Top Lines, Base Lines, and Shear

(a) Initial Bounding Boxes (b) Refined Baseline (c) After Deshearing

Figure 9. Warped Text Lines

The transformation used to rectifythe image ofeach text line, Lj, occuring in an obliquely viewed
image,OJ, is a projective transformation, Tu, ofthe text plane. This transformation is describedby

m'= Hm ,

where H is a 3 x 3 matrix that maps the homogeneous coordinates m ~ [~] in 0, to the homogeneous
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rectified coordinatesm' ~ [~:] ina normalized imageN,. The horizontal and verticalvanishing points

are mapped to the points at infinity in the horizontal ([~] )and vertical ([mdirections. This process

takes care of the perspective foreshortening in both directions, as well as the skew and rotation. The
remaining four degreesof :freedom correspond to the originand scale factors that place the line in the
normalized imageN j • The image N j , which contains all of the rectified lines from image OJ, is then sent
through the OCR process. (yVe are currently using the Scansoft, Inc. DevKit2000 OCR package.)
Figure 10 shows, for the 70 degree azimuthtest image, the recognition resultsoverlaid on the
normalized image.

To measure the improvement in recognition performance due to the rectification process, we ran
our process on a set of test images of a poster containing text viewed at various angles. The evaluation
was performed semiautomatically by the process shown in Figure II. We generated a ground truth
data set (including the bounding boxesas well as the identities of the characters) by runningthe text
detection and OCR process on a reference image R, and manuallycorrecting any recognition errors.
For our reference image we used a fronto-parallel view of the poster. In each of the test images OJ , the
positions of the four corners of the poster were automatically detectedand used to compute a
transformation E, that maps a pixelposition in OJinto a corresponding position inR. By applying T-1;j

and then E j , we mapped the OCR results for lineLj from normalized coordinate space into the
coordinate space of R. We expect that the linesand characters of text in correctlyrectified imageswill
coincidewith those in a true fronto-parallel image. An automatedprocess compares the recognized
results to truth data on a line-by-line and character-by-character basis. Figure 12 shows the reference
image overlaidwith the ground truthdata. Figure 13 shows the OCR results ofFigure 10 after the
inverse mapping back into the coordinate systemof reference image R.
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Figure 10. OCR Results Overlaid on the Normalized Image
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Figure 13. Test Results Overlaid on the Reference Image

Figure 14. Azimuth Test Image Set
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Figure 14 shows one seriesof test imageswherethe azimuth anglevaries in increments of 10
degrees. Figure 15 shows the characterrecognition resultsas a function of azimuth angle for the various
version of rectification. "PercentageCorrect"means the number ofcharacters recognized correctly,
divided by the number ofcharacters in the referencegroundtruth data set. As expected, the
performance drops as the azimuth angle increases. At the mostobliqueangles, when the character
stroke width and/or spacing between characters becomesone pixel or less in the original image, the
resolution available for the interpolation processduring rectification is not sufficient to adequately
preserve the character features. The graph shows that each of the three processing steps contributes to
the increasein performance. These improvements are greatest at the moreobliqueangles.

CURRENT AND FUTURE WORK

We are currently developing methods that will automatically compute the rectification parameters
for all text lines in a singleimage simultaneously. Thisprocess is expected to yieldmore reliable
estimates of the rectification parameters, especially for shortlinesof text. Part of thisprocess will
automatically determine which sets oflines (the top and base linesfrom lines of text, and other significant
lines in the image) have a common vanishing point and are therefore trulyparallel and lie withina single
plane.

Becauselens distortioncan affectthe accuracyof our estimation of straight lines, we are
implementing a preprocessing step that characterizes and corrects for lensdistortion in the imagery. We
estimatethe parametersofour lens distortion model by providing the sequence of pixelsalong fouror
more straight lines detectedin the set of image frames in a video sequence captured with the same lens
setting.

In the future we plan to use the information from multiple images in the video sequence to produce
a more robustestimateof the rectification parameters. Methods we will consider includeexploiting the
consistencyacross frames of the rectification parameters themselves, tracking features of the text
regions such as baselines and sign borders, and deducing the orientation of text planesby tracking the
displacement of individual points through the image sequence.
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Abstract
MediaBrowse is a research prototype for multimedia
information retrieval. It integrates existing information
extraction technologies in video processing "vith
advanced information retrieval methods. MediaBrowse
can extract multimedia attributes from digital video
streams, index and store video attributes and metadata
in a database system, browse and retrieve video
sequences based on a combination of multimedia
feature vectors and attributes. Currently, video
attributes include: 1) key frames; 2) captions; 3) audio;
4) text from video and 5) presence, location and
number of faces in a frame. The Information Retrieval
(IR) modules combine these multiple (and potentially
noisy) sources of information more effectively when
compared to retrieval from a single source. The GUI
module allows the user to express multimedia queries
based on these attributes.

The system's architecture is designed to allow
integration of additional functions for content
extraction and information mining. We developed a
modular framework for supporting pluggable
information extraction (IE) and indexing modules. We
designed and implemented a multimedia database API
that supports both video and multipage scanned
documents. The search engine is based on Insightful's
proprietary search technology for Latent Semantic
Retrieval (LSR). We designed a query syntax which
supports modular IR engine pluggability and general
fusion logic for multimedia queries. We tested the
retrieval and browsing function of MediaBrowse on a
video databases ofnews broadcasts.

1 Overview
The goal of this research is to provide intelligence
analysts with a system that allows intelligent retrieval
and browsing of large digital video databases
containing commercial broadcasts (particularly news
broadcasts). The two basic major challenges are (1)
extraction of meaningful information from video data,
and (2) information retrieval methods for this data that
are robust to errors of interpretation. Our research
addresses aspects of both aforementioned problems. In

the context of information extraction, we integrated
existing methods to extract and index textual captions
and image objects from a given video. In the context of
information retrieval, we developed robust indexing
and search methods, and methods to combine multiple
sources of information. Finally, we developed a
prototype graphical user interface-based Mediabrowse
system to demonstrate the feasibility of our ideas.

MediaBrowse is a research prototype that allows
intelligent retrieval and browsing of large (up to
approximately I million key frames) digital video
databases containing news broadcasts. It integrates
existing technologies in video processing with
advanced information retrieval technology to produce a
complete system for video browsing and retrieval. The
functionality of MediaBrowse can be divided into the
following categories:
• Extraction of monomedia attributes from digital

video
• Storage of monomedia attributes and metadata in a

database system
• Retrieval of video sequences based on a

combination of monomedia feature vectors and
attributes

• Visual management of indexing, querying, and IR
functions

Figure 1 shows the architecture of the MediaBrowse
system. The process begins by running Information
Extraction (IE) modules to extract multimedia video
attributes. Currently, video attributes include: 1) key
frames; 2) captions; 3) audio; 4) text from video and 5)
presence, location and number of faces. These attributes
are entered into a MediaBrowse database. Indexing
modules for the Information Retrieval (IR) engines then
index the extracted information in order to support
efficient retrieval. The IR modules combine these
multiple (and potentially noisy) sources of information
more effectively when compared to retrieval from a
single source, e.g., audio. The GUI module allows the
user to express multimedia queries based on these
attributes, and to access the database (through the
Server) in order to browse the contents and display IR
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Figure I: general architecture of MediaBrowse system

results. The system's architecture is designed to allow
integration of additional functions for content extraction
and information mining.

We designed MediaBrowse to be backward compatible
with our DocBrowse system for document imaging
[Bruce97]. We designed an extension to the DocBrowse
query syntax which supports modular IR engine
pluggability and general fusion logic for multimedia
queries. We designed a modular framework for
supporting pluggable IR engines and indexing. We
designed and implemented a multimedia database API
to be used by the IE and indexing modules. It supports
both video and multipage scanned documents. We
integrated the existing DocBrowse information
extraction functionality with the new framework. The
search engine is based on MathSoft's proprietary search
technology for Latent Semantic Retrieval (LSR). The
MediaBrowse GUI and database server can run either
on a Windows or UNIX environment. The video
segmentation and information extraction modules run
on UNIX. MediaBrowse supports video stream encoded
in MPEG-l format.

This paper is organized as follows. Section 2 outlines
database architecture. Section 3 describes the various
modules for information extraction that we have
integrated in MediaBrowse. Section 4 describes the
indexing and search schemes. Section 5 describes the
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Graphical User Interface (GUn. Finally, in Section 6,
we summarize and list possible future work.

2 Multimedia Database
The MediaBrowse database API serves as the interface
between the information extraction process and the rest
of the information retrieval/browsing system. The
extraction process populates the database with a
description of each extracted entity. The database is
organized around the hierarchical structure of the
medium the database is to contain. The hierarchical
structure is shown in Figure 2.

Level 0

Levell

Level 2

Figure 2: hierarchical representation of video or
document images



The MediaBrowse GUI can treat subimages either as
text (e.g. a word bounding box) or as an image (e.g. a
logo or face). Entities that are neither textual nor iconic
can be associated with a document/story or
page/keyframe. The MediaBrowse GUI uses external
modules to display such entities and enter them into
queries. Attributes (name-value pairs) may be
associated with entities at all three levels. Subimage
entities may be given an engine designator to specify
which information retrieval engine should handle the
entity when it is specified as a query term. Designators
are mapped to IR engines by a configuration file.

The information extraction and indexing processes use
the data subdirectory to store any additional
information that may be needed by the IR modules or
foreign entity display modules. The content and format
of any such information must be specified by the
individual modules.

3 Information Extraction
The inputs to the MediaBrowse IE module (called
MediaLoad) are video programs. The first step in the
MediaLoad process is to segment video programs into
the MediaBrowse story:shot data structure. Users
should be able to select which segmentation modules to
use and specify their parameters. Story segmentation
currently is based on information available in the
closed-caption text. We assume a new story begins
every time when the news anchor speaks.

3.1 Story Segmentation
Two alternative methods may be used when the closed
caption information is not available: 1) a super
histogram method performs shot segmentation first,
then groups the detected shots into clusters based on the
color histogram of the shots; 2) an equal-space method
simply cuts a video program into segments with equal
length.

In the long term we could address story segmentation
by robust cross-indexing techniques which use
additional multimedia features and attributes, such as
speaker recognition, audio event classification, etc.

3.2 Shot Segmentation
Shot segmentation module takes as input a video
stream, segments the stream into sequences by
detecting significant changes between frames, and
selects one frame (usually the first frame) to represent
each sequence. We integrated and evaluated two
different methods for shot segmentation.

Color histogram-based method
Color histogram-based methods employ histogram
differences to temporally segment video sequences. The
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input data is converted to one of a number of different
color space representations. A histogram in one or more
dimensions is computed using the resulting data.
Difference measures are applied to a uniformly sub
sampled sequence of computed frame histograms to
measure the corresponding changes. A large difference
indicates a possible shot change. The video sequence is
then temporally segmented into subsequences based on
"sufficiently" large difference values.

We generate a histogram for the Y,U,and V color space
of the frame every ten frames, and compare it (by
summing the absolute difference) to the previous
keyframe's histogram. If this difference is greater than
a certain threshold, we output the current frame as a
keyframe.

Motion-based method

Motion-based methods use motion features computed
from video data to identify shot changes in video
sequences. The motion vector information is available
in MPEG bitstreams [MPEG]. We use the MPEG
Encoded Retrieval and Indexing Toolkit (MERIT)
developed at the University of Maryland (UMD)
[Kobla96] to parse MPEG-encoded video clips into
shots. The analysis is performed in the compressed
domain using available macroblock and motion vector
information, and if necessary, DCT information.
MERIT is fast because it works in the compressed
domain, and it is the method of choice for a preliminary
selection of keyframes which can be decompressed for
further analysis.

Apart from cuts, other types of edits between shots
include fades, dissolves, wipes, etc. These special
effects cannot be detected with the use of macroblocks
alone, since they occur gradually over a series of frames
and the macroblocks tend to remain bidirectionally
predicted or intra-coded over this span. We detect these
transitions by clustering frames after mapping each
frame to a point in a low-dimensional space using a
technique called FastMap [Kobla97]. Gradual
transitions in FastMap space appear as sparsely
threaded trails. We use the VideoTrails program
developed by UMD to detect additional shot boundaries
at gradual transitions.

Finally, the list of shot boundaries is the union of those
produced by story segmentation, motion-based shot
segmentation, and gradual transition detection. We
assign detected segments to the hierarchy as level-l
entities where each segment is associated with indices
of its starting and ending frames, and a still image of
the starting keyframe.

3.3 Text Recognition
The video OCR module consists of text block detection,



enhancement and recognition. Compared with OCR of
scanned documents, text recognition in digital video
presents several new challenges. First, the text
resolution is often so low that commercial OCR
software cannot recognize it reliably. Second, text is
often embedded in a complex background, so text
separation from the background is difficult.

We employ the text detection, tracking and
enhancement modules developed by the UMD [Li99a,
Li99b]. Text block detection module extracts image
regions containing text from video frames. Text
tracking tracks the detected text in consecutive frames
based on a multi-resolution SSD (Sum of Squared
Differences) measurement. The text enhancement
module interpolates a text image to increase the
resolution and smoothes the text foreground and
background through filtering and correlation of text
blocks between frames. We then apply Caere's OCR
DevKit to convert extracted and enhanced text block
image into character strings. Then we attach the
recognized character strings to the corresponding shots.

UMD's detection (Textfretect), tracking (TextTrack)
and enhancement (TextEnhancemnet) are separate
modules. In order to detect text regions from video
sequences and feed them into the OCR engine, we have
integrated all of the above modules as follows:

I. Run TextDetect every N frames

2. For every text region detected on a frame k,

a) Run the TextTrack on the frame sequence [k,
k + I, , k + N - I J

b) If the SSD is larger than a certain threshold,
stop tracking

c) Run TextEnhancement on the text region
sequence

d) Output each enhanced text region
e) Perform binarization on each output text

region

3. Feed each binary image piece to Caere's OCR
engine.

3.4 Face Detection
We have integrated the face detection module
developed by CMU [Rowley98] into MediaBrowse.
Given an image, a neural network examines small
windows of the image, and decides whether each
window contains a face.

We apply the face detection algorithm to every
keyframe produced by the shot segmentation module.
We assign each detected face to the indexing hierarchy
as a level-2 image zone represented by its bounding

box. Then, the faces are classified into categories based
on their location (center, top-left, top-right, bottom-left,
and bottom-right) and size (large, small, medium).
Category labels are assigned to the faces as level-2
attributes. The system allows users to search for faces
based on the number of faces in a keyframe, their
position and size.

3 Indexing and Search Modules
MediaBrowse supports several types of searchable
information (text, tag, image, image template,
subimage) and several information retrieval engines for
each type of multimedia information (currently LSR,
DupDoc [Rogers99], QBIE, tag). The IR module
(shown in Figure 3) consists of:
• A client GUI for query entry and for managing or

viewing IR results.
• Dedicated IR engines for text and face search
• An IR server for dispatching queries to the

appropriate IR modules and combining search
results

• A modular architecture for plugging in IR modules
(CORBAAPI)

We use Insightful's proprietary LSR algorithms to
index and search words recognized with commercial
speech recognition and OCR engines. These algorithms
are based on the ideas underlying Latent Semantic
Indexing (LSI); however, computationally and
conceptually, they represent a quantum leap with
respect to previous work [Berry95]. LSI-based
techniques try to overcome the problem of query and
document matching by using statistically derived
conceptual indices instead of using individual keyword
terms.

LSI is based on a matrix factorization method such as
Singular Value Decomposition (SVD) and is an optimal
special case of multidimensional scaling. Let m denote
the number of terms and let n be the number of
documents. Given an m X n matrix A and rank(A) =r,
the SVD of A is defined as

A=m:V T

where

UTU = VTV = I" and .E = diagtcr, ,... ,CJ',,)
are the singular values of A. There matrices reflect a
breakdown of the original relationships into linearly
independent vectors. The use of q vectors or q-largest
singular triplets is equivalent to approximating the
original matrix by

T
Aq = U mxq.EqxqVqx"

where A is the best rank-q approximation to A, U andq

V are considered the term and document vectors,
respectively. The truncated SVD captures most of the
important underlying structure in the association of
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System Architecture
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Figure 3: server/client architecture of MediaBrowse IR module

features and symbols, yet at the same time removes the
noise or variability in feature values. For purpose of
search relevant documents, an input query x is
represented as a vector in q-dimensional space:

~ TV .... -1
X = X mxqL. qXq

The vector Xcan then be compared to all existing
document vectors, and the documents ranked by their
similarity (nearness) to the input pattern. While
theoretically appealing, this approach has serious
limitation in speed and scalability. We have developed
a theoretically and computationally superior algorithm.
Our implementation allows for the inclusion of a large
training sample, and supports fast search of similar
patterns.

We have shown that the measurement of the similarity
between query and document content can be cast as a
query optimization (or inverse) problem. This provides
many advantages over the unsupervised classification
process implied by LSI. The first is a formalism to
assess the effect of dimensionality reduction in
multivariate transform space on the process of fitting a
"noisy or imprecise" query. The second is that our
optimization techniques can increase computational
efficiency dramatically, increasing, in tum, the amount
of information that is available for learning by several
orders of magnitude. The third advantage is that the

ability to introduce constraints in the optimization can
translate into previously unknown IR functionality,
including latent keyword feedback and entity tracking.
This search methodology also presents the advantage of
being robust to speech recognition or OCR errors.

We combine query results from heterogeneous IR
engines by weighted linear combination or predictive
regression. The two approaches are very similar in
philosophy since they both aim at producing a weighted
linear combination of the results. A set of training
queries is submitted to a combination of IR engines,
using a set of documents for which binary relevance
judgements (YIN) or ranking weights with respect to
each query are known. One can optimize the combined
performance of the IR engines by minimizing a penalty
function which is a measure of the absolute relevance
or nonrelevance of each document to a query.
Alternatively, using the training data, one can construct
a classifier that for each query takes as its input
variables the binary scores that the n "experts" (i.e., IR
engines) assign to each of the documents, and provides
as output a binary relevance variable, Y. The classifier
is then used to predict the performance of future
queries. In the future we will introduce the functionality
to update the classifier interactively, using relevance
feedback information from the user.
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5 Graphical User Interface
The MediaBrowse GUI serves two functions: 1) it
provides support for multimedia query entry; 2) it
provides tools for displaying and organizing query
results.

The GUI consists of three modules: (1) a video viewer;
(2) a visual programming interface that permits the user
to compose queries; and (3) a query result browser. The
video viewer includes functionality to view video
frames in a playback mode, browse through key frames
and play back individual scenes of interest. The viewer
also provides functionality to display an entire video
scene as thumbnails of the individual frames.

MediaBrowse users interact with the GUI to create and
submit multi-media queries. Queries may consist of
textual and graphical terms. The query syntax allows
the user to specify which information retrieval
engine(s) should process the query, and how the engine
results should be combined.

The query syntax is of the form:

• Query: Query op Term ITerm

• Term: Engine I text I(Query)

• Engine: designator#identifier Idesignatortittext)

where
• op is a data fusion operator (and, or, min, max,

sum, etc.)
• designator is a string ALPHA (ALPHAIDIGIT)*

indicating which engine should handle the term.
Specific IR engines are mapped to designators by a
configuration file.

• identifier is an entity identification number
• text is free-form text to be sent to the default or

designated text IR engine.

The information extraction/indexing process associates
a designator with each extracted and indexed entity.
When a user double-clicks an entity, the entity is added
as a term to the current query with its associated
designator. The user may edit the query to submit the
entity to a different IR engine.

The visual programming interface for queries currently
allows the user to combine heterogeneous queries (e.g.,
keywords and faces) using Boolean operators. The face
query includes:
• Number of faces (one, two, three or more)
• Face size (small, medium, large)
• Face position (top-left, top-right, bottom-left,

bottom-right, center).

The query-result browser displays keyframes from
stories that match an input query and allows the user to
choose a story and play the entire video sequence, if so
desired. Figure 4 shows the query result browser.
Figure 5 displays all the representative keyframes for a
given story. Finally, Figure 6 shows a snapshot of the
video player and the meta tag and feature viewer. This
GUI component allows the user to inspect indexing
output such as video OCR and ASR. Shown here is the
raw output of the video OCR module.

We developed the entire MediaBrowse user interface in
Java so that it is platform independent and can be run
through a Web-browser. This Java front-end client
application communicates with a processing server and
a database server via standard CORBA interfaces.

6 Conclusion and Future Work
We performed a number of qualitative multimedia
information retrieval experiments on a smaller database
of 12 hours of digitized video. This database was useful
primarily for developing the MediaBrowse indexing
infrastructure, but it was not ideal for multimedia
retrieval experiments. Nevertheless, we demonstrated
that under noisy and error-prone conditions, the
combination of information from multiple sources, i.e.,
captions, audio, and images, has the potential for more
effective information retrieval, when compared to
retrieval from a single source of information. Our
results are limited by two factors: 1) the shortcomings
of some of the multimedia extraction techniques that we
integrated in the system; 2) the small size of our test
database. For instance, a qualitative assessment of
results indicates that video OCR achieves an average
precision of only 20%, while face detection is
successful in about 50% of cases. Our inductive
learning algorithm requires a much larger corpus for
training.

Having established a framework for combining multiple
sources of information for information retrieval, we will
explore a few research areas in greater detail in future
work.

Video Segmentation
In the long term we will address story segmentation by
robust cross-indexing techniques which employ
additional multimedia features and attributes, such as
speaker recognition, audio event classification, etc. In
particular, we propose to develop a mechanism for
event profiling in time, based on the dynamics of
clusters of multimedia attributes. We will base this
approach to event profiling on our fast and scalable
algorithm for Latent Semantic Retrieval.
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Text Recognition
Text captions typically consist of characters that form
regions of high intensity contrast against the
background. Characters usually have a homogeneous
color. Typical captions are oriented horizontally and the
spatial frequency of regions containing text segments is
relatively high. Text also shows spatial cohesion 
characters of the same text string are of similar heights,
orientation and spacing. By detecting these properties
of text in video, we can extract regions from video
frames that contain textual information. We will
explore a method to segment a video frame into text
and non-text areas based on localized texture analysis,
where the key observation is that the texture
characteristics of text regions are typically very
different from those of the non-text regions. We will
explore the use of wavelets and wavelet packets for
texture characterization and segmentation at a range of
different scales. The wavelet transform can be
interpreted as a multi-scale edge detector that represents
the singularity content of an image at multiple scales
and different orientations. We will use the hidden
Markov tree (HMT) model as the classifier to
distinguish between text and non-text textures, since the
HMT is well suited to images containing singularities
(edges and ridges) [ChoiOO]. The HMT is a tree
structured probabilistic graph that captures the
statistical properties of the coefficients of the wavelet
transform.

Text detection, tracking and enhancement are
performed sequentially and separately in the existing
systems, even though they are clearly dependent on
each other. Instead of using some simple heuristics, we
propose to develop a coherent scheme for integrating
the above tasks by extending the idea of hidden Markov
tree model from a single frame (2-D) to a sequence of
frames (3-D). When a detected text block does not have
an equivalent in subsequent frames, or its tracked
blocks in subsequent frames show a significant
difference, we are less certain that the block should be
classified as text. Equivalent text strings in consecutive
frames also provide redundant information that can be
used to refine text coordinates.

In addition to the process of segmenting and
recognizing individual characters, we will explore
methods for detecting entire words or phrases as single
entities directly in video frames. Words have more
features than isolated characters; thus, the recognition
of whole words is faster and more dependable than
character recognition, especially in the presence of
image noise. We propose to develop a word image
spotting algorithm that is language independent and not
restricted to a pre-determined alphabet. We generate the
query keyword from cutting-and-pasting of sub-images
from video frames or with input from a word processor.
We first apply the algorithm for detection of text
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regions to video frames. We then segment the detected
text regions into text-lines. We compute localized
features by applying wavelet transforms and
morphological operations to the input keyword image.
We compute the same set of features on images of the
extracted text-lines. A probabilistic signature-matching
algorithm is then used to find the most probable
location of the keyword in the text-line images.

Graphic Object Detection
For segmentation and indexing of graphic object such
as logos and flags, we will again use the
aforementioned segmentation algorithm. From each
segmented object on the image, which has not been
identified as text, we will extract features, and index
these features in the database. The features we have
found most useful for the characterization and indexing
of logos in the presence of various types of distortions
are the wavelet transform coefficients of the region
[Bruce97].

Information Retrieval

IR research will consider:

• Extension of text retrieval component to cross
language retrieval. This will allow the intelligence
analyst to establish semantic links across video text
indices (as derived from ASR, closed caption or
video OCR) from multiple language sources. The
approach of using Machine Translation (MT) is
clearly unrealistic for large multilingual video
databases. By identifying and aligning principal
axes for the various languages, the LSR algorithm
correlates clusters of documents across the various
language subspaces.

• Extension of latent semantic analysis to fusion of
multimedia attributes. This will be couple with
training of multimedia event labels with user
relevance feedback in a probabilistic framework.

• Dynamic clustering of database indices in semantic
space with respect to a conditioning variable such
as time, with the ability to track time evolving
patterns and concepts.
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Figure 4: MediaBrowse query result panel and semantic feedback tool
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Figure 5: Diagnostic keyframes for a story
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Abstract
The abstract should summarize the context, content

and conclusions of the paper in 150-200 words. It
should not contain any references or displayed equa
tions. Typeset the abstract in 10 pt Times Italic with
baselineskip of11 pt, and indentation of 1 em for each
paragraph.

1 Introduction

As part of the effort in online digital libraries, we have
undertaken to digitize the microfilm record of the New
York Times between its inception in September 1851
and the last issue in the public domain, December 1923.
By empirical sampling, this constitutes a corpus of
approximately 500,000 newspaper images and has an
estimated storage requirement of about .75 terabyte
based on approximately 200 pixels per inch at the
original newspaper surface.

The purpose of the effort is to create ready access to
this entire corpus on the Web in a commercial model
that provides free reading but low cost, access
controlled, subscription to enhanced Internet services.

2 The Fidelity Matrix Design Tool

In an earlier effort with the National Academy Press,
we designed a system where 1700 books were made
available for free reading while visitors were
encouraged to buy hard copies (www.nap.edu).This
has resulted in higher rates of hardcopy sales than had
previously been obtained.

We term this a free-and-fee model that employs a
Fidelity Matrix where the rows of the matrix describe
the "stuff' offered, the columns describe the
subscription conditions, and the cells are checked or not
checked. For the National Academy Press, at
www.nap.edu, the design Fidelity Matrix is shown in
Table 1. For the New York Times Project the proposed
Fidelity Matrix is shown in Table 2 on the next page.

We have completed the system for the first two
columns of the Matrix (free access and basic access) as
well as digitizing the Historical New York Times for
the periods of the Civil War (1860-1865) and the Turn
of the 20th Century (1895-1905). The results can be
observed at www.nyt.ulib.org. To accomplish this
work, we had to develop both the data acquisition from
raw microfilm and the data presentation capabilities. A
great deal of attention was given to automating as much
as possible in order to make further capture and
presentation as low cost as is possible considering the
material available.

Table 1. Fidelity Matrix for www.nap.edu, The
National Academy Press web site.

Stuff Free Fee

Color Cover Image X

Search XTitle/Author/Category

Table of Contents XHyperlinked

Low Resolution Page XImages

Page-Forward/Back XButton

Go-to-Page-Number XButton

FUll-text Search X

Print One Page Low XQuality

Hard Copy of Book X

3 System Considerations

Thefree system had to provide for low cost content
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Table 2. Fidelity Matrix for www.nyt.ulib.org.

Stuff Free Basic Advance High
Access Access d Access Performanc

e Access
(planned (planned)

Low Mediu High High Fidelity
Fidelity m Fidelity Proximal

Fidelity Remote

Display Tiff- X X X X
Gif

Search X X X X
DatelPage

Search X X X
Keyword Full

Text

Titles X X

Major X X X X
Themes

Detailed X X
Themes

Browse X X
Picture

ASCII Text X X

Formatted X X
Articles

Machine X X
XMLAccess

High Access X
Speed

Online Ref X X
Librarian

Picture X X
Browse

acquismon, basic indexing by newspaper issue date,
page and column. Additionally, the fee system had to
provide for full text keyword search utilizing the most
cost effective and rapid means possible. For this we
developed automated column segmentation and the
unattended application of commercially available OCR.
Finally, we incorporated a research component in
providing for ground-truth data to be employed for
experimentation with new OCR techniques in
association with Henry Baird at Xerox PARe. So,
while there is a web site that is generally viewed at
www.nyt.ulib.org, there are another four web sites that
have been developed to enable the maintenance of this
one. The principal purpose of this paper is to describe
how the various systems interact and also to show
acceptance of this approach to document image
management by a view of the logs on site usage.

Figure I shows all the systems.

The process illustrated in Figure I is as follows:

I. The Microfilm Scanner System utilizes the
Mekel M525 automated microfilm scanner and
a Windows NT workstation. Considerable
work was necessary to configure this for
microfilms of historical newspapers, in part
because of poor quality material and large
image size variation particular on Sunday
editions. Individual, but successively orderd,
newspaper images were put to a working
directory on the Seagate Xiotech RAID
storage device.

2. The Issue Submission System is a web site
which brings up the successively ordered
images in order to assign a newspaper issue
date and a page number to each image. This
system is optimized so that most of the time all
the operator has to do is look at a page,
confirm that the date and page number is
correct, and hit an "accept" button. Since the
microfilm images are in order, this process is

I IMicrofilm Scanner System Issue Submission System

Segmentation &

'IF
Prim~OCR Annotation System

"),I

Seagate RAID Oracle Data Preparation
Database I""'lI Manual Typing

VTI Image AB Search System
Server System •

View System XeroxPARC
OCR Development

Figure I. Newspaper Acquisition and Presentation Systems
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very quick and also provides a check on the
scan quality. Another automated feature of the
Issue Submission System is that the image
files are moved to the correct directories of the
Seagate RAID and the Oracle Database is
updated with the appropriate metadata.

3. The Newspaper Processing System is
automatically applied to newspaper images to
compute the columns of each newspaper page
and submit and receive the optical character
recognition on those columns. The
segmentation information becomes a part of
the oracle system and the text results from the
optical character recognition goes to
appropriate directories. Finally, the master
full-text retrieval index is updated with the text
from the OCR output. This step requires no
manual intervention.

4. The Annotation System is another web site,
and this is always available to any editor with
appropriate authorization. The editor may
browse newspaper columns by date, page
number, and column. He may, for any column
he browses, indicate a title, description, and
one or more keyword topic areas beginning at
that column. The result is that the main
Viewing site is automatically updated to
provide easy access to this special annotation.
On the www.nyt.ulib.org web site, the results
of the annotation system is manifest in the
topic search and lists of titles and descriptions.

5. The Data Preparation System is yet another
web site that was specially developed to
enable the efficient entry of ground-truth data
or the manual entry of the full text. In
contrast to most ground-truth systems, we did
not attempt to segment every character. On
poor quality microfilm, this is infeasible.
Rather, we segmented lines of text out of each
column. The typist could, on the web site,
correct the line segmentation and also type in
the text seen for each line. Provision was
made to mark unreadable regions.
Approximately 100,000 words of ground truth
data have been delivered to PARC for further
research on OCR.

6. The View System is the main web site
viewable by visitors. It incorporates access to
the images of the newspaper pages utilizing a
TIFF-to-GIF image server. The visitor can
select a date and read the news paper from that
date. He can also go to one of the themes and
get a hyperlink directly to a column. Finally,
he can subscribe to the full text search service
and utilize our unique search system.

7. The Search System is specialized to finite
corpus archives. If a search is successful, one
or more pages from the newspaper archive
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become available with hyperlinks to the
viewable column of interest. In order to make
the search always successful, we utilized a
novel technique for dynamically eliminating
search developed partly for another site by the
principal author, www.antiguebooks.net [1].
Basically a list of all the words appearing in a
year of the newspaper is shown and the
subscriber simply clicks on a word of choice.
Then, immediately (through Javascript), the
word list is changed to list only the words that
appear on all the pages that have this first
word. The user can then select another word
to add, and so on, until he has exactly one page
and column to look at. He can, at any time,
also look at all the page hyperlinks for a
particular search, and he can also manually
type in arbitrary Boolean expressions (using
and, or, not) in conjunction with the
dynamically eliminating search. We find this
search technique is much faster than
alternative methodologies because it allows for
the rapid refinement of effective queries. Until
the subscription service begins on the search
section, it can be found for inspection at
http://www.nyt.ulib.org/phase2 (check to see if
if "registered" is turned on).

The free system provides for free reading: This means
that it simulates the presentation available with a
microfilm reader, but you could use a web browser
anywhere in the world. You can find the date and page
and read it. Technically, this means that we present the
images of the page on the Internet. The basic fee
system provides for full text search. Technically this
means that we employ optical character recognition to
obtain the full text from the scans of the microfilm. In
both cases a great deal of care also had to be put in
creating a genuinely good experience with this material
and a genuinely good experience with the full-text
search of this material on the Web (since the intent is to
charge for this). The experiment is in maximizing
digital benefits while minimizing costs of conversion
from the film media. We have enough data to judge
the benefit and are awaiting further exercise of the
system to report costs in terms of both document intake
cost and storage and maintenance costs.

4 Acceptance

The web provides a convenient means of testing
whether a document image solution is acceptable: we
can watch the traffic and the comments on it.
Unsolicited email has been highly encouraging
particularly among historians who are used to working
with optical microfilm readers. The lack of perfect
search is a lot better than no rapid search at all.
Obviously this is limited value, but the intent in our
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Figure 2. Usage Statistics for NYT.ULIB.ORG, free reading mode only. Note, there
are roughly 60 Visits Per Day

design is also to keep the cost low enough that the value
is perceived as a fair value.

The usage results are shown in Figure 2. The release
date of the free-to-read site was September 5, 2000.
Note that the subscription search site has not yet been
released to the public. The initial site covers the period
of the Civil War. For about two weeks after the site
was released we sent email to sites that collected links
about the Civil War. This accounts for the initial burst
of interest on the Internet. Of more interest has been
the sustained patronage on the site. With about 60
unique visitors a day sustained, except for brief periods
at the beginning of December and after the New Year
when the server was inadvertently down, we can regard
this as a fairly popular site. Only rarely are more than
a handful of columns read, as indicated by the number
of average number of kilobytes associated with a visit.
Considering the poor visual quality of the historical
record, this is not at all surprising.
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material to be efficiently repurposed to web use. The
VTI Image Server is from Visus Technologies
(www.vtiscan.com). The archival search is a variant
on that developed for Antique Books at
www.antiquebooks.net.
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Despite the growing importance of multimedia content, much of the knowledge, culture, and edu
cational material in existence today is still available only in paper form. Bringing this wealth of
information into the digital realm in a form that is faithful to the original, easily accessible, and
searchable, is an essential step towards making the Internet the World's Universal Library.

DjVu (pronounced "deja vu") provides a way to do all this, and more. It was developed at AT&T
Labs over the past several years and purchased by LizardTech in early 2000. DjVu is a compres
sion technique, a file format, and a delivery platform that is specifically designed to enable the
creation of digital libraries of printed documents (scanned from paper or digitally produced). It
relies on a number of advanced content analysis techniques to achieve high compression ratios, low
memory requirements, very fast rendering and indexing pf the material. These techniques have
been thoroughly documented in the papers listed in the bibliography, and additional information
is readily available on the web (http://www".djvuzone.org and http://www.djvu.comare good
starting points).

A typical page from a book, magazine, or ancient document scanned in color at 300dpi contains on
the order of 8 million pixels, and occupies 24MB uncompressed. Traditional compression techniques
such as JPEG are notoriously inefficient on several counts:

• typical file sizes for a page will be between 400KB and 2MB at best, which is totally imprac
tical for remote access.

• sharp edges (such as character outlines) are the cause of numerous wasted bits and/or un
pleasant ringing artifacts.

• such large images are very slow to render, require a very large memory buffer for the decom
pressed image in the client, and are not easily zoomable or panable with current web browser
technology.

• the text is not normally separated from the image, and therefore cannot be OCRed, indexed,
or searched.

• no provision is made for multipage documents, unless one encapsulates the images into a
container format such as PDF, thereby adding additional layers of inefficiencies.
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The DjVu system alleviates these problems and can handle bitonal documents, low-color (palettized)
images, photos and other continuous-tone images, scanned color or grayscale documents, as well as
digitally produced documents (from PostScript or PDF).

Bitonal documents are encoded with a technique dubbed JB2, which builds a library of repeating
shapes in the document (such as characters), and codes the locations where they appear on each
page. Low-color images are compressed the same way, with the addition of a color palette, and
a color index for each shape. Continuous-tone images are compressed with a progressive wavelet
based method dubbed IW44 that is on par with JPEG2000 in terms of signal to noise ratio, but
whose decoder/renderer is very memory efficient, and extremely fast (3 times faster than the fastest
JPEG-2000 mode).

Scanned color documents are decomposed into a foreground plane and a background plane. The
foreground plane contains the text and the line drawings compressed as a bitonal or low-color image
at maximum resolution (using JB2), thereby preserving the sharpness and readability of the text.
The background plane contains the pictures and paper textures compressed at reduced resolution
with IW44. Areas of the background covered by foreground components are smoothly interpolated
so as to minimize their coding cost. The foreground/background segmenter first detects sharply
contrasted areas, and then filters them with several criteria, such as their color uniformity, their
geometry, and an estimation of their coding cost.

Digitally produced PDF or PostScript documents are turned into a list of low-level drawing com
mands using the popular tool GhostScript. This list is then translated into a list of non-overlapping
shapes which are subsequently classified into the foreground or the background layer using a number
of heuristics. The layers are then compressed as with scanned documents.

Bitonal documents in DjVu typically occupy 5 to 30KB per page at 300dpi, which is 3 to 8 times
smaller than Group 4 (used in Fax machines, in TIli:F files, and in PDF files). Low-color images
such as icons are typically 2 times smaller than with GIF, but can be up to 10 times smaller if
they contain lots of text. Photos are about 2 times smaller than JPEG, and about the same as
fast modes of JPEG-2000 for the same SNR. An interesting aspect of IW44 wavelet codec is that it
is optimized to allow on-the-fly decompression/rendering of the area visible in the display window
(and not more) as the user zooms and pans around. This allows to keep the images in compressed
form in the RAM of the client machine, and allows to display very large images without excessive
memory requirements. Scanned color and grayscale documents in DjVu are typically 30 to 100KB
per page at 300dpi, which is 5 to 10 times smaller than JPEG, and about 2-3 times smaller than
MRC/T.44 or TIFF/FX. Digitally produced documents with mostly text are typically 2 times
smaller than PDF or gzipped PostScript originals at 300dpi, but can be considerably smaller if the
documents contain pictures.

DjVu documents are displayed within web browsers through a very compact plug-in (available for all
major platforms). Everything in the design of DjVu was optimized to reduce the delay between the
user's decision to view a page, and the display of that page on the screen. A multithreaded software
architecture with smart caching allows individual document components to be loaded and pre
decoded on-demand. Pages are loaded on demand, allowing random access without prior download
of the entire document, and without the help of a byte server. Page components (foreground layer,
background chunks, ... ) are downloaded in sequence and rendered by a separate thread as soon
as they are complete. This allows progressive rendering and refinement of the images. The page
that follows the page currently being displayed is pre-loaded, pre-decoded and cached automatically
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thereby reducing the page-flipping delay. The DjVu viewer has a "modeless" graphical user interface
that allows fast zooming, panning, and page flipping with a single mouse operation or keystroke.

The foreground layer can be OCRed and the result embedded back into the DjVu file as a searchable
"hidden text" layer. Tools are available to extract that text and translate it into an XML format
that includes each word, together with its bounding box coordinates on the page, and the document
structure (pages, columns, paragraphs, lines, words). Hyperlinks, annotations, page thumbnails,
and other metadata can also be embedded into DjVu documents.

Server-side full-text search can easily be provided using free indexing tools and a few Perl scripts.
Large collections have been or are being put on the Web in DjVu with full-text search capabilities,
including the NIPS Proceedings (13 volumes, 14,000 pages at 400dpi, 191MB), the Century Die
tionnary (8 volumes), along with several national library collections and content from commercial
providers around the world. DjVu is currently used by thousands of users to publish and exchange
scanned documents on the Web.

DjVu can be seen as a general open platform for document delivery. Much of the code including the
full IW44 codec, the palettized image compressor, and the multithreaded decoder/renderer (but not
including the best segmenter and the best bitonal compressor) is available as open source under the
General Public License (GPL) and can be used as a platform for research on new codecs, segmen
tation schemes, delivery mechanisms, viewing interfaces, and content analysis systems. More infor
mation, source code, benchmarks, and examples can be obtained at http://www . dj vuzone .org.
Plug-ins, compressors, and SDKs can be downloaded from http://www.lizardtech.com.
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Abstract
This paper describes experiments that compare the

performance of three leading commercial OCR pack
ages on document images of varying quality, in En
glish and Russian. It considers the performance of
OCR developers' kits from ScanSoJt, Abbyy, and In
ternational Neural Machines on a collection of doc
ument images from several sources. It also reports
on experiences with preprocessing input to one OCR
package with QUARC, a document image restoration
package from Los Alamos National Labs.

1 Introduction

This paper describes experiments that compare the
performance of three leading commercial OCR pack
ages on document images of varying quality, in
English and Russian. The OCR packages include
Caere Developers Kit 2000 (version 8) from Scan
Soft, FineReader 4.0 from Abbyy, and NeuroTalker
4.1 from International Neural Machines. It also re
ports on the effects of preprocessing a set of input
to CDK 2000 with QUARC [1], an image restoration
package. Section 3 describes QUARC. The corpus of
documents includes three collections of English doc
ument images, and one collection of Russian images,
with variations. Section 2 describes the collections.
Only CDK 2000 and FineReader 4.0 processed the
Russian corpus, since NeuroTalker 4.1 does not sup
port Cyrillic characters.

Each system ran with its own standard prepro
cessing, without spelling correction. Since the goal
was not to evaluate automatic zone detection, we ig
nored the issue of zoning. In the University of Wash
ington corpus, we applied OCR to the zones pro
vided in the ground truth. In the other corpora, we
treated entire pages as single, predefined zones; our
hand-entered ground truth was designed to mimic
the physical layout of the page as much as possible.
We also performed a separate instance of OCR on
the declassified government documents, using CDK
2000 together with QUARC.
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Precision and recall measure the OCR output ac
curacy. Precision (P) and recall (R) at the character
level are given by

number of correct characters (1)
number of characters in OCR output

number of correct characters (2)
number of characters in ground truth

A string edit algorithm determines the correct char
acters, as described in Section 4. Section 5 presents
the results.

2 Corpora

2.1 English Corpora
The English corpora include

• 1147 journal page images from the University of
Washington corpus [2]

• 946 page images from a set of government doc
uments that have been declassified and released

• 540 page images from documents produced in
discovery in the recent tobacco litigation [3]

We obtained the declassified government docu
ments from a private archiving company, and we
downloaded the tobacco litigation documents from
the web.! The University of Washington provides
ground truth for its set; for the other two, ground
truth was entered by hand. In these cases, the
ground truth entry matches the physical appearance
of the page as closely as possible. For instance, con
sider a stamp on a document. If a group of char
acters from the stamp align with a line of printed
text on the page, the ground truth file includes the
stamp characters on that same line (in the order in

1We downloaded the full original set of documents, which
consists of about 39,000 documents made up of over 150,000
images, but we only acquired ground truth for a subset of 540
page images.
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Figure 1: Sample image fragment from the University of Washington corpus

which they appear). If a group of stamped charac
ters appears between the lines formed by the printed
text of the page, these stamped characters appear in
the ground truth as a separate line, between the sur
rounding lines of printed text.

The quality of the images varies within each set,
and the type of documents varies across the corpora.
The University of Washington images include pages
from various technical journals. Figure 1 shows a
sample image fragment. The tobacco documents in
clude many letters and billing statements. Figure 2
shows a sample image fragment. The declassified
government documents include agendas, cables, let
ters, memos, reports, and telegrams; they originate
from several different government agencies. Figure 3
shows a sample image fragment.

2.2 Russian Corpus
The Russian documents originated as 118 distinct
Unicode text files. Ground truth is thus directly
available for these documents.

To create page images, we used Microsoft Word to
format the files with various fonts, printed them, and
scanned in the printed pages at 300 dpi. For a sub
set of 26 images, we also created degraded versions,
to simulate noisy documents. This process creates
a full set of highly varying quality, and it also al
lows the evaluation of the effects of particular types
of degradation on OCR results. Figure 4 shows a
sample fragment of a clean, original image, and Fig
ures 5 through 7 show sample fragments of the same
image with artificial noise added. The methods of
adding noise were as follows.

Scanning at reduced resolution We created a
set of images scanned at 200 dpi and a set
scanned at 100 dpi.

Adding speckle We copied speckle from genuinely
noisy documents and added it to the original
clean documents.

Adding black edges Many documents acquire
black borders as a result of photocopying or
other processing (such as microfilming). We

copied a small set of such edges from documents
that acquired them "naturally" and added these
to the clean Russian page images.

Adding skew We applied skew to the images,
ranging from 2° to 12°.

Faxing We faxed the pages once, to create one set
of degraded documents. We then faxed these
degraded documents a second time, for a second
set of more degraded documents.

Photocopying through a filter In order to cre
ate low-contrast images, we photocopied the
pages through a filter of colored plastic. We
scanned these pages with and without scanning
correction. Figure 5 shows a sample image frag
ment with this type of noise, scanned with cor
rection.

Photocopying through clear plastic In
order to create images with "faded" areas, we
photocopied the pages through multiple layers
of clear plastic. We produced one set by pho
tocopying through 4 layers and another set by
photocopying through 5 layers. Figure 6 shows
a sample image fragment that was photocopied
through 4 layers of clear plastic.

Reducing and Re-enlarging In order to create
fuzzy images, we photocopied the pages at a re
duced scale and then photocopied the reduced
versions at an enlarged scale that yielded the
original size. We produced one set by reducing
the images to 50% and re-enlarging, a second set
by reducing the images to 33% and re-enlarging,
and a third set by reducing the images to 25%
and re-enlarging. Figure 7 shows a sample im
age fragment that was reduced to 33% and then
re-enlarged to its original size.

3 QUARe Pre-Processing

QUARC (QUality Assessment and Restoration for
OQR) is asystem for pre-OCR image cleanup that
was developed at Los Alamos National Labs. It is
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ORBL (in the last days of their fundina period) did a good technical
job and have published and presented some useful results on the use of
personal monitors for nicotine. Gurin and Jenkins are now funded to
vrite a monograph for the open literature on techniques for sampling
ETS.

Figure 2: Sample image fragment from the tobacco litigation corpus

designed for use with very noisy documents in fixed
width fonts of a single size per image. Very old type
written pages offer a prime example of this type of
document.

QUARC is based on the insight that different
restoration methods are appropriate for cleaning im
ages with different characteristics. It defines 6 image
quality measure factors, whose possible values fall in
the range [0,1]. These measures reflect characteris
tics such as the quantity of large speckle, marks that
appear to be groups of touching characters, etc. It
also includes a set of different image restoration al
gorithms. QUARC trains on a set of images and
corresponding ground truth text files. It finds the
characteristics of each image and the best restora
tion method for each. From this data, it learns the
best restoration methods for different combinations
of quality measures. In its application phase, it finds
the quality measures for an image and then selects
the appropriate restoration method and applies it.

We applied QUARC to our set of declassified and
released government documents. Because QUARC
requires a large training set that is representative
of the test set, we performed 5-fold cross-validation.
That is, we divided the corpus into 5 approximately
equal subsets, and we trained and tested QUARC 5
times. Each time, we held out a different subset for
testing, and we trained on the remaining 4 subsets.

4 Evaluation

The measures of precision and recall at the character
level, as defined in the Introduction, provide a means
of evaluating the systems' output. That is, suppose
there are n characters in the ground truth for a file,
and suppose the OCR process finds m characters.
Suppose also that of these m characters, p are cor
rect. Then Precision = .E... and Recall = E.. Sincem n
the ground truth for our corpora does not indicate
the location of each character, finding the value of p
requires determining how to align characters in the
OCR results with characters in the ground truth.
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The University of Washington provides an evalu
ation program [4] that produces a confusion matrix,
which we used to find the correct characters for that
corpus. This program uses a line-based string com
parison approach to aligning the characters. It is
designed for data that is represented in the form its
corpus uses, with zone delimiting and with Ib'IEX
like representations for symbols. The program al
lows the specification of the costs of character inser
tion, deletion, and change. We set all non-zero costs
to 1.2

The ground truth for the other corpora is repre
sented as plain text, without markup, and the Rus
sian documents use Unicode rather than ASCII. As
a result, we used our own program to evaluate these
corpora. It also uses a line-based string compari
son to align the characters. Specifically, it finds the
string edit distance between the sequences of lines
in the ground truth file and the OCR result file. For
this purpose, the cost of inserting a line of charac
ters is the cost of inserting all characters in the line,
the cost of deleting a line of characters is the cost
of deleting all characters in the line, and the cost of
changing a line is the character-based edit distance
between the source line and the target line. This
approach is the same as one of the possibilities for
text-based duplicate detection discussed in [5]. The
line edit sequence provides an alignment, and the
character edit sequence indicates which characters
in the OCR results are matches to characters in the
ground truth.

5 Results

The results over a collection of documents can yield
two distinct averages. The document average values
are the average document precision and the average
document recall. We calculate them by calculating

2We set the cost of changes between certain pairs of in
distinguishable symbols to 0, and for certain symbols that
might legitimately be considered "graphics," we set the cost
of deletion to O.
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Figure 3: Sample image fragment from the declassified and released government document corpus

precision and recall for each document and taking
the average. The overall average values are the pre
cision and recall values that result from treating the
entire collection as a single unit. That is, these val
ues result from calculations that use the total num
ber of matched characters in the collection, the total
number of characters in the OCR results for the en
tire collection, and the total number of ground truth
characters in the entire collection.

Table 1 presents the document average results
of the three OCR packages on the English cor
pora. Table 2 presents the overall results of the
three packages on the English corpora. CDK 2000
and FineReader 4.0 consistently outperformed Neu
roTalker, and in general CDK 2000 slightly outper
formed FineReader 4.0. In the case of the declas
sified government documents, however, FineReader
4.0 exhibited somewhat superior recall to that of
CDK 2000.

Table 3 presents the document average results for
the Russian documents, categorized by the type of
noise introduced. FineReader outperformed CDK
2000 in almost every case. CDK 2000 yielded bet
ter results on skewed documents, however. Neither
package produced useful results on the documents
that were photocopied through colored plastic fil
ters. The precision of CDK 2000 on the colored
filter documents without scanning correction is in
flated by documents in which no text was found and
the precision was therefore 100%.

Table 4 presents the document and overall average
results for the declassified and released government
documents, using CDK 2000 with QUARC prepro
cessing and without QUARC preprocessing. Prepro
cessing with QUARC yielded only a tiny improve
ment, which was not statistically significant, in the
average precision and recall. It did, however, sub
stantially improve performance on some documents.
It also degraded performance on several documents.
For example, QUARC increased precision by more
than 10% on 77 documents and decreased precision
by more than 10% on 38 documents. However, it
increased precision by more than 50% on 8 docu
ments and decreased precision by more than 50% on
15 documents. Its effect on recall was similar.
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Identifying common characteristics of the images
that QUARC degrades could probably lead to im
provements that would allow QUARC's overall effect
to reflect the value it holds for many documents. For
instance, additional quality measures may be neces
sary in order to capture accurately the characteris
tics of a collection as diverse as this set.

In summary, CDK 2000 and FineReader 4.0 con
sistently outperformed NeuroTalker 4.1 on English
documents, and CDK 2000 usually outperformed
FineReader 4.0, with some exceptions. FineReader
4.0 consistently outperformed CDK 2000 on Russian
documents. QUARC seems highly promising but is
not yet consistently helpful when applied to a diverse
corpus.
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Corpus CDK 2000 FineReader 4.0 NeuroTalker 4.1
Precision Recall Precision Recall Precision Recall

Tobacco 91.65% 91.73% 80.98% 87.61% 80.80% 80.51%
U. Washington 98.53% 74.75% 97.73% 74.66% 94.85% 72.81%

Declassified 76.99% 75.58% 74.86% 80.64% 71.54% 61.94%
English Total 89.38% 78.53% 86.08% 79.47% 78.60% 70.49%

Table 1: English Document Average Results

Corpus CDK 2000 FineReader 4.0 NeuroTalker 4.1
Precision Recall Precision Recall Precision Recall

Tobacco 87.79% 91.63% 79.87% 88.74% 79.94% 80.09%
U. Washington 98.72% 77.43% 97.80% 77.19% 95.28% 75.51%

Declassified 81.40% 78.07% 76.31% 84.03% 68.32% 68.55%
English Total 92.38% 79.18% 88.78% 80.20% 85.50% 74.28%

Table 2: English Overall Average Results

Image Type CDK 2000 FineReader 4.0
Precision Recall Precision Recall

Clean (300dpi) 95.71% 95.90% 99.50% 99.37%
200 dpi 87.05% 88.16% 98.21% 97.24%
100 dpi 58.68% 55.04% 84.87% 84.87%
Fax, 1 generation 79.79% 80.79% 94.59% 94.17%
Fax, 2 generations 63.35% 65.25% 86.93% 87.03%
Reduced to 1/2, re-enlarged 89.96% 89.86% 96.96% 96.33%
Reduced to 1/3, re-enlarged 75.61% 74.61% 92.41% 92.06%
Reduced to 1/4, re-enlarged 48.45% 45.32% 79.10% 78.32%
Clear Plastic, 4 layers 84.43% 84.06% 92.64% 92.21%
Clear Plastic, 5 layers 60.36% 58.57% 72.71% 72.07%
Black Edges 95.34% 95.53% 96.01% 98.47%
Speckle 78.41% 90.38% 81.34% 96.06%
Skew 78.48% 79.06% 36.03% 35.69%
Colored filters, scanning correction 2.78% 3.73% 6.02% 7.92%
Colored filters, no correction 23.08% 0.00% 1.24% 0.21%
All 72.04% 72.58% 79.38% 80.05%

Table 3: Russian Document Average Results

CDK 2000 (no QUARe) CDK 2000 + QUARC
Doc. Avg. Precision 76.99% 77.20%
Doc. Avg. Recall 75.58% 76.43%
Overall Precision 81.40% 81.53%
Overall Recall 78.07% 78.87%

Table 4: Declassified Document Average Results: CDK 2000 With and Without QUARC
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AEMCTBYIOII(ME AMUA
Cepe6pHKOB AAeKCaHAp BAaAIDvrnpOBIN, OTCTaBHOH npocpeccop,
EAeHa AHApeeBHa, ero :>KeHa, 27 AeT.

COepbH AAeKCaHApOBHa (CORK), ero AOqn OT rrepBoro 6paKa.
BOHHHI.:(KaH MapHJI BaCHAbeBHa, BAOBa TaHHOrO COBeTHHKa, MaTh nepBOII :>KeHM
rrpocpeccopa.
BOfIHUIJ;KHii Hsaa TIeTpoBWi, ee csra,

Figure 4: Sample fragment of clean Russian image, scanned at 300 dpi
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Figure 5: Sample fragment of Russian image photocopied through colored filters, scanned with corrections

AEI1CTBYlOIlIHE :\.llUA
Cepebpaxos :\ \{"!\(;UUP B,\aAII1~UfPOBUq, OTCTaBHOH rrpocpeccop
Exena 'H~reeBHa.em 'KeHa, 27 .\ eT

r r t hR _-\.\efo..carupuBHa t (:nHii u', :.s ''iI, II; 1ieri;· '1, I upaKa.
Hi)ffHHl(KaJI IvIapUJI Ba ..-g \l,t'BHa, B,..\OBa TaiIHoro crJBC'l1Uu,.a.. ~{aTh rrepsofi JKeHbI
rrpocpeccopa.
BOHHHUKHll 111UH lIerpoaav, te CbI'H.

Figure 6: Sample fragment of Russian image photocopied through 4 layers of plastic

AEACTBYIOIllHB AHUA
Cepe6pBOll AACS'CIH.Ap BAaAHI.acpOB~ O'TCTaBHOH npo4>eccop.
EAetn A.HApeaIua, era~ 27 A~.

eoep.. .h.A.ekClHApOIlHt (Cofm)!; eroA~ OT neploro 6pan.
BoifHJllpu MspHJr Bca~HSl, BAOJla Tl.8Horoc~M2T& nep.oii JlteHhl

np~opa.
Bo~ HBm netpoalA, ee ClaIR.

Figure 7: Sample fragment of Russian image reduced to 33% and re-enlarged to original size
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Abstract

This paper describes the issues involved in the design

of a system for evaluating improvements in the per

formance of a real-time address recognition system

being used by the United States Postal Service for

processing mail-piece images.

Evaluation of the performance of recognition sys

tems is normally carried out by measuring the per-

"This work was supported by contracts from the USPS

formance of the system on a representative sample of

images. Designing a comprehensive and valid test

ing scenario is a complex task that requires careful

attention.

Sampling live mail-stream to generate a deck of

images representative of the general mail-stream for

testing, truthing (generating reference data on a sig

nificant number of images), grading and evaluation,

and designing tools to facilitate these functions are

important topics that need to be addressed. This pa-
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per describes the efforts of the United States Postal and the prohibitive cost of manual labor has made au

Service and CEDAR towards developing an infras- tomatic sorting of mail an attractive economic propo

tructure for sampling, truthing and testing of mail- sition. The cost of processing per 1000 mail-pieces

stream images. drops from $47.78 for manual processing to $27.46 for

mechanized processing to $5.30 for automated pro-

The postal automation program focuses on three

strategies: generating bar-coded mail, processing

bar-coded mail in automated operations and adjust

ing the work force resulting in a reduction of work

hours.

cessing. The savings multiply rapidly given the vol

ume of mail processed by the United States Postal

Service (About 400 million pieces of letter mail per

day). In addition to the cost factor, the knowledge

level required for the sorting process is considerable

and must be acquired.

Introduction

Bar-codes are generated by customers or by the

Postal Service. The letter mail is first processed

through the MLOCRs or the MultiLine Optical Char

acter Readers which attempt to recognize addresses

Postal automation represents a fertile area for the ap- on mail-pieces (machine-printed) in real-time. The

2 Postal Automation

1

The United States Postal Service has invested signif

icantly towards automated processing of mail-pieces

to speed up sorting and reduce labor costs.

The letter mail automation program of the United

States Postal Service (USPS) utilizes recognition soft

ware developed by a number of vendors. A brief in

troduction to the scale and nature of the Postal recog

nition systems program is essential to appreciate the

issues involved in the development of a comprehen

sive system for evaluating the performance of these

real-time large scale automation systems.

plication of image processing and pattern recognition MLOCRs are augmented by a second recognition sys

techniques. Mail handling is a labor intensive process tem called the Recognition Co-processor. The mail-
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pieces that cannot be read by the MLOCRs are cap- The bar-code encapsulates the address that is

tured and processed through the Remote Bar Coding present on the mail-piece. The objective of reading

System or RBCS. the address on the mail-piece is to generate a DPC

The RBCS processing (Fig 1) is divided into two or a delivery point code which can be applied as a

general categories: RCR (Remote Computer Reader) bar-code on the mail-piece and bar code sorters can

processing, which involves automatic reading and in- then use this bar-code to sort the mail according to

terpretation of the address information, and REC the carrier walk sequence which is the order in which

(Remote Encoding Center) keying, which requires the mail-carriers do their rounds.

human interpretation.

Figure 1: USPS Mail processing flow diagram

Handwritten as well as machine printed mail-pieces

are processed through the RCR. CEDAR's Handwrit

ten Address Interpretation Software (HWAI) is used

for processing handwritten mail in the RCR.[l]

When all electronic means of resolving address in

formation have been exhausted, the mail-piece image

is sent to REC sites where operators use video dis

play terminals and keyboards to manually enter the

address information. This keyed information is fed Automation is revolutionizing mail processing op-

back to the RBCS to allow bar-codes to be applied erations as the Postal Service continues to invest in

on to the mail-piece. Providing partial RCR results technology infrastructure to reduce costs, improve

to the REC sites with the image can allow the oper- service and increase operating efficiencies. Upgrades

ator to process the address with minimal number of to the Remote Computer Readers (RCRs) have re

keystrokes. sulted in significant savings to the Postal Service, in-
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eluding a reduction of 12 million work hours annually dards that are geared towards enhancing the process

and cumulative labor savings of more than $208 mil- ing and delivery of mail and reducing undeliverable

lion. [2] mail thereby providing mutual cost reduction oppor-

tunities through improved efficiency. The standards

This section provides an insight into the types of

3 USPS Databases & Address-

ing Standards

are fairly well adhered to especially in the machine

printed mail-stream. Handwritten mail finds greater

deviations from the standards.

The last line or the last two lines of a mail-piece

with a US domestic delivery address contain City,
postal data available, the wide variety of addresses

possible and the kind of rules required to resolve the

address on the mail-piece.

The Postal Service maintains different databases of

postal addresses, two of which are the ZIP+4 file and

State and ZIP code information. The line above con

tains delivery information such as a street number,

street name with a street suffix and secondary infor-

mation such as apartments, suites, etc. The mail-

piece could also have a firm or organization name or
the DPF (Delivery Point File). The ZIP+4 database

has records representing a range of primary numbers

(street numbers or PO box numbers as the case may

a personal name or PO box information.

The Postal Service has developed an encoding

scheme that allows for the sorting of mail to the block
be) whereas the DPF or the Delivery Point File has

records representing every individual delivery point

in the United States. Supplemental files provide in

formation about ZIPtype, City-State-ZIP correspon

dence and ZIP translation.

level, building level or delivery point level using dif

ferent record types.

3.1 Encoding a mail-piece

The Postal Service and the bulk mailing indus- Using the databases and the supplemental files and a

try have jointly developed postal addressing stan- complex set of encoding rules the destination address
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is encoded.

e.q. in the address:

CEDAR, UB Commons

520 Lee Entrance Ste 202

Amherst NY 14228

results in the maximum savings to the Postal Ser

vice in terms of processing costs. The coarser depths

do not allow sortation to the finest extent possible

and hence require some manual sorting which adds

to processing costs.

the ZIP 14228 is an automated ZIP and is not

UNIQUE and hence the desired level of encoding is 4 Evaluation - Guidelines

11 digits.
The evaluation model for an address interpretation

The records III the DPF postal database corre- system has to also take into account some problems

sponding to the ZIP 14228 and street number 520 that are unique to the postal mail-stream scenario.

are shown in Table 1. It can be seen from the table

that the addon corresponding to the address 520 Lee

Entrance Ste 202 is 2583. A set of rules helps deter

mine the DPC corresponding to this high-rise specific

addon and for Ste 202 the corresponding DPC code

is 52. The finest level of encode for the given address

is 14228-2583-52 and this 11 digit code determines

a unique delivery point in the United States. The

coarser encodes, viz. the street encode of 14228-2500

20 and the high-rise default encode of 14228-2567-99

are also valid but do not represent the finest depth

encode for the mail-piece. The finest depth encode

allows sortation to the finest depth possible which
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1. Postal addresses are not static for the following

reasons:

• New addresses are added to the database.

• ZIP codes get translated into new ZIP codes

and addresses move between ZIP codes.

• PO Box numbers get cancelled or re

assigned.

• New firms are added to the database.

The postal databases are a key component of

the system encoding as well as the truthing pro

cesses. If the truthing is done using a database



Table 1: Sample records from the DPF corresponding to the ZIP 14228 and Street number 520
Primary No I Rec Type I St Name I St Suffix I Sec Des I Sec No I Sec/Firm Name I Addon I Carrier Route

520 10 N ELLICOTT CREEK RD 2323 C059
520 10 LEE ENTRANCE 2500 C050
520 10 LEE ENTRANCE STE 200 DB COMMONS 2500 C050
520 20 LEE ENTRANCE 2567 C050
520 20 LEE ENTRANCE STE 101 DB COMMONS 2577 C050
520 20 LEE ENTRANCE STE 103 DB COMMONS 2577 C050
520 20 LEE ENTRANCE STE 202 DB COMMONS 2583 C050
520 20 LEE ENTRANCE STE 210 DB COMMONS 2583 C050
520 20 LEE ENTRANCE STE 106 DB COMMONS 2584 C050

from a time different from the database that

is used by the system being tested, the test-

ing process would be flawed since the truth for

the same mail-piece given one temporal instan-

tiation of the database might not be the truth

given a different temporal instantiation of the

database. Hence, it is important to ensure that

the database used by the system during the test

is the same temporally as the database used for

truthing.

2. Patrons sometimes write ambiguous, incomplete

or erroneous addresses on mail-pieces. Compre-

hensive encoding rules are required to ensure

that the resultant encode for a given address can

in its encoding scheme and the evaluation will

not suffer as a result of the inherent ambiguities

in patron addressing.

3. Handwritten addresses present another source of

confusion. Subjective interpretation of ambigu-

ous digits and characters present problems in de-

termining the truth unambiguously.

A complex set of scoring and evaluation rules has

been designed by the USPS for scoring and evaluat-

ing mail pieces processed by any letter mail system.

Each rule is designed to achieve the best potential

possible for a mail piece. The finest depth of code

is determined by using the available mail piece infor-

be uniquely determined and the test deck has mation to get the best and most cost effective ZIP

to be truthed in accordance with these rules so Code resolution. This is performed by using the Ex-

that the system can incorporate the same rules pert Zip+4 Finder (EZF) or other directory query
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programs. Figure 2 describes the testing and evaluation sys-

tem. Images from the test deck are transferred to

5 Testing Scenario
the truthing stations. The truthers create an ASCII

representation of the address on the mail-piece and

Address recognition systems have been installed at

over 250 mail processing centers across the country.

Turnaround mail or mail destined to the sender's geo-

graphical area forms a substantial percentage of mail

at each of these processing centers. Especially with

handwritten mail, addressing characteristics could

differ widely based on geographical regions and eth-

nic make-up of the populace.

Given the wide variety of handwritten mail, it

would be difficult to model the variations and cre-

ate synthetic data that could be used to effectively

evaluate these recognition systems. Therefore, there

also record some characteristics of the mail-piece and

the address block. The ASCII truth is then processed

through an ASCII address matching engine that uses

the rules of encoding determined by the Postal Ser-

vice to interpret the ASCII address and generates the

appropriate encodes at the various levels of sortation.

Patron errors on mail-pieces, incomplete, incor-

rect, and ambiguous addresses can cause the address

matching engine to fail. If the address matching en-

gine is unable to encode the mail-piece beyond 5 dig

its (for non-Unique ZIPs), the image is forwarded to

a second truthing station where the truther uses ad-

is no alternative but to generate a representative test ditional queries to various databases to try to resolve

deck using real data. the mail-piece. The truth data is stored in a database

It i it 11." th t t d k t fl t th ti 1 for use during the evaluation phase.
IS VI a lor e es ec 0 re ec e na rona

mail-stream in order to ensure that the performance The images from the test deck are also processed

of the address interpretation systems on the test deck through the address interpretation engines provided

can be expected to be reflected over most of the post by the vendors. The results from these runs are

offices where the software is deployed. stored in a results database.
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Testing & Evaluation
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Figure 2: Testing and Evaluation System

Grading utilities which are part of the System The evaluation process measures the performance

Analysis Toolkit are then used to match the vendor of an address interpretation system on this test deck

results against the truth and a detailed performance of images.

analysis report is generated. Two key metrics used in the performance evalua-

tion of an address interpretation system are the en-

6 Test Deck Generation
code rate of the system and its error rate.

To evaluate the error rate, it is necessary to have

A fundamental goal of the test deck generation Pro- a deck which is "truthed" so that the accuracy of

cess is to ensure that the images collected for the the encode can be checked. However, truthing is

test deck are representative of the image population an extremely expensive process. So, a further down-

observed in actual field operation. sampling of the test deck is done to generate a smaller
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deck that is truthed.

Keeping in mind the twin objectives of measuring

the encode rate and the error rate, a test deck of a

250,000 images collected from the same 120 sites as

the handwritten test deck including 100,000 truthed

images dispersed throughout the deck will be used to

7 Truthing

evaluate machine print encoding performance.million handwritten images was generated, consist

ing of contemporary images from a minimum of 120

of the 251 Remote Computer Reader sites distributed

all over the United States. Since the mail-stream con-

sists of a mix of handwritten and machine-print im- The error rate of an address interpretation system is

ages and one of the goals of the system is to separate a very crucial metric in the performance evaluation

the handwritten images from the machine-print im- of the system. Incorrect encodes would not only in

ages and process them appropriately, a machine print crease the cost of the processing necessary to deliver

test deck of at least 250,000 pieces from the same 120 the mail-piece but would also tarnish the reputation

sites was also dispersed through the test deck prior of the postal service. Hence, it is essential that the

to testing. error rate of the system be measured accurately and

The handwritten image test deck consists of a col- a very low threshold of error rate imposed on the

lection of two sets of 500,000 images each. The first system.

set of 500,000 images is made up of 25,000 samples The most effective way of measuring the error rate

collected from each of 20 selected sites. 50,000 of is to compare the encodes returned by the system

these images selected randomly were truthed. The against the encode determined by a human looking

second image set consists of 500,000 images from 100 at the mail-piece with access to the relevant postal

different field locations. 50,000 of these images se- databases. This process of recording the correct en

lected randomly were also truthed. code corresponding to a mail-piece image by humans

A single machine print test deck with at least is termed truthing.
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Due to the complex nature of the rules that gov- 8

ern the encoding of an address it would be difficult

Summary

A truthing and evaluation scenario for a large scale
for the truthers to memorize all the rules for encod-

image processing system has been presented. It is
ing. Therefore, it is important that sufficient care be

clear that the nature of data being processed and
taken in the design of the tools to eliminate the need

how well the test set can mirror the characteristics
for memorization of these rules as far as possible and

of the real data population determine whether one
also to provide visual cues and design ergonomic in-

should use a synthetic data set or representative sam-
terfaces to minimize the possibility of error. CEDAR

ples of real data. Manual truthing of real data is by
has developed an integrated Image Evaluation Sys-

nature a monotonous and error prone activity. De-
tern that allows entire sets of images to be truthed

sign of ergonomic truthing tools with visual cues and
in a distributed environment. A good training pro-

redundant data integrity checks should help reduce
gram and an efficient monitoring system have helped

truthing errors.
maintain truthing quality.
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What System Developers Need to Select OCR for Authentic Tasks: Evaluating
End-to-End Systems

V. Melissa Holland Chris Schlesiger
Luis Hernandez

U.S. AITIlY Research Lab

Abstract
Evaluation research has focused on methods of

assessing individual processes such as OCR and
machine translation (MT), which may become
components of end-to-end systems. Little attention has
been given to evaluating these processes working
together in end-to-end fashion. Moreover, little is
known about how performance measures - whether of
components or of systems - relate to effectiveness of a
system for human tasks. Yet, knowledge about these two
issues is needed to inform system developers about
selecting components and testing systems with users.
This paper suggests how current studies might be
expanded to address these issues and establish more
authenticity in evaluation research. We illustrate with
examples from systems for multilingual processing that
include machine translation and name finding.

1 Introduction: End-to-End Systems for Language
Processing

The Army Research Lab (ARL) develops applications
to demonstrate and test the utility of tools to process
natural language. One application, Falcon (Forward
Area Language Converter), is an end-to-end system that
links OCR of paper input in various languages with
machine translation (MT) of those languages into
English [6, 8]. In integrating software for applications
like Falcon, we are concerned not just with having the
pieces function efficiently together but also with
predicting how accurately the integrated system will
perform. Indeed, we would like to have reliable
predictions about system performance before we place
a system with users to collect data on utility and
effectiveness.

2 The Need: Performance Predictions for End-to
End Systems

Predictions about performance of an end-to-end system
based on its components will help us:

• select among different competing components that
are candidates for integration in the system,

without having to evaluate all combinations of
available OCR and MT products;

• decide whether a system performs well enough to
enter subsequent tests of utility and effectiveness.

Note that we differentiate measures of performance and
measures of effectiveness. A traditional distinction in
system evaluation, performance relates to system
specific measures while effectiveness relates to how
well the system serves a task.

2.1 Prototypes for Bosnia: What we Expected

What happens when we do not have access to
predictions about performance? We sent five Falcon
prototypes to Bosnia in 1997 as a quick reaction to
needs voiced urgently by the field. The aim was to
enable soldiers who did not speak Serbian and Croatian
to screen documents in those languages. According to
Taylor and White's [14] task hierarchy for MT,
screening means filtering out documents that are not
relevant to a broadly defined topic (military, computers,
etc.) so that linguists can deal in detail with the
remaining documents. Screening is, by this defmition,
the least demanding of tasks that MT might serve [3].
Soldiers who screen documents told us they rely on the
presence of domain-specific words and phrases, known
as key words, to decide about relevance (a document
with words like commander, troops, artillery, and
flamethrower would be judged as army-relevant).

Before we sent Falcon to Bosnia, we tried its
components in the lab. We judged that these
components, which consisted of then pre-commercial
software for OCR and MT in Serbian and Croatian,
each functioned well enough in isolation - although
neither was yet mature - to serve the purpose of
document screening. Here is how we made that
judgment.

Lacking time to conduct a formal OCR evaluation,
we counted character error rates per page on a small
sample of Serbian and Croatian documents. We felt that
these error rates, which were <5% per page, would
yield enough output text to provide a sufficiency of key
words for translation and subsequent screening. For the
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MT component, we relied on the developer's measure
of MT maturity, estimated at 40%, or "pre-prototype
quality" - an internal company metric based on
comparing words in machine-translated test sentences
with words in a human translation. Because the Serbian
and Croatian MT were built from military and technical
dictionaries rather than from common vocabularies, and
included terms we provided from army-relevant
domains, we felt that a 40% MT system could translate
enough key words to support screening.

2.2 What the Bosnia Users Said

A small group of soldiers tried the prototype in Bosnia.
They rejected the end-to-end system as "not permitting
a good analysis of the document.. .or even whether it
may be of value for translation" (memo on Falcon trial
results, 5/97). At the same time, soldiers confirmed our
expectation about the MT component alone, noting that
when they corrected OCR errors by hand, " ...Falcon
translated about 80% of the text," or sufficient for
screening, in their judgment. Users supplied samples of
real text to illustrate their judgments.

Here is Falcon's English translation with OCR errors
of a 1997 Serbian newspaper article, judged not good
enough for screening (words preceded by» are
source-language words not found in the MT lexicon):

3 »Njn »chlrstog the representation Serbian »to
nl-e-io-e-al-v-ih of interest, .»mr Momchilo
Krajisoiik, president from »To re-e-utilike »Srpsks
in The presidency »To biH, from »to
med-u-e-arod-e-ih of negotiator, »pa and from the
authority of Belgrade, got »nadimlk >>@Mmsg
»No@;

[Human translation: Mr. Moncilo Kravicinik,
President of the Serb Republic, in the joint Bosnia
Herzogovina (BH) Presidency, has received the
nickname "Mr. No" from international negotiators
and even from Belgrade authorities because of his
strong advocacy ofSerb national interests.]

Here is Falcon's English translation with OCR
correction of a 1997 Croatian magazine article, judged
good enough for screening:

The Armed Forces Of the republic Serbian in
»ponedjeljak celebrated The day army in Prijedor,
where is kept military parade with 2,500 soldiers
»VRS, for that »Sfor issued »odobrenje.
>>@lako all soldiers will carry weapon, ammunition
is not permitted, as not heavy armament.

[Human translation: SFOR approved an Army
parade by the Serb Republic forces, on Monday in
Prijedor. 2,500 soldiers will take part and will carry
weapons, even though they won't be allowed to carry
ammunition and no heavy weapons will be in the
parade.]

Users also said that manual OCR correction was too
time-consuming to be an option for day-to-day
operations.

2.3 Summary: The Need for End-to-End Models

It is clear that the unexpectedly high proportion of
poor-quality documents encountered in Bosnia [8]
contributed to the observed high OCR error and to the
failure of our prediction about end-to-end Falcon. Yet it
is also true that we lacked a good understanding of the
problem of evaluating end-to-end systems. We needed
a model of end-to-end performance that takes into
account the impact of OCR errors on MT (or on other
text processes).

A further need for end-to-end performance models
appears in selecting among competing components. All
things equal, we choose the component with superior
performance results. As system developers, however,
we must consider other factors pertinent to
development and fielding:

• ease of integration (Is there an SDK?)
• simplicity of implementation (Are there hardware

encumbrances such as dongles or tablets?)
• robustness and stability (Does the software

crash?)
• compatibility with system software and platform
• speed of processing
• cost

Big differences between components on one of these
criteria may, depending on the application, outweigh
small differences in component performance. Without
predictions about end-to-end performance, we lack a
solid basis for balancing these factors.

3 The Problem: Evaluating End-to-End Systems
with OCR

We can consider an end-to-end system like Falcon to
have core processes and feeder processes:

Feeder process (OCR) ~ Core process (MT).

Feeder processes are defined in terms of the modality of
the data that must be transformed for input to core
processes, such as OCR and speech recognition. Core
processes are defined in terms of the task the user wants
to do with text, such as machine translation (MT),
information retrieval (IR), information extraction (IE),
or name finding (NF, which means finding the proper
nouns). Feeder processes and core processes are
independently subject to error; in addition, errors in
feeder processes ramify into core processes.

Applicable to Falcon, Voss [16, 17] has called MT
within an end-to-end system "embedded MT" and has
identified a research gap around evaluation of
embedded MT, where each component independently
produces error and where errors also interact between
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components.

3.1 State of Evaluation Research

Much recent effort has gone into developing methods
for evaluating various core processes and feeder
processes. Measures are well established for assessing
OCR performance, in terms of character and word error
rates [1], and speech recognition performance, in terms
of word error rates [11]. Measures of precision and
recall have become standard for assessing IR, IE, and
NF [2, 7]. MT evaluation is less mature, and its
methods still evolving, although a range of measures
have been piloted and applied [13, 14, 15, 17, 18].

3.2 Limitations of Evaluation Research

The research on evaluating core and feeder processes
has two major limitations for decision-making about
end-to-end systems. First, clean (error-free) symbolic
text is assumed as input to core processes. Indeed, even
clean symbolic text may be preprocessed to standardize
it prior to an evaluation. For example, an evaluation of
Arabic MT [5] normalized the Arabic texts for spelling
and format before submitting them to MT. A rationale
for this practice is seen in a study of MT on non
preprocessed electronic text [12], which found that 45%
of tokens whose translation failed were due to factors
other than a word's not being in the lexicon, such as
code page mismatches. The sponsors of core process
evaluations are often concerned with huge amounts of
text that do not require OCR. They want pure measures
of the end process unencumbered by extraneous error.
By contrast, an army context confronts system
developers with the "forward area" - where troops are
on the ground, the input is most often paper, and the
images are usually noisy. This context motivates our
attention to the effects of errorful input data.

A second, related limitation, lab evaluations tend to
focus on the performance of independent (feeder or
core) rather than linked processes (feeder + core), thus
neglecting the effects of an input process like OCR.
These two limitations, however well reasoned, serve to
abstract evaluation away from authentic tasks and tend
to blur implications for selecting OCR and judging
whether the total system is ready for users to test.

4 Overcoming the Limitations: Toward End-to-
End Evaluation Studies

Three studies epitomize research on end-to-end system
performance that can inform the decisions of system
developers. These three studies look at the effects of
OCR on core process performance for, respectively, IR
[4], NF [9], and MT [17]. The IR study helps establish
levels of OCR performance that predict IR
performance. The NF and MT studies are more recent
and incipient. Both studies deal with foreign language
documents so are of particular relevance to a system
like Falcon. Consider the contributions of each study
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and how each might be further developed.

4.1 Evaluating OCR ~ NF

Kanungo and Bulbul's NF study [9] employed a set of
Arabic documents and used established recall and
precision rates to measure the effect of OCR error on
the performance of an automatic Arabic name tagger
(for names of people, places, organizations, etc.). An
Arabic OCR engine selected for its relative
effectiveness [10] yielded a character accuracy rate of
92% and a word accuracy rate of 65% on the target
document set. Compared to ground-truth text, the OCR
text led to reductions in Arabic NF performance from
31.0% to 18.2% for recall and from 40.6% to 24.6 %
for precision (on one of three recall/precision measures
from this study).

4.2 Evaluating OCR ~ MT

Voss and Van Ess-Dykema's MT study [17] piloted a
set of performance evaluation measures for MT and
used these measures to trace the effects of OCR errors
on MT. The measures were piloted using the Falcon
OCR + MT process for a single document in each of
three languages (Arabic, Spanish, Haitian-Creole), with
English as target language. Four MT performance
measures were proposed, based on ratios that
considered the following counts: total English words
generated by MT, English words that carried content,
English words that were "semantically adequate" in
their translation (an index of translation accuracy), and
English words that were "domain-defining" (an index
of relevance for a screening task).

As in the NF study, OCR errors were found to affect
each measure, reducing MT performance compared
with ground-truth (non-OCR) text. Because content
carrying words have linguistic status as "open class,"
and may be identified by their exclusion from the small,
well-defined set of "closed class" words in a language,
the content-carrying measure can potentially be
automated. Counts of semantically adequate and of
domain-defining words require human judgments at this
point.

4.3 Expanding End-to-End Studies

These two studies stimulate further questions that are
necessary to our decisions in developing systems:

(1) What function relates level of OCR performance
to level of core process performance (NF, MT)?

(2) How does this function vary with language (e.g.,
Arabic vs. French)?

(3) How does system performance relate to task
effectiveness for the job the user needs to do?

4.3.1 Relationship Functions

Question (l) calls for studies that go beyond



examining a single level of feeder process performance.
Such studies might manipulate document degradation to
achieve varying levels of OCR performance, then map
the influence of OCR level on core process
performance.

4.3.2 Language Variation

Question (2) calls for additional cross-language
studies, bolstered by a theoretical understanding of
these aspects:

(a) linguistic features and their consequences for
image and text processing;

(b) the nature of the engine that performs the core
process.

For aspect (a) we ask what ways of classifying
languages matter in predictions about end-to-end
processing. It is plausible, for example, that degree of
affixation and associated word length influence the
extent to which OCR noise affects subsequent
processing. In agglutinative languages (e.g., Swahili),
grammatical information is conveyed by attaching
affixes to roots and stems (such as prepositions to
nouns, or conjunctions to verbs). Similarly, in
inflectional languages (e.g., Korean, Arabic), many
grammatical functions are conveyed by inflection and
affixes to verbs and nouns. These two classes of
language tend to have longer words, on average, than
isolating languages (e.g., English, Chinese), where
grammatical functions are conveyed by word order and
by particles and prepositions that appear as separate
words. We might hypothesize that a character or word
error in OCR is more damaging to translation in
agglutinative and inflectional languages than in
isolating languages, since that error is likely to affect
more meaning components.

As another example, it is plausible that the manner of
signaling proper names in a language mediates the
influence of OCR noise. Because scriptal languages
(Arabic, Farsi) have no capitalization conventions,
which mark proper nouns in latinic fonts, automatic
name finders in Arabic must consider context, such as
person titles and verbs that require human subjects.
Thus, an OCR error damaging for NF could occur in
surrounding words and not merely in (or even
necessarily in) the naming word. In general, we might
hypothesize that NF is more vulnerable to OCR error in
scriptal than in latinic languages.

For aspect (b), we ask what classes of MT or other
core processes make a difference in end-to-end
predictions. Although we want predictions to reflect
MT in general and not specific products, we expect the
impact of OCR error to vary with method of MT, as
follows. Syntax-based MT parses sentences and works
on interactions between words. Word-replacement MT
does word-by-word substitution from bilingual
dictionaries and disregards word interactions. Word-

replacement MT is often found in government-off-the
shelf (GOTS) software for languages that lack
commercial processors, such as Indonesian-Behasa, We
might hypothesize that OCR error will degrade MT
performance more severely in syntax-based than in
word-based MT. (See Appendix A.)

4.3.3 Task Effectiveness

Question (3) calls for assessments of language
processing tools in the context of human tasks. Can we
predict task effectiveness from measures of system
performance? What does a recall rate of 18.2%, or a
drop in recall rate of 10 points, mean in terms of what
can be done with a system? Here, the linguistic
understanding called for by Question (2) can inform
hypotheses about how text features contribute to task
effectiveness.

For example, while it seems obvious that open class
words that are domain-relevant are critical for screening
text [16], we need studies of how people actually screen
to see what density of domain-relevant words (or some
other task-critical feature) affects that ability. We could
then calculate thresholds for screenability of text based
on the density measure, and determine whether an MT
system in general delivers screenable text. For tasks
beyond screening, other features of MT output would
apply. (The work of mapping linguistic features to tasks
remains to be done [14].)

5 Conclusions

The challenge to researchers engaged in document
image understanding is to initiate more studies on end
to-end systems. The results will benefit our theoretical
understanding of how image and text processes work
together and our practical need to make decisions:
Which of competing components is the best choice in
an end-to-end system? When is that system ready for
trials with people? How does performance predict the
effectiveness of a system for a given human task?
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Appendix A

Mapping OCR to MT Errors in Syntax-Based MT:
An Illustration.

It is obvious that an OCR error will result in
mistranslation - producing either a non-word (which
cannot be translated) or a word other than ground truth
(which leads to inaccurate translation, if it translates at
all). However, it is not obvious that a single OCR error
can damage the translations of many words. Here is an
example for Spanish from the Falcon end-to-end
system. The OCR for an earlier version of Falcon was a
single multilingual package that for Spanish made a
consistent error of recognizing upper case "E" as upper
case "K." While this error may seem a rare occurrence,
a 1998 article from Spain's El Pais newspaper began as
follows:

Original:
En este articulo de Javier Pradera...

English translation (MT) with OCR errors:
East Kn article of Javier Prairie...

English translation (MT) with corrected OCR:
In this article of Javier Prairie ...



Because "en" is a preposmon and not a content-carrying
word, its misrecognition as "kn" might not be predicted to
impede understanding. Indeed, since "kn" is not an English
word, we tend to ignore it in scanning a translation for key
words. However, the failure to translate "en" leads to a second
error, for Spanish "este," which can mean "east" or
(especially in prepositional phrases) "this." Without
assignment to a prepositional phrase construction, as marked
by initial "en," the "este" is translated as "east." This
mistranslation might prove disruptive to scanning: It provides
a false alarm that distracts the human who is scanning for
domain-defining key words. A one-to-many mapping such as
this, from OCR error to translation error, is likely to arise in
syntax-based MT but not in word-based MT.
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Advanced Labeling Techniques for Scanned Document Images
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SUMMARY

In order to support automated document conversion mission at the National Library of
Medicine (NLM), we are developing an automated data entry system, the Medical Article
Record System (MARS), to identify and convert bibliographic information from paper-based
biomedical journals to electronic format for inclusion in the MEDLINE® database used by
biomedical researchers and clinicians worldwide. We have implemented several advanced
techniques for automatically labeling zones from scanned document images with meaningful
labels such as article title, author, affiliation, and abstract using a rule-based algorithm, neural
network technology, and a page normalization and string patterns template matching algorithm.

These labeling techniques use a combination of geometry-based and content-based zone
features calculated from optical character recognition (OCR) output. Geometry-based zone
features derived from geometric zone information include zone dimensions, zone locations, zone
order, number of columns, column dimensions, and column locations. Content-based zone
features derived from zone contents and font characteristics include total characters, total capital
characters, total punctuation marks, number of text lines, average font size, average character
height, and font attributes (normal, bold, underlined, italics, superscript, subscript, and fixed
pitch).

Specially, for the page normalization and string patterns template matching algorithm, a new
feature called "single and multiple column zone vertical area string pattern" is proposed to
normalize document image pages. A single column zone vertical area of a binary image is
defined as a vertical area in which only one text zone exists. A multiple column zone vertical
area of a binary image is a vertical area in which more than one zone exists, and where the zones
are "vertically overlapped". Two zones are vertically overlapped if the top and/or the bottom
coordinates of one zone are within the top and the bottom coordinates of another zone. Generally,
the number of text lines in a labeled zone such as title, author, affiliation, or abstract is different from
one article to another in a journal issue and therefore the labeled zone coordinates of one article may
not be the same as those of another article. As a result, using the same document style guide, the
geometric page layout of one article may not be the same as that of another article in the same journal
issue. Inorder to overcome this problem of irregularity, the "single and multiplecolumn zone vertical
area string pattern" feature is used to handle pages having the same document style guide but different
geometricpage layouts.

The automated labeling process consists of three steps: (1) scan journal images, (2) perform
OCR and detect zones around contiguous text, and (3) apply automated labeling to associate a
label, such as "Title", with each zone of interest. In general, the first page of each article of a
journal issue is scanned and saved as a binary document image. Next, each scanned binary document
image is segmented into text and graphics zones. Each text zone is then processed to deliver an OCR
output (including zone coordinates, characters and their bounding boxes, confidence levels, font sizes
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and style attributes). Using the OCR output generated for each zone of a page, zone features are
calculated. Finally, zone features are input into each labeling system for label classification.

For the rule-based labeling algorithm, a set of 120 rules are generated for label classification
and they are derived from an analysis of the page layout for each journal, from generic
typesetting knowledge for English text, and from features extracted from OCR output.

For the neural network based algorithm, a two-layer back-propagation neural network is
implemented with an input layer of sixteen text zone features, a five output layer (title, author,
affiliation, abstract, and others), and a single hidden layer of which the number of nodes is 8.

For the page normalization and string patterns template matching algorithm, after
normalizing document pages, a template matching algorithm calculates similarity classification
features by matching vertical area string patterns of document pages to those of predefined
layout document structures. Similarity classification features and both geometry-based and
content-based zone features are then input into a rule-based learning system for the final decision
on the label classification.

Experiments carried out on several hundred images of biomedical journals pages show that
our labeling techniques are capable of labeling text zones at an accuracy of 96.7 % for the rule
based algorithm, 97.0 % for the back-propagation neural network technology, and 96.0 % for the
page normalization and string patterns template matching algorithm.
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Abstract:
In this paper we present experiment results for retrieval
from a collection of scanned article clippings from
Chinese newspapers. The test collection consists of
8,438 articles from China, Taiwan and Hong Kong in a
mix oftraditional and simplified Chinese. A commercial
OCR system was used to produce errorful text.
Exhaustive relevance assessment was performed over
the entire collection for 30 Chinese queries by multiple
judges. Indexing a combination of unigrams and
overlapping bigrams was found to outperform
overlapping bigram indexing alone, and byte length
normalization was found to outperform cosine
normalization. No improvement resulted from the
addition of query expansion using blind relevance
feedback on the same collection.

1. Introduction
The advent of the World Wide Web has made access to
digital information easier than ever before. Many
information providers have therefore been inspired to
digitize existing paper materials to enable access
through networked information services. A number of
approaches for this purpose are possible, including: (I)
manual re-keying of the text; (2) creation of metadata;
(3) creation of document images through scanning; and
(4) layout analysis and optical character recognition
(OCR) of document images [I, 2]. Many current
systems have combined approaches (2) and (3), using
metadata to support search and document images to
support electronic document delivery. Although manual
creation of metadata can be much more economical than
manually re-keying the full text for each document, it
still involves considerable cost in time and human effort.
Furthermore, manually produced metadata can only
support searches based on information needs that could
be anticipated when the metadata was created.
Combining approaches (3) and (4) offers
complementary strengths, using OCR to produce
searchable (although sometime erroneous) full-text
representations, and document images as a basis for
electronic document delivery. When sufficiently
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accurate OCR is possible, this can provide relatively
inexpensive support for searches based on the full
vocabulary used by document authors. Combining
approaches (2), (3) and (4) can provide even richer
support for information access. For example, full-text
search can be used to find documents that address
previously unforeseen topics, and metadata can be used
to limit the search to a range of creation dates that is
appropriate to the user's task. In this paper, we focus on
the use of approach (4) to support the process of
searching a collection of printed Chinese documents.

Recently there has been considerable interest in
the application of approach (4) to historical newspaper
materials. The Pathfinder Library System in Grand
Junction, Colorado, has started a Library Services and
Technology Act (LSTA) project that will explore
digitization, indexing, copyright, and other issues
relating to providing access to historical Colorado
newspapers over the Internet to students, researchers,
and other potential users [3]. This "proof-of-concept"
pilot project intends to scan the daily Aspen Times for
the year 1887, perform OCR on the resulting document
images to generate text files for full-text indexing,
create a searchable database of content indexes with
links to the newspaper images and text files, and
develop a prototype Web site for the project.

Research in languages other than English clearly
indicates that effective support for information access
using approach (4) requires some degree of
language-specific processing. For example, researchers
working with historical Greek newspapers in a project at
the Lambrakis Press have developed techniques that
account for changes in the Greek languages over time
[4]. The experiments reported in this paper are
motivated by a similar project at the Socio-Cultural
Research Center (SCRC) at Fu Jen Catholic University
in Taiwan, which has scanned 600,000 of the 800,000
newspaper clippings that they have collected from
Mainland China, Hong Kong, and Taiwan over the past
50 years with the ultimate goal of providing access to
the collection over the Internet. In this case, each
clipping has been separately scanned to create 300 dot
per inch (dpi) TIFF images, so segmentation is less of an



issue. But the inventory of Chinese characters is far
larger than for Western languages, and the lack of
explicit word boundaries makes both OCR and retrieval
more challenging.

Information retrieval is an experimental science in
which test collections provide the basis for tuning
systems for optimum retrieval effectiveness. For the
Text Retrieval Conference, OCR results were simulated
by applying a confusion model trained on actual OCR
output to an existing information retrieval test collection.
While this approach can provide some degree of insight
into the sensitivity of a technique to OCR errors,
evaluations based on actual scanned document images
are generally preferred by OCR researchers because
OCR accuracy depends on a wide array of situations
(e.g., bleedthrough in two-sided printing or spurious
marks on historical materials) that might not be modeled
with sufficient fidelity. For this reason, the Fritz
Kutter-Fonds Foundation in Zurich sponsored an
evaluation of automatic cataloguing and free text
searching in 1999 that was based on 500 books in four
European languages that were published between 1770
and 1970 [5, 6, 7]. Book pages on which the cataloguing
was to be based were scanned to produce document
images that were then converted to text and Xerox Xdoc
layout description files using layout analysis and OCR.
This paper complements that work describing what we
believe is the first information retrieval test collection
for an Asian language based on scanned documents
images. Experiment results obtained using the collection
are presented for a variety of retrieval techniques

The remainder of the paper is organized as follows.
The next section introduces the test collection, and
Section 3 then briefly surveys previous work on
document image retrieval. Our techniques and
experiment results are then presented in Sections 4 and 5,
respectively. Finally, Section 6 concludes the paper.

A sample image is shown in Figure 1.

Figure 1. A sample newspaper clipping image.

- iii"

The 11,108 images were converted to text by a
commercial OCR system, yielding 8,438 valid text
documents. Others are rejected by the OCR system due
to low image quality or other limitations to the
recognition capability of the system. To get an idea of
the OCR quality, we tabulated the system-reported
character recognition rates for a 1,300 document sample.
We found that the average recognition success rate was
only 0.69 (with a standard deviation is 0.124). The
distribution of the recognition rates is shown in Figure 2.
Compared to the figures claimed by the OCR vendor,
where a recognition rate of over 0.9 or even 0.95can be
expected for ordinary printed materials, the low OCR
rate in this case might be due to low print quality of the
aging clippings. Although these statistics represent
system-generated estimates rather than character
accuracy based on ground truth data, they do provide an
initial basis for characterizing the difficulty of the
recognition challenge for these materials.

Figure 2. The recognition rate distribution, sorted by

As to the topic set, it would be best to assemble it
from real searchers' information needs. However,
SCRC's research library does not record the nature of
users' requests for reference assistance. We therefore

2. The SCRC Chinese Document Image
Retrieval Test Collection

An information retrieval test collection contains a set of
documents, a set of topic descriptions from which
queries can be constructed, and a set of relevance
judgments that identifies the relevant documents for
each topic. From the SCRC news clippings, we selected
a 11,108 document images to create the test collection.
The selected stories focus mostly on diplomatic and
military developments in Mainland China between 1950
and 1976. Stories from 30 news agencies are represented
in the collection, from Mainland China (where
simplified Chinese is used), Hong Kong, and Taiwan
(where traditional Chinese is used). Most documents are
in simplified Chinese, but some are traditional Chinese.
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gathered possible query topics from various journal
articles published at about the same time as the news
stories. This was based on our belief that if some issue
was being written about in a journal article, there may
have some information needs related to that issue. From
100 paper titles, 30 were selected and rewritten as
formalized information need statements (topics) in
Chinese using a format similar to that of the Text
Retrieval Conference (TREC) topic descriptions. These
topics have also been translated into English by SCRe's
social science researchers to support possible
cross-lingual (English-Chinese) retrieval experiments in
the future. Figure 3 shows an example of an English
translation of a Chinese topic.

<top>
-cnum» 12

<title> Anti-Chinese Movements
<description>

Activities related to the anti-Chinese movements in
Indonesia
<narrative>

Articles must deal with activities related to the anti-Chinese
movement in Indonesia; case reports or articles dealing with
PRC's criticism of the Anti-Chinese movement will be
considered partly relevant.
-c/top»

Figure 3. A sample topic in English.

The degree of relevance for each document with
respect to each topic was judged by three assessors (two
of whom majored in history, with the other having
majored in library science). Three levels of relevance
could be specified. Complete (i.e., exhaustive)
relevance assessments were performed, with each
document image (not the possible erroneous OCR text)
being examined for relevance to any topic. We used
exhaustive assessment because the alternative, a
sampling strategy known as "pooled relevance
assessment" would have required the participation of
multiple teams using different techniques in a
coordinated evaluation. A level of 0 was assigned to
irrelevant documents, 1 for partially relevant documents,
and 2 for fully relevant documents. The ability to
specify the degree of relevance may allow assessors to
express relationships in a more natural way than binary
relevance judgments would. Each assessor required an
average of 4 minutes to judge the relevance of one
document to 30 queries, so a total of (4 x 8438 x 3) =
101,256 minutes was invested over two months to
perform the (8438 x 30 x 3) = 759,420 relevance
judgments. The relevance levels for each
topic-document pair were then summed over the 3
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assessors to produce a value between 0 and 6 that could
serve as the ground truth degree of relevance for a
document. Retrieval performance is often expressed in
terms of precision and recall, where precision is the ratio
of relevant documents in the retrieved set to the total
size of the retrieved set, and recall is the ratio of relevant
documents retrieved over all relevant documents in the
collection. Such measures require binary-valued
relevance judgments, which can be produced by
applying whatever threshold to this value that the
experimenter believes would best represent the retrieval
task that they seek to model. In the experiments reported
below, we treat a document as relevant for purposes of
evaluation if it has a non-zero value, and irrelevant
otherwise.

The 8,438 images were converted to text in BIG-5
code by the OCR software mentioned above. For the
convenience of researchers with tools optimized for the
GB code that is in common use in Mainland China,
standardized GB versions of the recognized text were
produced using the "ConvertZ" freeware utility
(http://www.speednet.net/-shing/). In the experiments
reported below, we used only the GB representation.

3. Previous Work
A number of researchers have done studies of automatic
retrieval using degraded text produced by (or modeling)
OCR. In this section we summarize the results with
respect to the faceted classification of approaches
summarized in Table 1. A fuller description of each
study can be found in [1]. Although no study that we are
aware of has yet explored retrieval based on Chinese
OCR results, we found that the experience of others in
working with degraded text shed considerable light on
the directions that we could take in our work.

Taghva et al. did a series of studies to identify the
effects of OCR errors on text retrieval using different
models. In [8], they used a Boolean logic retrieval
system, finding that the effect of OCR errors was
insignificant for a small collection or relatively long
documents (38 pages per document). The same group
did two other studies [9, 10], one using the InQuery
system [11], which uses a probabilistic retrieval model,
the other using the SMART system [12], which uses a
vector space retrieval model. Unlike the Boolean model,
both of these retrieval produce a ranked list in which the
documents most likely to be relevant to a query are
listed first. Results obtained using both the probabilistic
and the vector space retrieval models showed that
although no statistically significant differences were
found between the mean average precision of the OCR
and the manually corrected collection the results for
individual queries can be greatly affected. They



attributed this effect to unreliable term frequency
statistics derived from the noisy OCR text. The term
frequency statistics greatly affect the tenn weighting
measure, on which the probabilistic retrieval model is
based to calculate the query-document relationship.
Additional findings with the vector space retrieval
model was that cosine normalization had a negative
effect when compared to the unnonnalized inner
product, and that relevance feedback could not be used
to compensate for OCR errors caused by badly degraded
documents. Relevance feedback is an automatic process
that uses information derived from known relevant and
non-relevant documents to reformulate queries. It has
been consistently shown by various experiments that
relevance feedback is an effective approach to improve
performance for ordinary clean text [13, 14], so this was
a surprising result.

Indexing method
Word-based indexing.
N-gram indexing (fixed or variable length).
Boolean logic positional model.

Retrieval model
Vector space model.
Probabilistic model.
Approximate string matchinz.

Test collection
Direct OCR output.
Simulated OCR output.
Percentage of documents returned from the OCR set

Evaluation
Mean Average precision (over recall levels and

measure
topics).
Document ranking fluctuation (mean, variance, or
correlation).
Compared with original clean text.

Performance Compared with manually corrected text.
comparison Compared among different levels of simulated OCR

error.
No strategy: rely on information redundancy.
Long query: sort of document relevance feedback.

Specific strategy
Query expansion: term expansion based on the
original query.
Preprocessing: automatic correction of OCR errors.
Interaction with users.

Table I. Faceted classification of OCR text retrieval
approaches.

The experiments done by Taghva et al. showed
that some widely used weighting schemes that are
known to be effective for ordinary text might lead to
more unstable results for OCR degraded text. Singhal et
al. [15] analyzed this phenomenon closely using the
SMART system and a simulation of the expected
degradation from OCR in the large (742,202 documents)
TREC collection. In their research, Singhal et al., found
that an erroneous term like "systom" that might be
produced by a recognition error could have a large
inverse document frequency (idj) value, thus incorrectly
affecting the weights of the index terms if a mutually
dependent normalization like the cosine is used. They
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found that instead using a byte size normalization
scheme could mitigate this source of error. For a
document, their byte size normalization factor is
computed as:

(byte size)o.375

Singhal et al. found that bite size normalization
produced a higher mean average precision and was more
robust across topics than cosine normalization for both
OCR output and ordinary text.

Another attempt to seek robust weighting methods
was made by Mittendorf et al. [16]. They used expected
term frequency (tj) and expected idf iot term weighting
under a probabilistic model instead of the direct term
frequency statistics from the OCR collection. Eight
hundred library catalog cards were scanned, OCR was
performed with 67% word accuracy, and the result was
split into training and test sets of equal size. Manual
re-entry of the same data was done to derive the actual if
and idf, and the training set was used to estimate this
actual ifand idfbased on observed values. This resulted
in a 23% relative improvement in the average number of
relevant documents found in the first position of the
ranked list in a known-item retrieval evaluation. In this
case the documents were quite short (averaging 23
terms), Although this research suggests that parameter
estimation can be helpful, the required training
documents and their associated ground truth may not be
available for other cases.

Lopresti and Zhou [17] examined the effects of
varying the degree of degradation on the effectiveness
of Boolean, fuzzy Boolean, vector space, extended
Boolean, fuzzy extended Boolean, proximity Boolean,
and fuzzy proximity Boolean retrieval models. One
thousand news articles were collected from the Internet
and corrupted to varying degrees using a model of OCR
effects. An analysis of rank correlation coefficients
within a technique for varying degrees of degradation
showed that fuzzy retrieval models based on
approximate string matching appear to be generally
more robust than their traditional counterparts. The
approximate string matching techniques used in the
study were quite inefficient, however, raising questions
about the practicality of the technique in large-scale
applications.

Character n-grams offer a more efficient way of
achieving some degree of approximate string matching.
Pearce and Nicholas [18] applied fixed-length
(overlapping) n-gram indexing to index both OCR
results and ordinary text, exploring alternative
normalization functions. Their most robust
normalization function, which they called similarity link,
was unfortunately computationally intractable. Harding
et al. experimented with simultaneous use of multiple
n-gram lengths for OCR-based retrieval [19], finding
that this improved retrieval performance over



word-based indexing at 10% or greater OCR
degradation. N-gram indices are, however, larger than
word indices, and their efforts to find more efficient
n-gram indexing produced adverse effects on retrieval
effectiveness

From this survey of prior work, we can observe
fairly clear agreement on the following factors:

• OCR errors have relatively little negative effect on
retrieval effectiveness for long documents.
Redundancy is often beneficial in information
retrieval applications, and longer documents
naturally offer more scope for redundancy.

• Byte length normalization results in better retrieval
effectiveness than cosine normalization when using
the vector space model.

• N-gram indexing can result in better retrieval
effectiveness than word-based indexing if OCR
errors are relatively common.

• There can be a tradeoff between retrieval
effectiveness and retrieval efficiency when
developing techniques to search in the presence of
OCR errors.

In the next section we apply these observations to the
design of techniques for OCR-based retrieval of
Chinese document images.

4. Experiment Design
There are thousands of Chinese characters, about 2,000
to 3,000 of which are in common use. Chinese words
vary in length from a single character (almost every
Chinese character has meaning as a word on its own) to
nine or more characters, with an average of about two
characters (for contrast, the average length of an English
word is about 5 characters). In many cases, longer
"words" are actually better thought of as compound
terms, since some speakers of the language could
segment them into shorter words and recover the same
meaning. From the perspective of information retrieval,
Chinese differs from English in two important ways.
First, Chinese retrieval is more challenging because
written Chinese includes no delimiters between words
and available automatic segmentation techniques are
imperfect. Second, Chinese retrieval is made somewhat
easier by the relative absence of morphological variants,
thus obviating the need for stemming.

Comparative studies have established that n-gram
indexing (usually with n=2, for bigrams) works about as.
well for Chinese retrieval as word-based indexing, both
for ordinary text [20] and for text produced by automatic
speech recognition [21]. As we have seen above,
n-gram indexing is also known to be relatively robust in
the presence of OCR errors. We therefore chose to use
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n-grams as the basis for our experiments. This raises the
question of how to choose the optimum value for n.
Longer n-grams might match character sequences that
are recognized without error fairly well, but shorter
n-grams might help mitigate the effect of OCR errors.
We therefore tried n=1, n=2, and a combination of the
two n-gram lengths. The large inventory of Chinese
characters results in excessively large indices for n>2, so
we did not try larger values of n.

Previous studies have shown an interaction
between the retrieval model and the term weighting and
normalization techniques. We therefore ran experiments
with InQuery, a widely used system based on a
probabilistic retrieval model, and a locally developed
vector space retrieval system called Crystal. InQuery
provides a standard reference implementation which has
been extensively debugged, while Crystal provides
complete access to the internal features of the system.
We used the default term weighting and "weighted sum"
normalization techniques of the InQuery system. In
contrast, weighting schemes in vector space model may
vary quite differently. With Cyrstal, we experimented
with both byte length normalization and cosine
normalization. For query n-gram weights, we
emphasized longer n-grams over shorter n-grams as
follows:

where qk is the weight of n-gram k from a query, tfk is its
term frequency, Wk is the number of characters in n-gram
k, and t is the total number of n-grams in the query. With
this formula, single bigram match (with weight 5) is
given more emphasis than two unigram matches (each
with weight 2), but less than three unigram matches.

To explore whether retrieval effectiveness could
be further improved, we also ran a small set of blind
relevance feedback experiments using the same
collection and Rocchio's method:

1 1WlIew = lrlVold +/3-,IL.X -r-,-_-, L.X
R XER T R XET-R

where Wold is the initial query weight vector, R is the set
of relevant document vectors, T is the set of all
document vectors, and a, /3, and y are coefficients
controlling the contribution of each factor. For blind
relevance feedback (i.e., without manual relevance
judgments), the top N documents in the initial result set
are assumed to be relevant.



RunID System Field Indexing Method Weighting scheme Ave. P

lIs Inquery title only I-gram 0.3612

12s Inquery title only 2-gram 0.4083

Ins Inquery title only I-gram and 2-gram 0.4397

II Inquery all fields I-gram 0.3472

12 Inquery all fields 2-gram 0.4621

In Inquery all fields l-gram and 2-gram 0.4692

Gbls Crystal title only I-gram log(tf)*log(lDFl*ByteSize, tf(3w-l l*Cosine 0.3509

Gels Crystal title only I-gram log(tf)*log(IDF)*Cosine, tf(3w-1 l*Cosine 0.3059

Gb2s Crystal title only 2-gram log(tfl*log(lDFl*ByteSize, tf(3w-1 l*Cosine 0.4044

Ge2s Crystal title only 2-gram log(tf)*log(IDF)*Cosine, tf(3w-l l*Cosine 0.4000

Gbs Crystal title only I-gram and 2-gram log(tf)*log(IDFl*ByteSize, tf(3w-1 )*Cosine 0.4164

Ges Crystal title only I-gram and 2-gram log(tfl*log(IDFl*Cosine, tf(3w-1 l*Cosine 0.4098

Gbl Crystal all fields I-gram log(tf)*log(lDFl*ByteSize, tf(3w-l )*Cosine 0.3963

Gel Crystal all fields I-gram log(tf)*log(IDFl*Cosine, tf(3w-l l*Cosine 0.3157

Gb2 Crystal all fields 2-gram log(tf)*log(IDF)*ByteSize, tf(3w-l l*Cosine 0.4582

Ge2 Crystal all fields 2-gram log(tf)*log(IDFl*Cosine, tf(3w-l l*Cosine 0.4344

Gb Crystal all fields I-gram and 2-gram log(tf)*log(IDFl*ByteSize, tf(3w-1 l*Cosine 0.4757

Ge Crystal all fields l-gram and 2-gram log(tf)*log(IDF)*Cosine, tf(3w-l l*Cosine 0.4459

Table 2. Experiment results using different retrieval models, query sets, indexing methods, and weighting schemes.

RunID System Field Indexing Method Weighting scheme Feedback parameters Ave.P

Gb Crystal all fields I-gram and 2-gram Best in basic strategies (No expansion) 0.4757

Gbrf Crystal all fields I-gram and 2-gram Same as above TopN=I,ex=l3= I 0.4117

Gbrf5 Crystal all fields I-gram and 2-gram Same as above Top N=5, ex - 5, 13 - I 0.4255

Table 3. Experiment results using Rocchio's relevance feedback formula.

5. Results
The results obtained are listed in Table 2 and 3. In those
tables, the retrieval effectiveness is characterized by the
mean (over topics) of the uninterpolated average
precision, a commonly used evaluation measure
computed by the trec_eval program (available at
ftp://ftp.cs.comell.edu/pub/smart/). As can be seen, the
combination of unigrams and overlapping bigrams
consistently performs better than that overlapping
bigrams alone, which in turns consistently outperforms
unigrams alone. This is true for the probabilistic and
vector space retrieval models, and for both long (all
topic fields) and short (title field only) queries. Another
consistent result is that byte length normalization
performs better than cosine normalization for different
indexing methods and for different query lengths.

Several studies of Web searching behavior have
shown that searchers typically use only a few query
terms, perhaps because it is easier to understand the
behavior of the system when only a few terms are used.
The title field in each topic description typically
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contains between two and five Chinese characters that
are chosen as terms that a Web searcher might issue as a
query. The results show that long queries (using all
fields) generally perform better than short queries (using
only the title field), achieving a 6.7% relative
improvement with InQuery and a 14.2% relative
improvement with Crystal. Viewed another way, the
two retrieval models (probabilistic and vector space)
perform about equally well with long queries, but
InQuery's probabilistic model achieved a 5.6% relative
improvement over Crystal's vector space model with
short queries.

Table 3 shows the results from our blind relevance
feedback experiments. With the best retrieval strategy,
no performance improvement was observed using the
Rocchio parameter values that we tried. Although these
results should be interpreted as extremely preliminary
because we have yet to systematically explore the space
of possible parameter values, they do suggest that
correctly tuning blind relevance feedback parameters
without a test collection of the type we have developed
would be impractical. In fact, it is not yet clear that blind



relevance feedback using documents that contain OCR
errors will be helpful. Results obtained by Singhal et al.
in a spoken document retrieval application [22] suggest
that effective blind relevance feedback may actually
require comparable (i.e., topically similar) text that is
free of OCR errors.

6. Conclusions and Future Work
OCR text provides the cheapest and fastest way to make
full-text images searchable, but optimizing retrieval
effectiveness under these conditions requires that the
retrieval technique be adapted to mitigate the effect of
OCR errors. Previous work has shown that OCR errors
have little effect on retrieval at low OCR error rates, but
that relatively short documents with poor image quality
can produce severe adverse effects. Unfortunately, this
is often the case in real-world applications such as
retrieval from the SCRC collection of Chinese
newspaper clippings. We have described a new Chinese
document image retrieval test collection and a set of
retrieval experiments that we performed with that
collection to explore the effect of different retrieval
models, query lengths, n-gram lengths, and
normalization schemes. The results show that n-gram
length has the greatest effect on retrieval effectiveness,
with a combination of unigrams and overlapping
bigrams producing the best results. Query length was
also found to have a substantial effect, as has been seen
in other retrieval evaluations.

The test collection that we have developed opens
the door to a number of interesting questions that we are
interested in exploring. Because we have already
translated the topic descriptions into English,
cross-language document image retrieval is a logical
next step. We already have some experience with
cross-language spoken document retrieval between
English and Chinese, so much of the required
infrastructure for such an experiment is already in place.
A second interesting direction for exploration is
differential handling for documents with many
recognition errors. For each document in the test
collection, we know the estimated error rate reported by
the OCR system. It might prove useful to develop
corpus-trained correction algorithms even if such
algorithms are computationally expensive, because we
might productively apply those algorithms to only the
most severely degraded documents. As a first step in this
direction, we have begun to create manually corrected
text for a portion of the test collection. Finally, we
believe that it would be interesting to explore additional
normalization techniques, particularly those that are
optimized for short queries. InQuery's excellent
performance with short queries suggests that there is
likely some room for improvement in this regard. We
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expect that others will find additional uses for the same
test collection. With multi-level judgments from
multiple judges, topic descriptions in two languages,
and manually corrected text for some of the documents,
we believe that it is a rich resource that can support
important research on document image retrieval in the
years to come. Researchers interested in using the
collection should contact the first author.
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Abstract

This paper describes improvements to a system that recognizes Arabic and Farsi text in low
quality, low-resolution, binary document images. Performance advances reflected in the
current system largely result from the introduction of ensembles of decision trees as the base
recognizer and the development ofa new methodology for training tree ensembles that relies on
boosting in the sample space, bagging in the feature space and randomly selected splits at the
tree nodes. These ensembles have many advantages over neural nets. Among the most important
are: 1) increased recognition rates, 2) faster evaluation, 3) reliable confidence factors, and 4)
run-time tradeoffs between speed and accuracy made possible by controlling the number of
trees included in an ensemble. Additional performance improvement is gained from an adaptive
image-noise filter that uses image metrics to decide whether filtering is necessary and, when it
is, to select filter algorithms appropriate to the severity of the noise. On 722 independent test
images digitized at 200x200 with various degrees of noise, the current system attains a
character recognition rate of 91%. On the same images digitized at 100x200, the system attains
an 89% recognition rate. A typical page, which has an average of 45 lines in a single-column
layout, can be processed in 17 seconds by the current recognition system on a 750 MHZ
Pentium 11/running Linux.

1. Background

Language Characteristics

The printed forms of Modern Standard Arabic, the predominant language of North Africa and the Middle East,
and Farsi, the official language of Iran, present many challenges for OCR algorithms. The text is written right-to
left and uses a script alphabet in which consecutive letters within a word are typically joined together by a
baseline stroke. In order to accommodate the baseline, characters may assume one of four forms: isolated, initial,
medial, and final. Six common letters in the alphabet are exceptions to this convention and lack the medial and
final forms. When one of these non-joining characters is encountered within a word, the preceding letter assumes
its final (or isolated) form, and the non-joiner assumes its initial (or isolated) form. The Farsi character set differs
from the Arabic set in the addition of four letter forms.

Arabic text contains a large number of special forms, called ligatures, which replace particular character pairs or
even triples. For example, when the LAM character is followed by the ALEF character they will almost always be
combined into a single ligature character called the LAM-ALEF. While use of the LAM-ALEF ligature is almost
universal, most ligatures are optional, at the discretion of the typographer. We have encountered over 200
ligatures in our development effort, although many of these are extremely rare, occurring mainly in older typeset
books. The Farsi language, by virtue of having a distinctly different set of character bigram probabilities, adds
more ligatures to the mix. The non-standard use of ligatures in Arabic and Farsi publications means, in essence,
that these languages present a variable number of glyphs, on the order of 200 or more, and that the frequency of
occurrence of these glyphs is dependent on many factors, such as: 1) the content of a document -- poetry tends to
have more ligatures for the sake of aesthetics, while business documents are more practical and use fewer; 2) the
typography and font used -- various fonts support different subsets of ligatures; 3) the timeframe within which
the document was produced -- newer, computer generated documents exhibit a narrower range of ligatures; 4) the
preferences of the document's creator -- it is often a conscious choice to use or not use a particular ligature; and,
5) the country in which the document originated -- there are national inclinations if not overt preferences that
citizens of various countries follow as a matter of habit.
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Arabic text is often justified so that the right and left edges of the text column are aligned. In a Roman alphabetic
setting this would be accomplished by stretching the spaces between words to fill out the desired length. In
Arabic, portions of the baseline are stretched. These stretched baselines, called kashidas, occur in different words
throughout the line. These extended baselines may cause recognition problems because they can resemble actual
characters, particularly the medial SEEN character. Finally, although classic Arabic texts use a relatively limited
number of font faces, new typographic systems have led to the proliferation of Arabic font faces which are almost
as varied as those for Roman alphabets.

Expected Input Characteristics

The recognition system is specifically designed to process both images of high and low quality, and images of
high and low resolution. Moreover, in the interest of providing the highest level of automation possible, the
system's design assumes no human intervention occurs prior to OCR processing.

To date, system development efforts have emphasized the most challenging classes of document images. Thus,
document images are selected for the following characteristics: I) Image resolution between 200x200 dpi and
100xlOOdpi, including low-resolution FAX at 200xlOO dpi. Higher and lower resolutions are also handled, but the
system has been trained using the aforementioned resolutions. 2) Various levels of noise, and a significant fraction
of all images with high levels of speckle. Artifacts from copying processes such as darkened comers and from
FAX processes such as linear dropouts are also included. 3) Variable page layout complexity, ranging from simple
(single-column text) to complex (newspaper or magazine). 4) Variable text position, including arbitrary gross
orientations and skews. An example image is shown in Figure 1. The recognition rate for this image is 71%.

For the purposes of OCR, Arabic text is far more sensitive to salt-and-pepper noise and speckle noise than are
Latin-character-based languages because most characters share a common body and are differentiated solely by
the location and the presence or absence of one to three dots. Thus, in a noisy image of Arabic text, dots may be
mistaken for noise and accidentally removed or, conversely, noise may be mistaken for dots and related to
characters. Consequently, an intelligent filtering mechanism is essential for successful recognition of document
images containing moderate to high levels of noise.

Figure 1. An Example of a Low Quality, Low Resolution Image ofArabic Text

From the above, it is clear that OCR of Arabic and Farsi text is more difficult than for Roman text due to the
attributes of printed Arabic/Farsi text in combination with the features of the data input stream that have been
assumed. As will be seen in the following sections, great headway has been made in achieving high accuracy,
usable results on very difficult data sets. The remainder of this paper will detail the recent breakthroughs made
while enhancing our system, including improved noise removal strategies and the substitution of decision tree
ensembles for neural nets with subsequent speed and accuracy increases.
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2. System Overview

The system described in this paper is a complete Arabie/Farsi page recognizer implemented in a UNIX
environment. The system takes in document pages as binary TIFF images, and produces Unicode text files as
output. A block diagram of the system is shown in Figure 2. This diagram will serve as a reference point for more
specific discussions of the enhancements added recently. This will be particularly useful in understanding the
implications of the enhancements made.
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Figure 2. Arabic/Farsi Text Recognition System

Preprocessing and Page Decomposition

The raw page image arrives at the preprocessing and page decomposition module. The preprocessing stage
performs the following actions: 1) Noise analysis and removal; 2) Handling of FAX banners if present; 3)
Validating that the current image contains Arabic or Farsi text, rejecting otherwise; 4) Validating that it contains
machine-printed, not handwritten text; 5) Determining and correcting the gross page orientation (i.e., upside
down, sideways); 6) Detecting and removing arbitrary skew; 7) Detecting low resolution FAX (i.e., 2:1 aspect
ratio) and upsampling in the Y dimension. And, 8) Detecting and removing graphic elements. The page
decomposition module then decomposes the page into text blocks. Each text block is segmented into individual
lines of Arabic text. The text line images are normalized to a height of 40 pixels and passed to the text
segmentation module.

Text Segmentation

The text segmentation module is illustrated in Figure 3. This module is an oversegmenter, designed to produce
atomic image segments which are no larger than a single character. In other words, each atomic segment should
come from only a single character of the ideal segmentation. If this goal is met, then a preferred segmentation can
be produced by combining the atomic segments in the appropriate groups. Of course, the combination must be
done in such a way as to maintain the spatial relationships between the atomic segments in the group. A Viterbi
algorithm, discussed later in this section, produces appropriate groups as a by-product of the recognition process.

The resulting atomic segments are ordered in a left-to-right fashion, based on the center of the minimum
bounding box enclosing the segment. They are combined in groups of from two to five consecutive segments. The
full set of segments includes both the atomic segments and the combined segments. This results in K < 5N
segment images, where N is the number of atomic segments. Among the K segments are the ideal characters of the
text, indicated by dashed boxes in Figure 3. The K segment images are then passed to the segment recognition
module.
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Figure 3. - Text Segmentation

Segment Recognition

This module has been the subject of intense work which will be discussed in the next section. Generally speaking,
this module runs a classifier on each of the K input segments. The Arabic version of this classifier has 424 inputs
and 229 outputs. The 424-element input-layer feature vector includes 40 projection features and 384 chain code
features. The projection features contain a 20-element horizontal projection and a 20-element vertical projection
of the segment image. The projections are taken with respect to a 40 x 40 pixel box in which the segment image is
left-justified, and hence each count represents two rows or columns of the image. Also, if the segment is less than
40 pixels wide, the vertical projection is padded with zeros on the right.

The chain code features are based on a chain-like representation of the edges (or borders, or contours) of the
image components before splitting. Each point on the chain can be uniquely associated with one of the atomic
segments, and hence with each of the combined segments. At each point along the chain, the direction of travel
(clockwise around the component) and the contour curvature are computed. These measurements use a window of
4 chain points on each side of the point in question. The 384 chain code features correspond to quantizing the x
coordinate, y-coordinate, direction, and curvature values into 4, 4, 8, and 3 bins, respectively. For each
dimension, quantization is gaussian-weighted between neighboring bins so that a point in the center of a bin
contributes a weight of 1.0 to that bin, and a point on the border between two bins contributes 0.5 to each of the
two bins. Thus, each chain code point contributes to up to 2x2x2x2 =16 feature values. The chain code features
are sparse, in that many of the values are zero for a typical image.

The output of the classifier contains 229 signals corresponding to 117 regular Arabic character forms, 80 ligature
forms, 10 Arabic digits, 20 punctuation characters, and two reject classes. The classifier outputs (confidences or
pseudo-probabilities) for each of the segment images are combined into a N x 5 x 229-element array, called the
recognition array. This array is passed to a Viterbi algorithm for decoding.

Viterbi Beam Search

The Viterbi beam search module transforms the information in the recognition array into a sequence of characters
output by the program. The module uses a dynamic programming algorithm to match the array of segments
against a model of Arabic text. The model encodes the rules of Arabic typography, for example the constraints
between the forms of neighboring characters.

The Arabic text model comprises lexicon-based word recognition, lexicon-free word recognition, and recognition
of Arabic punctuation and digits. The basic element of the model is a state, which ultimately associates a given
image segment with a given character (or ligature). The complete Arabic text model contains over 100,000 states,
most of which occur inside the lexicon-based word recognition component. The lexicon contains 50,000 Arabic
words that are in common use.
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A more detailed discussion of this algorithm may be found in [I], but for the purposes of this paper, it is primarily
important to realize that the accuracy of the confidences or pseudo-probabilities coming from the segment
recognition module is extremely important to the success of the Viterbi algorithm.

3. System Enhancements

In this section, we discuss several specific enhancements to the recognition system. The first topic is noise
detection and removal, which has a very significant role in our system both because we expect a large fraction of
the incoming images to have high levels of noise and because of the sensitivity of Arabic script to speckle due to
the frequency of dotted characters. The second topic is the switch in base classifiers in our system from neural
nets to ensembles of decision trees. This necessitates some background on trees and ensemble construction, a
comparison of trees to neural nets, and a discussion of tree ensemble training methodology.

Noise Analysis

Because high levels of noise are included in our data input stream, specific methods to detect and filter this noise
have been devised. It is important to differentiate between structured and unstructured noise. Structured noise
refers to artifacts such as line dropouts in FAX, dark comers due to copying, halftone backgrounds, etc. These
types of noise are handled with specific algorithms. Other noise of concern is unstructured in the sense that it is
random and can appear in any part of the image. Examples are speckle noise and salt-and-pepper noise. If the
unstructured noise were simply a matter of a isolated specks occurring discretely in the image, then simple
algorithms would suffice. Unfortunately, in our data the unstructured noise is agglomerative, meaning that it
consists of complex, often large, clumps which overlap the text.

When developing algorithms within the context of our system we must constantly make tradeoffs between speed
and accuracy. In this situation we needed a method of rapidly determining which images actually needed filtering
and then applying the moderately expensive filtering operation only to those images. The underlying principles of
the filtering revolve around the fact that the system must attempt to differentiate dots from noise so as to
minimize the impact of filtering on the ultimate accuracy.

Detection

The initial attempt to detect noise efficiently uses a set of computationally cheap features which are extracted
from the incoming binary image and are then processed by a small decision tree ensemble to determine whether
the image should be filtered. The features outlined below attempt to capture various abstract attributes of noise
such as dottiness.

•

•

•

Foreground Density - the fraction of foreground pixels in the binary image. Clean binary text images tend
to have a fairly low density.

Dot Factor - a mathematical morphological measure designed to gauge the presence of dots in an image
as the ratio of foreground pixels before and after a closing by a cross structuring element. If the image has a
lot of dense speckle, then the closing operation would tend to join them together thus reducing this ratio.

Perimeter Factor - the ratio of all foreground pixels to those that occur on the boundaries of components.
A significant fraction of pixels in small speckle and agglomerative noise tends to be on the border of the
particle.

Median Factor - ratio of the foreground pixels remaining after a median filter operation to the number of
foreground pixels in the original. Speckle tends to be reduced by a median filter, thus if noise is present this
ratio will tend to be lower.

Components per Area - the number of connected components per image area. Noisy images will tend to
have many more components.

Mean Component Density - the mean foreground density of each component over the minimum bounding
box oriented with the coordinate axes. Smaller noise tends to pack the bounding box tightly while character
shapes tend to be less dense.

Interior to Exterior Chains Ratio - the ratio of interior chains (holes in components) to exterior chains.
This metric aims to measure small holes occurring in the text. (One might think ofthis as inverted speckle)
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Transition Density - the relative number of transitions from background to foreground down the columns
of an image. Noisy images should have more transitions.

Skeleton Area Fraction - the ratio of the number of foreground pixels in the skeleton of an image to the
number of foreground pixels in the original. The skeletons of noise components are usually not too different
in mass from the original component.

To establish the decision procedure, the above features were collected on an independent set of about 800 images
which were grouped into two classes, needs-filtering and doesn' t-meed-filtering. This was done automatically by
processing the images with our recognition system both with and without filtering, and then determining which
images benefited from the treatment and which did not. The goal was to have a very fast metric for deciding
whether or not to filter while simultaneously maximizing accuracy and minimizing computation. Finally, an
ensemble of decision trees was trained to discriminate between the two categories of images. This resulted in an
effective decision procedure because the trees are extremely fast to evaluate and are comparable in accuracy, if
not better, than neural networks trained to perform the same task.

Removal

The filtering process for Arabic / Farsi text was specifically designed to attempt to preserve the structure of the
Arabic script, most importantly the dots, while removing as much noise as possible. This aggressive filtering
consists of two stages, spatial filtering and connected-components filtering. The spatial filter removes heavy,
densely-connected noise, while the connected-component filter removes isolated noise components. Figure 4
illustrates spatial filtering, while Figure 5 shows connected components filtering. The algorithm is capable of
removing very dense speckle-noise created by dark photocopier and fax settings, while preserving most genuine
text. The algorithm can also be tuned for flexible tradeoffs between noise removal and text preservation.

Connected component
filtering cannot remove
noise and reserve text

I
Windowed threshold
on edge-pixel density
yields noise mask

2

3

4

An image with densely
connected speckle noise

EXtract edges: Noise
has high edge-pixel
density

Subtract mask
to remove densely
connected noise and
preserve text

Figure 4. Spatial Noise Filtering
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Figure 5. Connected-Components Noise Filtering

Decision Trees and Ensembles

The most significant breakthrough that we've had in the course of our recent work was to switch from our tried
and-true neural networks to ensembles of decision trees. The key reason that we had always relied heavily on
neural nets was because of the high accuracy that they provided, even with the on- and off-line computational
cost. Past experience proved that single decision trees could never offer the accuracy that we need because of the
inherently brittle nature of trees; however, with the advent of methods for aggregating forests of trees in the past
several years such as bagging [2], boosting [3,4], and feature boosting [5], the means of achieving high accuracy
with ensembles of trees was a possible opportunity. In this section we will summarize decision tree construction,
ensemble construction, and compare and contrast neural nets and ensembles of decision trees.

Decision Tree Construction

Decision trees have been a popular machine-learning paradigm for many years, primarily because a single tree
offers a level of explainability not afforded by many other approaches. A decision tree (also called recursive
partitioning) divides a training dataset into disjoint subsets in a greedy, deterministic way. This partitioning is
achieved by using the attribute-values of instances to find the optimal split at any given node. This optimal
choice can be formulated as a maximization of the separability of the two new subsets with respect to the sample
labels. We use a variant of the CART algorithm [6] that utilizes the X2 statistic and picks the split with the
maximum significance. A nice feature of our algorithm is that no pruning stage is necessary -- the significance of
the split is also a useful terminating criterion for splitting. Decision trees classify instances by sorting them down
the tree from the root node to some leaf node, which provides the classification of the instance, along with a
probability estimate, based on the distribution of samples from the training set that fell at that leaf.

Ensemble Methods

An ensemble is a collection of weak, biased classifiers. Each member of an ensemble may be viewed as being a
specialist on understanding some subset of the original training data. A decision is computed by averaging over all
members of the ensemble. In the case of classification, this amounts to averaging over the probabilities that each
class would occur given the input features. Ensembles can be homogenous or heterogeneous, that is, they can be
composed of classifiers constructed using different paradigms or the same paradigm. In our case, we utilize a large
set of decision trees only.

Ensembles are typically constructed by subsampling the original data in some way or by altering some parameter
of the learning algorithm to induce a different classifier. In our work, we use a combination of boosting, feature
selection, and random splitting. In short, boosting creates an ensemble by dynamically altering the probability of
using a sample to construct the current classifier based on the previous classifier's ability to correctly identify that
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sample. At the offset, all samples have an equal chance of being selected, but as subsequent classifiers are built
the probability of using more difficult samples is increased, while easy-to-classify samples are de-emphasized.
Thus, later trees focus on discriminating more difficult cases than earlier trees. Another weakness of trees is that
due to their greedy nature, they tend to ignore many input features even though they might be useful in gauging
fine distinctions between some subsets. In order to combat this effect, we randomly select different subsets of
features to be used for constructing each tree in a bagging fashion, i.e., if we have F features, we create a
bootstrap aggregate by picking F times, with replacement, from the set of possible features, remove the duplicates
and are then left with a subset of about 63% of the original features. Finally, we use a popular trick in tree
construction designed to increase variation -- rather than selecting the feature with the maximum significance,
we uniformly randomly pick a winner from amongst the top N significant features. The combination of these
approaches results in an ensemble that provides good coverage over the space of all possible classifiers.

Ensembles of Decision Trees vs. Neural Networks

This section presents the crux of the argument for switching from a neural net as the base recognizer to an
ensemble of decision trees. When comparing these paradigms we were primarily looking at the accuracy and
speed of the final classifier; however, there were other aspects of the ensemble that weren't evident at first, but
came to light in our experimentation. Table I shows a one-to-one comparison of neural nets to tree ensembles.

Training Difficult to gauge parameters (number of
nodes per layer)

Simple parameter choices (number of
trees to construct, stopping criteria)

Computationally intense Taxing on memory but fairly fast

Lab techniques to attain high accuracy [l] Aggregation better than lab techniques

Speed of Evaluation Constant time per segment

Related to the dimensions of the net

On the order of 50k floating point
multiplies and adds

Average of 60 seconds per image

Variable time per segment

Related to depth of member trees

On the order of lk integer compares and
branches

Average of 17 seconds per image

Accuracy

Outputs

Trained to 92.6% character accuracy

Over all independent images: 89.06%
character accuracy

A vector of nonzero confidence values
between 0.0 and 1.0

Trained to 92.5% character accuracy

Over all independent images: 90.68%
character accuracy

A vector of pseudo-probabilities, most of
which are zero

Table 1. Comparison ofNeural Net to Tree Ensemble

Table 1 demonstrates that an ensemble of trees can attain an equivalent accuracy to a neural net (in this case
slightly higher) and requires a factor of three less time to evaluate. Something not obvious from this table is the
fact that the form of the outputs has significant repercussions in the context of the Viterbi beam search. That
method uses the outputs from the classifier to maintain a ranked list of all of the possible outcomes as the
segments are considered by the dynamic programming. Since the neural networks provide confidences that are
rarely zero and do not have the nice properties of probabilities, many possible results of the search are considered
as viable alternatives. The outputs of the ensemble, however, do have all of the properties of probabilities and thus
drastically reduce the breadth of the search significantly -- zero entries can be immediately dismissed.

Another nice property of ensembles is the fact that we can see their inner structure and vary the way we apply the
member classifiers. To apply a neural net, we must always use the full net with all of its lOOk floating point
operations, but for ensembles, we have flexibility to apply and aggregate the member trees in different ways. We
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can play games with the order and number of trees used for any given classification task. This kind of
manipulation is an exercise in the tradeoff between speed and accuracy and involves an attempt to minimize the
number of trees used for any given segment classification by utilizing prior statistics. We can do runs of
independent training sets and gather statistics related to the top choice probability -- ultimately we can formulate
lookup tables that will allow us to predict the probability that a given result from T trees is correct given the top
choice hypothesis. In this way we can limit the number of trees used for any given classification sharply which
will save significant amounts of time while still providing robust aggregated results. In preliminary experiments
we were able to reduce processing time from 17 seconds per image down to 13.5 seconds while going from an
overall accuracy of 90.68% down to 89.05%. In other words, for shaving 20% off the time, we only lose 1.5%
accuracy. Work in this area is ongoing.

4. Results

The original page images used for training came from a data collection performed by SAle. These consisted of
344 pages imaged at 600dpi. To obtain the test set used for the development of our Arabic system, we printed out
all images and then created variants by copying each image at different levels of contrast from very dark to very
light and then faxed these variants using 9 different fax machines at both high (200 x 200 dpi) and low (200x I00
dpi) resolution. The resulting dataset consists of 3380 binary TIFF images. To obtain training data, we used our
autotruthing approach detailed in [1]. We present the results using the old neural net approach and the most
recent system which uses the tree ensembles. All told, about 1.5 million segments were used to train the neural
net/ensemble.

In Table 2, LO and HI stand for low and high resolution fax, respectively. DEP and IND stand for dependent and
independent images. The dependent images are those for which some portion of the characters have been used for
training the net/ensemble, while the independent images are those reserved solely for the evaluation of the end
to-end system from which no data was ever used to train or tune the system. Obviously it is expected that results
would be higher for the dependent images.

OVERALL MEAN:

LOMEAN:

HI MEAN:

88.4

86.6

90.2

90.6

89.1

92.2

3380

1703

1677

INDMEAN:

DEPMEAN:

INDLOMEAN:

IND HI MEAN:

DEPLOMEAN:

DEPHIMEAN:

86.3

90.1

89

92.3

1343

1315

Table 2. Comparison ofResults

Some interesting points that are apparent from this table:

1. On the whole the system is more than 1.5% more accurate using the tree ensemble.

2. On the dependent images the ensemble is much better than the neural net due to the fact that the
independent nature of the members of the ensemble can lead to more explicit memorization than a single
neural net.
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3. It is very interesting to observe that the difference between the dependent and independent results is much
smaller for the ensemble than for the net indicating better generalization and less overtraining in the
ensemble.

With respect to processing speed, we have seen the average time required to process each image on a 750 MHz
Dell decrease from about 60 seconds per image to an average of 17 seconds.

5. Conclusion

This paper addressed enhancements made to our Arabic/Farsi recognition system that dramatically increased the
speed of the system as well as increasing overall accuracy by about 1.5%. There is room for more improvement
particularly in image filtering, and there are several experiments we will conduct to obtain better accuracy and
speed from the decision tree ensemble approach.
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Abstract
Researchers have demonstrated that Latent Semantic

Indexing (LSI) can emulate the process of semantic
acquisition in humans. LSI is a computationally
intensive algorithm for text retrieval that is based on
matrix factorization (SVD). LSI is theoretically
appealing, but has serious limitations. Typically, it
takes several hours to index tens of thousands of
documents. Lack of scalability limits the amount of
information that is available for semantic learning, and
places a limitation on the precision of the search. Lack
of scalability has also prevented the extension of the
technique to cross language retrieval. This is a field in
which it holds much promise, as shown by early
experiments at Bellcore.

A computational breakthrough allows us to perform a
latent semantic analysis on hundreds of thousands of
documents in a few seconds. Our implementation
allows for the inclusion of a large training sample, and
supports novel search operators and noun phrases. We
can achieve large-scale cross-language information
retrieval (CLIR) without translation or pivot concepts.
The advantages of the approach are many. It does not
require machine translation ofentire document corpora
across multiple languages. It therefore reduces
indexing space and computational overhead while
achieving better precision. In this scenario, the user
searches information in the untranslated vernacular
first, and then translates a small subset of relevant
documents on demand. The method is easily
customizable to vertical domains and handles
multilingual concepts and acronyms effectively. In
addition, we base our morphological analysis on an n
gram stemmer. This provides the advantage .of
portability across many languages and relative
insensitivity to OCR errors.

1 Alternatives for Cross Language
Information Retrieval

Using Machine Translation (MT) systems to translate
the entire textual database from every single language
to the user language is clearly unrealistic for large
multilingual databases and for the Internet. Practical

implementations of CUR fall into two categories:
knowledge-based and corpus-based approaches. A
variation on the MT approach is multilingual
interrogation. The idea is to translate the query from a
source language to multiple target languages. One
approach relies on interlingual dictionaries and
knowledge bases. Translation into different languages
must account for the fact that concepts expressed by a
single term in one language sometime are expressed by
distinct terms in another. For example, the term tempo
in Italian corresponds to two different concepts in
English: time and weather. The creation of interlingual
pivot concepts requires the introduction of keyword
tags that can discriminate between word meanings in
different languages. This controlled vocabulary
approach cannot account for all semantic variations in
all languages, and often prohibits precise queries that
are not expressed with the authorized keywords. A
more data driven approach consists in deducing, during
indexing, the keywords that would be supplied for a
document from the terms contained in the full-text or
summary. The creation of these directories is time
consuming. It can be done either manually by a team of
experts or by an automatic learning process from
previously indexed documents. Again, linking different
languages requires the introduction of a pivot language.
Still another approach consists of combining machine
translation methods with information retrieval methods.
Such a hybrid approach has been adopted for instance
by the European ESPRIT consortium in the project
EMIR (European Multilingual Information Retrieval)
[8]. This system uses three main tools: a linguistic
processor that performs morphological and syntactic
analysis; a statistical model that weights the query
document intersection; and a monolingual/multilingual
query reformulation system. Tests with a trilingual
(English, French and German) version of the Cranfield
corpus show that multilingual interrogation is 8% better
than using MT followed by monolingual interrogation.

The most interesting approach to corpus-based CUR
is an extension of LSI given by Dumais et al. [6, 7]. It is
known as CL-LSI (Cross-Language LSI). In a vector
space model, documents for which there exist. a
translation into multiple languages can be observed III

language subspaces. CL-LSI approximates these
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language subspaces by an eigenvector decomposition.
By identifying and aligning principal axes for the
various languages, the LSI algorithm correlates clusters
of documents across the various language subspaces.
The alignment is made possible by 1) cross-language
homonyms and 2) the general statistics of term
distributions in a reasonably large training collection.
Testing on a sample of 2,500 paragraphs from the
Canadian Parliament bilingual corpus (the Hansard
collection), has demonstrated that cross-language
retrieval with LSI yields precision recall curves that are
equivalent to monolingual interrogation of a fully
translated database.

2 LSI and OUf Innovation

Latent semantic analysis is a promising departure from
traditional Information Retrieval (IR) models. The
method attempts to provide intelligent agents with a
process of semantic acquisition. Researchers at Bellcore
(Deerwester et al [4]; Berry et al [1]; Dumais et al [5])
have patented a computationally intensive algorithm
known as Latent Semantic Indexing (LSI). This is an
unsupervised classification technique based on a matrix
factorization method. Cognitive scientists have show
that the performance of LSI on multiple-choice
vocabulary and domain knowledge tests emulates
expert essay evaluations (Foltz et al [9]; Kintsch [11];
Landauer and Dumais [13]; Landauer et aI. [14, 15];
Wolfe et al [18]). However, while theoretically
appealing, this approach has serious limitations because
it is based on a matrix factorization technique known as
Singular Value Decomposition (SVD). With the
conventional approach, it takes several hours, if not
days, to index tens of thousands of documents. Lack of
scalability limits the amount of information that is
available for semantic learning. This in tum places a
serious limitation on the precision of the search. Lack
of scalability has also prevented the extension of the
LSI technique to cross language semantic analysis, a
field in which it holds much promise.

Our breakthrough comes from the realization that the
linear decomposition underlying LSI is a special
solution to the overdetermined decomposition problem

D= 'PA
q= 'Pa

where D is a m x n term-document matrix, q is a query
vector with m elements; 'I' is m x k and its columns are
a dictionary of basis functions {'!1, j=],2, ....k-cn}; A
and a are a k x n matrix and k-Iength vector of
transform coefficients, respectively. The columns of A
are document transforms, whereas a is the query
transform. Clustering documents around a query is a
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matter of comparing a and the corresponding column
of A in a reduced transform space spanned by 'P.
Decomposition of an overdetermined system is not
unique. The nonuniqueness leaves some open statistical
issues. In the case of LSI, these are: (i) determining
how many eigenvectors one should retain in the
truncated expansion for the indices; (ii) determining
subspaces in which latent semantic information can be
linked with query keywords; and (iii) efficiently
comparing queries to documents (i.e., finding near
neighbors in high-dimension spaces).

LSI transforms the matrix D as D' = UkAkV/ where
A = diag(AI,... ,Ak), and P"i ,i=] ,k} are the first k
ordered singular values of D, and the columns of U; and
Vk are the first k orthonormal eigenvectors associated
with DDT and DTD respectively. From this we see that
'l'=(UA)k and A=V/ {Aj,j=] ,2,oo.,n}. QR bases (Booker
et al [2]), wavelet decomposition and atomic
decomposition by basis pursuit (Chen et al [3]) and
wavelet packets approximations to SVD (Wickerhauser
[17]) provide a number of computationally efficient
alternatives for decomposing an overdetermined system
into an optimal superposition of dictionary elements.
None of these decompositions will ever maximize the
variance of the data cloud, but they can come close.

Insightful Corp. has three patents pending on an
algorithmic breakthrough in Latent Semantic Analysis
(LSA). Seen from the viewpoint of numerical analysis,
LSI is a special case of regression analysis. Our
technique generalizes the idea to sets of basis functions
other than eigenvectors. Therefore we call our
technique LSR for Latent Semantic Regression.
Monolingual precision recall experiments on 742,000
documents from the TREC corpus confirm the validity
of our approach. We do well on all counts: precision,
order of relevance, quality of results, speed (down from
18hrs to 30 sec) and scalability (up from thousands to
millions of documents). LSR outperforms previous LSI
scores by 25% precision at lower levels of recall.
Previous experiments with LSI were seriously limited
by LSI's lack of scalability. In fact, matrix factorization
by singular value decomposition could only be
performed on 10% or abbot 70,000 of the available
documents; the remaining 90% were folded in.
Historically, lack of scalability has severely limited the
precision of LSI. The model can amplify subtle positive
and negative relationships between concepts in a term
document matrix. The greater the size of the matrix that
it can fit in memory and decompose, the more precise
are the logical links that it can establish. Figures 1
shows CPU times for LSR on a rather modest
computational platform (a SUN Ultra 60).
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Figure 1: Query times vs. number of documents (for single processor Sun Ultra 60).

3 CL·LSR

To recapitulate, our implementation is similar to CL
LSI, but is uses a much faster matrix decomposition
algorithm, instead of SVD, to perform matrix reduction.
In addition to performing cross language document
retrieval, our search technology also provides automatic
tools for accelerating the construction of a multilingual
lexicon, and for extracting terminology from
multilingual corpora of texts.

Similar to CL-LSI, in CL-LSR the information
matrix is replaced by:

;,]
where the superscripts identify foreign language
document partitions in the term document matrix. In
this example E stands for English, F for French, and I
for Italian. The partition on the left represents blocks of
reference documents (R). These are documents for
which there is a translation in every language. The
diagonal blocks on the right are all other target (D
multilingual documents to be searched.

In addition to retrieving multilingual documents with
a monolingual query, we propose a method to align
multilingual text along lexicographical axes. To
accomplish this, we use a CS decomposition. This is an
SVD-like decomposition that is handy when comparing
subspaces. Let IRn denote the vector space of real Tl

vectors, then the SVD of an m x 11 multilingual
document matrix D E IRn is

Note that in this formulation, the left orthogonal
matrix of term projections U is split into three
subspaces corresponding to the three languages. On the
other hand, the right orthogonal matrix of document
projections V, is shared by all three languages, enabling
cross language retrieval. There are several important
orthogonal projections associated with the SVD, and
there is a one-to-one correspondence between
orthogonal projections and subspaces in matrix algebra.
This principle leads to the notion of measuring
distances between subspaces in terms of the orthogonal
projections that span them. Suppose that T, and T2 are

171



subspaces of IRn and that dim(T/) = dim(TJ, then we
can measure the distance between these two spaces as where

C =diagtci, ,Cj) E /Rjxj
S =diagts., ,s) E /]?lxj

c, =cos(B,)

s, =sin( 8,)

where Pi is the orthogonal projection onto T; Consider
for simplicity the case of two unit 2-norm vectors (or
one-dimensional subspaces) x and y of T/ and T2. The
vectors can be expressed as

A corollary to this theorem states that

with projection operators given by the orthonormal
matrices

x =[cas((}r )]

sin((}! )

y =[caS((}2)]
sin((}2 )

where V=[Vj,V2) and V=[Vj,V2} are orthogonal
projection matrices for the subspaces T/=Qu and
T2=Q22 , and A,nin is the smallest eigenvalue for a
decomposition of Qu. We can use CS decomposition to
measure distances between the trilingual orthogonal
transform spaces tr; VF

k, o';

A little algebra shows that the distance between
projections, IIPrP21b is

4 Generalized Knowledge Based Training

This subsection is a corollary to the previous one. We
generalize the idea of using a training set for cross
language retrieval to the problem of searching
databases where information is diluted or not reliable
enough to allow the creation of robust semantic links.
Our solution is to load the left partition of the term
document matrix with a large amount of concurrent
documents from reliable sources. The information
matrix for this problem looks like:

is orthogonal, then there exist orthogonal matrices Ui,
VI E IRk>&; and V2, V2 E /RN such that

Therefore, since V and V are norm preserving
orthonormal matrices, IIVT (XXT_yyT) Vlb =llxxT-yyTI12=
Isin{Or8.?)1 = Disti'TiTs}. We can extend this
geometrical interpretation to higher dimensions. The
CS decomposition theorem states (Golub and Van Loan
[10]) that if

5 Morphological Model

We have developed a conflation technique based on
the statistics of n-grams, We use a weighted similarity
measure to produce a similarity matrix. Depending
upon the language, we cluster terms using a single or

where the superscripts Rand S stand respectively for
reference and search document sets. In the cross
language retrieval scenario, the right orthogonal matrix
V of document projections is shared by multiple
languages. In the knowledge-based model, it is the left
orthogonal matrix V of term projections that is shared
by all documents. Retrieval is on the S document set
only. The R set is invisible to the user, but it is where
most of the reliable semantic links for the search in S
are established. This type of knowledge based training
is inexpensive, since it requires no expert intervention
and can be quickly tailored to many different domains.
In vertical search applications, you can improve the
performance of latent semantic search by loading the
left partition of the term document matrix with domain
specific content. Our benchmarks show that, on a
modest computational platform, the increase in query
response time is only 3 seconds per 70,000 additional
new entries of knowledge training documents.

k

}
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complete link clustering method. The first is more
suitable for modeling elongated ellipsoidal clusters, that
we observe in the some of the Romantic language; the
second is more appropriate for modeling small, tightly
bound clusters of terms, as observed in English. The
advantage of our morphological model is that it is
relatively language independent and robust to OCR
errors.

6 Examples

We have prototyped cross language retrieval by
augmenting the simple term-document matrix in Table
1 with French and Italian documents. The new term
document matrix (not shown in detail because of its
size) consists of a trilingual translation of the keywords
(rows) in the fifteen pseudo-documents (columns) of
Table 1, plus three sets of new documents for each of
the three languages: English, French, and Italian. The
translation in our test example is noisy. It allows for
semantic ambiguities and translator preferences that
may result when translating across languages. For
instance, Tempest in English splits into Tempete and
orage in French; playwright in English may split into
tragediografo and drammaturgo in Italian. On the other
hand, the keyword theatre has the same spelling in
English and French. In our experiment, we apply LSR
to the multilingual term document matrix, and search
only the target documents. Table 2 shows the list of
documents returned in response to the English language
query theatre, comedy. As before we keep two separate
ranked lists: a list of direct hits, and a list of latent hits.
Foreign language documents are found prevalently in
the latent list. Some French documents appear in the
direct hit list because they contain one of the keywords
in the query, theatre. A by-product of our approach to
cross language retrieval is the alignment of semantic
axes for the English, French and Italian subspaces (seen
under the heading Keyword Suggestions and Relative
Weights in Table 2). Here we render distances between
keywords in the three languages as the absolute weights
that each keyword should have in a fully multilingual
query. That is, in response to the monolingual query
theatre, comedy the engine retrieves multilingual
documents, and also suggests to the user the foreign
language keywords and relative weights that a fully
multilingual query should have. Note that the keyword
theatre is weighted twice as much as the Italian teatro,
since it applies to twice as many languages (English
and French). The keyword Shakespeare dominates the
latent semantic space since it is the same in all
languages.

Our main demo employs a French/Spanish/English
parallel corpus consisting of 11,000 cases from the
International Labor Organization "Official Bulletin, B
Series": "Reports of the Committee on Freedom of
Association of the Governing Body of the ILO and
related material 1984-1989". We use 6,000 documents
for training and we search the remaining 5,000. We

assume that the 5,000 documents in the search
partitions are lexically independent. Preliminary results
with a trilingual corpus of 11,000 documents are
extremely encouraging. Figures 2 through 4 show an
example of cross-lingual retrieval on the input noun
phrase "sick-leave". Notice in particular how in
response to the English input, we can successfully
retrieve multiple renderings in Spanish: "incapacidad
laboral derivada de enfermedad c6mun", "licencia por
enfermedad" and "riesgo de enfermedad", We will
discuss this and other examples involving acronyms
and more complex queries in our presentation.

7 Conclusion

We are developing a practical tool for CUR that does
not require MT and minimizes storage overhead for
multilingual databases. It is easily customizable to
vertical domains and, like CL-LSI, employs an
unsupervised approach to language learning. We have
proven that it can handle acronyms and idiomatic
expressions across languages. Our statistical
morphological model can handle OCR errors. We plan
to participate in future CLEF competitions. We
anticipate that our results for cross lingual retrieval will
be greatly superior to the already encouraging results
reported by Dumais et al. [7]. Lack of scalability
limited the training set to about 1,000 paragraphs from
the Hansard collection (the bilingual Canadian
Parliament Proceedings). The scalability of our
approach allows us to use hundreds of thousands of
documents from the same bilingual collection as the
training set. Also, the speed of our LSR algorithm
depends more critically on the number of documents
than on the number of terms. In computational terms,
this means that we can add many languages at little
extra price. With many languages, the fact that concepts
expressed by a single term in one language sometime
are expressed by distinct terms in another language
plays to our advantage. For instance, multiple
occurrences of the Italian keyword tempo, which
translates as both time and weather in English, will be
semantically linked to either concept in English and
many other languages, enabling unambiguous retrieval
of relevant documents.
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Table 1: Example of a document index: a simple term-document matrix shows word counts for 16 keyword terms
(rows) in 15 documents (columns).

BI B2 B3 B4 B5 B6 B7 B8 B9 BIO BII Bl2 B13 Bl4 BI5
comedy 3 0 0 0 3 0 3 3 3 3 3 0 0 0 3
theatre 5 0 0 0 5 0 5 5 5 5 5 0 0 0 5

Shakespeare 0 0 0 0 0 0 3 I 0 0 4 0 0 0 0
Tempest 1 0 0 0 0 0 I 1 0 I I 0 1 0 I

nlavwriaht 1 0 0 0 0 0 I 1 I I 1 0 0 0 0
London I 0 1 I 0 1 I I I I I I 0 0 0
ocean 0 0 0 I 0 0 0 0 0 0 0 1 I 0 0

Thames 0 0 I I 0 0 0 0 0 1 1 I I 0 0
tea 0 0 1 0 0 0 0 0 0 0 0 I 0 0 0

bridge 0 0 0 0 0 I 0 0 0 0 0 0 0 1 0
knight 0 I 0 0 0 0 0 0 0 0 0 0 0 I 0

Agincourt 1 I 0 0 0 0 1 0 I I I 0 0 0 0
sword 0 I 0 0 0 0 0 0 0 0 0 0 0 0 0
armour 0 I 0 0 0 0 0 0 0 0 0 0 0 0 0

gate 0 0 0 0 0 I 0 0 0 0 0 0 0 1 0
pennants 0 I 0 0 0 0 0 0 0 0 0 0 0 0 0
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theatre

Table 2: prototypingcross language retrieval with the LSR algorithm.

Input Monolingual Query and Keyword Weights

comedy

Direct Document Hits

rank ID Keyword content
0.329 E3 comedy playwright Thames theatre
0.329 E4 comedy playwright Thames theatre
0.271 El comedy Tempest playwright gate Shakespeare theatre
0.189 E2 comedy Tempest London Shakespeare theatre
0.126 EIO comedy Tempest playwright London Agincourt theatre
0.05 F9 dramaturge Londres mer theatre

0.023 FlO Tempete dramaturge Londres Tamise theatre
0.006 E5 London Thames tea bridge theatre

Latent Document Hits

rank ID Keyword content
0.201 17 commedia teatro Tempesta drammaturzo Tamizi trazediozrafo rappresentazione
0.168 11 commedia teatro Tempesta drammaturgo Shakespeare Agincourt
0.161 110 commedia teatro drammaturgo Londra Tamigi Shakespeare
0.16 13 commedia teatro Tempesta drammaturgo Londra Tamigi rappresentazione Shakespeare

0.151 14 commedia teatro drammaturgo Londra rappresentazione
0.099 F1 comedie Tempete dramaturge Tamise auteur Shakespeare theatre
0.098 F2 comedie Tempete dramaturge Londres Shakespeare Agincourt theatre
0.086 E8 Tempest playwright London
0.084 12 commedia teatro Tempesta drammaturgo Londra Tamigi tragediografo Shakespeare
0.08 IS commedia teatro drammaturgo Londra tragediografo Shakespeare

0.065 F7 comedie Tempete dramaturze Londres Shakespeare Azincourt theatre
0.043 16 commedia teatro Tempesta drammaturgo Tamizi tragediografo

Direct Keyword Suggestion and Relative Weights

theatre teatro
0.486

corned
0.384

commedia
0.326

comedie
0.266

Latent Keyword Suggestion and Relative Weights

drammatur 0

0.121
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Figure 2: input English query and retrieved English documents.
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Figure 3: retrieved French documents.
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Figure 4: retrieved Spanish documents.
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Abstract

The processes of page segmentation and zone classification are essential
elements in a complete document analysis system. They provide a physical
segmentation of page layout into regions that are classified by type and
ultimately passed to document analysis processes such as OCR, graphics
recognition, compression, or logical analysis, for example. The challenges of
page segmentation deal primarily with the processing of mixed content pages
where regions are either spatially close but have different physical attributes such
as text regions with different sizes, styles, or orientations, or are spatially close
but are in fact different classes such as text vs. noise or clutter. In this paper, we
present preliminary results that will be used to address the problem of combining
and refining results from either multiple page segmenters or the parameterization
of a single segmenter. The work aims to define measures of quality of page
segmentation results and to provide ways of determining if two samples should
ultimately belong to the same zone or be kept separate. In this paper, we explore
the use of texture-like features to judge similarity between samples as a baseline
for combining results for different classifiers.

1 Introduction

Page segmentation has been addressed extensively over the past 20 years of document
analysis research and many algorithms have evolved which address the fundamental
aspects of segmentation. Both bottom-up [1,2,3,4,5,6] and top-down [7,8,9,10,11]
methods have been proposed and many work well for classic layouts. Nevertheless, there
remain clear challenges where the current state-of-the-art systems fail to produce
adequate results. A case can be made that we should not expect a single optimal
algorithm that can handle all cases, and to some extent we agree. There are many
situations were ambiguities exist and depending on the domain, different interpretations
of "correctness" can be made. We have found, however, that a great deal of ambiguity
can be resolved from context. If we can provide tools that can bootstrap themselves into
acquiring this context, and if we have implicit measures of what it means to be correct in
the absence of ground truth, we have a greater chance of providing generic tools for page
segmentation.
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The problem we are ultimately considering centers on the ability to provide an improved
segmentation of noisy and degraded documents. When regions are uniform and spatially
disjoint and there is clearly background between them, algorithms exist that will work
reasonably well. There are a number of situations, however, that degrade the
performance of almost all segmentation schemes. For example:

• Noise: The introduction of various noise and clutter elements in a document
image can interfere both with our ability to accurately delineate uniform regions
and with our ability to classify them consistently.

• Spatial Overlap: Humans expect regions with different content to be segmented
separately, independent of proximity. Most automated segmentation algorithms,
however, are based at least in part on some spatial separation. When regions
touch or overlap, we can no longer rely on proximity. Previous work using
texture-based segmentation has addressed these problems [4, 18, 19].

• Different perceptual attributes: Correct segmentation often requires that regions
with different attributes be segmented separately. For example if we have a line of
text that is bold, we may expect it to be segmented separately even if it is in close
proximity to a non-bold region. Similar constraints apply to handwritten text, text
with different fonts or sizes and text at different orientations.

• Different scales: For systems that are parameterized, variations in character, word
and line spacing cause problems at decision boundaries. Humans make local
decisions based on perceptual grouping and logical interpretation. Providing such
capabilities for a segmentation scheme is difficult.

• Desire for logical segmentation: One of the broadest challenges is to draw the line
between physical and logical characteristics of a page. We cannot expect to
segment regions whose logical differences are not reflected in their physical
attributes. It is therefore extremely important that segmentation routines consider
even the most minor differences in physical attributes that may indicate that they
come from different regions.

Many solutions have been proposed for dealing with these problems. Some researchers
advocate training the system to provide a model optimization and use the recovered
parameters to get better performance. This may work in some domains where the
variation is fairly limited, but it often requires extensive ground truth. Other approaches
advocate over- or under-segmentation, and allowing for higher-level processes to resolve
ambiguity. In these cases, consistency is the key.

1.1 The Problem

As previously mentioned, the traditional approach to the problem of page segmentation is
either to provide decomposition of the document image into spatially disjoint regions, or
to use both spatial measures and classification, to jointly segment and classify regions as
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text, graphics and image. Some approaches have also tried to further segment the
document regions based on text properties or to segment overlapping regions. Our work
does not try to reinvent these processes, but rather attempts to build on them.

The basic problem we are trying to address is: Given a segmentation or set of
segmentations from either a collection of algorithms or a re-parameterization of the same
algorithm, can we:

1) provide a (possibly relative) measure of the quality of each
segmentation and locally choose the best one, and

2) provide a way of telling whether a given region is uniform
and/or whether two regions belong to the same population.

If we can adequately address these issues, we will be able to consider how to combine the
results of multiple classifiers and how to refine the results of a given classifier to obtain
more consistent segmentation results.
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Figure 1: Examples of Mixed Content Documents

Figure 1 shows two pages that contain regions of different orientations, classes, sizes and
styles. We as humans naturally segment these regions with respect to perceptual
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properties, grouping content that is visually similar even if it is spatially disjoint (such as
the noise regions) and splitting regions which have different perceptual properties.

Figure 2 shows examples of segmentation results from three different published
algorithms. Note that in all three segmentations some portions of the segmentation are
valid, but no single algorithm has all segments correct. Ultimately our goal is to combine
the results of these segmentations to provide an "improved result". For this, we need to
be able to tell which local segmentation is correct, if a given region should be split or
multiple regions should be merged.

In this paper, we will focus on our preliminary results on the second of the two problems
stated above: how we can measure the similarity of two arbitrary regions, and determine
if they are in fact from the same population. Note this is vastly different from attempting
to use features to classify the regions as text, graphics or image, as has been previously
done with texture features. Here we expect a much fmer level of discrimination so, for
example, we can distinguish between different text fonts, styles and sizes, for example.

1.2 Approach

Our initial experiments take a very straightforward approach. We start with an arbitrary
region of the document image and compute a series of texture properties as a feature
vector. We then compute the similarity between these vectors and use them to determine
if two regions should be merged or grouped. This is preliminary work, so only a sketch
of the results is presented here.

2 Feature Extraction

In this section we describe a set of basic texture-like features that are computed locally
from each region. These regions can ultimately be the result of a set of page
segmentation processes or even an arbitrary decomposition of the page.

2.1 Bi-Ievel co-occurrence

Gray level co-occurrence represents the two-dimensional spatial dependency of pixel
gray levels at fixed distances and/or directions [13, 14]. Bi-level co-occurrence is a
specialization of gray-level co-occurrences applied to binary images. A co-occurrence
histogram is simply the number of times a given pair of pixels occurs at a fixed distance
and orientation. In the case of binary images, the possible occurrences are white-white,
black-white, white-black and black-black at each distance and orientation.
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Figure 2: Examples of segmentation results from three different segmenters.
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In our case, we are concerned primarily with the foreground. Since the white background
region often accounts for up to 80% of a document page, the occurrence frequency of
white-white or white-black pixel pairs would always be much higher than that of black
black pairs. The statistics of black-black pairs carry most of the information. For
example, in a block of text, at a distance that is a multiple of the line spacing we can
expect a high occurrence of black-black pairs in the vertical direction. To eliminate the
redundancy and reduce the effects of over-emphasizing the background, we simply
exclude the occurrence of all white-white, white-black and black-white pairs from
consideration. At large enough scales we can claim that we capture the background
information by measuring repetitive patterns in the foreground.

a a 1 1
a 1 1 a
1 1 a a
1 a a a

Figure 3: Example of Image Pixel Values

Figure 3 represents a small image block, where 1 is black (foreground) and a is white
(background). At distance 1, there are 3 (1-1) occurrences in the horizontal direction, 3 in
the vertical direction, a in the primary diagonal direction (from left-top to right-bottom),
and 5 in the minor diagonal direction (from right-top to left-bottom). At distance 2, the
counts are 0, 0, 0, and 3 respectively. At distance 4, they are all a's. In general, if the
distance is larger than either the width or height of the image block, four zeros are
assigned. The reason is that it is the relative value of the occurrence in one direction with
respect to the other three that is useful, so the absence of statistics in one direction voids
the other three. For a fIxed distance, we normalize the occurrence by dividing by the sum
of the occurrences in all four directions. This produces a vector that represents the region.

2.2 Bi-leveI2x2-grams

The NxM-gram was introduced by Aya Soffer [12] in the context of image classification
and retrieval. Bi-level 3x3-grams were used in her experiments. We are using simpler bi
level 2x2-grams at a hierarchy of distances from the origin. As above, we first remove the
dominant background, all white background grams. We then scale each entry by
multiplying the number of occurrences by a coefficient proportional to the number of
black pixels in the 2x2-gram. The more black pixels the larger the coefficient. In this
work, we used pb(l- p)4-b, where p is the density of the image block (number of black
pixels divided by the area), and b is the number of 1's in the 2x2-gram. We then
normalize the entire vector of occurrences by dividing them by the sum of all
occurrences, and arrange the 15n values (for n distances) in a vector. As before, if the
distance is larger than the width or height of the image block, all 15 values are set to zero.

186



Consider the example in Figure 3 again. The occurrence of 2x2-grams at distances 1 and
2 are listed in Table 1. The density of black pixels is p=7/16=0,4375. The [mal feature
values are shown in a column to the right of the occurrence numbers in Table 1.

2x2-gram label Occurrence Feature value Occurrence Feature value
number at number at
distance 1 distance 2

0 1 N/A N/A
1 1 0.0887
2
3
4
5
6 3 0.7942
7 2 0.2935
8 2 0.1775 1 0.2058
9
10
11
12
13
14 3 0,4403
15
Table 1: 2x2-gram vector example: express the label (0-15) as a four-digit binary
sequence; the digits stand for the pixel values in the left-top, right-top, left-bottom, and
right-bottom positions.

2.3 Pseudo run lengths

Run length statistics, in both the horizontal and vertical directions, are important features
when comparing document images, especially when trying to distinguish text areas with
different fonts. However, true run length counts are inefficient to compute because this
involves examining pixels one by one. We propose a much faster method for computing
pseudo-runlength statistics as our feature values.

The basic idea is that we first down-sample the signal. We are effectively preserving the
low frequency components; the larger the down-sample rate, the lower the frequency of
the preserved components. By comparing the original signal with the down-sampled one,
we can estimate the high frequency components that are present in the original signal.

For binary images, the signal, for example, a horizontal scan line, consists only of l's and
O's. We pass it through a non-linear down-sampling low-pass filter, such that every pair
of pixels at an even position 2n and a subsequent odd position 2n+1 combine to produce
one pixel in the output. For black pixel runlengths, we use an AND operation as the
combination so that the output is black (1) only if two neighboring pixel are black.
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Presumably, when there is a single black pixel, it will be eliminated, and if there are two
pixels each starting at an even position, they will be combined into one. For white
runlengths, we use the OR operation.

After the down-sampling, we apply repetitive up-sampling, i.e., each pixel is repeated as
the next pixel. The number of black pixels in the up-sampled image is less than that of the
original if AND is used in down-sampling, and the same for white if OR is. This number
tells us how many of the low-frequency components are left by the low-pass filters,

If we apply AND down-sampling and up-sampling once, we get the number, ll, of all
black pixels. If we then apply AND down-sampling twice followed by up-sampling
twice we get 12, which is smaller than II since more high frequency components are
excluded. The difference between them, bi =12-11, is like the result of a band-pass filter,
telling how many components are between the two frequencies associated with II and 12.

These band-pass-like statistics are an approximation of the statistics of run lengths. They
follow the same trend, and we call them pseudo-runlength statistics. Our numbers are
much easier to compute since down-sampling and up-sampling can be done using lookup
tables on eight pixels at a time, and computation can be done in the horizontal and
vertical directions together. Actually the up-sampling isn't needed in the implementation.
We only need to multiply the number of black pixels in the down-sampled image by 2.
Using the image block in Figure 3 again, we get the pseudo-runlength statistics listed in
Table 2. As before we arrange these pseudo-runlength numbers, i.e., b's, in a vector,
and normalize them by dividing by their sum.

Direction Horizontal Vertical Primary Minor diagonal
diagonal

Black pseudo-runlength (AND down-sampling)
II 4 4 0 6
12 0 0 0 4

bi=1l-12 4 4 0 2
White pseudo-runlength (OR down-sampling)

II 6 6 2 8
12 0 0 0 8

hi =1l-12 6 6 2 0

Table 2: The pseudo-runlength example: for black pseudo-runlength, 11 and 12 represent
numbers of black pixels in the up-sampled image, while for white pseudo-runlength, they
represent the numbers of white pixels.
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3 Similarity measures
To compare the feature vectors, we adopted a common correlation measurement. First we
exclude the ranges from both vectors where either of them contains all zeros, when the
distance for that range is larger than the size of one of the image blocks. Then the
similarity score is given by

A·B
S,(A,B) = IIAllxllBl1

where the subscript x will be either c for co-occurrence, g for 2x2-gram, or r for pseudo
runlength. We have found that different feature vectors are sensitive to different types of
content. Nevertheless, we found each of them to be quite consistent with respect to image
blocks of the same content. Our fmal similarity measurement is therefore a combination
of the different feature vectors:

S(A,B) =Sc(A,B) xS g (A,B)x S,.(A,B)

4 Experimental results

We carried out several experiments on images containing mixed content. Figure 4 shows
a sampling of image blocks containing about 15 different types of contents taken from
several scanned documents. The scanned images are all at 300dpi resolution. The
contents vary from high-quality text in Times Roman font, to low-quality typed text, bold
text, small text, handwritten comments, signatures, halftone in images, and noise. 22
blocks are defmed on the image, with the first three being handwritten, the next five
being image, large shadowed text, and noise. The remaining 14 blocks are all pairs of text
for each of seven different printed text blocks.

We computed bi-level co-occurrence features for distances 8, 16, 32, 64, and 128. Those
are also the distances we used for bi-level 2x2-gram features. For pseudo-runlength
statistics we did down-sampling from once through seven times. The directions we used
in computation of co-occurrence and pseudo-runlength features were horizontal, vertical,
primary and minor diagonal. The co-occurrence feature vectors were 20 values long, 75
values for 2x2-gram, and 28 for pseudo-runlength per image block. Their mutual
similarity scores are shown in Table 3, and the image is shown in Figure 4.
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Figure 4: Sample Regions used in Experiments
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 - 77 37 34 39 41 36 51 38 33 55 53 46 39 47 48 37 40 54 38 52 48 1
2 77 - 50 47 58 45 42 72 49 42 61 56 45 39 61 60 52 54 64 52 66 64 2
3 37 50 - 44 67 40 33 61 41 42 33 27 41 39 36 39 44 49 48 52 46 49 3

4 34 47 44 - 50 37 51 67 26 21 35 32 40 37 46 40 37 35 43 39 45 45 4

5 39 58 67 50 - 38 39 65 42 38 40 37 34 34 39 35 59 58 55 56 45 46 5

6 41 45 40 37 38 - 69 49 17 16 53 56 51 48 45 43 40 41 69 58 41 39 6

7 36 42 33 51 39 69 - 60 19 17 43 44 38 35 45 42 37 37 60 48 42 38 7

8 51 72 61 67 65 49 60 - 49 43 55 52 47 45 72 69 59 60 66 59 78 78 8
9 38 49 41 26 42 17 19 49 - 95 31 26 39 36 43 47 42 43 36 34 54 60 9

10 33 42 42 21 38 16 17 43 95 - 26 21 36 33 38 41 38 41 34 33 47 52 10
11 55 61 33 35 40 53 43 55 31 26 - 96 56 51 60 53 65 59 71 61 58 53 11
12 53 56 27 32 37 56 44 52 26 21 96 - 51 46 63 56 60 55 70 59 57 52 12
13 46 45 41 40 34 51 38 47 39 36 56 51 - 95 55 56 44 45 62 61 62 60 13
14 39 39 39 37 34 48 35 45 36 33 51 46 95 - 50 50 42 44 57 60 57 55 14
15 47 61 36 46 39 45 45 72 43 38 60 63 55 50 - 90 55 53 71 59 86 82 15
16 48 60 39 40 35 43 42 69 47 41 53 56 56 50 90 - 48 47 65 54 89 88 16
17 37 52 44 37 59 40 37 59 42 38 65 60 44 42 55 48 - 95 76 81 57 53 17
18 40 54 49 35 58 41 37 60 43 41 59 55 45 44 53 47 95 - 76 84 58 53 18
19 54 64 48 43 55 69 60 66 36 34 71 70 62 57 71 65 76 76 - 87 68 62 19
20 38 52 52 39 56 58 48 59 34 33 61 59 61 60 59 54 81 84 87 - 61 57 20
21 52 66 46 45 45 41 42 78 54 47 58 57 62 57 86 89 57 58 68 61 - 96 21
22 48 64 49 45 46 39 38 78 60 52 53 52 60 55 82 88 53 53 62 57 96 - 22

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Table 3: Similarity scores for 22 image blocks: the maximum possible score is 100,
whichisshown as "-", and the minimum is O.

Let us consider several examples. For columns 9-22, notice that they are pairs of the
same text and that the scores between pairs from the same region are all high (in the
90's). All other scores are rather low, most of them falling below 70, with a few 80's.
One exception is blocks 19 and 20, which have a score of 87. This is because block 19
actually contains Chinese characters, thus is in fact different from the pure English block
20. Another exception is that blocks 15 and 16 both have fairly high scores with blocks
21 and 22. This can be accepted since all of them have similar font sizes and line
spacing, which means they look similar to some extent.

Now consider blocks 1, 2, and 3. All are handwritten comments. Blocks 1 and 2 come
from same document page, and they are written by the same person. The score between
them is 77, much higher than all their scores with any other block. On the other hand,
block 3 has low scores with all other 21 blocks.

Blocks 4 through 8 are noise or noise-like. The scores show that they are all dissimilar to
any other blocks. The only exception is block 8, which has a not so low similarity score
with blocks 21 and 22.
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5 Summary and Conclusions
In conclusion, our texture feature and similarity measurements work very well with
printed text, disregarding the font type, size, and image quality. They work well with
handwritten characters. As for noise and images, they tend to be dissimilar to anything
according to our measurements.

We feel that these results are encouraging and warrant further consideration toward the
goal of refming segmentations based on texture discrimination.
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Abstract

Many, perhaps most, applications of document
recognition would be improved if the logical structure of
the document were encoded along with the content.
Though some progress has been made in the
development of logical structure from layout
information alone, or from the combination of layout
and content information, application of document style
models provides a considerable advantage in many of
those applications.

We have developed a technique for document
segmentation that is tunably optimized for performance
on documents reflecting specific stylistic models rather
than a broad class of documents. The first step is an
interactive program that allows an operator to define the
logical structure and layout relationships of a
prototypical document and thereby generate an XML
encoded style sheet. The second step is a non-interactive
layout segmenter that takes these style sheets as input
ancillary to the document images. The style information
serves ~s hints to the layout segmenter. Logical tags are
applied to its output.

1 Introduction

Knowledge and encoding of the layout structure of a
document is interesting in its own right. Additionally,
comparison of detected layout against a stylistic model
assists in other aspects of document recognition.

Others have made some progress in the
development of logical structure from layout
information alone, or from the combination of layout
and content information [1][2][3]. We apply document
style models to provide guidance in the layout
segmentation and a basis for the logical tagging of the
recognized content.

Most document recognition systems compromise
between accuracy and generality. Documents are
basically instances of artistic expression; there are few
unbreakable rules of document logical or layout
structure that apply across the universe of documents.
Development of completely general purpose systems is,
therefore, difficult, if not impossible. Some developers
have been willing to sacrifice accuracy in order to deal
with large ranges of image quality and document
complexity. Other systems handle only high quality
digitizations of a narrow class of documents.

Traditional document recognition systems start with
little or no prior knowledge of the particular documents
that are to be recognized. They seek to provide
recognition services for a broad range of documents and
in failing to constrain the input document set or input
image quality, such systems are burdened by the need
for generality. The range of documents that can be
processed by such systems is limited to those that
comply with the rules invisibly embedded in the
recognition algorithms. This information is developed
for an individual document and usually is not retained
for as yet unseen documents.

In contrast, our system is designed for application
to a relatively small set of documents which are readily
represented by a style sheet.

In Section 2 we will describe the process of
interactively generating style information on a
prototypical document, the types of information and
architecture and effects of considering stylistic
limitations during the recognition of page images. Even
if the document's logical structure is not of particular
interest, application of the model results in enhanced
speed and accuracy of content recognition.

Section 3 describes how the payout segmentation
proceeds to take the style information as hints in the
layout segmentation process and the application of the
logical tags to the appropriate parts of the interest.

2 Style Directed Recognition Processing

A previously described system relied on an encoding of
style (logical structure, layout structure and optional
examples of required content) to direct the course of
recognition[4], In the current system the style
information is generated interactively.

The traditional role of style information is used in
controlling the synthesis of documents. We have
inverted the function of style to provide cues useful in
the recognition process.

By reducing the ambiguity at several stages of the
process, both speed and accuracy are enhanced. Because
this system is designed to provide progressive
recognition, it advantageously incorporates knowledge
of the style of the document throughout the process. The
style encoding represents a standard set for the
document. Should the document not comply with that
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standard, recognition will fail. When these failures
occur, they occur early enough in the processing to leave
the possibility of backtracking rather than proceeding
with incorrect basic assumptions.

Our explanation below will relate to traditional
scientific journal layout, but application of the system is
not restricted to this narrow range of styles.

2.1 Generation of Style Information

Our current system uses a tool to interactively define the
areas of the page and to provide the logical labeling. The
user is presented with a representative page image from
the publication in question and can use either of two
methods of defining rectangular page segments: drawing
circumscribing boxes with the mouse that are then
shrunk to fit, and selecting a point within a segment
from which the region is "grown".

Figure 1 shows a prototypical page image with each
of its segments defined by a colored box.

Figure 1: Shrink-wrapped boxes around layout
segments

2.2 Layout Relationships

The coordinates of each side of each rectangle can have
one of three types: absolute, relative, and variable. Page
elements such as headers are likely to have absolute
coordinates on the page. The top edge of a title segment
can be represented as having a position relative to the
bottom of the header. The bottom edge of the title will
be variable since the title may include more than one
text line

Figure 2 shows the process of defining the top of the
Tit 1 e segment as being relative to the bottom of the
Header segment.

Figure 2: Defining relative layout relationships
between segments

2.3 Logical tagging

At the time the segment boundaries are defined, the user
labels the segment with its logical tag. The logical tag
can not only take on traditionally expected values such
as author, title, abstract etc., but can also indicate that a
particular segment is optional, meaning that it might not
be present in every instance where this style sheet is to
be used. An example of such an optional segment is
author affiliation which some journals have only on
some articles

Figure 3 shows the process of defining the logical
tag Title.

2.4 Style Representation

Our earlier system [4]. used the Standard Generalized
Markup Language (SGML) because of its relative
simplicity, its extensibility in terms of processing
instructions, its compatibility with existing systems and
the availability of tools for its creation, verification and
manipulation. Two important compatible extensions of
basic SGML were implemented. Flexible style encoding
for recognition required inclusion of computed variable
values based on mathematical expressions that are
functions of measured variables, parametric values, and
constants. Since that system was developed, XML has
been specified and standardized, and we have decided to
adopt it for style representation.

Figure 4 shows the document style information in
XML. this representation.
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Figure 3: Defining logical contents of segments

3 Layout Segmentation

The style sheet, though developed interactively, can be
used in batch mode to guide the layout segmentation of
the page. Our layout segmenter is an extension of those
developed by Dias [5] and Kise, et al. [6] for the
segmentation of text lines. It also incorporates important
concepts described in Baird for the segmentation of text
blocks [7].

The process of applying style to image segments is
one of graph isomorphism, albeit with a very simple
graph structure. The graph is simple because there is no
accommodation for segments which are nested or
partially overlap each other. Also segments are, at this
time, restricted to being rectangular.

In determining the internal layout structure of the
document image, coordinates expressed in the style
encoding are used as starting points in a search for the
coordinates in pixel space that indicate the position and
size of page segments. Scale factors between specified
and measured values are developed at the time of
processing and therefore are independent of scan
resolution and permit automatic compensation for
magnification errors and other affine distortions
resulting from photocopying and digitization.

For more detail about the methods of registration of
the model to the image see Spitz [4].

Early in the recognition process our system
develops knowledge of intractability of a document,
whether that intractability is due to lack of document
style compliance, or to image quality characteristics.
Documents are continuously checked against the style
encoding for compliance. At any step in the process
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<!ELEMENT first-page
(Header, Title, Author, Abstract, Index,

LeftColumn, LeftFootNotes,
RightColumn, RightFootNotes, Footer»

<!ELEMENT Header (top, bottom, left, right»
<!ATTLIST Header

top CDATA 'FIXED "210"
bottom CDATA #FIXED "231 U

left CDATA 'FIXED "238"
right CDATA 'FIXED "2276"
>

<!ELEMENT Title (top, bottom, left, ~ight»

<!ATTLIST Title
too CDATA 'FIXED "329"
bottom (variable)
left (centered)
right (centered)
>

<!ELEMENT Author (top, bottom, left, right»
<!ATTLIST Author

top (below:Title)
bottom (variable)
left (centered)
right (centered)
>

<!ELEMENT Abstract (top, bottom, left, right»
<!ATTLIST Abstract

too (below:Author)
bottom (variable)
left CDATA 'FIXED "235"
right CDATA 'FIXED "1232"
>

<!ELEMENT Index (top, bottom, left, right»
<!ATTLIST Index

top (below:Abstract)
bottom (variable)
left CDATA 'FIXED "235"
right CDATA 'FIXED "1232"
>

<!ELEMENT LeftColumn (top, bottom, left, right»
<'ATTLIST LeftColumn

top (below:Abstract)
bottom (variable)
left CDATA 'FIXED "200"
right CDATA 'FIXED "1232"
>

<'ELEMENT LeftFootNotes (top, bottom, left, right»
<'ATTLIST LeftFootNotes

top (below:LeftColumn)
bottom (above:Footer)
left CDATA 'FIXED "200"
right CDATA 'FIXED "1232"
>

<'ELEMENT RightColumn (top, bottom, left, right»
<'ATTLIST RightColumn

top (below:Author)
bottom (variable)
left (rightof:LeftColumn)

Figure 4: Part of the style description passed from
interactive tool to layout segmenter

when it is impossible to reconcile the instance of the
document image against the allowable structure as
represented in the style encoding, it is possible to
backtrack or to abort processing.

Layout structure is checked against the style
encoding only to the depth of that encoding. In other
words, structure below the level of that recorded in the
style is permitted, but the process of page segmentation
is terminated by satisfaction of the style requirements.

3.1 Segmentation Output

The segmenter output described in our earlier system is
enhanced in the current system by the addition of logical
structure information derived directly from the style
encoding. The information includes a set of rectangles,
each potentially with a logical tag, coordinates on the
page and a pointer to a TIFF file containing the relevant
part of the image.



Figure 5 shows a page image with a style similar to
the style of the prototype on which the logical tags and
layout relationships were defined.

The Scale Space Aspect Graph
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Figure 5: Page image from a document of the
same style as the prototype but with different

Table I shows a log of the positions and dimensions
of the layout elements that correspond to the logical
components of the image.

Table I: Locations (in pixels) and file names of logical
structure elements

Logical
xl,Yl x2,Y2 Image file

Element

Header (111,87) (2297,108) Header.tif

Title (544,213) (1864,306) Tit1e.tif

Author (326,354) (2081,497) Author.tif

Abstract (108,654) (1178,1194) Abstract.tif

Index (110,1227) (1176,1304) Index.tif

LeftCo1umn (106,1461) (1180,2510) LeftCo1umn.tif

RightCo1umn (1229,652) (2301,3043) RightColumn.tif

LeftFootNotes (109,2564) (1179,3050) LeftFootNotes.tif

Footer (952,3093) (1455,3120) Footer.tif
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And Figure 6 shows some of the segments cropped
from the source image which are to be passed to the
OCR engine.

4 Conclusion

The output of our recogmnon process includes
information about the logical structure of the document
derived from layout information, content and stylistic
models.

This work has been directed at documents with
knowable style and therefore is inappropriate for "omni
document" recognition. However, particularly in digital
library or document database applications where logical
structure information is an extremely valuable asset for
information retrieval, recognition based on style-
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Figure 6: Images of page segments

directed segmentation provides a much richer
representation of the documents on which to search.
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Abstract
While techniques for evaluating the performance

of lower-level document analysis tasks such as op
tical character recognition have gained acceptance
in the field, attempts to formalize the problem for
higher-level algorithms that incorporate more com
plex structure have been less successful. In this
paper, we describe an intuitive, easy-to-implement
scheme for the problem of performance evaluation
when document recognition results are represented in
the form of a directed acyclic graph.

The paradigm, which we call "graph probing. " has
a sound basis in past work on heuristics for solv
ing the graph isomorphism problem. However, our
goal extends beyond simply testing for equivalence;
we also wish to be able to quantify the similarity be
tween two graphs. The technique described in this
paper provides such a measure. We present re
sults from three simulation studies based on differ
ent graph models and one experiment using real OCR
data to demonstrate the applicability of the approach.

1 Introduction

As document analysis systems grow more and more
sophisticated, it becomes increasingly important to
be able to evaluate and compare their performance.
With a few notable exceptions, however, little has
been achieved along these lines beyond the infor
mal assertions that often accompany work published
in the field. A thoughtful overview of the subject
of automated performance evaluation can be found
in [19].

While the directed acyclic graph, or DAG, is a
nearly universal representation across recognition al
gorithms, the graph structure is typically discarded
when it comes time for evaluation. In the case of
page segmentation, for example, several practical
approaches have been proposed based on distance
type measures, but these make little or no use of the
whole graph, and instead focus on pixel-level com
parisons [13,26] or matching the text characters out-

put from OCR [2, 13].
There is already a substantial amount of theory

for the problem of evaluating logical structure recog
nition (see, e.g., [12, 18, 22-24]). Nevertheless, the
empirical literature has largely ignored this work,
perhaps owing to its complexity, and usually resorts
to a simple, manual approach to evaluation: count
ing by hand the number of components that have
been missed or added (e.g., [21]).

In this paper, we examine in detail a paradigm
we first put forth in the context of our work on ta
ble recognition [10, 11]. This methodology, known
as "graph probing," offers an intuitive, easy-to
implement scheme for the general problem of eval
uating document recognition when the results are
represented in the form of a DAG, and may be ex
tensible to other applications as well. Our approach
uses a probing process to assess the agreement be
tween the DAG returned by a recognition system
and the DAG created during ground-truthing. Since
different classes of probes are possible, ranging from
very low- to very high-level, from concrete to ab
stract, this paradigm can be viewed as subsuming
existing techniques that try to measure the struc
tural similarity of the graph representations on the
one hand, and the effectiveness of recognition results
when incorporated in a particular application on the
other.

We begin by describing the concept of graph prob
ing in Section 2. After this overview, we present
three different graph models in Section 3 that will
be used in examining how well graph probing might
work in practice. In Section 4, we discuss the results
from three simulation studies and one experiment
using real OCR data to demonstrate the applicabil
ity of the approach. Finally, we offer our conclusions
and topics for future research in Section 5.

2 Graph Probing

Given the DAG for a recognition result and the DAG
for its corresponding ground-truth, it is natural to
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Figure 1: Overview of graph probing.

As noted earlier, the problem studied here is
clearly related to the problem of graph isomor
phism. The complexity of graph isomorphism re
mains open and, unfortunately, all known determin
istic algorithms have worst-case exponential running
times [8]. Many heuristics for determining isomor
phism have relied on using vertex invariants, where
a vertex invariant consists of a value f( v) assigned
to each vertex v, so that under any isomorphism
I, if I(v) = Vi then f(v) = f(v '). One such ver
tex invariant is the degree of the vertex (or the in
and out-degrees, if the graph is directed). There
are numerous applications where graph isomorphism
arises, such as mathematical chemistry [25], knowl
edge retrieval [6], robotics [5] and object recogni
tion [1], and in these cases vertex invariants are of
ten used to try to determine isomorphism. In fact,
nauty, a successful software package for determin
ing graph isomorphism (see [16, 17]), relies on vertex
invariants.

There has been some analysis showing that such
heuristics for determining graph isomorphism can
fail in a catastrophic manner [4]. On the other hand,
it has been proven that for random graphs, there is
a very simple linear time test for checking if two
graphs are isomorphic that is based on the degree of
the nodes of the graphs, and this test succeeds with
high probability [3]. This type of result motivates
the idea of performing local probes to try to deter
mine if there exist differences in a pair of graphs. In
fact, these local probes will likely provide us with
sufficient evidence to determine whether or not the
two graphs are isomorphic. However, we wish to
solve more than this simple "yes/no" problem; we
are interested in quantifying the similarity between
two different graphs.

Three specific directed acyclic graph models will
be described in the next section. As is common in
the literature, all incorporate nodes that are labeled

consider comparing the two as a way of determining
how well an algorithm has done. Attempting this
directly, however, gives rise to two dilemmas. The
first is that any reasonable notion of graph matching
subsumes the graph isomorphism problem, the com
plexity of which is open. as well as possibly the sub
graph isomorphism problem, which is known to be
NP-complete [9]. Hence, it seems unlikely that there
exists an efficient, guaranteed-optimal algorithm for
comparing two DAG's in the general case. While
heuristics have been developed that are sometimes
fast. their worst-case behavior is still exponential
(see, e.g .. [18]).

The other obstacle is that there may be several dif
ferent ways to represent the same logical structure
as a graph. all equally applicable. Minor discrepan
cies could create the appearance that two graphs are
dissimilar when in fact they are functionally equiv
alent from the standpoint of the intended applica
tion. Forcing one graph to correspond to the other
through a rigidly defined matching procedure ob
scures this important point.

At the other end of the spectrum, we could embed
the recognition algorithm in a complete, end-to-end
system and measure the system's performance on a
specific task from the user's perspective: Does it pro
vide the desired information? (this is "goal-directed
evaluation" as discussed in [19]). This approach has
its own shortcomings, however, as it limits the gen
erality of the results and makes it difficult to identify
the precise source of errors that arise when complex
processes interact.

We have developed a third methodology that lies
midway between these two. We work directly with
the graph representation. However, instead oftrying
to match the graphs under a formal model, we probe
their structure and content by asking relatively sim
ple queries that mimic, perhaps, the sorts of opera
tions that might arise in a real application.

Conceptually, the idea is to place each of the two
graphs under study inside a "black box" capable of
evaluating a set of graph-oriented operations (e.g.,
returning a list of all the leaf nodes, or all nodes la
beled in a certain way). We then pose a series of
probes and correlate the responses of the two sys
tems. A measure of their similarity is the number
of times their outputs agree. This process is de
picted in Fig. 1. Note that it is essential the probes
themselves have simple answers that are easily com
pared. They might return, for example, a count of
the number of nodes satisfying a certain property
(e.g., possessing a particular label), or the content
of a designated leaf node. The probing becomes re
cursive if the target of a probe is a graph itself. The
intention is that this probing process abstracts the
access of content away from the specific details of
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as to type. In addition, some nodes also contain con
tent. The set of types is relatively small and fixed in
advanced, while content is unconstrained and open
ended. Edges, possibly labeled, express relationships
between nodes.

While the probing paradigm is open-ended, cur
rently we have defined three categories of probes for
the graphs in our studies:

Class 0 These probes count the number of occur
rences of a given type of node in the graph. A
typical Class 0 probe might be paraphrased as:
Houi many nodes labeled "Line" does the graph
have :?

Class 1 These probes combine content and label
specifications. A representative Class 1 probe
might be: How many nodes labeled "lllord" with
content "pentagon" does the graph have 9

Class 2 These probes examine the node and edge
structure of the graph by counting in- and out
degrees. An example of a Class 2 probe is: Haul

many nodes have in-degree 2 and out-degree 29

The generation of a probe set is based on one or
the other of the graphs in question (recall Fig. 1).
That graph will obviously return the definitive re
sponses for all of the probes in the set, while the
other graph will do more or less well depending on
how closely it matches the first. We then repeat
the process from the other direction, generating the
probe set from the second graph and tallying the re
sponses for both. The probes are synthesized auto
matically, working from the DAG's that are output
by the recognition and ground-truthing processes.
For specifying probes, we have implemented a graph
oriented query language embedded in a general
purpose programming language, Tcl/Tk [20]; this
offers a great deal of flexibility.

We define a discriminating probe to be a probe
that demonstrates a difference between two graphs.
Two fundamental questions are of interest: (1) For
two graphs that are different, does there exist at
least one discriminating probe?, and (2) Over the
entire set of probes, how many are discriminating?
The first of these reflects the graph isomorphism
problem. The second can serve as a measure of how
similar the two graphs are. To make this more ex
plicit, we define the agreement between two probe
sets to be:

similarity falling short of a perfect match. Our aim
is to equate "agreement" with the traditional con
cept of "accuracy."

3 Graph Models

In this section, we describe the three graph mod
els we use in our experiments. As will be discussed
later, we have written programs to randomly gener
ate instances of graphs of a given type, as well as to
edit graphs in ways reminiscent of recognition errors.

3.1 Entity Graph Model
The entity graph model reflects a standard docu
ment hierarchy: nodes labeled as Page, Zone, Line,
or Word [14].1 The edge structure represents two re
lationships: contains and next. An example of one
such entity graph is shown in Fig. 2, corresponding
to the nonsense document fragment given below:

satisfactory extrinsic inexpert frankfurter

abutting tarantula
grillwork pentagon attribution bilharziasis

""orJ
amibulioll

"""rd
bilhaniasis

Figure 2: An instance of an entity graph.

(1)
If the agreement is 1.0, then the two graphs are indis
tinguishable with respect to the probe set in ques
tion. Values less than 1.0 indicate some degree of

agreement
# of discriminating probes

1.0 -
total # of probes
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3.2 Table Graph Model
Entity graphs encode document page structure in a
very general way. A more restricted type of graph is

lThe entity model as it appears in [14] also includes Char
as another level below WOl·d. We ignore that refinement here
for efficiency reasons.



Figure 3: An instance of a table graph.

the table graph, as defined in our past work on ta
ble recognition [10, 11]. Tables consist of lower-level
cells, grouped in terms of logical rows and columns.
Hence, nodes in table graphs can be labeled Cell,
Row, and Column. Edges encode the contains re
lationship. An example of a table graph as de
rived from the following randomly generated table
is shown in Fig. 3:

Figure 4: An instance of a random graph.

4 Experimental Results

4.1 Simulation Results for the
Entity Graph Model

Our procedure begins by creating a graph for a page
with a random number of zones (all random quan-

To test the concept of graph probing, we designed a
series of simulation studies as well as an experiment
using real results from a commercial OCR system.
As indicated, we would like to be able to equate
probing agreement (i.e., Eq. (1)) with some gen
eral notion of accuracy. Unfortunately, there is no
measure that is both universal and easy-to-compute
which we can use for comparison purposes (indeed,
this point is a primary motivation of our research).
Hence, we have chosen to work "backwards" by ran
domly generating a ground-truth graph, and then
simulating recognition "errors" by editing the graph
in various ways: adding and deleting nodes, altering
labels and content, etc. The number of edits we per
form is an approximation (an upper bound, in fact)
of the true distance between two DAG's. In the case
of the OCR experiment where there does already ex
ist a practical, accepted methodology for computing
accuracy, string edit distance, we correlate probing
agreement with normalized edit distance.

In the studies that follow, it is important to keep
in mind that the probes are always generated au
tomatically, working directly from the recognition
result and the ground-truth. Once the probe classes
have been defined (which need only be done once),
graph probing is a completely autonomous evalua
tion paradigm.

sima Nostrand
ant Sussex

opulent
astride Peru

gusset prick
593134723

1813217419
615003753

3.3 Random Graph Model
The final model we consider in our experiments, the
random graph model, is a completely random di
rected acyclic graph. As with the previous two mod
els, nodes are labeled with a type and optional con
tent. There is only one kind of edge, so these are
not labeled. However, unlike the entity and table
graphs, there are no restrictions on what constitutes
a "legal" instance of the model; any node can be
connected to any other node irrespective of its label,
which is assigned randomly. Fig. 4 shows an example
of a random graph generated by our procedure.

For the table graph model, we add a fourth, more
sophisticated class of probes:

Class 3 These probes mimic simple database-style
queries, although phrased entirely in terms of
graph manipulations. For a given target node,
keys that uniquely determine its row and col
umn are identified. These are used to index into
the graph, retrieving the content of the node (if
any) that lies at their intersection. An example
of a Class 3 probe for the graph in Fig. 3 is:
What is the content of the cell that lies at the
intersection of the row itulexed by "ascribe gam"
and the column indexed by "astride Peru "? The
response would be: opulent.

Class 3 probes are particularly interesting in that
they lie at a higher level of abstraction than the
other, simpler kinds of probes. Indeed, if the appli
cation in question was to build an interactive table
look-up system, it could be argued that the results
of Class 3 probing are more important than, say,
counting the number of nodes labeled a certain way.
Two graphs could be structurally quite different, but
still respond similarly to Class 3 probes; to the user,
they would be functionally the same.

regression radiant
clubroom incubi

ascribe gam
shovel registrable
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Table 1: Statistics for the entity graph experiment
(500 random graphs).

Attribute It Min I Max Ave

Zones 1 8 4.9
Lines 1 .54 21.7
Words 2 278 108.4
Nodes .5 341 136.0
Edits 1 .57 13.3
Class a Probes 8 8 8.0
Class a Agreement 0.2.50 1.000 0 ..530
Class 1 Probes 9 .522 216.9
Class 1 Agreement 0.000 0.998 0.912
Class 2 Probes 10 39 29.4
Class 2 Agreement 0.000 1.000 0 ..57G
Overall Probes 28 .561 2.54.3
Overall Agreement 0.177 0.996 0.8.53
Probes/Node 0.866 1.7.50 0.98.5
Probe Time (sees) 0.780 14.5.010 32.791
Sees/Probe 0.02.5 0.2.58 0.107

tities in our simulations are chosen uniformly from
within a specified range). For each zone, we then
generate a random number of lines, and for each line
a random number of words. Content for Word nodes
is chosen to be either: (1) a word randomly selected
from the Unix spell dictionary, or (2) a random inte
ger. The editing operations used to simulate recog
nition errors are guaranteed to yield another legal
entity graph. These include altering the content of
a Word node, deleting an existing Word, Lint, or
Zone node (and its associated edges), or inserting a
new Word, Line, or Zone node.

The entire simulation involved generating 500
"ground-truth" entity graphs, performing a ran
domly selected number of edits on each, synthesizing
and evaluating Class 0, Class 1 and Class 2 probes,
and gathering relevant statistics. The study required
about 4.5 hours to run on an SGI 02 workstation.

The results for the entity graph experiment are
presented in Tables 1 and 2 and in Fig. 5. As can
be seen from the first table, there was a wide range
in the size of the graphs under consideration. In
terms of probes, those from Class 1 were by far the
most prevalent (the other two classes sum the re
sults for all nodes in certain broad categories: hav
ing the same label or the same in-lout-degree). On
average, approximately one probe was generated for
each node, and each pair of graphs required about
half a minute to compare via probing.f Overall, the
average probing agreement was 0.853, and the maxi
mum was 0.996 (i.e., the probes always captured the
fact that one of the graphs contained errors).

The ability of the three probe classes to differen
tiate the two graphs is shown in Table 2. Class 1
probes never failed in this experiment. Note that,

2 As noted earlier, our probes are written in an extension
of Tcl/Tk, an interpreted scripting language. In a "produc
tion" environment, a more efficient implementation could be
achieved using a compiled language.
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Table 2: Performance by probe class for the entity
graph experiment (500 random graphs).

I Probes II Detected I Missed I %Detected I Unique I
Class a 4.50 .50 90.0% a
Class 1 .500 a 100.0% 34
Class 2 466 34 93.2% a
Overall .500 a 100.070 nla

by definition, Class 0 and Class 2 probes will always
miss differences that involve only content, but vari
ous offsetting combinations of edits have the poten
tial to confuse any of the classes. The last column in
Table 2 indicates that there were 34 graph-pairs that
were distinguished only by using Class 1 probes.

The number of discriminating probes as a func
tion of the number of graph editing operations is
shown in the chart in Fig. 5. The datapoints show
the average at each step along the x-axis, while the
vertical bars give the min/max range. Turning this
around, it can be seen that the size of the discrim
inating probe set provides a reasonably dependable
measure of the difference between two graphs. It
seems likely that refining and/or weighting the probe
sets appropriately could lead to an improvement in
the "outliers;" this is a topic for future research.

80,------------ _

1 3 5 7 9 11 13 15 17 19 21 23 26 28 30 32 34 36 38 40 42 44 46 50 53 57

Number of Graph Editing Operations

Figure 5: Discriminating probes as a function of
edits for the entity graph experiment (500 random
graphs).

4.2 Simulation Results for the Table
Graph Model

Like the previous simulation, we begin by generating
a ground-truth graph containing a random number
of rows and columns. Each column is randomly des
ignated as being either alphabetic or numeric. For
the former, table cells are selected to be a string of
one or more words chosen from the spell dictionary,
while for the latter the contents of cells are assigned
to be random integers. Cells in the first row and
column are always set to be alphabetic (to represent
table headers). Editing operations include chang
ing the contents of a Cell node, deleting a Row or



I Probes II Detected I Missed I %Detected Uniqu.e

Table 4: Performance by probe class for the table
graph experiment (500 random graphs).

Table 3: Statistics for the table graph experiment
(500 random graphs).

Class a 447 053 0.894 a
Class 1 sao a 1.000 a
Class 2 440 60 0.880 a
Class 3 sao a 1.000 a
Overall sao a 1.000 n/a
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Figure 6: Discriminating probes as a function of
edits for the table graph experiment (500 random
graphs).
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4.3 Simulation Results for the
Random Graph Model

The previous two studies were restricted in terms
of the initial graphs and the permissible edits that
could be performed on them; the graphs always had
to be legal instances of an entity or table graph. In
this final simulation, the generated graphs are com
pletely unconstrained random DAG's. Node labels
are chosen from among the 26 upper case letters A
Z. Certain nodes are designated as leaf nodes; these
are assigned random content (words or integers).
The remainder of the nodes are attached to vary
ing numbers of children. As was depicted in Fig. 4,
the graphs need not be fully connected. The set
of possible editing operations consists of changing
node labels or content, deleting or inserting nodes,
and deleting or inserting edges.

Results for 500 random graphs are given in Ta
bles 5 and 6 and Fig. i. There were, on average,
251 nodes and 328 edges in the graphs in this study.
As Table 5 shows, the average overall agreement was
0.8i2, while the maximum agreement was 0.966 (i.e.,
the fact that two graphs were different was detected
without fail when all probe classes were taken into
account).

The ability of each class to detect the differences
is shown in Table 6. The best-performing class
(Class 2) contained at least one discriminating probe
9i% of the time, while the worst (Class 1) was suc
cessful 89% of the time. Perhaps the most important
conclusion to be drawn from this table is that none
of the classes was redundant; each of them detected
at least one case that the other two classes missed.

The plot of discriminating probes versus graph
editing operations shown in Fig. i bears a strong re
semblance to those for the previous two simulations
(Figs. 5 and 6). This provides support for our belief
that graph probing is a general evaluation paradigm
that can be applied across a range of applications
that employ graph representations.

A,'e1I<[inAttribute

Rows 2 IS 8.05
Cols 2 6 4.0
Nodes 8 111 46.7
Edits 1 24 9.8
Class a Probes 6 6 6.0
Class a Agreement 0.000 1.000 0.362
Class 1 Probes 8 174 68.3
Class 1 Agreement 0.1054 0.986 0.811
Class 2 Probes 4 6 05.9
Class 2 Agreement 0.000 1.000 0.122
Class 3 Probes 8 174 67.05
Class 3 Agreement 0.000 0.943 0.641
Overall Probes 26 360 147.7
Overall Agreement 0.0.56 0.966 0.686
Probes/Node 1.231 1.674 1.0561
Probe Time (sees) 0.870 178.610 32.793
Sees/Probe 0.032 0.496 0.164

The range in discriminating probes as a function
of editing operations is charted in Fig. 6. As before,
the number of such probes appears to be a good
predictor of the number of edits used to simulate
recognition errors, although the behavior of graph
pairs near the extremes of the ranges merits closer
examination.

The detection capabilities of the various probe
classes are listed in Table 4. That the Class 0 and 1
probes exhibit roughly the same number of misses as
they did in Table 2 is coincidental (this depends on
the distributions of the random edits used). Note
that there was no instance where a single class of
probes found a difference that escaped all of the
other classes.

Tables 3 and 4 and Fig. 6 present the results
for running this simulation for 500 random tables.
While these graphs were smaller than those for
the entity graph experiment, the compute-time was
nearly identical owing to the new probe class. As
Table 3 indicates, the Class 1 and 3 probes never
failed. Overall, the average agreement was found to
be 0.686.

Column node (along with all of its associated Cell
nodes), or inserting a new Row or Column. In ad
dition to the Class 0, 1, and 2 probes of the first
study, we also include the Class 3 probes described
in subsection 3.2.
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Table 5: Statistics for the random graph experiment
(500 random graphs).

4ttribute II Min I Max Ave

Nodes 73 251 164.4
Edges 58 328 180.9
Edits 1 2.5 11..5
Class 0 Probes 46 .52 51.6
Class 0 Agreement 0.520 1.000 0.841
Class 1 Probes 50 322 165.2
Class 1 Agreement 0.783 1.000 0.962
Class 2 Probes 28 56 42.3
Class 2 Agreement 0.171 1.000 0.570
Overall Probes 140 413 259.1
Overall Agreement 0.620 0.993 0.872
Probes/Node 0.577 1.142 0.816
Probe Time (sees) 3.070 249.940 17.926
Sees/Probe 0.019 1.032 0.069

Table 6: Performance by probe class for the random
graph experiment (500 random graphs).

I Probes II Detected I Missed I % Detected I Unique I
Class 0 474 26 0.948 1
Class 1 447 53 0.894 8
Class 2 486 14 0.972 6
Overall 500 0 1.000 nla

4.4 Experimental Results for Output
from an OCR System

Our past experience using graph probing for perfor
mance evaluation in small-scale experiments involv
ing real (as opposed to simulated) document anal
ysis results has been quite favorable (see [10, 11]).
As is often the case, however, the considerable ef
fort required to create the necessary ground-truth
presents a barrier to performing larger studies fea
turing our table understanding work at the present
time. Instead, we designed an experiment making
use of the output from a commercial OCR system,
post-processed in the obvious way to yield a graph
employing the lower two levels of the entity graph
model (i.e., Line and Word nodes). Since string
edit distance is an accepted methodology for evalu-
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Figure 7: Discriminating probes as a function of ed
its for the random graph experiment (500 random
graphs).
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Table 7: Accuracies for the OCR experiment (60
document pages).

OCR Accuracy
Document Type Min Max Ave

Printed 93.9'/" 96.7'1'< 9.5.8%
Faxed 60.7% 88.4% 73.7%
3rd Generation 63.4% 93.2% 80.7%
Light 78.8% 89.8% 84.6%
Dark 92.6% 96.6% 95.5%
Annotated 56.3% 83.3% 74.9%

ating OCR results [7], we have access to a standard
to which to compare graph probing.

The test collection consisted of 10 professionally
written news articles gathered from Usenet, ranging
in length from 91 to 379 words. For each document,
six different versions were created, each formatted
in l l-point Times font with a 13-point line spacing
under Microsoft Word. One copy of each page was
printed and then scanned at 300 dpi using a UMAX
Astra 1200S scanner. The remaining five versions of
the page were subjected to one of five different degra
dations before scanning: faxing, noticeably light or
dark or third generation photocopying, or handwrit
ten annotation ("redacting") that obscured a ran
domly chosen 20% of the lines on the page. All of
the page images were then OCR'ed using Caere Om
niPage Limited Edition.

Normalized string edit distance was used to com
pute the OCR accuracies [7]. The minimum, max
imum, and average accuracies for the 10 pages of a
given type are listed in Table 7. As can be seen, some
of the documents experienced severe damage, yield
ing a wide range of accuracies (dropping from 96.7%
down to 56.3%). In addition to the many expected
character misrecognitions (which induce word-level
errors in the entity graph representation), this par
ticular OCR system attempts to concatenate text
lines that it believes fall logically within the same
paragraph. This policy leads to the potential for
disagreements at the Line level in the entity graph
model as well.

Basic statistics for the probing evaluation of the
60 test pages are presented in Table 8. There were
errors in everyone of the recognized pages, and this
is reflected in the maximum overall agreement which
is 0.963. As in the simulations, approximately one
probe was generated for each node in the graphs
(under the current definitions of the probe sets, this
quantity is tied strongly to the number of words in
the two documents in question). The probing time
averaged 90 seconds per document page. While this
is significantly longer than the time needed to com
pute simple string edit distance, one must remember
that graph probing is a more general measure, capa
ble of detecting errors in logical structure as well as
in content.



Table 8: Statistics for the OCR experiment (60 doc
ument pages).

Zones 1 1 1.0
Lines 2 43 16.1
Words 42 379 195.4
Nodes 48 424 213.5
Class 0 Probes 8 8 8.0
Class 0 Agreement 0.500 1.000 0.604
Class 1 Probes 107 758 390.8
Class 1 Agreement 0.371 0.998 0.754
Class 2 Probes 17 40 27.5
Class 2 Agreement 0.051 1.000 0.173
Overall Probes 134 804 426.3
Overall Agreement 0.359 0.963 0.709
Probes/Node 0.9G5 1.107 1.011
Probe Time (sees) 7.210 269.GOO 90.585
Sees/Probe 0.054 0.337 0.177
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Figure 8: Graph probing agreement as a function of
edit distance for the OCR experiment (60 document
pages).
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Table ~): Performance by probe class for the OCR
experiment (60 document pages).

I Probes II Detected I Missed I %Detected I Unique I
Class 0 59 1 0.983 0
Class 1 60 0 1.000 1
Class 2 59 1 0.983 0
Overall 60 0 1.000 nla

Table 9 shows that all of the probe classes were
capable of detecting that there were differences be
tween the ground-truth and recognized documents
in nearly every case (recall that the OCR accuracies
ranged as high as 96.7%). Only in one instance did
the Class 1 probes outperform the other two.

The remaining issue, then, is seeing how well
graph probing correlates with traditional string edit
distance. These results are plotted in Fig. 8. Here
we show a distinct style of datapoint for each of the
six kinds of copies in the test set. This sort of eval
uation is not a particularly fair test for graph prob
ing as the entity graph model we are currently us
ing is word- and not character-based (the model can
only distinguish between "zero" and "one or more"
errors in a word - it cannot count errors). Even
so, while the correspondence between the two mea
sures is somewhat hazier than in the simulations, an
overall-monotonic behavior is still visible.

5 Conclusions

This paper has described .an intuitive, easy-to
implement scheme for the problem of performance
evaluation when document recognition results are
represented in the form of a directed acyclic graph.
Graph probing can be seen as having its roots in past
work on heuristics for solving the graph isomorphism
problem, however its utility extends beyond simply
testing graphs for equivalence; it also allows us to
quantify the similarity between two graphs. We pre
sented results from three simulation studies using

different graph models and an experiment employ
ing real OCR data to demonstrate the applicability
of the approach.

There are a number of ways in which this work
could be extended. The design of optimal probe
sets and/or weighting schemes is an open question.
Beyond experimental studies, it should be possible
to develop formal assertions about various classes of
probes and their abilities to detect certain kinds of
errors with high probability. The probing paradigm
as we defined it in Section 2 is an off-line procedure
(i.e., all of the probes are computed in advance, be
fore the first probe is evaluated). Allowing the prob
ing to take place on-line, making it adaptive, might
add significant power.

Lastly, other applications could make use of this
technique for graph comparison. In information re
trieval, for example, queries and target documents
can sometimes be represented in terms of graphs
(e.g., HTML parse trees).
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Applications of the turbo recognition approach to layout analysis

Taku A. Tokuyasu
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Abstract
Turbo recognition (TR) is a promising approach

to the nearly optimal recognition of document lay
out structure. We exhibit some of the features of
TR and consider the space of structures that TR is
able to recognize. Some preliminary experiments on
segmentation and semantic labeling of scanned doc
ument images are described.

1 Introduction

(a) (b)

Scanned document images continue to play an im
portant role for archival purposes and the dissem
ination of content online, for example within new
digital document formats [1]. As such, they repre
sent intriguing targets for tasks such as document
classification and information retrieval[2]. Methods
for analyzing such images have been under contin
uous development since the advent of digital image
processing. With large amounts of processing power
and memory now readily available, document image
analysis (DIA) has begun to explore a variety of new
methods and applications.

Within DIA research, optical character recogni
tion (OCR), in the sense of isolated character classi
fication or recognition along a given textline, is the
most highly developed. While it is arguable whether
OCR is a solved problem or not, there are many
other open issues within DIA, reflecting the difficulty
inherent in this seemingly simple problem domain.
The challenge arises from a number of sources: 1)
noisy images; 2) a huge number of layouts, fonts,
etc.; 3) a large variety of conceivable applications,
each with different performance metrics, 4) tradeoffs
between efficiency, generality, the availability and
use of prior knowledge, and the desired quality of
the extracted information.

Page layout analysis is one level abstracted away
from OCR. Here the tasks include segmenting the
page image into zones (physical segmentation) and
identifying zones by semantic role (logical labeling)
such as title, author, header and footer. The results

Figure 2: a) Checkerboard image with 30% bitflip
noise b) TR result with a checkerboard grammar
with no constraint on size or number of blocks.

can be viewed as a prelude to OCR, or used directly
to classify documents by type (journal article, busi
ness letter), subtype (publisher, corporate name),
etc. Other applications include the detection and
parsing of tables and forms, and the extraction of
halftones and graphics. See e.g. [3, 4] for reviews of
layout analysis methods. Layout analysis has been
attracting an increasing amount of interest, as evi
denced by the development of its own workshop [5].

Turbo recognition (TR) [6] views page layout anal
ysis as statistical parsing of the structure of an im
age. Following in the tradition of Document Im
age Decoding (DID) [7], it characterizes recogni
tion as the recovery of a (two-dimensional) message
from noisy observations. The communications the
ory framework that TR employs for this purpose is
shown in Figure 1. This figure (except for the de
coder module) represents a statistical model for the
generation of images. A single (two-dimensional)
source message U is encoded into two ideal images
X h and X; (where the subscripts h and v stand for
"horizontal" and "vertical," respectively). These are
transmitted through two noise channels, resulting in
two corrupted images Yh and Yv ' The reconciler
passes these images to the decoder as a single image
Y if an only if Yh and Yv are identical. Otherwise
the reconciler passes a null image to the decoder.
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Figure 1: Communication system view of turbo recognition.

2Run time in Java with no attempt at optimization is
about 10 seconds on a 300MHz Pentium PC.

horizantal: a+ I ( a+(b+ I c drc ))+a+
vertical: a+ I ( a+b (c" Id+) b )+a+

horizantal: a+b+a+ Ic+d+c+
vertical: a+c+a+ Ib+~b+

2.1 One rectangle
The standard one-rectangle grammar that we use
has the following form.

a+ I b+c+b+
a+b+a+ Ia+c+a+

horizontal :
vertical:

is aesthetically pleasing because it treats horizontal
and vertical directions symmetrically. A drawback
of such grammars is that the edges between regions
extend to the boundary of the canvas. The following
"one-layer" grammar solves this problem:

Here a and b transduce to 0 (white), and c transduces
to 1 (black). Given such a grammar, TR parses the
image shown in Figure 3a in the manner shown in
Figure 3b. A rectangle can be described in many
other ways. For example, a grammar such as the
following

2 A menagerie of grammars

An ongoing enterprise is to explore the space of
structures that can be parsed by TR. In this sec
tion we go through a variety of different grammars
in order to illustrate some of the possibilities. Our
main focus here is thus on abstract (ideal) shapes.

and an extended pencil mark. Using a grammar for
such patterns, where the number and size of the in
dividual blocks is not fixed, TR easily recovers/ the
original clean image. This shows the ability of TR
to integrate information over an entire image before
returning an estimate. Note that local estimates of
the individual checkerboard blocks are unlikely to re
sult in a pattern which is globally optimal (or even
consistent) .

1As in the case of turbo codes, TR is not guaranteed to
recover the optimal result, though empirically its performance
is nearly so. See [15] for theoretical progress on this point.

This of course is not intended to be a faithful rep
resentation of actual image generation. Rather, this
framework is implicit in the decoding process which,
in essence, attempts to invert the above generation
scheme. Similar reasoning applies in the use of, e.g.,
HMMs for speech recognition.

The objective of the decoder then is to recover
the message field U, given the observed data Y and
prior knowledge (the parameters) embodied in the
generative model. The minimum probability of error
is achieved when the decoder returns the field fJ that
maximizes the posterior, fJ = argmaxu P(UIY).

The decoding algorithms used by TR are derived
from graphical models [8], as applied in particular
to turbo codes [9] (from which TR gets its name).
Decoding consists of applications of the forward
backward algorithm, once per row and once per col
umn, iterated to convergence. As reported previ
ously [14], TR produces results that are nearly sta
tistical optimal. 1

Within DID, a general layout analysis framework
was proposed in [10], which employed probabilis
tic 2D context-free grammars. The TR generative
model on the other hand is based on two sets of
finite state grammars in parallel. TR can thus be
considered as a specialization of the work in [10] to
a subclass of layouts (see below). The basis in finite
state grammars allows TR to be considerably more
efficient, and also means TR is quickly retargetable.

The problem of statistical interpretation of two
dimensional images is of course a longstanding one.
In the present context, related techniques include
Markov random fields (MRFs) [11], pseudo-2D hid
den Markov models [12], and 2D HMMs (a kind of
causal MRF) [13]. TR differs from such local meth
ods in being able to embody non-local constraints,
such as the notion that a rectangle has straight
edges.

Figure 1 shows a checkerboard pattern, akin to a
kind of table, corrupted with 30 percent bit-flip noise
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where a represents the background, and band c de
scribe a rectangular shell one pixel wide which sur
rounds the black pixels described by d. This local
izes the symbols which enforce rectangularity to the
immediate vicinity of the rectangle, a feature which
will be useful below.

I IIIIII ..
•

(a) (b)

limits above and below is easily identified. While
this does not demonstrate that TR is suitable for
an actual mathematical parsing task, it is gratifying
that such a summarization of image structure comes
about with very little effort, with no need to build in
application-specific knowledge via thresholds, etc. 3

.. ..-: •.•.. J II L: ~. - ; 1••-(";1,
... ~:~ .... : .....I--iy

P_ •

....... 1 •• " .. -: •• : • • 1- .. 0: ~.. .. .. I••

(a)

'..-•••
••• 111 I I' III • I. I •• I I I II I

Figure 3: (a) Original one-rectangle image; (b) Par
tition induced by the standard TR grammar

(b)

2.2 Generalizations
The standard one-rectangle grammar can be gener
alized to a grid structure with an arbitrary number
of columns and/ or rows with the addition of a few
Kleene + symbols:

This describes rectangular blocks whose edges are
perfectly aligned, both horizontally and vertically.
Variations on this theme, where e.g. some cells in
the grid are absent, are easily produced.

The alignment between blocks across rows can be
relaxed using a generic "multirow" grammar:

horizontal :
vertical;

a+ I ( b+c+)+b+
(a+b+)+a+ I (a+c+)+a+

Figure 4: (a) Mathematical expression at low reso
lution; (b) TR decoding (c-symbol only).

When alignment between blocks is not pertinent
at all, it is convenient to switch to the above
mentioned one-layer description of rectangles. This
allows the rectangles to be freely aligned relative to
each other, as shown in Figure 5.

A general Manhattan layout can be described with
the inclusion of an additional input symbol, which
denotes interior (concave) corners. An application
of such a grammar is shown in Figure 6. The input
alphabet in this case has five symbols, and the hor
izontal (vertical) transducer has 7 (6) states and 13
(12) transitions, respectively.

A somewhat unusual application of this grammar
is shown in Figure 4. This shows a mathematical
expression at very low resolution and its TR decod
ing (where only the regions associated with the c
symbol are displayed in black). TR in this case is
focussed on "clumping" black pixels into rectangles
in a manner consistent with the grammar. This is
largely in accord with typesetting conventions, al
lowing TR to reduce the chaotic collection of dots
into readily interpretable structure. For instance,
the fact that this expression consists of two linear se
quences, a large one on top and a smaller one below,
can be extracted with minor postprocessing. The
centerline, a hypothetical reference line passing hor
izontally through the center of the formula, can then
be determined, which is crucial for any subsequent
parsing [16]. In addition, the two fractions appear as
prominent blocks, and the summation symbol with

Figure 5: (a) Freely aligned rectangles; (b) TR de
coding using a one-layer grammar.

3This result is reminiscent of run-length smoothing (RLS)
[17] in either the horizontal or vertical direction (or both), It
is unlikely that an RLS approach could exactly reproduce the
structure in Figure 4, since the amount of smoothing required
would vary across the image.

horizontal :
vertical:

a+ I ( b+c+)+b+
(a+(b+ I c+))+a+
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Figure 6: (a) Original image with Manhattan layout;
(b) TR decoding.

Figure 7: a) Journal article title page; b) TR decod
ing.

Figure 8: (a) Newspaper clipping; (b) TR decoding
(not converged).
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Abstract

There is, in general, no consensus for the definition of
similarity in images. Duplicate detection and image
classification algorithms display different capabilities
on different test corpora. This paper argues that many
types of variation exist across images. Since variation
types will differ in importance with application, image
similarity is modeled here as a set of these variation
types defined to be orthogonal to one another. Metrics
can then be designed to measure different variations
independently, and may be combined to give an
overall measure of image similarity. The potential for
this model is illustrated by applying a partial solution
to an example image set.

1. Rationale

Image similarity definition often depends on the image
processing application being considered, if it is
addressed at all. For the purposes of this paper
similarity is considered to be multi-dimensional with a
concept of overall similarity being that of a vector in
that space. The fact that different people may be
interested in different aspects of images is recognized.
For example in the Blobworld [1] image retrieval
system a user may specify an identified region from an
image for a query and weight aspects of that region.
Results are mixed though with many images
semantically different from the query image being
returned [2].

The problem of measuring image similarity is not
restricted to photo repositories. In the more restricted
problem domain of duplicate, and near duplicate
detection in scanned document corpora many
algorithms exist with variable performance. Rogers et.
al. describe an algorithm within Mathsoft's DocBrowse
[3] which achieves over 90% precision at 100% recall
when used against their own test set, but shows marked
deterioration in precision beyond 50% recall when
used against the University of Washington
English/Japanese document image database.
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Scanned documents form a sub-set of the image
domain in which duplicate detection can be viewed as
a constricted image retrieval task. Prueitt has
presented a formalism for document duplicate
detection that goes beyond the exact duplicate
detection problem [4]. In so doing he analyses
similarity within the realm of near duplication which is
defined as an intentional alteration from one image to
another or from a common unseen parent image. It is
recognized that images may be similar but not
duplicate at all. The 4-tuple metric used in the
formalism presented is designed for human judgments
on how similar documents are. This paper does not
address how similarity should be measured beyond
classification though. The boundaries between exact,
near, non-near, and different must be fixed in order for
the classification to be made.

Prueitt takes his analysis further and considers what he
calls the Mosaic effect [5], that is where parts of one
image become disjoint, and may even overlap, when
observed in a paired image. This work begins to
analyze one way in which two images may be similar,
considering an image to be a set of objects. It is
recognized though that the boundaries of objects, if not
their very definition, depends on perspective, i.e. no
uniform segmentation exists.

Image retrieval and scanned document duplicate
detection require images to be compared to a target
image, whereas image classification applications
require that an image be compared to one or more
models of an image class. In image classification
applications, the question of whether an image is a
near duplicate or not does not arise. Either the image
is of the class or it is not. But to classify an image it is
required that the image is similar in some way to a
model built for that class. Similarity metrics need to
be selected appropriate to the features extracted (which
also should be selected with the application in mind).
Vasconcelos and Lippman observe that many
similarity metrics have been proposed for content
based image retrieval but with little consideration for
their underlying assumptions about the data [6]. They



demonstrate that these distance metrics are sub-classes
of minimizing the probability of a retrieval error.

This paper argues that image similarity should be
viewed as a multi-dimensional space; each dimension
representing an independent type of image variation.
Considering ways in which semantically similar
images may vary can improve retrieval performance as
shown by Natsev et. al. [7] In this work Natsev
describes an image retrieval system, WALRUS, which
breaks down a query image into regions and computes
wavelet signatures for each region. During retrieval all
signatures are compared with all signatures of
candidate images. In the system this allows for
different scales and locations of objects within images.
On a test set of 10,000 images a marked improvement
is shown by example over WBIIS [8] in perceived
image retrieval results.

2. Constructing metrics for image
classification and duplicate detection

In designing a general model upon which image
comparison applications can be built several factors
should be taken into consideration. This section gives
an overview of the factors considered in the design of
the model presented here.

Different image corpora tend to each have some
commonality, e.g. all outdoor scenes, or all images of
people, usually because they originate from a limited
source. This may be by design, for particular
applications, or due to availability. The common
factors in one corpus may not be present in another
corpus. These factors may not be relied upon, either
explicitly or implicitly, when comparing images to one
another in general. This suggests that particular types
of difference between two images should be measured
independently of one another, therefore, as
assumptions of invariance can not be made. (Such
assumptions typically made are page orientation,
image is de-skewed, and resolution is 600dpi.)

Image classification and duplicate detection are
related: An image pair satisfying the requirement for
the latter would meet the requirement for the former.
The constraints for a duplicate, or near duplicate,
classification are generally tighter than in more general
image classification tasks. This has the consequence
that variance as a proportion of the class space is much
higher though. In some applications the proportion
may be greater than 1.
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It ultimately makes little sense to think of classifying
two images as duplicate beyond those that are bit-for
bit identical. The presence of noise in images leads to
the desire to find underlying duplicate images.
However, only the images of the original image are
available. In classifying duplicates in the presence of
noise it is necessary to allow an arbitrary amount of
noise. This allowance consequently allows for image
differences which are intentional. It is then impossible,
in general, to determine whether differences between
two images are due to noise or to an author's alteration
without being able to consistently classify the nature of
the difference. Furthermore, if it can be detected that
the difference is in fact a change in image content
rather than noise, the nature of that alteration requires
that interpretation be carried out in order to distinguish
between "near duplicate" and "different document".
This is best illustrated by an example. Consider the
four sentences below:

1. The President will not visit France next week.

2. The President will nod visit France next week.

3. The President will now visit France next week.

4. The President shall not visit France next week.

In terms of information sentences I and 4 are the same
but have the highest distance. It could be supposed
that sentence 2 has an error and is duplicate of
sentence I, but sentence 3 has the same distance and
has completely different information. True, the
example is contrived for illustration, but as higher
degrees of difference are allowed in order to find
underlying duplication the more likely it is to suffer
from this effect.

Duplicate detection should not, then, be approached as
a tightly bound classification problem if reliable results
are required. This is not to say that information should
not be obtained from image comparisons though. A
distance between two images can be calculated
irrespective of whether a human judge would consider
the pair duplicate or not. The way in which the
distance is measured should reflect what is important
in the application. This suggests a collection of
different metrics or a parameterized metric. In bulk
processing applications results can be rank ordered or
thresholded. Thresholds can be determined from
desired levels of accuracy and training sets. The
question then arises of how images may vary and how
to measure those differences.

Different image pairs may vary by different types of
transform processes. This has the consequence that the
distance between a pair depends on how those



A small tabby cat we call Myel',
Loved to sit and look in the dryer.

One day it/ell in,
And went /01' a spin,

His fur now looks just like barbed wire!

A small tabby cat we call Myer,
Loved to sit and look in the dryer.

One day it fell in,
And went for a spin,

His fur now looks just like barbed wire!

Figure 1 Figure 2
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One day it/ell in,

A sweet little kitten named Hyte,
Would climb and run all the night.

But not by the day,
She slept in old hay;

Sun kept her bed bathed in warm

Figure 3 Figure 4

difference types affect the metric being used to
measure the distance. Consider the image examples
shown in Figures 1 through 4. Figure 1 shows an
image of a limerick. The same limerick is shown in
Figure 2. Pixel distance between the two is high since
a different font is used, but the information is the
same. One could argue that the layout of the pixels
relative to one another is broadly the same between the
two, but compare the images in Figure 1 and Figure 4:
Here the font is the same but the layout is very
different. Finally compare Figure 1 and Figure 3: At
first glance these appear to be duplicate, as the pixel
distance and the layout differences are small, but the
information content is completely different. Duplicate
detection algorithms which do not analyze content tend
to fail on such examples because of the low variance in

image "texture". (Think of comparing different pages
from the same book at arms length.) Again one could
argue that comparing pixel structure on the scale of the
text would reveal the difference, but this requires that
the font size be known and would not generalize.

3. Defining dimensions of image similarity

Since images, in general, may display similarity or
differences in many different ways, we need to define
these types of differences such that we can design
metrics for them. Ideally these definitions should be
dimensions, through which comparison metrics can be
taken, which are orthogonal to one another. This work
has defined six dimensions.
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Layout: An image is comprised of the ob~ects

within it. In a scanned document such objects
may be address blocks, signature blocks, titles,
paragraphs, etc. The "layout" in an image is its
set of comprising objects and their positions
relative to one another.

Color: Traditionally scanned documents are binary
bit-maps. Increasingly scanned documents
may be gray-scaled or even color. The "color"
of an image is the set of color values of the
comprising pixels.

Representation: In scanned doc~ments

"representation" is most commonly the font of
the text making up the document. However,
representation goes beyond font and includes
any form of symbolic representation. For
example, a dashed line or solid thick line, to
represent a footpath in a map.

Orientation: Angle of skew from upright. Note this
includes page orientations of 90, 180, and 270
degrees. (Note that orientation is glob~l to t~e

image whereas skew local to objects IS

accounted for in the definition of Location.)

Scale: For scanned images this is the scanning
resolution. For non scanned images scale
becomes arbitrary and requires relative
measurement of common objects between
images.

Information. The "semantic" content of the image.
For text documents this is what the text states.
The definition for non-text is not so easily
arrived at however. This will depend on the
information that can be about object(s)
portrayed without world knowledge.

A system which compared images for similarity, based
on the model described here, would require methods
for measuring similarity along each of the dimensions.
Ideally a real valued distance would be computed for
each. The distances could be weighted, if desired, and
geometrically combined to give an overall distance.
Thresholds could be assigned to each dimension, for
duplicate detection applications for example, a
combination of which would form a complex hull
decision boundary on the overall distance.
Alternatively, a simpler approach would be to
normalize the dimensions and form a spherical
decision boundary as illustrated for three dimensions in
Figure 5. The Euclidian distance between the two
subject images is geometric combination of the
similarity function values, the decision boundary set to
an arbitrary value, and, if each dimension metric is in
the range [0,1], can be normalized:

Image distance = (Ld=l..D[~d(A,B)] / D t'
eqn.(1)

where ~d is the similarity distance function for
dimension d, and A and B are the two subject images.
D is the number of dimensions being considered in the
similarity space.

Orientation

Figure 5: Spherical decision boundary in similarity space.

222



It should be noted that this concept does not preclude
analysis of partial duplication where one image
contains part of, or includes, another image. The
"Layout" dimension allow for identification of regions
which may then be compared on an individual basis.
Set operators and logic and then be used, or individual
distances combined, to further analyze the nature to the
relationship between the two images.

Image classification systems would also require
similarity in one or more dimensions. Measurements in
each dimension could be used as high level features.
These features could be weighted, according to
application, and used, perhaps with further low level
features, as input to a statistical classifier.

4. Application of model

Metrics for all of the dimensions proposed here for
similarity space have yet to be defined. Use of a sub
space can be made to demonstrate how the model can
add value. An example application of the model using
just the orientation and resolution dimensions follows.

Skew detection algorithms typically measure angle of
skew based on such features as detected edges. Define
a metric orientation = angle of skew from upright
vertical / 180 where angle is measured in degrees.
Orientation similarity, or distance, between two images
is then the difference in orientation.

O(A,B) = IorA) - orB) I
eqn. (2)

Image resolution is sometimes given in an image
header block, such as in the TIFF standard, but
resolution could be more generally defined for wider
applicability. Define resolution = mean number of
pixels / square root of the number of connected
components. Note that connected components are
readily defined for binary images but are open to
interpretation for color images because non-identical
pixels may be included in what is considered as an
object. For simplicity, here, consider connected
components to be made up of identical pixels. Define
resolution similarity, or distance, as the difference in
resolution of two images normalized by mean of the
resolutions.

R(A,B) = 2 * ( Ir(A) - r(B) I) / ( r(A) + r(B))
eqn. (3)
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Consider a corpus comprising images scanned from an
original at multiple resolutions. Call this corpus 1.
Consider a second corpus comprising images scanned
from an original at the same resolution but at variable
angles. Call this corpus 2. Call the combination of the
two corpora corpus 3.

In corpus 1 the resolution detection algorithm will give
the result that the images are different (and give a
measure of how different each pair is). The orientation
detection algorithm will not show any differences,
however, leading the user to believe that the images
are the same. The reverse situation is true in corpus 2.
The resolution detection algorithm will yield similar, if
not exact, distances for each image pair. The
orientation detection algorithm will give the difference
between each image pair.

Mixed results will be observed from applying either
algorithm to corpus 3. The resolution detection
algorithm will only detect differences in resolution so
that images with different angles will be considered
duplicate, and the orientation detection algorithm will
only detect differences between images with different
skew so that images scanned at different resolutions (at
the same angle) will be considered duplicate. (Note
that all the images are different. The desirability to
ignore skew or resolution in duplicate detection is
application specific. One can zero-weight an
individual metric under this model.) Use of both the
similarity metrics yields differences between image
pairs irrespective of the corpus they originally came
from.

Figure 7 shows four images of Abraham Lincoln.
Image 1 is a 64-dpi image with no skew. Image 2 is a
64-dpi image with ISO skew to normal. Image 3 is a
64-dpi image with no skew but a different pixel color
to that in Image 1. Image 4 is a 128-dpi image with
no skew. Applying the similarity metrics of resolution
and orientation to each image pair yields the results
shown in Table 1. A skew correction algorithm and a
connected component algorithm were used to calculate
these values. (The ideal figures are given in Table 2.)
Note that the image pair with the greatest amount of
variation, Image 2 and Image 4, yields the largest
image similarity. Image 1 and Image 3, whose only
difference is pixel color, has a zero image similarity
distance because image color is not considered.



Figure 7: Different Abraham Lincoln images

Table 1: Results of applying 2 similarity metrics and
the combination thereof to Lincoln images in Figure 7

Pair Resolution Orientation Combined
function. function. Similarity

(1,2) 0.0326 0.0597 0.0481

(1,3) 0.0000 0.0000 0.0000

(1,4) 0.5571 0.0000 0.3939

(2,3) 0.0326 0.0597 0.0481

(2,4) 0.5871 0.0597 0.4173

(3,4) 0.5571 0.0000 0.3939

224

Table 2: Ideal values applying 2 similarity metrics and
the combination thereof to Lincoln images in Figure 7

Pair Resolution Orientation Combined
function. function. Similarity

(1,2) 0.0000 0.0833 0.0589

(1,3) 0.0000 0.0000 0.0000

(1,4) 0.6666 0.0000 0.4714

(2,3) 0.0000 0.0833 0.0589

(2,4) 0.6666 0.0833 0.4750

(3,4) 0.6666 0.0000 0.4714



5. Conclusions

A pair of images may indeed be exact duplicates. It is,
in general, impossible to tell whether two images are
near duplicates or two images considered as different
but have significantly similar values for measured
features. The presence of noise only serves to
confound the problem. If a pair is not exactly
duplicate then they can only be said to be similar. But
image pairs may be similar in different ways. Methods
of comparing images tend to conflate these dimensions
of similarity, or make assumptions about invariance
within some of them.

This paper has argued that different dimensions of
image similarity should be treated independently so
that they can be weighted according to application.
Having independent metrics also allows analysis of
why two images are deemed similar and to what
extent. Six such dimensions have been identified here.
An overall metric of image similarity can be defined as
a geometric combination of each of the individual
dimension metrics.

Use of multi-dimensional similarity metrics has been
demonstrated by the use of two dimensions on a small
set of test images, with encouraging results. Future
work will concentrate on developing algorithms to
measure distance in each of the dimensions identified
and to evaluate the model on broad ranging image
corpora.
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Abstract
A successful text categorization experiment divides

a textual collection into pre-defined classes. A true
representative for each class is generally obtained
during training of the categorizer.

In this paper, we report on our experiments on
training and categorization of optically recognized
documents. In particular, we will address the is
sues regarding the effects OCR errors may have on
training, dimensionality reduction, and categoriza
tion. We further report on ways that categorization
may help error correction and retrieval effectiveness.

1 Introduction

Retrieving relevant information from a large tex
tual corpus is a challenging task and entails many
manual and automated efforts. Query construction
and training of categorizers are two prominent ex
amples of manual efforts while document indexing
and clustering would be considered automated. An
other expensive but widely used manual effort is
the assignment of a controlled vocabulary to pre
defined categories for documents in the corpus. Ex
pert searchers can then use these categories and con
trolled vocabularies to formulate more compact and
effective queries [4].

Although these manual efforts will continue for the
foreseeable future, it is of great interest to establish
automated techniques to assign controlled vocabu
laries and categories to new documents based on
similar documents in the corpus. One of the proven
approaches is to use an already categorized set of
documents to build categorizers for future document
classification.

In a large textual repository such as the Licens
ing Support Network (LSN) being built by the De
partment of Energy (DOE), many of the documents
are recognized using commercial OCR engines. The
OCR errors typically result in an index which is con
siderably larger than keyed text. Also, for some
queries, one may not be able to find certain relevant
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documents due to poor quality OCR that generates
a high number of errors[13, 14]. Although these er
rors do not affect average precision and recall, they
may produce variations in ranking[12]. But in gen
eral, studies show that one can work with OCR text
in an information retrieval (IR) environment with
few adverse consequences.

In a similar situation, one must know what effects
these errors may have on automated text classifica
tion. In particular, we want to know what effects (if
any) these errors may have on training the classifier
to build the categorizers. We would also like to dis
cover if errors cause improper categorization for new
documents.

In section 2 of this paper, we give a brief introduc
tion to the work done in the area of OCR and IR. In
Section 3, we describe both the Bernoulli and multi
nomial Bayes categorizers. Sections 4 and 5 report
on our categorization experiments in the presence of
OCR errors. Finally, in section 6 we give our con
clusion and future work.

2 OCR and Information Retrieval

In the early 1990's the use of OCR devices became
more widespread for the conversion of printed mate
rial to electronic form. At this time, ISRI was heav
ily involved in OCR system comparison, testing, and
research. What became clear was that eventually,
this data was to be loaded into an IR system for
subsequent retrieval. Initially, it was thought that
manual correction was required to bring this OCR
generated text to a level of "retrievability." In the
case of the LSN, text accuracy was to be no less than
99.8% accurate.

ISRI questioned the necessity of this level of ac
curacy and the "Noisy Data" experimentation be
gan. Since our first publication on this topic in JA
SIS in 1994[15], ISRI has performed hundreds of ex
periments involving optically recognized data to dis
cover its effect on related technologies. Nearly all of
our studies have pointed to the same conclusion: In



(1)

general, using OCR text has little effect on average
precision and recall when compared to re-keyed or
manually corrected text. This was a consequential
result, in particular for collections such as the LSN,
because re-keying millions of pages would have been
a tedious and expensive task.

With this result in mind, some of our other studies
did a little more investigation into the effects of OCR
on IR. For example, we found that the index of an
OCR collection can be as much as five times the size
of a clean data set and that most of this overhead
was of no value for retrieval. Further, formulas used
to calculate term weights can be affected in several
ways by erratic term frequencies in OCR generated
text[12, 13]. This in turn affects document ranking.
We also found that short documents in particular are
affected because of the lack of redundancy in the
text. So although our results on average precision
and recall holds in nearly every test we performed,
there are some considerations when a collection is
made up of OCR data.

The categorization experiments we report on here
are similar to our IR experiments we have done in
the past. First, the data set is derived from docu
ments pertaining to the LSN; the documents tend to
be long journal documents with a scientific flavor.
Classification software such as BOW[8] constructs
an index and then uses its categorizers (based on
the training sets) as vectors to determine the clas
sification of incoming documents. In this sense, a
categorizer is similar to a vector query in the IR do
main.

But once a document has been classified properly,
even if the OCR is poor, more information about
that document is now known. In this case, it may
be feasible to apply more specific and exhaustive
automatic error correction to documents within a
category. We see ample potential in the continued
research of OCR, categorization, and other related
technologies.

3 Probabilistic Classifiers

There are two distinct approaches to automatic text
classification. The first approach is based on ma
chine learning techniques. In this method, the sys
tem is given a set of training documents for each cat
egory. These documents are used to typically gener
ate a set of propositional Horn clauses that will be
used to classify future documents [3, 10, 1]. The sec
ond approach is based on traditional IR techniques.
In this method, the training documents are used to
form an ideal document which represents each cate
gory. These ideal documents are known as categoriz
ers[8, 7, 6, 4]. The system uses similarity measures
between incoming documents and the categorizers
to classify these new documents properly. Our ex-

periments only pertain to the latter approach.
Let V = {vl,vz,oo"vlVl} be the set of words

in a lexicon. Each document, and each catego
rizer, can be represented as a vector of the form
(WI, Wz, ... , WI v I), where each component WI of this
vector represents the weight of the term VI in the
document and categorizers. In its simplest form, WI

can be either a or 1. In this case, the weight repre
sents the presence or absence of the term VI in the
document. This weight though can carry more in
formation such as the frequency of the term in the
document.

Now, let C {cl,cZ,oo"cICI} and D
{d1 , da, ... , d lDI} be sets of categories and training
documents, respectively. Each category Cj, is rep
resented by a vector of the above form, where the
weight, WI, is calculated from using term frequencies
based on the training set of the documents. Using
the naive Bayes assumption that the probability of
each word occurring in a document is independent of
the occurrence of other words in a document [9], then
these weights can be easily calculated. In our exper
iments, we focus on both the Bernoulli and multino
mial methods.

In the Bernoulli method, the frequency of the
words do not play any role. Hence, each docu
ment is represented by a vector of the form di =
(Bil,BiZ,oo.,BilVl), where each B il is either 1 or
O. In this case, the weight of each component of
the categorizer Cj is calculated using the following
formula:

",IDI
P(

1

·) _ l + L..i=l B itP (cj ldi )
WI cJ - IDI

2 + Li=l P(cjldi)
In other words, the weight of the term Wt given

category Cj is obtained by dividing the number of
documents containing the term VI and in category
Cj by the total number of documents in the category
Cj'

Now, the probability of a new document di be
longing to category Cj is calculated by the following
formula:

IVI
P(dilcj) = II(BitP(wtlcj)+(l-Bit)(l-P(wIICj)))

1=1

(2)
In the multinomial model, the frequency and the

length of the document (i.e. the number of words
in the document) play a role. In this setting, a
document di is represented with a vector of the
form d, = (Nil, Niz, ... , NilVl), where Nit is the fre
quency of the term Vt in the document di . If we use
the notation Idi I for the length of a document, then
the following formulas represent the corresponding
calculations for the multinomial model.
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(4)

Collection Statistics
Document count 138
Number of pages 9015
Average document length (pages) 65
Median document length (pages) 37

Table 1: Experimental collection statistics

In practice, there are various methods to decrease
the dimension of 1V I. These methods are known as
dimensionality reduction techniques which tend to
improve the performance of a categorization system.
These are further discussed in Section 4.

4 Experimental Environment

Unlike most classification experiments, we do not
use a standard categorized collection like Reuters[5].
Instead, our testing is dictated by the needs of the
Department of Energy and the LSN. They have
millions of optically recognized documents and ter
abytes of email that need to be classified into Regu
latory Guideline 3.69[2]. This guideline determines
which documents and email messages are required
for the licensing proceedings of the High-Level Ra
dioactive Waste Repository. The documents we use
in these experiments are a subset of this collection.
Our experimental environment consists of:

BOW text classifier from CMU: a
statistically-based text categorization sys
tem applying the probabilistic naive Bayes
model [8, 9]. BOW offers several ways to
reduce dimensionality of classes. They include:

Default: removes no words from the vocabulary.
Document Count: removes words that occur in

N or fewer documents. In our experiments,
N=3.

Occurrence Count: removes words that occur
less than N times. In our experiments, N =
10.

Information Gain: removes all but the top N
words by selecting words with the highest in
formation gain. We use N = 10,000 in our
experiments.

DOE documents: studies, reports, plans, corre
spondence, etc. that may be potentially relevant
to the licensing of the High-Level Radioactive
Waste Repository. All of these documents are
optically recognized.

3.69 Topical Guideline categories: a hierarchi
cal guide of topics that encompass potential li
censing issues. Following is the selected cate
gories we use for our experiments:

• 02.1 The Natural Systems of the Geologic Set
ting: Geologic Systems

• 02.2 The Natural Systems of the Geologic Set
ting: Hydrologic Systems

• 02.4 The Natural Systems of the Geologic Set
ting: Climatological and Meteorological Sys
tems

• 04.1 Engineered Barrier Systems: Waste Pack
age

• 12.1 Geologic Repository Environmental Im
pact Statement: Environmental

• 12.2 Geologic Repository Environmental Im
pact Statement: Socioeconomic

• 12.3 Geologic Repository Environmental Im
pact Statement: Transportation

In Table 1 we give some statistics on our collec
tion.

5 Effects of OCR on Document
Classification

Our goal was to formulate experiments that would
give us the most insight into what effect OCR errors
may have on document classification. Broadly, there
are two ways in which errors can influence catego
rization. First, by introducing errors into the train
ing set, and second, by reducing the ability of in
coming documents to get categorized correctly. We
report on four experiments that help explain both
these possibilities.

Good Training/Bad Test Set: In this experi
ment, the training set, although uncorrected
OCR, was selected for its good quality. The
test set was just the opposite; it was selected
for its poor OCR quality. These experimental
runs are labeled E1.

Mixed Training/Mixed Test Set: This experi
ment used the same set of documents used in
El, but documents were selected randomly from
the complete set for both training and testing.
This group of runs we label E2.

Good Training/Auto-Corrected: This experi
ment is labeled E3. E3 is exactly the same as
El, except that two difficult-to-categorize docu
ments were first run through MANICURE, a
system we built to improve recognized docu
ments prior to classification or retrieval[16].

Good Training/Manually-Corrected: This set
of experimental runs, labeled E4, is the same
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Bernoulli El E2 E3 E4
Default 32.35 42.03 32.35 32.35
Document Count 64.71 56.52 64.71 64.71
Information Gain 70.59 59.42 70.59 70.59
Occurrence Count 64.71 57.97 64.71 64.71

Table 2: Average accuracy rates for each dimension
ality reduction

Multinomial El E2 E3 E4
Default 94.12 84.06 94.12 94.12
Document Count 97.06 85.51 97.06 97.06
Information Gain 94.12 86.96 97.06 97.06
Occurrence Count 97.06 85.51 97.06 97.06

Table 3: Average accuracy rates for each dimension
ality reduction

test as E3 except that the two documents in E3
are manually corrected.

In each experiment described above, we perform
several runs based on both the Bernoulli and multi
nomial probability models. In addition, each experi
ment includes a limited vocabulary run that applies
the multinomial probability technique. The limited
vocabulary "list" consists of several merged dictio
naries that include domain specific terms that a gen
eral dictionary may have missed in the indexing pro
cess. It is comprised of several general dictionar
ies, geologic and radiologic specific dictionaries, and
LSN specific thesauri, and contains 413,216 words.
Limiting the vocabulary to pre-defined control terms
is a common method of indexing in both retrieval
and categorization.

For each run, we apply all the dimensionality re
ductions described in Section 4. Tables 2, 3, and 4
report the average accuracy rates for the various
runs. The accuracy rate of a class is the ratio of
the number of correct decisions made by the system
over the total number of documents in the class.

5.1 Bernoulli vs. Multinomial

Note first that the Bernoulli results do not com
pare to either of the multinomial runs. We know
from previous research [9] that with longer docu
ments, like the ones we use here, Multinomial typi
cally produces better results than Bernoulli. These

Limited El E2 E3 E4
Vocabulary
Default 94.12 85.51 94.12 94.12
Document Count 97.06 84.06 97.06 97.06
Information Gain 94.12 85.51 97.06 94.12
Occurrence Count 94.12 82.61 97.06 94.12

Table 4: Average accuracy rates for each dimension
ality reduction

Term Bernoulli Multinomial
Weight Weight

southem 0.750000 0.000138

Table 5: Comparison of weight for OCR error

Dimensionality % of Misspellings
Reduction
Default 48%
Document Count 8%
Information Gain 11%
Occurrence Count 8%

Table 6: Percentage of misspellings for each dimen
sionality reduction

results mirror this research. We do believe how
ever, based on these results here and results from
other experiments we have done [17], that the accu
racy rate is particularly poor due to the use of OCR
text. Table 5 shows an obvious OCR error in both
the Bernoulli run and the Multinomial run and its
respective probability weights. For Bernoulli, this
term is given the highest weight in the category while
for Multinomial, this error's probability is only 1%
of the highest ranked term in the category. Exam
ples like this can be found throughout the Bernoulli
categories.

5.2 Default vs. Dimensionality
Reductions

As with other classification experiments[l1], our re
sults show that dimensionality reduction improves
categorization. Dimensionality reduction eliminates
terms that contribute the least amount of informa
tion for the categories. With respect to OCR text,
this includes terms that are misrecognized by the
device and contribute no value to the category. Ex
amples of obvious OCR errors that were removed
due to dimensionality reduction include: aluminurn,
tomograpby, sufface,therinal,reqyirements.

We believe that with OCR text, reduction is not
an option, it is a requirement. Table 6 reveals the
drop in the percentage of misspellings included in
the categories when dimensionality reduction is ap
plied.' Removal of OCR errors through dimension
ality reduction clearly improves the accuracy of cat
egorization.

5.3 Good Training vs. Mixed
Training

Recall that Experiment E1 uses all "good training"
documents and a poorly recognized test set and E2

IThis table excludes the limited vocabulary runs which of
course had no misspellings.
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Document/ Category Changes
Corrected words 195
Garbage strings removed 19,772
Net improvement to category 02.2 5%

Table 7: Improvements made by MANICURE

uses a randomly selected "mixed training" and the
complement for its test set. Note that in every run
except Bernoulli Default, the average accuracy re
sults of El are significantly better than in E2. We
believe that these improved results are a function of
using good quality OCR for training vs. a randomly
selected training set from mixed quality documents.

Although more analysis may be required to verify
this conclusion, these consistently better accuracy
rates point to the fact that although OCR-generated
text may have little or no effect in general when in
coming documents are being classified, the selection
of good quality OCR training documents is essential.

5.4 Classifying Poor OCR

We discovered in several of our experiments with in
formation retrieval and OCR that some poorly rec
ognized documents were unretrievable without some
corrective intervention[15, 14]. This dilemma is par
alleled in categorization. In nearly all our experi
mental runs, there were two poorly recognized doc
uments that just couldn't seem to get categorized
properly. We wanted to see if correcting errors in
these documents would help. Experiment E3 applies
several algorithms within a single pre-processing sys
tem, MANICURE, to see if automated OCR cleanup
and error correction could improve classification.
In fact, one of the two documents did get catego
rized correctly after running the documents through
MANICURE.

MANICURE (Markup ANd Image-based
Correction Using Rapid Editing) [16] applies sev
eral algorithms to improve OCR-generated text
that not only correct misrecognized terms but
also remove "garbage strings" and repetitive text
(like headers and footers). The improvements
to these two documents after being run through
MANICURE appear in Table 7.

The fact that automatic correction helped classify
this document correctly is just part of the story. We
also report on the improvement to the category it
self. Both of these poorly recognized documents be
longed to a single category. After MANICURE and
retraining, the percentage of correctly spelled cate
gory terms also improved. Of the 118 changed terms,
seven more were correct when compared to the non
manicured runs in E1. Although this increase may
seem slight, only two documents were run through
MANICURE. Additional document processing may

prove even more beneficial.
Full manual correction of these documents offered

no additional categorization improvement over the
automatically MANICURE'd runs.

6 Conclusion and Future Work

Document classification is not an exact science and
rarely produces 100% accuracy even with clean tex
tual documents. The results from these experiments
show that high accuracy can be attained even when
OCR documents are being classified. By compar
ing experiments using training and test sets with
known characteristics, we have identified a few ele
ments that improve categorization.

• Multinomial techniques produce significantly
better results for OCR documents than does
Bernoulli. We attribute this to the value of
weighting based on term frequency in the col
lection, categories, and incoming documents.

• Good optically recognized documents is essen
tial for training. The difference between using
good OCR and randomly selected documents
from the full set was pronounced. Category
term selection and weighting is heavily influ
enced by statistics in the collection and train
ing documents. This influence manifests itself
in the accuracy of incoming document classifi
cation.

• Dimensionality reduction is highly recom
mended. Reduction rids the categories of in
significant terms, which in this case, includes
hundreds of misspellings and garbage strings
produced by the OCR. As with JR, these
terms have no value. But for categorization,
these words are a detriment to proper document
placement. Of course, in general, reduction
techniques will improve categorization. Several
should be tried so that the accuracy is maxi
mized.

• Unless a controlled vocabulary shows marked
improvement over free text categorization, we
do not view it as highly beneficial. Even though
our dictionary was quite extensive and specific
to our collection's domain, none of our experi
ments showed improved results for these runs.
This can undoubtedly be attributed to impor
tant terms and proper names that are not in
cluded in the dictionary.

• If a document is poorly recognized because of
OCR errors, it may never get classified properly.
This was an issue for IR as well. In some cases,
if enough of the errors are corrected, proper
classification is the result. Some pre-processing
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may be required for certain poorly recognized
documents.

Most of what we learned through our experimen
tation is that by applying good classification tech
niques, improvement in results should be expected.
But more than that, for OCR text, if these tech
niques are not applied, results will be inferior.
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Abstract
We present experimental results for duplicate doc

ument detection using a combination of metadata
(date) and image feature comparison, and experience
implementing the method in large-scale in declassifi
cation of government documents.

1 The Duplicate Document
Detection Problem

We undertook an application of large-scale dupli
cate document detection for a government agency
that expects to review millions of documents over
the next several years as part of the document de
classification process mandated by executive order.
This agency and others need to detect duplicate doc
uments as part of the review and redaction process
to ensure that documents are treated consistently
prior to release. Ideally, a single "source" version of
each document will be reviewed and released.

The scope of the duplicate document detection
problem is significant. Some 20,000 documents per
week enter the system for review and are processed
in a workflow that begins with scanning, indexing,
and quality control steps. An analyst reviews each
document to ensure that sensitive material meet
ing security criteria is redacted with an appropri
ate code. Before redaction, the application searches
the existing collection for potential duplicates for the
current document. These are found and presented
to a human operator, who may resolve them as ex
act duplicates, near duplicates, or non-duplicates. If
there is more than one potential duplicate, they are
presented in decreasing order of similarity, using the
distance measurement described below.

The current criterion for duplicate detection is
page-level. If any page from a document resembles
any page in another, both documents are candidate
duplicates to be reviewed, regardless of difference
in their sizes. This is to handle the case when one
document is included in another. This policy is con
servative in that it will tend to capture all instances
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of a duplicated page, and adds significantly to the
number of potential duplicate pairs needing review.

To meet the operational requirements, each docu
ment needs to be represented in memory in a com
pact form for fast comparison against all others in
the collection. Specifically, each document page is
represented as a set of image features. These, as
well as the document date, are the basis of compar
ison. For redundancy, a current copy of the docu
ment features is kept in a database, which mirrors
the memory contents.

2 Current Approaches to Duplicate
Document Detection

Duplicate document detection has been approached
in the past mainly by text approaches, including
line and string-based methods, word-centered ap
proaches, and sentence-based techniques.

Line-oriented techniques include the diff program,
used mainly to detect variations in source code, data
files, and similar content. The COPS system [1]' as
well the system developed by Campbell et al. [2],
used sentence-based methods of comparing docu
ments which involved applying a hash code to each
sentence in the documents being compared, then
counting the number of hash code collisions. Camp
bell et al. applied their method to news stories, giv
ing a measurement of duplicated content.

String-oriented techniques include the SIF [3] sys
tem, intended for file management, and KOALA [4],
which targeted plagiarism explicitly. These used a
string signature for comparison of documents. Work
based on edit distance was conducted by Lopresti [5],
and an unpublished approach based suffix-tree ap
proach has been developed by Vassilvitskii.

Buckley et al. [6] have applied vector-based in
formation retrieval techniques to look for duplicate
documents using word-level evidence. In this ap
proach, each document is represented as a vector in
a high-dimensional space, in which each dimension
represents a word, and the length in that dimension



4 Feature Comparison

3 The Image and Metadata
Approach

The distance d(ai, aj) between two document vec
tors a: and aj is equal the sum of the absolute val
ues of the differences of the corresponding elements
of the vectors:

Such a distance measure ranges from zero to approx
imately 1000.

In operation, two documents are considered po
tential duplicates if the smallest distance between
any two of their pages falls below a certain thresh
old (see Experimental Results section for examples).

5 System Setup

In operation, the Duplicate Detection system de
scribed here has the following components:

1. A queue of incoming documents

The page pairs thus found by the system for a par
ticular pair of documents are presented to the users
in decreasing order of similarity (greater distance).
One document may have a number of candidate du
plicate documents. The decision of actually mark
ing documents pairs as duplicates, near-duplicates
or non-duplicates is made by the users and is deter
mined by government policy.

6 Experimental Results

This method proved to be effective in finding dupli
cate pages. A special case of was official forms that
had similar but not necessarily identical information
and identical grid formatting. The distance values
for such pairs were usually borderline to the estab
lished duplicate threshold. They frequently are low
enough to fall into the duplicate category. However,
since the type of information contained in them is
similar, the processing they require is likely to be
similar as well. Figure 1 shows the case of identical
forms and Figure 2 shows the two forms with the
same grid format but slightly different data.

Notice that despite the fact that the differences
in Figure 2 are minimal, the distance value is still
significantly higher that in Figure 1.

The experimentally determined threshold for the
data examined that provided high precision proved
to be about 200. The recall could not be measured,
since no ground truth was available.

2. A pool of existing document vectors

As the document is fetched from the queue of incom
ing documents, the image feature vector is extracted
from it. After that, the feature vector is compared
with all the documents in the pool that satisfy the
metadata constraints, if any. Document pairs whose
distance is under the specified threshold are stored
for further decision making, sorted in decreasing or
der of similarity (increasing order of distance). After
its processing is completed, the incoming document
is added to the pool, both in memory and in the
database.

The pool of documents is stored in memory
throughout the operation of the Duplicate Detection
system. This approach is necessary because of the
huge volume of documents. Storing and retrieving
vectors from the database creates an overhead of 10
that makes the system non-scalable and ultimately
un-usable. Keeping the vector space in memory is a
hardware-intensive, but effective solution.

(1)
102

d(ai' aj) = L laik - ajkl
k=l

is the number of times the word occurs. SCAM [7]
also used vector space methods, using a modified co
sine measure. Grossman [8] has used a bag-of-words
approach. This method discards the most frequent
third of words as well as the least frequent third. The
lists of remaining words are then compared without
regard to frequency information.

All of these approaches require plain text repre
sentation of documents and a significant amount
of memory for each document. In the large-scale
application we consider here, two constraints pro
hibit these approaches. Documents are stored as
images, without high-accuracy text representation.
The large number of documents to be compared re
quires that we represent each document as a small
set of features that can be stored in RAM for rapid
comparison.

The approach to duplicate document detection de
scribed here limits comparison first by year, then by
image similarity.

For comparison, we extract image features from
each document. This feature extraction method
does not take into account any semantic characteris
tics of an image document. It is purely image-based.
The advantage of such an approach is that if a docu
ment is 25-50 years old and is a third or fourth copy,
the OCR engine may not be able to produce a useful
rendition of the content.

Image features are generated by first forming his
tograms of pixel density on the X- and Y-axes
and then extracting Fourier coefficients of these his
tograms. The coefficients are stored as a vector of
102 floating-point values per document image. The
first two numbers are the same for every feature vec
tor. This representation takes about 0.5K per vector
and is space-efficient.
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Figure 1: Duplicate forms. Distance o.
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The method is sensitive to certain amounts of
skew and sharpness and brightness variations. Fig
ure 3 shows an example of the effects (e.g. varia
tions in sharpness, shifting) that are detrimental to
the quality of duplicate detection. Figure 4 shows
an example of a non-duplicate pair of pages.

There are policy-related decisions that have to be
made by the user in determining what documents
can be considered exact or near duplicates (stamps,
signatures, marginalia, etc.).

7 Determining the Threshold of
Document Similarity in Use

We have conducted one experiment to determine the
threshold of document similarity to be used in oper
ation, and will be conducting another. In the first,
a different distance threshold was used each day,
recording the number of resulting near duplicates.
The ratio of near duplicates to the number of c~n

didate duplicates gives a value for precision at each
threshold value. Recall cannot be measured with
certainty due to the lack of a ground-truth for du
plicates.

Initial results from this experiment showed a pre
cision of 34% at image similarity threshold of 150,
when no restrictions were placed on the dates of the
candidate duplicates.

Size of candidate duplicates was also affected by
the threshold setting. The criterion for two doc
uments being potential duplicates is that any two
pages fall beneath the image similarity threshold.
For two documents with m and n pages, the num
ber of page comparisons is m x n. As m and n in
crease, the larger the odds that some pair of pages
between the two will show a high image similarity,
i.e. will fall below the similarity threshold. (In op
eration, this is likely to mean that all or part of
one document was included in another.) Thus at
high thresholds, many large documents were shown
as candidate duplicates, despite being relatively rare
in the collection, in which the mean document size
is 3.7 pages and the median between 1 and 2 pages.

In the second experiment, we will set the threshold
at a high value, and users will be allowed to abandon
the remainder of the potential duplicates when their
judgment of similarity indicated that the quality of
document matches is poor. At this point, the ac
tual distance ("cutoff" distance) will measured. In
this way, the distribution of distance measurements
used as cutoffs can be noted, and an operating value
selected.

8 User Reaction

User reaction to the system has generally been fa
vorable. Changes to the image similarity threshold

have made a large difference in the usability. At
thresholds of 150 or less, the precision has been high
enough to make users feel that the system is effec
tive. Above this level, the numbers of non-duplicates
increased greatly, and the drop in precision made
users feel that the system was less useful.

9 Future Work

Future research goals include determining the distri
bution of duplicates by closeness in time. We are also
investigating the use of evidence from logical docu
ment structure [9-12] in duplicate detection. Logical
document structure is the layout of document com
ponents - titles, page numbers, paragraphs, etc. 
and is potentially an important way of finding du
plicate documents, which are likely to share the same
structure.

Longer term, it is likely that combining evidence
from multiple sources of evidence - image proper
ties, metadata, text, and logical document structure
- has the most potential for a high-accuracy system.
Each one of these sources of evidence has strengths
and weaknesses, e.g. text most fully expresses the
exact meaning of a document, but may not always
be available due to low accuracy of OCR. The goal
of accuracy when faced with widely varying docu
ment properties will require flexibility in weighing
all available evidence
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Abstract

This paper presents an overview of features for
classifying shapes in digital document images. A new
process for classifying shapes in digital images using a
radial feature token (RFT) is also presented. This shape
classification process has been implemented as the
ALISA@ Shape Module, the third module in the
Adaptive Learning Image and Signal Analysis (ALISA)
system hierarchy, which also includes Geometry and
Texture classification modules.

Shape classification in images is a challenging
problem because the basic shapes in an image can
occur in any position, at any orientation, and at any
scale. For this reason, translation, rotation, and scale
invarimlce is a critical property of this or any general
purpose shape recognition system.

The ALISA Shape Module learns to recognize
shapes from a supervised set of training images. These
learned shapes are stored as a set of vectors that are
then used to classify shapes in test images.

Results indicate that this process can learn to
classify shapes from small training sets and then
classify similar shapes despite extraneous edges or
partially overlapping shapes. The radial feature token
also enables the ALISA Shape Module to classify some
shapes that are only partially visible or that have gaps
in their edges.

1 Shape Feature Extraction
Several simple features have been applied to shape
classification. Some of these features include: the length
of the shape's boundary, the orientation and size of the
shape's major axis, and the number of convex
deficiencies (concavities). These simple features have
been successfully applied to some very specific
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applications, but they do not generalize well because
too much information about the original shape is lost.

Techniques that consider a shape's entire boundary,
not just gross structural characteristics, include
parameter transforms, chain codes, signatures, and
region skeletons. Each of these techniques is presented
here with their strengths and weaknesses. In general, all
of these techniques are computationally very expensive.

1.1 Parameter Transforms
Parameter transforms, like the Hough and RANSAC
Transforms, are general algorithms that can be
customized to classify particular shapes or edge
patterns. Parameter transforms are so named because
the selected transform has bound random variables,
called the parameters, that are varied through their
range to calculate a dependent variable. Curve-fitting
algorithms, in contrast, try to find edge points that best
fit a function with fixed parameters. [10]

Parameter transforms are a type of voting algorithm
because the resulting value of the dependent variable
from each set of parameter values is tallied in an N
dimensional histogram, where N-I is the number of
parameters being changed. The ranges for these
changing parameters are quantized, divided into
discrete subranges. These subranges correspond to the
individual rows and columns in the N-dimensional
histogram. The Hough and RANSAC transforms
discussed below are specific examples of parameter
transforms characterized by the parameters that are
changed.

1.1.1 Hough Transform
The Hough Transform is one of the most widely used
parameter transforms. The original Hough Transform
uses the general function for a line, Eq. (I), with
parameters m, for the slope, and b, for the offset.

ALISA is a registered trademark of The ALIAS
Corporation
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A 2-dimensional histogram is used to count the
number of times each discrete value of b results from all
discrete values ofm.

Although Eq. (1) is very simple, problems arise with
vertical and nearly-vertical lines because both m and b
approach infinity. To solve this problem, Duda and Hart
proposed using Eq. (2), based on the Radon Transform
[10][ 19], which is continuous for all values of theta (8).
The resulting 2-dimensional histogram uses discrete
ranges of p and 8 for axes.

In practice, the Hough Transform is used to find
shapes in images through the following steps:

1. compute the gradient of an image using a Sobel
operator or something similar to find edges,

2. select a quantization resolution for the p,8 plane,
3. calculate p for all values of e when <x,y> is on an

edge,
4. find the cells in the p,8 plane that have the

greatest values, and
5. compare these dominant cells with those from

known classes.

The Hough Transform is popular because it is robust
for edges with gaps and noise. The quantization done by
selecting discrete ranges for p and 8 is a form of
undersampling which reduces the affects of noise and
gaps on the resulting p,8 histogram. [10]

The Hough Transform also has some disadvantages.
Eqs. (I) and (2) are only two of the many possible
transforms that can be used with the Hough Transform.
Selecting the appropriate transform and size of the
discrete ranges in the histogram is application
dependent and can require a lot of experimentation.
Also, the resulting histogram is not invariant to changes
in scale and rotation. The histogram itself must be
transformed or normalized to find matching shapes at
different scales or orientations.

1.1.2 RANSAC
The RANSAC transform is similar to the Hough
Transform in that it is a parameter transform and voting
algorithm. Where the Hough Transform uses a function,
the RANSAC transform uses a geometric shape. A
series of shapes are used as templates to see how often
points on the template shape correspond with edges in
the image. [11]

As an example, consider a RANSAC application
that uses an ellipse as a template shape to look for
elliptical edge structures in an image. A set of ellipses is
predefined as the template. These ellipses represent
some range of radii, aspect ratios, and orientations.
Each ellipse is scanned across the image to find
locations where five (or some other predetermined

number) preselected points on the ellipse template
match with the edges in the image. The ellipse template
that accumulates the most votes wins, and its class is
chosen to represent that image. [11]

Like the Hough Transform, this method is robust
when the edges have gaps or noise. But also like the
Hough Transform, the RANSAC method can be
difficult to optimize because so many possible template
shapes and shape parameters make the search space
large.

Shapiro [19] developed a special case of the Hough
Transform, also based on the Radon Transform, called
Reconstructive Matching (RM). RM uses either a
rectangular token or radial token (for scale invariance)
to build templates for shape recognition. The cross
correlation between the image and the template is used
to match a template to a shape. RM also uses the first
through fourth moments of the template and shape
region as criteria for a match. As a result, RM is
inherently invariant to position, rotation, and optionally
scaling for shape recognition. Results reported to date
are only on experiments with simple shapes. Also, no
way has been found to deal with concave shapes.

1.2 Chain Codes
Chain codes are used to characterize closed shapes as a
series of fixed length line segments. These fixed length
line segments can either be 4-way or 8-way connected
as shown in Figure 1. From an arbitrary starting point,
designated by the large dot, each segment is identified
by its direction, zero through seven in the case of 8-way
coding. The example shown produces the code
"21100077644444". [14]

The starting point is arbitrary because the coded
string "21100077644444" is a circular code that can
be rotated to match the same shape at any starting
position. Rotational invariance can be achieved by
using the differences of these code values instead of the
directional codes themselves. These differences are
consistent as the shape is rotated to 90°, 180°, and 270°
for a 4-way code and 45°,90°, 135° and so on for an 8
way code. Orientation changes that are smaller than the
intervals shown may change the difference codes
because of aliasing.

Scale invariance can be achieved by changing the
length of the fixed length segments used to build the
code string or scaling the code string itself. For
example, a larger version of "21100077644444"
might be "2211110000007777664444444444",
where each code is used twice as often.

Even though implementing scale and rotation
invariance are easy to demonstrate for chain coding
techniques, in practice they are difficult to generalize.
Small changes in rotation or scale can not be
represented with the methods shown. Changes in
rotation and scale in digital images also causes aliasing,

(2)p = x cos(8) + y sin(8)
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or stair-step affects, which can become false vertices
and change the code string dramatically.
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Figure 1 - Chain Code Example

1.3 Signatures
A signature is a function that represents a shape's
boundary. Many functions can be used but the most
common is the distance from the shape's centroid to the
boundary plotted as a function of angle. Signature
functions can only accurately represent convex shapes
or mostly convex shapes with boundaries that can be
completely "seen" from the shape's centroid. [14]

Rotational invariance can be achieved by phase
shifting the signature function. Scale invariance, for the
distance-from-centroid function described above, can be
implemented by normalizing the function's magnitude.
Other functions, like the angle between the radii from
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the center and the boundary's tangent, are naturally
scale invariant.

The signature function is typically implemented as a
histogram. For the distance-from-centroid example, the
histogram's magnitude is the distance from the shape's
centroid for each angle increment. The signatures of
two shapes can be compared by correlation.

Signatures can only be used in convex or near
convex shapes. They also require finding the shape's
centroid, which is difficult for shapes with boundary
gaps or shapes that are partially obscured.

1.4 Region Skeletons
Two-dimensional shapes can be reduced to form a
region skeleton or graph which can then be used to
characterize the shape. The skeleton of a shape can be
determined by a thinning algorithm that reduces a shape
to a skeleton that is only one pixel wide. This skeleton
can then be stored as a tree graph. [14]

Blum [4] proposed the medial axis transformation
(MAT) as an algorithm to determine the skeleton of a
shape. The MAT algorithm considers every point within
a shape and determines the closest boundary pixel to
that point. If two or more boundary pixels are
equidistant from a point in a shape then that point is part
of the shape's skeleton.

Many variations of this basic MAT algorithm have
been developed to improve the computational efficiency
of the algorithm and also handle gray-scale and color
images. The resulting skeleton, or tree graph, can be
handled very much like a chain code. The tree graph is
rotationally invariant and scale invariance can be
achieved to some extent by scaling the graph's
elements. Although a shape's skeleton represents the
shape's basic structure, it does not represent the shape's
boundary. For example, symmetrical widening or
thinning in a shape has no affect on the shape's
skeleton.

2 Constraint Satisfaction Methods
Image analysis systems that attempt to extract shape and
other structural information from images must take
advantage of domain specific constraints to resolve
ambiguities. The three types of constraints that can be
exploited are constraints imposed by templates, natural
constraints, and linguistic constraints. [9]

Algorithms that implement these constraint systems
are generally called relaxation algorithms, so named
because they classify as much of the image as possible
with tight tolerances on the constraints. The tolerances
are then gradually relaxed to also classify objects that
do not match perfectly.



Correlation coefficient2.1 Template Matching Systems
Template matching systems compare edges in images
with a set of known patterns. These known patterns, or
templates, are compared with the image edges using a
correlation metric to determine which template is the
best fit. This section discusses the following four
general families of template systems: total, partial,
piece, and flexible templates. [9]

2.1.1 Total Templates
Total templates are the simplest but most restrictive
type of templates. Total templates are applied to an
entire image and do not allow for translation, scaling, or
rotation of the template pattern. Because of these
limitations, total templates offer fast performance, but
they are very application specific and they do not
generalize well. Total templates are typically used to
check parts on an assembly line where the location and
position of the part is controlled.

Comparing total templates to a test image is a fast
and easy operation because any deviation from the
template, beyond some tolerance, is considered a
mismatch. To determine the degree to which the image
matches a template is generally done by correlating
template points with those in the image.

As background, three methods for calculating this
correlation, cross-correlation, Chamfer matching,
and the Hausdorff Distance, are discussed here. These
are popular methods but are not the only methods used.
These methods also apply to all template types, not just
total templates.

2.1.1.1 Cross-correlation
The correlation between the pixels of a gray-scale
image, f(x,y), and a template bitmap, «(x.y) is generally
called the cross-correlation if f(x,y) and «(x.y) are
different functions. The image, f(x,y), consists of gray
scale intensity values or gray-scale edge values,
depending on the application. The template, «(x.y), is a
2-dimensional array of either 1's and O's, like a mask,
or gray-scale values. Simple correlation, Eq. (3), works
well as long as the intensity values of the gray-scale
image and template are of the same scale. If they are
scaled differently then the correlation coefficient, Eq.
(4), must be used to correct for this difference. [19]

Simple correlation (3)

R(m,n) =LLf(x,y)w(x-m,y-n)
x y
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(4)

I:I: [f(x,y) - I(x,y)][m(x - m,y - n) - w]
x \

I:I: [.r(x,y) - I(x,y)tI:I:[m(x - m.y- n) - wt
x .J

where f and Ware the mean intensity values of

f(x,y) and «(x.y) within the template area.

If the template is smaller than the image, the
template can be scanned across the image by
incrementing m and n. The largest value in the resulting
array, r(m,n), indicates which position in the image
most closely matches the template. A threshold is
generally used to decide whether the largest value in
r(m,n) is large enough to be considered a match or to
decide if more than one value exceeds the threshold
indicating multiple matches in the same image.

Although Eqs. (3) and (4) do allow for translation,
they do not support rotational variations between the
image and template. Rotation can be handled by adding
the stepwise rotation of «(x.y) about its center. The
resulting array, r(m,n,f), is now 3-dimensional, but it
can be processed as before, because any values greater
than the threshold are considered matches. Handling
rotation in this way is expensive because the correlation
must be calculated for all values ofm, n, and!

Templates that use polar coordinates can be used to
eliminate the need for rotating the rectangular
templates. Processing polar templates, however, can
also be slow because the polar coordinates must be
mapped into the rectangular coordinates of the image.
Aliasing can be a problem, because mapping polar to
rectangular coordinates involves rounding to the nearest
image pixel, which may cause classification errors.

2.1.1.2 Chamfer Matching
Chamfer matching, originally introduced by Barrow [1],
is a way to compare templates of edges with edges in
images. The image was expected to be binary with zeros
for background and ones for edge pixels. The
template's pixel values represented the integer distance
from the ideal edge represented by that template. These
distances are known as chamfer distances, and so the
name "chamfer matching". A chamfer distance of zero
represents a template pixel that falls exactly on an
image edge. Pixels farther away from the ideal edge had
greater values. The template is scanned across the
binary image looking for local minima that represent
areas of the image that best match the template.

The scanning and calculations required for chamfer
matching are very expensive, especially for large
templates and if the templates are rotated to match
edges at any orientation. Borgefors introduced a
hierarchical approach using a resolution pyramid that



can quickly find potential matches at a reduced
resolution and then restrict the image scanning at high
resolution to only those areas with likely matches, thus
speeding up the process. [7]

2.1.1.3 Hausdorff Distance
The Hausdorff Distance [18] calculates the closeness of
fit between points on a template and points in an image
shape. The Hausdorff Distance, H(A,B), between two
finite sets of points A={al' a2, ... , an) and B={bj, b2, ... ,
bn } is:

B(A,B) = max ( h(A,B) , h(B,A) ),

where h(A,B) = maXaeA minbeB II a-b II.

The function h(A,B) is called the directed
Hausdorff distance from A to B. The point aEA is
selected as the farthest point from any points in B, and
the function II . II is used to calculate the distance
between a and the closest point of B. The Hausdorff
Distance is then the maximum distance of h(A,B) and
its inverse h(B,A).

The Hausdorff Distance is an interesting template
matching metric because it does not attempt to match
pairs of reference points between the template and the
image shape. Techniques have been developed to
handle translation, rotation, and the matching of partial
templates. No way has been found to easily handle scale
differences, however. This method also has trouble
separating shapes that share edges or overlap.

2.1.2 Partial Templates
Partial templates are essentially the same as total
templates, but they are smaller than the image so they
can be scanned across the image to find a matching
pattern anywhere in the image. The advantage of this
scanning is that the template can now find a matching
pattern independent of its translation within the image.
The methods used to compare partial templates to
image patterns are the same as those described in the
total template section. [9]

2.1.3 Piece Templates
Systems that use total templates or partial templates
compare each template with an image to find matches.
The individual templates are generally not related to
each other in any way, so they can be compared in any
order without affecting the results. Piece templates are
similar to partial templates with the addition of a
hierarchical structure. Lower level piece templates
represent basic or simple shapes, and higher level piece
templates represent more complex shapes. [9]

When comparing piece templates with images, the
highest level templates are compared first in an attempt
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to discover the most complex shapes first.
Subsequently, lower level templates are compared to
find simpler shapes in the remaining areas of the image
that have not matched higher level templates.

As an example, consider a set of piece templates for
identifying printed letters. High level templates in this

system are entire letters in specific fonts (e.g., A, B, 0,
D, E, f, 6). Any shapes that do not match these letter
templates are then compared with a set of simpler
templates (e.g., I, -, /, \, ..l).

2.1.4 Flexible Templates
Flexible templates, sometimes called "rubber masks",
have a set of template shapes, just as partial and piece
templates. Flexible templates extend these template
prototypes by allowing for stretching, reorientation, and
other deviations.

A flexible template begins as a partial or piece
template, which is based on an example or prototype of
a shape. Examples of recognized variations of this same
shape are then used to relax the parameters that describe
the shape so that it includes all of these variations.
Many methods have been used to implement support for
these template variations, including: Gaussian
distribution, uniform range, or a set of valid values for
template parameters. Some flexible templates also
include methods for handling scale and orientation
differences between the template and image patterns.

2.2 Exploiting Natural Constraints
Natural constraints are those imposed by the physical
world. Some famous optical illusions, like M. C.
Escher's "Dutch Waterfall", are intriguing because they
subtly violate these natural constraints. At the shape
level, typical natural constraints include validating
vertices in context with connected vertices and finding
continuous edges and surfaces.

In 1971, Huffman [17] and Clowes [8] published
their work which showed how natural constraints could
be used the label the edges of shapes in an image. They
used three symbols (+, -, and ~) to characterize edges
as convex, concave, or occluded relative to the camera.
Huffinan and Clowes used these edge classifications to
build a table of all legal vertices of two or three edges.
This table can be used to label edges in images of
polyhedra. [9]

Huffman and Clowes had limited their work to
trihedral polyhedra with no shadows, cracks, or
separable concave edges. Separable concave edges are
edges that belong to two or more separable objects, but
they appear in the image as a single edge. They also
used an exhaustive search that changes edge labels
incrementally until all ofthe vertices are legal, or failing
that the polyhedron is declared impossible.



Waltz [9] [20] developed an extension of Huffman
and Clowes' work that addressed the issues of shadows,
cracks, and separable concave edges. Waltz's algorithm
includes the following six different edge types: concave,
convex, obscuring edges, cracks, shadows, and
separable concave edges. With these additional edge
types and allowing vertices with up to five coincident
edges, the number of vertex types grew from Huffman's
15 to 2,593 legal combinations.

Although these new vertex types allow Waltz to
handle more complex images than Huffman, the large
number of legal vertices makes Huffman's exhaustive
search impractical. The Waltz algorithm considers
vertices in pairs. For any given pair of vertices, all
edges connected to this pair are labeled with all possible
legal labels. After all edges have been labeled with all
legal labels, the pair-wise analysis continues to find
labels that can not exist in each edge's context. This
process is commonly called Waltz filtering.

Despite Waltz's advances on Huffman's original
work, both systems focus on vertices and assume that all
edges are straight. This requirement limits the use of
these systems to controlled environments, like "Blocks
World", making them inappropriate for many real
world applications.

3 Overview of the ALISA System
The ALISA System is an image analysis system
organized as layers of modules in which the modules in
each successive layer look at the output of the module
(or modules) in the previous layer. The modules of each
successive layer then classify more conceptually
complex objects than their predecessors. [2]

The ALISA system uses an artificial intelligence
paradigm called histogram learning to build a
statistical representation of image data from a training
set. ALISA uses texture and geometry features to
characterize patterns in training images. These features
are used to build a statistical representation of each
class. ALISA then uses this class representation to
determine if a set of test images are similar in part or in
whole to the training set. Because ALISA learns from
example, it can be quickly trained to recognize new
textures or geometries without reprogramming. [5] [16]

Histogram learning is a machine learning paradigm
that learns which feature vectors are expected or
unexpected for a particular class of images. Histogram
learning uses a histogram to accumulate the frequencies
at which feature vectors occur in example images. [6]

The current ALISA system has two modules, a
Texture Module [5] and a Geometry Module [16]. The
Texture Module uses features that characterize sub
symbolic textures in an image. These texture features
include measurements of roughness, wavy patterns, and
the directionality of any intensity gradients. [6]

The ALISA Texture Module classifies pixel patterns
in an image into known texture classes and generates an
output image, called a texture map, in which each
pixel's value corresponds to the texture class of the area
surrounding that pixel in the original image. This means
that areas of the texture map that have the same pixel
value have the same texture in the corresponding area in
the original image. The boundaries between these solid
areas are the edges in the image. [6]

The Geometry Module can be trained to classify a
wide variety of 2-dimensional patterns in the texture
map. In this work, the Geometry Module looks at the
edges found in the image by the Texture Module and
classifies the edges based on their orientation (i.e.,
vertical, horizontal, up-slant, and down-slant). The
Geometry Module builds an output image, called the
geometry map, in which each pixel's value represents
one of these four classes. [16]

4 ALISA Shape Module
The Shape Module accepts the geometry map from the
Geometry Module as input and generates a class shape
map for each shape class as output. Each pixel's value
in a class shape map indicates the confidence that that
pixel is part of that shape.

The Shape Module expects the input geometry map
to contain edges classified as any of the following four
canonical geometry classes: horizontal, vertical, up
slant, and down-slant. The first processing step in the
Shape Module is to segment the input geometry map.
The segmentation process finds continuous regions of
anyone of the geometry classes.

A radial feature token (RFT) is then applied to each
segment to generate a feature vector, ![n], that
characterizes the relationship between that segment and
its surrounding segments. As with the other ALISA
modules, the Shape Module must be trained to
recognize particular shapes before it can be used in an
application. While the Shape Module is being trained to
recognize a new shape class, the feature vectors
generated by the RFT are accumulated in the Shape
Module's vector list, £[m], for that shape. Where £[m] is
an array of feature vectors, ![n], that constitute the
definition of a shape m. When the Shape Module
classifies unknown shapes, the feature vectors generated
by the RFT are then compared with the feature vectors,
in £[ ], looking for the closest match.

4.1 Segmentation Process
The canonical geometry classes assigned by the ALISA
Geometry Module classify edge pixels from the original
image according to their orientation. The segmentation
process uses a recursive flood-fill algorithm [12] to find
all 8-way connected pixels belonging to the same
geometry class. That is, all 8-way connected edge pixels
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with the same orientation are grouped together into a
segment.

Flood-fill algorithms are commonly used III

computer graphics applications for finding regions of
adjacent pixels with some common attribute or for
finding all pixels within some arbitrary boundary. In
both cases the boundary of the shape being filled can
either be specified by image coordinates or pixel values
of either the boundary or the shape contents. The
recursive flood-fill algorithm finds all 8-way connected
pixels with the same "value", where the pixel's "value"
is its geometry class.

Figure 2 shows a square with four segments, one
corresponding to each of the four sides. The bottom
horizontal segment is shown with its RFT radiating
from its center.

4.2 Segment Classification
After the geometry map has been segmented, an RFT is
used to generate a feature vector for each segment.
These feature vectors characterize the shapes formed by
the relative positions of the image segments. The RFT is
a set of consistently spaced radii emanating from a
common center, as shown in Figure 2.

Figure 2 - Radial Feature Token Example

Token Operation. Shape classification is
complicated by, among other things, variations in the
scale and orientation of the shapes in an image. One
method that has been used to overcome this problem is
converting the rectilinear image coordinates to radial
coordinates. Converting a rectilinear image to radial
coordinates converts scale and rotation changes to
translation in the radial image. Hough transforms and
radial signatures are examples of how this approach has
been applied to shape classification. The RFT used in
this work is a variation of the radial signature technique.
[14]
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Converting to radial coordinates is, complicated by
the selection of an origin position. Proper placement of
the origin is critical to making the resulting radial image
as invariant to scale and rotation as possible, while
capturing as much information about the shape as
possible.

Because the goal is to group neighboring segments
into shapes, the radial view is limited during training to
the first segment encountered in each radial direction.
This limitation is consistent with published
implementations of the radial signature. Limiting the
radial view in this way means that selecting an origin
outside the shape is sub-optimal because part of the
shape is always obscured. The number of RFT radii that
intersect the shape is also reduced during both training
and testing if the RFT center is outside the shape.

Selecting an origin inside the shape is problematic,
because finding a consistently positioned location inside
the unknown shape is difficult. Finding a point (or
points) on the shape's "skeleton" can be done
consistently if the shape is not partially obscured. The
center of mass can be found for a region surrounded by
segments, but using this point also has limitations.
Partially obscured shapes have a center of mass position
that has little or no relationship to the underlying shape.
Also, in the case of some concave shapes, the center of
mass is outside the shape.

Shape vertices can be used as origins, as shown in
Winston's work [20], but his work was limited to
idealized images with straight edges. In real images,
vertices can be obscured or fuzzy, making them
unreliable. Winston avoided using curved edges
because of the difficulties involved in representing these
curved edges in the context of a vertex, which is defined
as the conjunction of two or more edges. With curved
edges involved, the definition of vertex becomes an
issue. A threshold radius of curvature must be chosen to
differentiate vertices from sharp curves in an edge. For
these reasons, vertices are not good candidates.

Because the goal of this research is to identify
shapes among neighboring segments, using the
segments themselves to position the radial origins seems
most appropriate. Segments representing shape edges
have been used in the Hough transform and signature
methods. These two methods rely on edge information
primarily because the edges and their relative position
to their surrounding edges are what constitute a shape.
For these reasons, all RFT origins considered in this
work are positioned on the pixel closest to the
segment's center of mass.

Having identified the position of an RFT's center on
a specific segment, Sj, the evenly spaced radii are
extended from this center. Note that the pixels of S, are
ignored by the radii. The radii follow straight lines from
the center, being mapped to specific pixel positions in
the image by Breshenham's raster algorithm [12]. In



Figure 2, an RFT with 24 radii separated by 15° is
shown. During training each radii stops at the first
segment encountered. During testing the radii record all
segments encountered and only stop at the edge of the
Image.

The distance that each radius extends from the RFT
origin to reach a segment is stored in a feature vector,
!;:[n], where n is the number of radii. The distances are
stored in counter-clockwise order with an arbitrary
starting point. Those corresponding to radii that reach
the image edge are set to zero.

Figure 3 shows the results of a series of experiments
to determine the optimal number of radii for the RFT.
Each cell in this table shows the percentage of correct
classifications after the Shape Module was trained to
recognize squares, 5-gons, IO-gons, 20-gons, and
circles. The percentage shown is an average over the
module's performance in classifying all five shapes.
Performance does not improve significantly with more
than 24 radii, but the computation time increases by
O(n\

Number 8 16 24 32 40 48 56 64
of radii
Percent 0.913 0.987 0.995 0.995 0.995 0.995 0.996 0.996
correct

Figure 3 - Percentage of Correct Classifications

Feature Vector Representation. The feature
vector, !;:[n], generated by the RFT in Figure 2 is
shown in Figure 4a). Rotational invariance is
achieved by performing a circular shift on the feature
vector. In the case of !;:[n], it could be compared with
another vector which was shifted 45° from !;:[n]. If the
two vectors were similar, their closest match would
occur when !;:[n] was shifted by three positions as
shown in Figure 4b).

In addition to matching shapes that are rotated,
this feature vector can also match shapes that are
flipped (mirror images). This can be done by
inverting the feature vector about some axis as shown
in Figure 4c). In this example, radii numbers 6 and 18

are used as the axis of rotation, meaning that the
shape was flipped around a vertical axis. The inverted
vector can also be shifted, making it rotation
invariant.

Symbolic Translation Matrix (STM)
Organization. The Shape Module's training is
supervised by showing the system selected example
shapes from each class. Each new feature vector from
a training image is added to the Shape Module's STM
for the designated class. A shape class is a collection
of feature vectors that belong to the same class.
Classification is performed by comparing feature
vectors computed from test images to those stored in
the STM.

rad distance rad distance rad distance
0 76 0 0 0 0
1 89 1 0 1 0
2 114 .... 2 71 2 74
3 156 3 76 3 79
4 145 4 89 4 92
5 145 ..... 5 114 5 120
6 155 6 156 - 6 155
7 120 7 145 7 145
8 92 <, 8 145 8 145
9 79 9 155 9 156
10 74 10 120 10 114
11 0 II 92 II 89
12 0 12 79 12 76
13 0 13 74 13 71
14 0 14 0 14 0
15 0 15 0 15 0
16 0 16 0 16 0
17 0 17 0 17 0
18 0 18 0 - 18 0
19 0 19 0 19 0
20 0 20 0 20 0
21 0 21 0 21 0
22 0 22 0 22 0
23 71 23 0 23 0

a) original vector b) rotated 45° c) mirror image
Figure 4 - Radial Token Feature Vector
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Figure 5 - Test square with RFT shown

The Shape Module classifies segments based on
their position relative to neighboring segments. Each
segment is characterized by an RFT that generated a
feature vector. This feature vector is then compared
against all feature vectors in each shape class. A single
segment can match multiple classes because a segment
can be part of more than one shape class.

Figure 5 shows a simple example image of a square
with an ellipse overlaying it. The RFT (shown radiating
from the bottom segment) measures the distances from
that segment to the other edges its radii intersect. These
distances are tabulated in Figure 6 a) and compared
with distances learned from the training image for
squares in Figure 2.

Figure 6 b) shows the STM vector that best matches
this segment. These vectors are compared by dividing
the distances from the test image, F[r, c], by the
distances in the STM vector, S]r], to find the ratios,
Rjr,c], between the edges detected and those expected if
the shape is a match, Eq. (5).

The resulting R[ ] values are then sorted to find the
group with the closest values. The number of values
required to match is a parameter of the system. It
controls how tolerant the Shape Module is to gaps. The
range of the values within this group is used to
determine the confidence of the match. The range is
compared with the intra-class distances among the
training vectors.

R[r,c] = F[r,c] / S[r] (5)

radii # distance radii # distance radii # R[]

0 - - - 0 - 0 - - -
I 67 - - I 75 I .89 - -
2 75 - - 2 84 2 .89 - -
3 92 104 - 3 101 3 .91 1.03 -
4 71 122 128 4 145 4 A9 .84 .88
5 62 118 135 5 149 5 A2 .79 .91
6 59 116 130 6 144 6 AI .81 .90
7 61 118 134 7 149 7 AI .79 .90
8 70 123 129 8 141 8 .50 .87 .91
9 92 98 - 9 100 9 .92 .98 -
10 75 - - 10 82 10 .91 - -
II 67 - - II 74 II .91 - -
12 - - - 12 - 12 - - -
13 - - - 13 - 13 - - -
14 - - - 14 - 14 - - -
15 - - - IS - 15 - - -
16 - - - 16 - 16 - - -
17 - - - 17 - 17 - - -
18 - - - 18 - 18 - - -
19 - - - 19 - 19 - - -
20 - - - 20 - 20 - - -
21 - - - 21 - 21 - - -
22 - - - 22 - 22 - - -
23 - - - 23 - 23 - - -

a) test vector F[r,c] b) STM vector S[r] c) R[r,c] = F[r,c] / S[r]
Figure 6 - Comparison of Test Feature Vector and STM Feature Vector
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4.3 Shape Module Output
The Shape Module's output is a shape map. The output
shape map is a il2 dimensional image where x and y
denote the spatial coordinates and fJx,y) is an integer
which corresponds to the shape class of the pixel at
location (x,y). The shape map consists of multiple layers
(z-axis) because each segment can belong to more than
one shape. Therefore, each pixel,l(x,y), can have more
than one value.

5 Results
A great deal of research is currently being done on
content-based query in image databases. [3]
Experiments with the Shape Module have demonstrated
that it can locate known shapes in images, despite their
location, orientation, and scale. The ALISA Shape
Module is being applied to a variety of shape
classification problems, including trademark logo
matching and industrial parts identification.

The subject selected for one trademark experiment
was Waldo from the "Where's Waldo?" game
developed by Martin Handford. The goal in "Where's
Waldo?" is to find the Waldo character in a complex
cartoon image. [15]

Cartoon images are good test subjects for the Shape
Module because edge detection is easy and texture
classification is not required. The edge image of the
cartoon can be input directly into the Geometry Module
that will classify the edge pixels into the four canonical
geometry classes. Figure 7a) is an example from the 20
Waldo face outlines used to train the Shape Module.

Figure 7b) is the geometry map of a scene cropped
from a much larger Waldo image. When the Shape
Module analyzed this test scene it produces a shape map
for the Waldo class, Figure 7c), which shows the
segments that match with at least 90% confidence. The
segments shown in Figure 7c) that are not part of Waldo
were found as matches because they are very similar to
shapes within the "Waldo shape". Most of these
segments match Waldo's circular glasses.

Figure 8 shows some sample images from another
set of trademark experiments. Using the registered
trademark of Lone Star restaurants because it is a star
inscribed in a circle inscribed in a triangle. This shape
shows how the Shape Module can identify shapes
despite other overlapping shapes or missing portions. It
also shows how the Shape Module can differentiate
between a circle with a star inside and a circle without a
star.

Figure 8 a) shows the original training image on the
left and its reclassified shape map on the right. All
segments shown in the shape map have a confidence of
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at least 90%. This shape map has some small gaps
because segments smaller than 10 pixels were ignored
in this experiment.

Figure 8 b) shows the logo rotated 90 degrees with a
rectangle covering the logo's top. The shape map on the
right shows that the Shape Module can still identify
most of the visible logo.

a)

Z~!/ii L

c)/ _
Figure 7 - Waldo examples (lS]

In Figure 8 c), the logo is rotated 20 degrees from
the original and scaled down to 80% of the original
size. It is also partially covered by a rectangle with a
circle inside it. The corresponding shape map shows
that the visible part of the logo is still identified and that
the circle in the rectangle is not confused for another
logo.

Figure 8 d) shows the logo rotated 80 degrees with
just over half of it missing. Although the Shape Module
still recognizes about 60% of the visible logo,
recognition begins to fail as more of the logo is erased.



Figure 8 - Trademark matching
(test shape on left and resulting shape map on right)

®- symbols are a registered trademark of Lone Star
Restaurants
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Abstract
In this paper, we discuss the effects of image resolution on OCR accuracy and propose techniques for

improving recognition performance on low-resolution images. The system used is the BBN BYBLOS OCR

system, which employs a script-independent approach based on Hidden Markov Models (HMM) for training

and recognition. Three different low-resolution scenarios are discussed; (a) an Arabic newspaper corpus

with 150 dpi grayscale images, (b) English videotext data where the resolution can vary dramatically from

one segment to another, and (c) Arabic digital fax data received at 100x200 dpi resolution. We report OCR

results for each of the three cases and demonstrate the effectiveness of the upsampling techniques as well as

the basic robustness of the BYBLOS OCR system. We will also demonstrate how our ability to train the

OCR models on each type ofdata allows us to deliver accurate and reliable recognition on a wide variety of

data.

1 Introduction

In this paper we present techniques for dealing with low-resolution documents. A

comprehensive evaluation of different OCR systems by Rice, et al. [1] has shown that OCR

performance is dependent strongly upon the resolution of the text image. Furthermore, the authors

of also provide plots of the character error rate (CER) versus resolution and show that the

degradation for most systems accelerates once resolution drops below 200 dpi. In our work we

have noticed that the CER increases by about 25% when the resolution drops from 600 dpi to 200

dpi. Based on this evidence, it is clear that if there exists an opportunity to algorithmically increase

the resolution of the text image, then the concomitant reduction in CER would certainly justify such

effort.

In the following sections we present our work with the three different types of low-resolution,

text documents mentioned earlier. In each case we performed some pre-processing to enhance the

low-resolution image into a higher resolution image with the aim of reducing the final recognition

error rate.

The newspaper data consists of grayscale images of An-Nahar (a leading Arabic daily) scanned

at 150 dpi grayscale. In Section 3 we show how upsampling the grayscale images before binarizing
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enables us to cut the character error rate (CER) by a factor of 3 over direct binarization. Training

our models on newspaper data that has been similarly upsampled and binarized reduces the CER by

another factor of 3.

Our videotext data was segmented from color video images obtained from off-the-air TV

broadcast news in English. This data presents three problems: (a) the text has very low resolution,

(b) it is in color, and (c) it typically overlays a rich and varying background. We pre-process,

upsample and binarize the videotext image before running it through our recognition system.

While the baseline models yield results that are too errorful to use, training on similar data cuts the

CER down to 8.3%. Details of this work are presented in Section 4.

In SDIUT'99, we dealt with the case of text images obtained from faxed and printed data, and

proposed techniques to ameliorate the degradation in recognition accuracy. Here we deal with the

case of electronically transmitted fax data, which is sampled nonuniformly at lOOx200 dpi. Since

our models are trained on data that is scanned at uniform resolution in both directions, a change in

the aspect ratio of the text images causes serious recognition problems. So, we implemented a

filtering scheme to upsample the data to 200x200 dpi and then ran our recognition system on the

upsampled data. Section 5 discusses the details of this work. In the next section we provide a brief

review of the BYBLOS OCR system.

2 Review of Basic OCR System

In this section we briefly review the working of the BBN BYBLOS OCR system which is a

Hidden Markov Model based system. A significant advantage of HMM-based systems is that they

provide a language-independent framework for training and recognition. At the same time, they do

not require the training data to be segmented into words or characters, i.e., they automatically train

themselves on non-segmented data. For a more detailed description the reader is referred to [2-5].

A pictorial representation of the system is given in Figure 1. OCR system components are

identified by rectangular boxes and are independent of the particular language or script.

Knowledge sources are depicted by ellipses and are dependent on the particular language or script.

Thus, the same system can be configured to perform recognition on any language, provided training

data in that language is available.
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Figure I: Block diagram of BBN BYBLOS OCR system

At the top level, the OCR system can be sub-divided into two basic functional components:

training and recognition. Both, training and recognition share a common pre-processing and

feature extraction stage. This stage starts off by first de-skewing the scanned image to ensure that

the text boundaries are parallel to the image boundaries. After de-skewing, the line-finding

Figure 2: Feature Extraction

program locates the positions of the text lines on the de-skewed image. Finally, the feature

extraction program computes a sequence of feature vectors for each line (see Figure 2) as follows:

• Each line of text is horizontally segmented into a sequence of thin, overlapping, vertical

strips called frames (one frame is shown in Figure 2).
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• Corresponding to each frame, a language-independent 60-dimensional feature vector is

computed to numerically represent the frame. Each feature vector is a function of the

horizontal position of the corresponding frame.

• Linear Discriminant Analysis transformation IS performed on the feature vector to

reduce dimensionality from 60 to 15.

The OCR system models each character with a 14-state, left-to-right HMM, as shown in Figure

3. Each state has an associated output probability distribution over the features. The model

parameters (the output probability distributions and the transition probabilities between states) are

estimated from training data using the Baum-Welch or Forward-Backward algorithm.

Figure 3: l4-state, left-to-right HMM topology with self-loops and skips

The Baum-Welch algorithm aligns feature vectors with the character models to obtain maximum

likelihood estimates of HMM parameters. During recognition we search for the sequence of

characters that is most likely given the feature-vector sequence and the trained character-models, in

accordance with the constraints imposed by a lexicon and/or a statistical grammar. The use of a

lexicon during recognition is optional but its use generally results in a lower CER. The lexicon is

estimated from a suitably large text corpus. Typically the grammar (language model), which

provides the probability of any character or word sequence, is also estimated from the same corpus.

3 OCR of Grayscale Document Images

While the BYBLOS OCR system works with binary images that contain black text on a white

background, the core recognition engine is, by design, fundamentally independent of the nature of

the input image. As such, all image and format specific information is handled at the pre

processing and feature extraction stage.

Given our current recognition system, there are two possible approaches to deal with grayscale

data. The first approach is to train the system using features extracted directly from the grayscale

images. The second approach calls for upsampling and binarizing the grayscale image. The

binarized image can then be processed using the current recognition system without any changes.
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Upsampling is done to preserve some of the grayness information in the original image by spatially

encoding it in a higher dimensional bi-level image. In considering the two approaches it is useful

to note that the grayscale representation notwithstanding, the underlying "true" text image is a bi

level image. Also, from a feature computation perspective grayscale images offer a serious

normalization challenge because the dynamic range of the intensities of text and background pixels

varies, both, locally within a zone and globally across zones. Keeping the above considerations in

mind, we chose to implement the second approach. The upsampling and binarization procedure

offers the additional advantage that it is a principled, generic methodology for completely reusing

the existing system without changes.

3.1 Grayscale Corpus

The grayscale text-image corpus comes from the Lebanese newspaper An-Nahar. The images

(256 level grayscale, i.e., 8 bits/pixel, scanned at 150 dpi) are taken from different issues over a

.,,:' ~AJ·:4,J ~,

~ .:.,L:...:.il ?' iJ~pwl .1L '}4J$1

Figure 4: Example grayscale newspaper image

span of 2 years and are of one font type. At a grayscale resolution of 150 dpi, sufficiently high

image quality is maintained. Figure 4 shows a sample column from the newspaper. As can be seen

from the sample column, the amount of background gray varies in different regions of a single text

zone.
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3.2 Pre-Processing the grayscale images

As mentioned earlier, a comprehensive study [1] of different OCR systems performed by

researchers at the University of Nevada shows that the recognition performance degrades sharply at

(bi-level) resolutions lower than 200 dpi. In the case of the BYBLOS OCR system we see a more

graceful degradation of performance but nevertheless, character error rates (CER) are significantly

lower at a resolution of 600 dpi than at 200 dpi. As the numbers in Table 1 indicate, binarizing the

Figure 5: Raw (150 dpi) grayscale newspaper image

Figure 6: Upsampled (600 dpi) grayscale image

~tt-ll ..,.. ,... h ...:-!t l.i.e,
.:,,-... Mt! ,...JJ~~ oJJ"
~ft .::.IJ,....I ~ 'ilU~1

~.J"" om" ..I J,LI1 'i~~1
iJH ~l ~IS I~" •~I

Figure 7: Binarized (600 dpi) newspaper image

grayscale image at 150 dpi results in a CER of 10%; much higher than our usual system CER of

about 2% on newspaper data from the DARPA Arabic corpus. In order to better leverage the

grayscale information in the raw image we decided to first upsample the grayscale image to 600 dpi

before binarizing. Our upsampling procedure was as follows: insert three zero-valued pixels

between the "original" pixels in every direction and apply an anti-aliasing filter with a 1[/4 cutoff

frequency. The low-pass filter used was a 29x29 pixel finite impulse response filter whose

coefficients were computed using the Remez algorithm. Figures 5, 6, and 7 show the steps in

binarizing a small zone of grayscale text.

After upsampling the image we then binarize it using a simple nearest neighbor method. We

chose the nearest neighbor method after trying several other, more complex, global and adaptive
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binarization schemes. The nearest neighbor algorithm seemed to generate the best result as

evaluated by visual inspection.

3.3 Experiments and Results

We performed three sets of experiments (see Table 1). In the first set we used models we have

previously trained on 40 pages from the DARPA Arabic corpus. When we binarize the An-nahar

data at 150 dpi without any upsampling, the baseline CER we obtained was 10.0%. In the second

set, we upsampled and binarized the images to 600 dpi and the CER decreased to 3.4%. The third

set of experiments involved training on data from the corpus. We selected a small training set, 9

zones totaling 540 lines, all single font. For testing we used another three zones of 204 lines. We

used the same upsampling and binarization scheme described above both for training and test.

Training/preprocessing Test CER%

DARPA Arabic Corpus Newspaper data from DARPA Corpus 2.0

DARPA Arabic Corpus An-nahar data: binarized at 150 dpi 10.0

DARPA Arabic Corpus An-nahar data: Upsampled (600 dpi), 3.4
filtered and binarized

An-nahar data: Upsampled (600 An-nahar data: Upsampled (600 dpi), 1.1
dpii.filtered and binarized filtered and binarized

Table 1: Error-rates for different pre-processing and training conditions

The CER we obtained was 1.1%, a reduction by a factor of 3 over the system trained on the

DARPA data. This result shows that our system can handle grayscale data very well, and that we

can get as good performance on low-resolution grayscale data as on high-resolution binary data.

4 OCR of Video-text Images

In broad terms, the Video OCR problem may be decomposed into three somewhat independent

processes (see Figure 8):
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• Detecting the existence and location of text within each frame in the video stream

• Enhancing (removing background, upsampling) and binarizing the text image

• Recognizing the text in the processed images

In this paper our focus is on steps 2 and 3 above. As such, in the experimental results

presented later we used annotated text blocks as the input text images to the system.

The BYBLOS OCR system works with binary images that contain black text on a white

background whereas video data contains colored text on a colored, textured background. The aim

Enhancedetected
text regions OCR

"a Sports
News

Network"

Figure 8: Pictorial illustration of OCR procedure for video documents

of our text enhancement procedure is to binarize the color text image for input to the OCR system.

While there have been several approaches to binarizing color text images, most of them include a

pre-processing stage that converts the color image to a grayscale image. All downstream processes

are then performed on the grayscale image. Oftentimes, video data contains examples where the

text region and the background have almost the same intensity; the only difference being that the

two regions are of different color. In such cases conversion to grayscale blurs the text-background

boundaries, making it impossible to binarize the image accurately. Our approach has been to

incorporate the color information into the binarization procedure in order to improve system

performance.

The first step in our binarization procedure is to enhance the text image to amplify the contrast

between the text and the background; this is discussed in the following section.
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4.1 Enhancing the Text Image

A typical characteristic of text in video is that a given text region persists over a few frames of

video feed during which the background mayor may not vary. In fact, more often than not the

background varies while the text remains static. By leveraging this persistent nature of text and the

dynamic nature of the background, it is possible to substantially improve performance of any

binarization procedure. The enhanced image is computed by aligning the different instances of a

particular text region across frames and, for each pixel, choosing the color that corresponds to the

minimum intensity value across frames. We tried other order statistics such as the mean, median

and the maximum but the minimum order statistic yielded the best image in terms of visual

perception. At present our binarization technique is designed to handle data in which the text is

brighter than the background. For such text, using the minimum is extremely effective in reducing

the complexity of the background. Figure 9 below shows the application of the min image

procedure to a text region that persists for 107 frames. As can be seen, the minimum image

provides an excellent starting point for the text extraction and binarization procedure. The resulting

image in Figure 9 illustrates the effectiveness of the minimum image procedure in enhancing the

contrast of the videotext image.

Frame 10

Frame 1

IMiliWlia. Frame 80

~:r VIRGINI .

Min Image

HUNTINGTON. WEST VIRGINIA

Figure 9 : Computation of minimum image

4.2 Correlation-Based Technique

Sato [6] describes a correlation technique for binarizing videotext images. The essence of

Sato's technique is to model various text strokes using different matched filters. In his paper he

reports on the use of four separate filters to model horizontal strokes, vertical strokes and two

diagonal strokes, at 45 and 135 degrees to the horizontal. The filters are trained by marking

suitable regions on sample training data. Examples of marked training regions for horizontal and

vertical filters and corresponding trained filters are shown below in Figure 10.
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Each videotext image is correlated separately with each of the four filters and the correlation

outputs are thresholded to yield four intermediate binary images. The final binarized image is the

union of the four intermediate binarized images. While the technique is simple to implement, we

found that it had several shortcomings as described by Sato himself. The most prevalent problem

was that background components occasionally exhibit text-stroke like characteristics and are

Borizonral strokes

Venical strokes ~~s ~"5ym:i;o;" ':9 y9'Cllt'S ~ou::.f
'" __ = Ii;'ff.;o>.*,~", ~

Trained horizontal filter Trained verlical finer

Figure 10: Marked training regions and trained correlation filters for text extraction

routinely picked up by the filters. Furthermore, such background components have high correlation

scores and cannot be completely eliminated by adjusting the threshold. Another obvious drawback

is that by constraining the binarization procedure to use the grayscale image alone, valuable

InitialBinarized
Image

Enhanced Imaget-- -+I

Figure 11: Block diagram of binarization procedure

information in the color image is summarily discarded. The binarized Images also lack the

smoothness that characterizes the curves and loops in characters such as c, d, 0, etc.
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Notwithstanding all of the problems listed above, the correlation technique does an excellent job of

locating the position of text pixels. Thus, while the final binarized image may be morphologically

lacking, it does contain most of the text pixels in the original image. Based on this observation we

have developed a binarization scheme that uses the correlation method as the first step and then

reverts back to the color image for improved performance.

Figure 11 shows a block diagram of our binarization procedure. We first use the correlation

technique to binarize the text image so that text pixels have a value of 1 (white) and background

pixels are assigned a value of 0 (black). The binarized image is then multiplied with the minimum

image to create a text-colormap image. In the text-colormap image, those pixels that were

classified as background remain black while those that were classified as text take their color from

the minimum image.

Since the resolution of the video is typically low, we then upsample the text-colormap image

and minimum image by a factor of 4 along each dimension, i.e., each pixel in the original image is

~

~

~l1!I'IllI

SEAN CALLEBS

Enhance Image

SEAN CALLEBS
Text-color'!'ap Image

SEAN CALLEBS
Inrtial Binarized Image

ISEAN C:ALLEBS I
Binarized Videotext Image after relaxation

t

Figure 12: Videotext image enhancement and binarization example

replaced with a 4x4 block of 16 pixels. We then use binary K-means clustering on the pixels of the

upsampled text-colormap image to estimate the average color value for text pixels and background

pixels. For each pixel on the text-colormap image, if the pixel's color is closer to the average text

color than to the average background-color the pixel is classified as a text pixel, otherwise it is

263



classified as a background pixel. This clustering procedure allows us to eliminate background

pixels that have the same intensity as text pixels, but are of a different color. To further ensure that

the edges of the text strokes are not jagged due to aggressive thresholding, we use a relaxation

procedure that searches for text-color pixels within a pre-specified neighborhood of text pixels.

After relaxation we obtain a smooth, binarized version of the original text image. The binarized

text image is then recognized using the BYBLOS OCR system. Figure 12 above illustrates the

procedure for a sample text image.

4.3 Recognition Experiments

To test the performance of the BYBLOS English OCR system on the binarized videotext data,

we used an in-house video corpus collected from CNN Headline News broadcasts. A training set

of about 14,000 characters was identified from data collected on three different days. For the test

set, we used about 4500 characters from two other days. The test and training were from different

days.

Category Contribution to Total CER %

Line-finding 0.9

Binarization 1.8

Underlined text 1.7

Drop shadow text 1.2

Small font size 1.1

Other 1.6

TOTAL 8.3

Table 2: Decomposition of overall CER into different categories

First, the training and test were both binarized using the binarization procedure described

above. The OCR system was then trained on the binarized data using the usual training procedure.

The trained models were tested against the test data and a character error rate of 8.3% was obtained

using a tri-gram language model on characters. We find this result extremely encouraging and
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promising, especially, given that this also includes the effect of the binarization procedure. No

lexicon was used during decoding.

Table I below divides the errors into broad categories. About half the errors are contributed by

categories that constitute a small fraction of the test data; underlined, drop-shadow, and small font

size text. A more generic type of error is that caused by occasional inconsistencies in the

binarization and/or line-finding procedure. Other errors come from text that is overlaid on a highly

textured background, from text that is darker than the background, etc.

5 Digital Fax Data
Digital fax documents provide a natural application for an OCR program. Raw text images

already exist in electronic format and the advantages of transforming the images to ASCII text are

enormous. Also, unlike videotext and newspaper text, digital fax images are bi-Ievel text images

by design. As such the issue of binarizing the fax image does not arise. Nevertheless, standard

digital fax images require upsampling: the standard fax image is sampled at a non-uniform

(nominally) lOOx200 dpi resolution. The BYBLOS OCR system is trained on text images that are

sampled at the same rate in both directions. In order to recognize digital fax images using the

regular BYBLOS OCR system, it is necessary to upsample the images and make the sampling rate

the same in both directions.

While upsampling grayscale and videotext images with the ultimate aim of creating a high

resolution bi-Ievel image, there was the opportunity to take the grayscale/color information and

spatially encode it in a higher dimensional bi-Ievel image. Also, both grayscale and color images

tend to be smooth, continuous signals that are suitable for filtering by standard Fourier techniques.

On the other hand bi-Ievel images are discontinuous and are clearly not suited for Fourier

processing. Based on this observation we decided to implement a simple majority-rule filter with

the aim of producing a smooth 200x200 dpi text image. First we inserted a column of background

valued pixels between every two columns in the original fax image as well as a row of background

valued pixels between every two rows in the original image. For each background-valued pixel

that we had inserted we counted the number of text pixels in a 3 x 3 pixel window centered on that

background-valued pixel. If the number of text pixels was greater than 4, we modified the pixel

value to a text pixel otherwise we left it as it was.
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For our experiments we used data from the DARPA Arabic corpus that contains Arabic text

images scanned at a resolution of 600 dpi. Our baseline system was trained on data from the

DARPA Arabic Corpus, and the average character error rate was 3.2% on a test set from that

corpus. The same test data was printed and then faxed electronically at 100x200 dpi; then the faxed

data was upsampled to 200x200 dpi. Using the same baseline recognition system on the fax data,

the error rate increased to 7.5%. When we retrained our system on similarly faxed data and tested

on the same fax test set, the error rate decreased to 5.7%. From our earlier experiments with the

BYBLOS OCR system we know that a reduction in resolution from 600 dpi to 200 dpi results in

about a 30% increase in error rate. Based on that evidence we expect the CER to go up from 3.2%

to about 4.2%. The additional increase from 4.2% to 5.7% can, in all probability, be attributed to

fax noise and the fact that the actual sampling in one direction was only 100 dpi.

6 Conclusions
In this paper we have presented a principled methodology for dealing with low-resolution

documents within the framework of the BYBLOS OCR system. We have also demonstrated that

with proper upsampling (and binarization) procedures, it is possible to obtain performance levels

similar to that with high-resolution bi-level images. In each case it was seen that training the

BYBLOS OCR system on relevant data provided a significant improvement in the performance as

measured by character error rate. Given the modular nature of the training and recognition steps, it

is very easy to reconfigure them to use an image processing front-end that can process various

types of images into the standard bi-level text image format that the BYBLOS OCR system

expects. Also, since the image processing techniques presented are independent of the

language/script, the language and script-independence of the BYBLOS OCR system is preserved in

the new configuration.
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Recent Work in the Document Image Decoding Group at Xerox
PARe

Thomas M. Breuel and Kris Popat
Xerox Palo Alto Research Center

3333 Coyote Hill Road
Palo Alto, CA 94304

1 Overview

Speed Enhancements to DID (Section 2)
When Document Image Decoding (DID) was pro
posed [15], its attractiveness lay primarily in its po
tential for high recognition accuracy, owing to its
communications-theoretic framework, and well de
fined models and objective function (posterior prob
ability). In its initial implementations it suffered
from high computational cost relative to commercial
OCR methods. We will summarize recent progress
made on reducing its computational cost. Impor
tantly, these speed enhancements do not come at
the expense of accuracy; they are guaranteed to re
sult in the same recognition output as DID without
the enhancements.

DID with Language Models (Section 3) Until
recently, DID achieved its high recognition accuracy
without the benefit of linguistic knowledge. Recent
work on the incorporation of linguistic knowledge in
DID's search procedure will described.

Grayscale DID (Section 4) The document image
decoding framework is quite general, but for compu
tational reasons previous work has focused primar
ily on binary images. The emergence of alternative
image acquisition devices motivates its extension to
grayscale. We consider one approach and present
preliminary results.

Layout Analysis (Section 5) Layout analysis in
fers document structure from the arrangement of
text and graphical elements in documents and uses
that structure for higher-level tasks like matching,
segmentation-by-example, layout based retrieval,
and document indexing. Many existing systems at
tempt to find a single representation of document
layout prior to solving the high level task. We have
developed an approach to document layout analysis
that is based on explicitly exploring the space of seg
mentation parameters as part of the overall segmen
tation task. In particular, the approach considers all
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geometrically dissimilar layouts in tasks like layout
based retrieval and segmentation-by-example. This
new approach promises to make segmentation-by
example and layout-based retrieval systems consid
erably more robust than previous approaches.

OCR By Clustering (Section 6) We have re
examined a well-known technique in OCR, recogni
tion by clustering followed by cryptanalysis, from a
Bayesian perspective. The advantage of such tech
niques is that they are font-independent, but they
appear not to have offered competitive performance
with other pattern recognition techniques in the
past. Our analysis suggests a novel approach to
OCR that is based on modeling the sample distri
bution as a mixture of Gaussians. Results suggest
that such an approach may combine the advantages
of cluster-based OCR with the performance of tra
ditional classification algorithms.

Classification by Probabilistic Clustering
(Section 7) Extending and generalizing our prior
work on OCR by clustering, we have developed novel
methods for probabilistic clustering. These methods
promise to make OCR more robust to font varia
tions and novel document degradation conditions,
and they also have applications in other classifica
tion problems where the distribution of test samples
may differ from the distribution of training samples.
We describe some experiments demonstrating that
the approach outperforms traditional classification
methods in an OCR task.

2 Speed Enhancements to
Document Image Decoding

Document image decoding involves searching a trel
lis for a best path that explains the observed text
image, where the nodes in the trellis correspond to
locations in the image, and where the edges in the
trellis are labeled with a score of matching a hypoth
esized character beginning at that location. At each
node, the number of outgoing edges is equal to the



number of characters in the font, plus special whites
pace characters. The best-path search has tradition
ally been carried out using the Viterbi algorithm, a
form of dynamic programming.

In the past, the computational cost of performing
the best-path search was dominated by the computa
tion of the match scores to be assigned to the trellis
edges. Three recent innovations have reduced this
cost.

First, the one-pass Viterbi search has been re
placed by an iterative scheme which involves repeat
edly finding a best path by Viterbi, but initially
using inexpensively computed upper bounds on the
match scores. On each iteration, any edges labeled
with upper-bound scores along the path found are
re-labeled with their (expensive) true values. Even
tually, a path will be found in which all of the edge
labels are the true match score values; since this
path has beaten all other optimistically scored paths,
it must be a truly highest-score path. The savings
comes about because the vast majority of true scores
need never be computed; only those determined to
be promising on the basis of the upper-bound scores
are kept alive. The specific upper bounds used ini
tially in this approach were best-case matches de
termined from counts of foreground pixels in text
line columns. This general approach, dubbed the
Iterated Complete Path (ICP) algorithm, traces its
roots to work in separable Markov source model
ing [13] and was extended to within-line decoding
more recently [17].

Second, when ICP is used as described above, por
tions of the path found in one iteration are re-used
without re-computation in the next iteration, when
it can be determined that the boundary conditions
of the path segment are such that the best path in
that segment cannot change. Specifically, when it is
noticed that the cumulative scores attached to the
nodes in the current iteration differ from those in
the previous iteration by a constant value that per
sists over a run of pixels exceeding the maximum
character width, the best path will not differ in that
segment from the one found on the previous iter
ation, until an edge is encountered that has been
re-scored. Empirically, we have noticed that most
of the path doesn't change during the vast majority
of the ICP iterations, so the savings thus accrued
is substantial. The technique of re-using path seg
ments in this manner is referred to as Incremental
Viierbi and is also described in [17].

A final speed enhancement results by modifying
the upper-bound used in ICP to group multiple
columns together, which amounts to horizontal sub
sampling. The best-case match is computed not for
each column individually, but rather for two, three,
or four columns in the aggregate. The efficacy of
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(b)
WHITR.KITTIVI HAD BEEN HAVING IT. ,.RACE,WASHEI4.BX THB.UI,D CAT FOR

(c)
WHITE KITTEN HAD BEEN HAVING ITS FACE WASHED BR THE OLD CAT FOR

(d)
WHITE KITTEN HAD BEEN HAVING ITS FACE WASHED BY THE OLD RAT.FOB

(e)
WHITE KITTEN HAD BEEN HAVING ITS FACE WASHED BY THE OLD CAT FOR

(f)
WHITE KITTEN HAD BEEN HAVING ITS FACE WASHED BY THE OLD CAT FOR

Figure 1: Example of the effect of integrating a lan
guage model into document image decoding, using
several different strategies. (a) degraded, subsam
pled grayscale synthetic text line image; (b) decod
ing without a language model; (c) unigram language
model via Viterbi; (d) Stack algorithm; (e) general
ized ICP algorithm; (f) ground truth.

grouping multiple columns in this way depends on
many factors, including the scan resolution. Details
will be provided in a forthcoming publication.

Combined, the above enhancements have been
found to improve the speed of DID by a factor of
about forty on a small set of standard text images.

3 Document Image Decoding with
Language Models

Until recently, DID had no mechanism to express
prior preference for linguistically valid strings as rec
ognized output over invalid strings. We have con
sidered several approaches, settling on a class of
approaches in which soft linguistic constraints are
expressed by a sequentially predictive probability
distribution over characters, conditioned on a fixed
number of previous characters (typically four). This
probability distribution is called a language model.
Paths now have their edges scored with both a match
component and a language model component. In
principle, the trellis must be vastly expanded so that
nodes can now encapsulate linguistic context in ad
dition to position in the image. One approach is to
think of the expanded trellis as a full tree, and apply
an approximate search procedure to find a nearly
best path. The approximation comes about because
of the practical necessity of avoiding searching the
full tree of all possible messages. We have examined
one such technique, the Stack algorithm, which is
widely used in speech recognition [11] and in con
volutional decoding [12], and found it to be promis
ing [21].

We have also developed an iterative algorithm,
much in the spirit of the ICP algorithm described
in Section 2. We will refer to it here as a qeneral-



Figure 2: Deliberately wrinkled document image ac
quired in low-light conditions by a handheld digi
tal camera, used to test the extension of DID to
grayscale described in [19].

ized fCP algorithm. Rather than re-score edges on
each iteration. nodes are added to encapsulate addi
tional linguistic context along paths that are deemed
promising, based on lower-order upper bounds on
the language model scores. As the context ap
proaches the full context exploitable by the language
model, the upper bound scores approach and ulti
mately reach the true language model scores. When
a path is found having only true language model
scores on each edge, that path can be concluded to
have the highest score among all paths, and the algo
rithm terminates. This algorithm has the advantage
over the Stack algorithm and other approximate
search algorithms that it results in a true best path,
but has the disadvantage that its computational
complexity is strongly data-dependent. On the other
hand, it can be set up to remember the best path
seen so far, and to output that upon early termina
tion. In other words, to limit computational com
plexity, it can be set up as an any time algorithm
for approximate best-path search.

Figure 1 shows how language modeling in its var
ious forms can influence DID recognition accuracy.
The text line used in this example was severely cor
rupted by additive noise to make the error rate high
enough so that the differences would be clear. The
text line shown in (a) is for illustration and is ac
tually less noisy than the one used for recognition,
which is visually unintelligible. Both the Stack al
gorithm and generalized ICP yield high accuracy in
this example. For more details on these approaches,
see references [21] and [20].

4 Grayscale Document Image
Decoding

The emergence of low-cost handheld digital cameras
as a viable means of document image acquisition mo-
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tivates the extension of the DID to function on rel
ativelv low-resolution grayscale images. Doing so
invol~es significantly generalizing the channel model
used bv DID. One approach [19] involves carrying
out th~ search in a high-resolution hypothesis im
age domain, and simulating the physical sampling
and noise processes to match against the observed
image. Initial results on a challenging test case are
promising; the technique was found to perform fa
vorably relative to the simple alternative of adaptive
thresh~lding followed by application of a standard
commercial OCR product. Figure 2 shows the test
image used for this experiment. The edit distance
between ground truth and the result of grayscale
DID (with unit weighting for substitutions, inser
tions, and deletions) was seventy, versus ninety-one
for binarization followed by commercial OCR. While
preliminary, these results are felt to be encouraging.

5 Layout Analysis using the
Document Scale Space!

The layout of elements on a printed page conveys a
wealth of information about a document. Much of
the research on document layout analysis attempts
to recover a single representation of the layout of a
document. In many commercial OCR applications,
the goal of representing document layout is to be
able to recover the layout sufficiently well for making
the document editable and presentable in a word
processor or HTML. Another important application
of layout analysis is in information extraction from
documents for the purpose of document retrieval, as
well as appearance based retrieval (reviewed in [6]).

A large number of different approaches to layout
analysis have been described in the literature ([16]
contains a list of references). Many systems perform
a non-probabilistic bottom-up analysis based on the
distances between connected components (e.g. [18])
or based on an analysis of the whitespace (e.g.,
[10]). Such systems generally require a number of
numerical thresholds and parameters to be picked;
e.g. thresholds at which characters are merged into
lines, thresholds at which lines are merged into para
graphs, etc. Sometimes, these parameters are picked
globally for the whole page image, but they can also
depend on the local context.

More recently, Liang [16] has described a Bayesian
approach that starts with similar primitives but
computes a statistically optimal segmentation of the
complete page, taking into account higher order con
straints among layout elements. Another approach
to document layout analysis assumes that there is a
known, underlying logical and/or hierarchical model
that describes the document (e.g., SGML, HTML,

IThis section is based on, and contains excerpts from, a
paper presented at the DAS '2000 workshop[2].



or TeX source) and attempt to match such models
against the physical representation of a document
[23, 5]. When the underlying physical segmentation
does not correspond well to the given logical model,
conflicts are resolved in some cases using backtrack
ing search.

This work proposes an approach to document lay
out analysis that differs in several ways from these
other approaches. The key ideas are:

• The space of all possible physical segmentations
is explored and represented efficiently and com
pletely as a document scale space.

• The document scale space, rather than a sin
gle documentation, is used in layout matching
tasks.

• The approach integrates the exploration of dif
ferent segmentations directly into tasks like lay
out matching or segmentation by example.

• The approach is motivated using a Bayesian
analysis of the layout matching problem.

Two applications for this work are apperance
based retrieval and segmentation by example. Re
trieval of documents from document databases based
on their physical or logical layout has been de
scribed, for example, by Doermann et al. [7]. The
idea is to first perform a layout analysis of the docu
ments in the database and the query document and
then to compare the layouts for the purposes of re
trieval. As we will see below, layout based retrieval
can benefit significantly from incorporating the seg
mentation step directly into the layout matching
process.

Appearance-based retrieval can also be used for
segmentation by example tasks. The basic idea is
to match an unsegment query document against a
database of manually segmented documents in a
database. The segmentation of the best match found
in the database can then be used to segment the
query document. Segmentation-by-example tasks
occur frequently in legacy conversions of company
memos, patent documents, scientific journals, and
medical data sheets. For such tasks, it would be
desirable if unskilled users could indicate regions of
interest on a few sample pages and the system could
then use those samples to identify reliably corre
sponding regions in the document database.

5.1 Document Scale Space

To see how we can compute a document scale space
efficiently, we need to look in more detail at how
traditional document layout analysis methods work.
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Single-Parameter Case A common approach to
document layout analysis is based on choosing a
threshold () on the minimum Euclidean distance be
tween connected components found in a document.
Connected components that are closer to one an
other than the given threshold () are grouped to
gether into layout components. This thresholding
operation partitions the set of connected compo
nents into a collection of disjoint sets. We call this
collection of disjoint sets a segmentation or a physical
layout analysis of the document.

Different thresholds () give rise to different seg
mentations. If we look at the the different segmen
tations parameterized by (), we obtain a structure
similar to the scale space widely used in computer
vision. We refer to this as a single parameter docu
ment segmentation scale space. It should be noted
that, unlike in the computer vision case, there are
only a finite number of distinct segmentations in the
document segmentation scale space.

It is generally assumed that the hierarchy implied
by a logical layout description of the page (page >
column> paragraph> line> word) is paralleled in
the document segmentation scale space. In practice,
this assumption seems to be fairly well satisfied for
some classes of documents, but in general, it clearly
is not satisfied by many document layouts. Deter
mining the actual threshold parameters to the differ
ent levels of logical layout themselves also involves
some experimentation and heuristics. The methods
described in this paper address both these problems.

Multiparameter Case We can extend the no
tion of a document segmentation scale space that
we developed above to a case where thresholds and
distances are evaluated differently in the x and y

directions. In particular, for each pair of connected
components, let us measure two distances, their hor
izontal distance and their vertical distance. We de
fine the horizontal distance between two connected
components to be infinity unless their vertical ex
tent overlaps. If their vertical extents overlap, their
distance is simply the distance between their bound
ing boxes. We can make an analogous definition for
the vertical distance of two connected components.
A segmentation is now given by picking two thresh
olds, ()x on the horizontal distance and ()y on the
vertical distance. We can apply the same arguments
as above and see that there are at most N different
choices for each ()x and ()y, so there are at most N 2

different two parameter segmentations of the input.

5.2 Computing Document Scale
Space

To compute and represent the document scale space,
we use the following approach. First, the bound-



Figure 3: Layout-based retrieval.

..

• task-driven segmentation: the segmentation pa
rameters are selected in an integrated way with
the overall task (layout-based retrieval, segmen
tation by example, matching against a logical
layout model, etc.);

• anisotropic, multi-parameter segmentations;

• the use of representative sets of segmentations
to speed up task-driven segmentation.

• document segmentation scale space;

5.4 Conclusions and Future Work
This work describes a number of ideas important for
layout analysis:

ing boxes of the connected components are stored
in a trie data structure, which allows us to deter
mine quickly the nearest neighbors of each connected
component in the horizontal and vertical directions.
Using this neighborhood information, we construct
a graph, in which the connected components are the
nodes and the nearest neighbor relationships define
the edges. We can now take the set of all horizontal
edges and all vertical edges and sort them by their
distance.

For a particular choice of horizontal and vertical
thresholds, we retain all edges in the neighborhood
graph corresponding to distances less than the cho
sen thresholds. We then compute all the connected
components of the neighborhood graph efficiently
using a union-find algorithm.

To speed up this process further, we can use incre
mental updates of the data structures; that is, if we
have computed the segmentation for given horizontal
and vertical thresholds, if we increase either thresh
old, we do not have to restart the computation from
scratch but update data structures incrementally.
When applied to real document images, we obtain a
few thousand distinct segmentations per document
image in this way. The collection of these segmen
tations (together with their associated threshold pa
rameters) is a complete representation of document
scale space.

While fast enough for analyzing indidvidual doc
uments, when searching through a large document
database, performance is proportional to the size of
the document scale space. To improve performance
further, we would like to come up with a more com
pact representation. We can achieve this by deci
mating the document scale space and retaining only
representatives that are "substantially different". If
we consider segmentations that differ by less than
5% from one another (meaning, they have approxi
mately the same overall structure and the areas of
the different segmentation components differ by less
than 5%), the number of distinct segmentation is
reduced from 1000 or more to under 50 for most
documents.

5.3 Applications

Based on these ideas, a prototype system was imple
mented that allows layout-based (appearance-based)
retrieval of documents from the University of Wash
ington Database 1. There is currently no widely used
benchmark for document retrieval based on layout
or physical appearance, but representative examples
of queries and top matches are shown in Figure 3.
Searches run at the speed of about 3.7 seconds per
1000 models on a IBM ThinkPad 600E (400MHz,
RedHat Linux 6.1).

The paper motivated these ideas with geometric and
Bayesian arguments.

These approaches help to address two fundamen
tal problems in document analysis: that of unnec
essary early commitment to a (possibly erroneous)
bottom-up segmentation, and the dependence of
many layout analyis methods on empirical, highly
database dependent threshold parameters.

Further experiments need to be carried out to
evaluate the performance of task-driven segmenta
tion on layout-based retrieval and other tasks. How
ever, the preliminary experiments presented in this
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work suggest that the approach can be both effi
cient and gives reasonable results on a commonly
used database of documents.

6 OCR By Cluatering''

This work examines the effects of clustering charac
ter images prior to recognition in optical character
recognition (OCR) of printed documents. This ap
proach has a long history in OCR, and prior work
has addressed the questions of how to build a clus
tered representation quickly [4], as well as how to la
bel the resulting clusters. Clustering, mixture mod
els, and mixture-based Bayesian recognition itself, of
course, has a long history in statistics and pattern
recognition. In this work, we make a connection be
tween the two approaches. The key point is that the
clustering of the character templates is, in effect, a
mixture density estimation of the sample distribu
tion. This connection allows us to reexamine issues
of cluster validity, style adaptation [22], and cluster
label assignment within a Bayesian framework.

6.1 The OCR Problem

For the purposes of this work, we will define the
OCR problem in the following simplified manner.
We assume that there is a fixed, finite set of char
acters (digits, lower case letters, upper case letters,
special characters). Furthermore, we assume that
there is an open-ended set of possible styles, where
the notion of style encompasses character proper
ties like font, size, and idiosyncracies of the par
ticular rendering engine used. Picking a character
and a style uniquely determines an idealized image
(bitmap) for the character. During document cre
ation, this idealized bitmap is printed on a piece of
paper. When the document is scanned back in again,
a degraded bitmap ofthe character, is obtained, usu
ally by the addition of noise, blurring, thresholding,
sampling error, and various forms of geometric dis
tortions [14J. The core function of an OCR system is
(roughly) to find the most likely character and style
corresponding to such a degraded character image.

Traditionally, OCR systems perform this task by
estimat-
ing posterior probabilities like P( char, style Ibitmap),
say, using a neural network or a Gaussian mixture
model. However, estimating such probability distri
butions requires a large number of example charac
ters. In practice, however, training data for many
styles (fonts, degradation parameters) is not avail
able at all.

2This section is based on, and contains excerpts from, a
paper presented at SPIE '2001[1].
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6.2 OCR by Solving a Cryptogram
An alternative approach proposed in the literature
[4] is based on the idea of clustering similar char
acter shapes and then assigning character labels to
the resulting clusters. Such an approach is attractive
because the clustering process itself is font indepen
dent, and cluster labels can, ideally, be assigned in
dependent of the actual bitmap representation of the
characters. This, on ideal data, such an approach is
completely font independent and automatically gen
eralizes to arbitrary unknown fonts. Clustering is
also attractive because of the emergence of token
based compression methods that already represent
documents as a collection of tokens. If we can carry
out recognition directly on these clusters, we can
perform OCR directly on token-compressed data.

However, in practice, such methods for carrying
out OCR by clustering have not been very successful.
The reason is, this paper argues, that the clustering
methods used have modeled the actual statistical na
ture of the recognition problem poorly. This work
describes how to begin combining the advantages of
font independence of clustering OCR systems with
the robustness of statistical methods used in current
commercial OCR systems.

6.3 Gaussian Mixture Models
Let us assume, for the purpose of illustration, that
each character image in the input document is rep
resented by a feature vector v that is derived from
a prototype feature vector vc,s representing charac
ter c and style s corrputed by and additive error
G with zero mean and Gaussian distribution. In
such a framework, the class conditional densities are
P(vlc, s) are then Gaussians. If we take a super
vised pattern recognition approach, we estimate the
class conditional densities (or, equivalently, priors
and posteriors) from training data, derive discrim
inant functions, and use those to classify each un
known feature vector v in a Bayes-optimal sense as
one of the different classes c, s.

The problem with this approach is that estimat
ing the class conditional densities depends on a rep
resentative sample of degraded feature vectors over
character classes c and styles s, If we do not have
such a representative sample, our class conditional
density estimates are going to be poor and recogni
tion accuracy suffers.

We can, however, take a different approach us
ing a partially unsupervised method involving the
sample distribution. In a real OCR problem, we
are usually given not a single character to classify,
but many thousands of samples, one for each char
acter in the document. Of course, these characters
are not labeled, so we cannot derive the class con
ditional densities from this sample. However, what
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Figure 4: Low-dimensional representation of charac
ter feature vectors.

we can do is model the sample distribution, that is,
the distribution of degraded feature vectors ii, ig
noring their class labels. If we assume that the class
conditional densities are Gaussians, then the sam
ple distribution is going to be a Gaussian mixture
component (the frequency of the classes, C, S, are
the mixture parameters). If we then try to recover
the mixture components of this Gaussian mixture,
we recover the individual class conditional distribu
tions. We still do not necessarily know the classes
corresponding to each such class conditional distri
bution, but we have a lot more information at our
disposal to assign such labels than if we tried to clas
sify characters one-by-one.

This idea is illustrated in Figure 4, which shows
a two-dimensional representation (a Sammon map
ping) of the feature vectors representing severely de
graded samples of digits from a single font. In the
figure, class assignments of the different samples are
indicated by colors and labels. Looking at clusters
with this information corresponds to estimating the
class conditional density given labeled training data.
But it is clear that even if we do not have labels
available, the data still falls into fairly distinct clus
ters; recovering these clusters without using class la
bels corresponds to the clustering OCR described in
this paper. (In their original, high dimensonal space,
these clusters are considerably better separated than
in the low-dimensional non-linear mapping shown in
the figure.)

If we compare this to previous methods for OCR
by clustering, what it means practically is that we
replace the ad-hoc, non-statistical clustering meth
ods used in the literature [4] with a Gaussian mix-
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ture extimation algorithm. Furthermore, statistics
can also help us with additional questions that the
original OCR approaches left unanswered, most im
portantly: how many clusters should there be?

6.4 Experiments

To study the feasibility of this approach to OCR,
a simple prototype system based on the ideas de
scribed in this paper was implemented and applied
to 1500 images of digits in the cmr6 font from the
Bell Labs database of severely degraded charac
ter images found on the University of Washington
Database 1. The input data was divided into 1000
training samples and 500 test samples. The images
were centered, convolved with a Gaussian of (J = 1
and subsampled to a size of 10 x 10. The result
ing image was treated as a raw feature vector and
7 principal components were extracted. These PCA
feature vectors were then used as input to a sample
distribution based classifier, as well as a mixture dis
criminant analysis-based classifier (MDA; [9]).

The clustering OCR system performs its unsuper
vised clustering using the method described by Fra
ley and Raftery[8] and implemented by the mclust
package for the R statistical system. Clusters in
this approach are represented as Gaussian distribu
tions. The method first performs hierarchical clus
tering and follows it by Expectation-Maximization
(EM) steps to optmize the cluster shapes. In these
experiments, the cluster shapes considered by the
algorithm were "spherical" (all clusters have spheri
cal covariance matrices), "uniform" (all clusters have
the same covariance matrix), and "unconstrained".

In this way, the clustering OCR represents the un
labelled sample distribution as a mixture of 15 Gaus
sians. By assumption of the method, each Gaussian
corresponds to a single digit label. When the assign
ment of labels to clusters is correct (either based on
cryptanalysis or based on a non-specific classifier),
the error rate of the sample distribution based rec
ognizer on test data is 0.7% (N=500) in these exper
iments.

To compare the performance of the clustering
OCR with a traditional approach to character recog
nition, a Mixture Discriminant Analysis (MDA)
model[9] was trained. An MDA model represents
likelihood functions as mixtures of Gaussians and
uses Bayes rule to perform classification. The Gaus
sian mixtures are estimated using the Expectation
Maximization (EM) algorithm. In the experience of
the author, as well as based on results reported in
the literature[9]' MDA performance is roughly com
parable to the performance of other, commonly used
classifiers like neural networks and radial basis func
tion methods. The R implementation of MDA (avail
able from the R web site) was used for the experi-



ment. When the MDA classifier was trained on the
training set (N=1000), its error rate on the test set
was 0.6% (N=500)

6.5 Discussion

Ideas of clustering and style in OCR are not new
and have been explored by a number of authors ex
plicitly or implicitly. What this work contributes is
a re-examination of clustering OCR methods from
the point of Bayesian statistics, Gaussian mixtures,
and mixture density estimation of the sample dis
tribution. This helps both understand why and how
clustering OCR methods work and helps us improve
them. The long term promise of this work is to arrive
at classification methods that are considerably more
robust to statistical differences between training and
test data than traditional pattern recognition meth
ods. The initial experiments presented above sug
gest that such an approach is feasible; more sophis
ticated implementations are needed to demonstrate
that it delivers superior performance in real-wold sit
uations. For OCR systems in particular, this trans
lates into much more robust recognition when novel
fonts or document degradation conditions are en
countered.

7 Classification by Probabilistic
Clustering''

7.1 Introduction

Current classifiers for the recognition of handwrit
ing, printed characters, phonemes, and similar sig
nals can achieve very high performance (often ex
ceeding that of humans) when given sufficiently large
and representative training sets. Techniques have
also been used to synthesize additional training ex
amples from a given training set to further increase
the effective training set (and ability to generalize)
for the classifier. A key limitation of such approaches
is still that they can be sensitive to novel data whose
distribution is significantly outside the training set.

In the work described above, we have seen how
modeling the sample distribution using Gaussian
mixtures can achieve comparable font indepen
dent performance to existing classification meth
ods. That work was also motivated by the appli
cation of clustering OCR methods to OCR applied
in the compressed domain for document images com
pressed using token-based methods. This work de
scribes a technique that builds on those ideas but
uses a novel, non-parametric probabilistic clustering
technique. The approach is based on modeling, us
ing a multilayer perceptron (MLP), the probability

3This section is based on, and contains excerpts from, a
paper to be presented at ICASSP '2001[3].
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that two given images represent the same charac
ter. These probabilities are then integrated into an
overall interpretation of a document using the maxi
mum likelihood assignment of character identities to
the individual images in the maximum entropy dis
tribution compatible with the pairwise probability
estimates derived from the MLP. Some experimen
tal results are presented that demonstrate superior
performance on a font-independent recognition task
compared to traditional pattern recognition prob
lems.

7.2 Pairwise Probabilities

In recognition by probabilistic clustering, rather
than estimating P(c,flv), we estimate the pairwise
probabilities P(c = c', f = f'lv, Vi), i.e., the proba
bilities that two feature vectors represent the same
character. The motivation for this approach is that
we can imagine that determining whether two char
acter images are similar or different may be consider
ably easier to perform in a font-independent manner
than determining whether a given character image
actually represents a particular character. For ex
ample, empirically, a simple but already fairly good
statistic for determining the identity of two bilevel
characters is to look at the minimum of the total area
of their symmetric difference under arbitrary trans
lations, normalized by the area of the larger of the
two characters. This statistic can be computed com
pletely independently of the font and distinguishes
characters in a wide variety of fonts well.

If characters were perfectly distinguishable from
their feature vectors, so that this probability only
assumes values of 0 or 1, this would allow us to di
vide the set of feature vectors corresponding to char
acters on a page into equivalence classes. Each such
equivalence class would then correspond to a single
character class. Of course, we would still have to de
termine the identity of this equivalence class using
some other means.

If P(c = c', f = f'lv, Vi) can assume values
other than zero or one, then the interpretation is
more complex. An optimal interpretation of the
whole document would be based on the joint con
ditional probability TIi P(Ci' fi!Vi) for all charac
ters in the document. The conditional probability
P( Ci = Cj, fi = 1J IVi, Vj) is a marginal probability
of this distribution, and we can use this to compute
the maximum entropy joint conditional probability.
In practice, however, since we are only using esti
mates of the pairwise probabilities, there is almost
always no probability distribution that is consistent
with the estimates for the pairwise probabilities. In
order to address this problem, we need to formu
late the problem of assigning classes to the differ
ent feature vectors as an optimization problem. A



Figure 5: Examples of degraded characters used in
the experiments.

simple method that suggests itself is to find an as
signment of class labels to feature vectors that max
imizes the product of all the pairwise probability es
timates (we will not attempt a formal justification
in this work). We can solve this optimization prob
lem simply by simulated annealing, which appears
to converge quickly in our experiments.

7.3 The Method
Recognition by probabilistic clustering therefore can
be described as follows:

• estimate P(c = c' j = f'[v, v') based on a set of
training examples {(c = c' j = i', v, v'), ...} (for
many different fonts)

• when faced with the problem of recognizing a
new collection of feature vectors Vi, compute
F(Ci = C)i = fJ!Vi, Vj) for each pair of feature
vectors Vi, Vj

• assign cluster labels Xi to the feature vectors
Vi such as to maximize IlF(Xi = Xj[Vi,Vj), for
example using simulated annealing

• determine the correspondence between the clus
ter labels Xi and the actual classes (and fonts,
if desired)

7.4 Experiments
The dataset used in these experiments consisted of
71700 images of digits derived from 717 TrueType
fonts from a commercial collection of type fonts (ex
amples are shown in Figure 5). This dataset was
split into 64600 training images representing 10 de
graded samples of each digit from each of 646 fonts,
and 7100 test images representing 10 degraded sam
ples of each digit from each of 71 fonts. The charac
ter images were rendered using the Freetype engine,
which performed antialiased rendering of greyscale
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images of characters under affine transformation.
Character images were degraded using the Baird
character degradation model[14] with its standard
settings, a widely used and studied model for mod
eling degradation of printed text under a variety of
common document imaging conditions. Characters
were rescaled to fit into a 16x16 square, giving rise
to a 256 dimensional feature vector.

In a first step, to characterize the dataset, this
feature vector was used as input to a multilayer per
ceptron The MLP had 256 input units, 15 hidden
units, and 10 output units. The test set error of the
MLP was 9.46%. This may appear like a high error
rate for OCR, but it is important to keep in mind
that this test is different from most traditional OCR
tests, since it (deliberately) involves a very wide di
versity of fonts that are severely degraded and rep
resented at low resolution.

For classification based on probabilistic clustering,
the probability P(c = c'[v, v') was estimated as fol
lows. For each font in the dataset, the 4950 pairs
of non-identical character images representing the
same digits, as well as a random set of 4950 pairs of
non-identical character images representing different
digits were selected. Two 16x16 images were com
puted for each pair: the absolute difference between
the two images, and the sum of the two images (at
an offset that minimized the difference). These two
images were used as a 512 dimensional feature vec
tor and input into a MLP. The MLP had 512 input
units, 15 hidden units, and 1 output unit. Train
ing proceeded by training the output unit to "1" for
pairs of character images representing the same digit
and to "0" for pairs of character images representing
different digits. It is well known that this training
procedure will asymptotically converge to an esti
mate of the conditional probability that c = c' given
the input feature vector.

For testing, the input to the system consisted
of 100 digit images from each font. For each pair
of digit images, the pairwise probabilities P(c =
c'[v, v') was computed. For the simulated anneal
ing step, a classification derived from the "tradi
tional" classifier F(clv) (modeled by the MLP de
scribed above) was used as the starting configura
tion. When this procedure was carried out for the
test set, the performance of the system improved
from 9.46% for the traditional MLP-based classifier
to 7.66% for the clustering classifier.

7.5 Discussion
This work describes an approach to classification
based on the estimation of a class-independent prob
abilistic model of the similarity of two feature vec
tors, followed by a probabilistic clustering method.
Future work will include better cluster assignment



methods, a more formal analysis and better para
metric models of character similarity, and automatic
ways of assessing cluster validity. Perhaps most im
portantly, the assignment of labels to clusters by
initializing the simulated annealing process is sub
optimal because its performance is limited intrinsi
cally by the quality of the traditional classifier (sig
nificantly incorrect initial assignments will result in
permuted label assignments in the output). Sev
eral better methods offer themselves: use of the tra
ditional classifier as a prior, greedy assignment of
cluster labels based on predominant classifications
of the members of each cluster, and the use of sta
tistical language models.

While it will be desirable to design experiments
more specifically to explore and demonstrate the
ability of the approach to handle variations in font,
degradation, and robustness to samples outside the
training set, the results presented in this work, gen
eralization of classification to a varied and difficult
test set of novel degraded fonts, already suggest clas
sification by clustering holds the promise of being a
general approach to addressing problems that are
hard for traditional classifiers: coping with stylistic
variations and generalization to samples outside the
training set.
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Figure 1: Integration scheme for FALCon with
commercial languages.
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3 Integration Solutions for Non-Commercial
Languages

Without commercial software to draw on, we have used
other means to select components for integration into
FALCon. For MT, we have adapted government-off
the-shelf (GaTS) software developed by the
intelligence community. This software dispenses with
parsing and instead relies on bilingual lexicons to
perform word-by-word replacement. While this
approach gives a less accurate and less fluent
translation than that provided by parser-based software,
it is faster and less costly to develop. This approach to
MT is often called the "direct method" [5].

For OCR of languages not available in commercial
packages, we have borrowed OCR from languages that

2 The Need for Non-Commercial Languages

Recent requests from military commands in the Pacific
call for integration of languages that have immature
markets and, consequently, little commercial
development - for example, Behasa Indonesian,
Tagalog, Cambodian, Laotian, and Tetum. These might
be called "non-traditional" languages because they tend
to be absent in commercial language products and
infrequent in language learning curricula (where they
are known as "less commonly taught languages").

1 Commercial Components in FALCon

The Forward Area Language Converter (FALCon) is an
end-to-end system developed for the U.S. Army that
integrates optical character recognition (OCR) with
machine translation (MT). The purpose is to let a user
with no foreign language training convert a foreign
language document into an approximate English
translation [2]. Thus, troops in the field can screen
captured or open-source documents and separate those
deemed relevant to send to a trained linguist for full
translation and analysis. In this way, trained linguists, a
scarce resource in the field, are saved from dealing with
irrelevant documents.

FALCon began with a set of core languages,
including western European and Russian. The
integration of these languages drew on conventional
components: commercial OCR packages linked with
commercial machine translation. The MT software
produces translations on the basis of (a) extensive
bilingual lexicons and (b) parsing of source-language
sentences to extract underlying structure. The parsed
structures and the bilingual word or phrase equivalents
are then used in generating target-language (English)
sentences. This approach to MT, based on syntactic
analysis of sentences, is often called the "transfer
method" [5].

Integration architecture is broadly depicted in Figure
1 for FALCon with traditional commercial languages.
The Windows-based interface, developed at ARL, is
government-off-the-shelf (GaTS), while the other
components are commercial-off-the-shelf (COTS).

Abstract
An integration of OCR with machine translation

(MT) will be demonstrated for "non-traditional"
languages, using ARL's FALCon prototype. While
FALCon originally focused on languages for which
commercial MT and OCR components were available,
recent integration has dealt with languages that lack
commercial development and have little available OCR
or MT software - for example, Behasa Indonesian and
Tetum. Strategies for finding and integrating
components for these languages will be discussed, such
as use of word-substitution algorithms for MT and
adoption ofOCR for related languages.
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share fonts with the languages we need. Although not
ideal, this solution has been investigated for minority
(very low-density) languages such as Haitian Creole.
For example, tests of both English and French OCR
showed that French OCR yielded better recognition of
Haitian-Creole text [4]. This solution was then used
with adaptive spelling corrections to input native
documents to experimental, example-based MT for
Haitian Creole [3].

3.1 Word-replacement MT

We obtained GOTS word-replacement software for
Indonesian, Tetum (the language of East Timor), and
Tok Pisin (New Guinea) as well as experimental,
partially GOTS word-replacement software for Thai.
This software works by substituting English words for
source-language words, drawing from a bilingual
lexicon. Since sentence context and word order are
ignored, this method words best with languages such as
the three just named, whose word order is close to
English and which have simple morphology (i.e., the
words require little inflection). Users of word
replacement MT rely on the presence of keywords in
the English output, rather than making sense of
sentences. Thus, it is better suited for screening and
broadly categorizing documents than for more
demanding uses of translation [I, 6].

3.2 OCR for non-OCR Languages

We found a commercial OCR package for Indonesian,
which integrated easily with word-replacement MT.
Here is a sample of word-replacement MT working on
a ground truth (non-OCR) text:

introduce product new in the form of five a process
special for car fast patrol craft which is slight, light
and PORTABLE. with TEKMOLOGI process 0,18
MIKRON, enable process work to tension 1,1 VOLT
and merging technology intelligence SPEEDSTEP

and technology OUICKSTART, become process this
only MENGKONSUMSI capacity less than 1 WATT
without look at type application which is be used.

The MT produced identical English when applied to
OCR input of the same Indonesian text. Capitalized
words are those not found in the lexicon. Review of
several samples of English produced by the MT on
OCR text suggested this integration would be sufficient
for screening (e.g., the above sample was categorized as
about a new technology - a category confirmed by
native speakers). This integration will be tested for the
screening task with users located in the Pacific.

No OCR package was available for Tetum and Tok
Pisin. Since these languages, like Indonesian, use
roman font, we experimented with OCR from
languages that share written origins with Tetum and
Tok Pisin, including English, Dutch, and Indonesian.
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We will demonstrate the results of OCR-MT integration
for all three Pacific languages. We will also discuss
how we used a short-cut method of comparing (a)
English output from OCR with (b) English output from
groundtruth, to observe implications for a screening
task and thereby select an OCR.
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Abstract
Newspapers are considered to be the first draft of

history, while at the same time, make a significant part
of a country's cultural heritage. By converting
newspaper archives to digital resources we achieve
digital preservation in terms of preventing paper
deterioration as well as providing full utilization ofthe
archives by all interested parties. In this demonstration,
we present a series of applications pertaining to the
retro-conversion of newspapers, i.e. the conversion of
newspaper pages into digital resources, as well as to
the transformation of the printed material to an
accessible digital archive. These applications constitute
an integrated system that provides solutions to
problems related to digitization, verification and
quality control of newspaper images, manual and
automatic article clipping, and, finally, information
retrieval in intranet and internet environment.

1 Introduction

Lambrakis Press Archives (LPA - www.lpa.gr) is the
sector of Lambrakis Press S.A. dealing with the
conservation and digital preservation of printed
publications as well as the design and the development
of an archival digital library consisting of digitized
printed material. LPA is divided into two departments:
the department of Digital Technologies and the
department of Cataloguing. The department of Digital
Technologies is responsible for the development of a
workflow for the electronic preservation of newspaper
pages and the construction of a digital library. The
department of Cataloguing deals with the classification
and indexing of newspapers and magazines. LPA
focuses on creating electronic versions of printed
material, as well as on developing prototypes for the
creation of an integrated digital library supported by
full retrieval capabilities.

Our main task is to create a Newspaper digital
archive that can provide full access to all articles of the
newspaper issues. Firstly, the newspaper material is
gathered and prepared for digitization. Then, a
Newspaper Issues Catalogue is created by examining
all archival material. After checking for missing,
incomplete or deformed issues, we proceed with
digitization, image preprocessing and a visual check of

all digitized material. The preprocessing task mainly
involves image filtering for the improvement of image
quality, as well as skew correction in order to restore
horizontal image status. Then, we proceed to article
clipping and indexing by marking all articles and
inserting all necessary article metadata. When
necessary, an archival update procedure is applied. The
final task of our workflow concerns the construction of
a web-search module that will provide access to all
articles in intranet and Internet environment. In this
demonstration, we will focus on article clipping which
is implemented manually or automatically, as well as
on the web-search module construction.

2 Manual Article Clipping

At the manual clipping module, all articles are marked
and indexed electronically (see Figure I). The main
steps involved are: (a) the user marks the articles of a
page using isothetic polygons (polygons having only
horizontal and vertical edges), (b) for each of these
articles all the necessary cataloging information is
given and stored in a database, and (c) article
continuities are defined as links between two or more
article parts that are located on different pages.

The manual clipping module is at a production phase
(every day approximately 1500 articles are clipped and
indexed, in 84 human hours). After article marking, the
user inserts all the metadata that describes the article
(title, over-title, subtitle, running headlines, category,
authors etc.).

3 Automatic Article Clipping

A number of algorithms for page segmentation have
been already proposed (e.g. [I], [2]) in the literature.
However, such algorithms are not directly applicable to
newspaper scans. The most significant problems
identified include the complex layout of newspaper
pages, particularly the oldest ones, where text columns
are located very close to each other in a haphazard way,
as well as the poor scanning results derived from paper
material that was originally of low print quality or has
deteriorated through time. Another important problem
for news page segmentation is the layout design that
seems to have changed throughout the newspaper's life.
We have implemented a new technique for automatic
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newspaper page segmentation based on gradual
extraction of newspaper image components in the
following order: Lines, images and drawings,
background lines, special symbols, text and title blocks
([3], [4], [5]). In order to restrict all different
components inside simple geometric shapes we use
isothetic polygons with minimum number of vertices
([6]).

Individual articles are traced and automatically
recognized using a suitable optical character
recognition module. For article tracking, we follow a
novel rule based approach, which exploits the segment
relationships that exist in the page layout format of
newspaper pages ([4],[5]). Currently, we are
experimenting with the integration of a novel technique
is used for the linking of the textual parts of an article
that can be found on different pages of a newspaper
issue ([7]). The automatic clipping module is at a
testing - evaluation phase. We expect to conclude soon
for a supervised automatic clipping module that will
increase production significantly.

4 Web Search Module
An article can be located using a combination of
metadata information (created during the clipping and
cataloguing of articles), and textual information (full
text or titles). Our corporate users investigation has
shown that the search mechanism should satisfy the
following requirements: support users with different
search mentalities and computer experience; provide
simple ways in order to help users express their
information needs and view the results.

We believe that a broader spectrum of users would
have similar requirements. Other issues that we have
taken into account in order to design our search engine
are: (a) The articles have a great thematic variety. (b)
The articles cover a broad time period of over 100
years. This has implications on the language, for
example the stems of some words have morphological
differences. (c) Easily updating available information.
(d) Portability and use of standard tools.

Our metadata are stored in an RDBMS while a low
resolution version of images is stored on file systems.
Every requested image is transformed to pdf and
watermarked on the fly. For each requested article, a
pdf image having the article outlined is presented to the
user. Figure 2 presents our newspaper web search
module. A user can enter information in any of the
fields (i.e. date, page number, author, text. etc). To
support more elaborate user queries, an advanced
search dialog box is currently under development.
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Abstract

The XML metadata technology of describing
online documents has emerged as a dominant
mode of making information available both for
human and machine consumptions. To realize
this promise, many online Web applications are
pushing this concept to its full potential.
However, a good metadata model does require a
good standardization effort so that the metadata
content and its structure can reach its maximum
usage between various applications. An effective
document content understanding technology
should also use standard metadata structures
especially when dealing with multimedia
contents. A new metadata technology called
MPEG-7 content description has taken off from
the ISO MPEG standards body with the charter
of defining standard metadata to describe
audiovisual content. This abstract session will
give an overview of MPEG-7 technology and
what impact it can bring forth to the next
generation of multimedia indexing and retrieval
applications.

1. Background

As technology moves into a new millennium, the
most promising technologies include: wireless
communication - G3-IMT2000 [1], Bluetooth
[2], HomeRF [3], WAP [4], portable devices
such as PalmPilot [5] and Handspring [6],
streaming multimedia MPEG-4 [7],
QuickTime [8] RealNetwork Format [9],
Window Media Format [10], and etc. All of
these technologies have one ultimate goal: to
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provide and deliver Internet multimedia content.
History tells us, unless the media content and the
delivery protocol are standardized, any
proprietary solutions will not last. It was not
until the HTML markup language and HTTP
transport protocol of the Web technology was
defined that millions and millions of existing
documents came online and in searchable format,
This is exactly the same situation applies to
multimedia content. Many great captions,
images, audio, and video sequences have been
created by either professional or amateur home
end-users, however, these contents cannot be
easily retrieved and accessed because there is no
standard way to represent and to describe the
content. Until recently, the intemational
ISO/IEC MPEG [11] standards body was in the
process of defining and developing the next
generation content description technology named
MPEG-7 [12]. It would have been impossible to
index and retrieve large and diversified
multimedia contents without this standard. This
paper is to give an overview of MPEG-7 and
show what possible impact this technology can
bring to develop the next generation of
multimedia indexing and retrieval applications.

2. MPEG-7 Content Description
Technology

The MPEG-7 standard also known as
"Multimedia Content Description Interface" aims
at providing standardized core technologies
allowing description of audiovisual data content
in multimedia environments. This technology is
being designed by a range of experts including
broadcasters, manufacturers, content creators,



publishers, intellectual property rights managers,
telecommunication service providers, academia,
government, etc., to:

• Define a rich set of standardized tools to
describe audiovisual content,

• Create good storage solutions, high
performance content identification, fast,
accurate, personalized filtering,
searching, and retrieval data
structure/formats,

• Enable both human users and automatic
systems to process the encoded
audiovisual content descriptions.

Basically, the MPEG-7 standard community
wants to standardize the metadata structure and
its attributes/values definition to describe the
audiovisual content, as shown in Figure 1.

Figure 1: MPEG·7 Standard Content
Description

• Datatype - A description element that is not
specific to the multimedia domain that
corresponds to a reusable basic type or
structure employed by multiple Descriptors
and Description Schemes.

• Descriptors (D) - define the syntax and the
semantics of each feature representation. A
Feature is a distinctive characteristic of the
data, which signifies something to
somebody.

• Description Schemes (DS) - specify the
structure and semantics of the relationships
between their components, which may be
both Ds and DSs.

• Description Definition Language (DDL)
a language allowing the creation of new
DSs, and possibly Ds, able to extend and
modify any existing DSs.

• Systems tools - support multiplexing of
descriptions or description and data,
synchronization issues, transmission
mechanisms, file format, binary encoding,
etc.

From the above datatypes, DSs, Ds, and DDL,
MPEG-7 can be grouped into five major
categories as shown in Figure-3.

Figure 2: MPEG-7 Metadata Components

The most challenging task of MPEG-7 is the
broad spectrum of requirements and targeted
multimedia applications, and the large number of
important audiovisual features from various
emerging application domain technology. In
order to satisfy these broad requirements,
MPEG- 7 will need to standardize common
content description components as shown in
Figure 2.
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holder, access right, usage record, financial
aspects for Content Usage; spatial & temporal
structure and elementary semantic information
for Structural; and events, objects, abstract
concepts, and their relation for the Conceptual.

Navigation & Access - deals with discovery,
browsing, navigation, visualization for
Summary; and adaptation to terminal, network,
or user preferences for Variation.

Content Organization - deals with description
and organization of collection of documents for
Collection & Classification; and statistical
functions and structures to describe sample of
AV content and classes of descriptors as in
probability model and definition of cluster,
classes and models to associate a semantic label
as to a set of data.

User Interaction - deals with user identification
and preferences, filtering, searching for User
Preferences; and usage history for User
Preferences.

All the MPEG-7 components are based on W3C
's eXtensible Markup Language (XML) [13]
technologies which include: XML Schema [14],
XPointer [15], XPath [16], Document Object
Model (DOM) [17], Simple API for XML (SAX)
[18], etc.. XML allows document structures to
be defined, levels of subdivisions to be created,
and content data to be stored and retrieved
hierarchically. XML is data-centric, whereas
HTML is more display-centric. XML focuses on
how data is structured rather than on how data is
displayed. XML provides mechanisms to define
descriptors and description schemes that, in tum,
are used to describe audiovisual content
descriptions.

XML Schema specifies the structure of instance
documents and their datatype for each element
and attribute. XML Schema are far more
advanced than its predecessor Document Type
Definition (DTD). Examples such as the
datatypes, XML Schema provides 30+ more
datatypes than DTD; can extend or restrict a
type; support multiple elements, etc. whereas
XPointer allows document referencing within a
document versus XPath which deals with
external document referencing. The goal is be
able to create application domain datatypes, their
elements and attributes, and to be able to
reference any part of the document either
internally or externally. DOM provides the
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means for manipulating XML documents and
SAX provides a standardized interface to DOM.

3. Standard Interoperable Metadata

The main objective for ISO MPEG to develop all
MPEG related (MPEG-l/-2/-4/-7/-21) standards
is to ensure that all products are interoperable,
either at the hardware chip level or software
application level. This is particularly true for
MPEG-7 since it covers a wide spectrum of
multimedia applications. To do this, MPEG- 7
experts are hard at work on the topics of MPEG
7 conformance and interoperability. MPEG-7
may use the same approach as in MPEG-4 to
define profiles and levels as the checkpoints
when dealing with different capabilities of
different terminals and systems. This is because
the platform configurations may vary in several
areas such as: memory size, number of DSs and
Ds support, processing power, dynamic update
on schemas, etc..

How to implement interoperability checkpoints
within MPEG-7 is a tough question for MPEG-7
experts to answer, since the checkpoint can be
anywhere from level, profile, or at the system
levels. However, since MPEG-7 is standardizing
the content descriptions on DSs, Ds, and DDL, it
is possible to unambiguously interchange
MPEG-7 descriptions in the textual and binary
representation formats. These formats are well
defined standard metadata, such that the
reconstructed DS/D structure is the same for all
conformant description consuming applications
and systems.

4. Conclusion

The concept of using international ISO MPEG-7
content description technology is presented. It is
vital to use standard metadata to describe
multimedia content; otherwise, the media content
information will be incompatible and not
interoperable between different applications and
systems. Furthermore, unstructured matedata
will hinder the users' efficient usage of
multimedia content and will be a stumbling
block for audiovisual related communities such
as content providers, publishers, researchers, and
most important the end-users.

The goal of this abstract session is to share ISO
MPEG-7 development and to promote more
standard metadata activities in the areas of
multimedia contents and applications.
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Abstract
A new method to. recognize the monetary amounts

printed by checkwriters is proposed In conventional
methods, character segmentation module segments the
image only along the direction of the character line.
Thus, it is difficult to extract character segments ifthere
are many noises near the text line, or characters are
fragmented into many small pieces. This new method
segments the image both horizontally and vertically so
that correct character segments are included in the set
of the candidate segments. We used a neural network
based classifier to recognize characters. A parsing
module detects the optimal sequence of candidate
segments using linguistic knowledge, and interprets the
results of character classification as a monetary
amount. In our method, a context-free grammar
describes the linguistic constraints in the monetary
amounts. We devised a new bottom-up parsing
technique that can handle the two-dimensional input.
We tested the validity of the new method using 1,314
images, and found that it improves the recognition
accuracy significantly.

1 Introduction

The character segmentation is frequently problematic in
the character recognition system. The difficulty comes
from the dilemma that a system cannot extract
sub-images each of which corresponds to a character
(character segments) without recognizing characters.
Multiple hypotheses-testing of segmentation approach
is one of the method to solve this problem [1][2][3]. In
this approach, the process consists of three steps; the
pre-segmentation, the character classification, and the
fmal decision. In the pre-segmentation step, the system
extracts candidate segments without identifying the
categories. Here, a candidate segment is a sub-image of
the input image that is plausible as a character. If there
~e plural ways to split the input image and the system
IS not able to decide which is the best, it extracts
candidate segments based on plural hypotheses of
segmentation. Secondly, in the character classification
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step, the system infers to which character each
candidate segment belongs and evaluates the credibility
of the inference. Finally, the system detects the
sequence of candidate segments optimal as a character
string in the final decision step.

However, most of the conventional methods assume
that the input is a correctly segmented line image.
Therefore, the system segments the image only along
the direction of the line. That is why it sometimes
cannot segment the image correctly if there are noises
in the image or the characters are fragmented. [4]
presents a method in which the system segments the
image both horizontally and vertically. It fmds a
plausible sequence of segments by minimizing the cost
of the character classification, the word matching, and
the spatial arrangement analysis. So far as we know,
nobody tested the utilization of the grammar like [5] in
this kind of two-dimensional segmentation method.

We propose a method to recognize monetary
amounts on forms documents printed by checkwriters.
The input of the system is a noisy binary image where
characters are often broken into many connected
components. The pre-segmentation process of the new
method works two-dimensionally so that the set of the
candidate segments includes correctly segmented
sub-images of all the characters in the input. We used a
context-free grammar to represent the linguistic
constraints in the expression of the monetary amounts.
A newly developed bottom-up parser interprets the
character classification results mapped to a graph that
represents the positional relationship among the
candidate segments.

In this paper, we describe the features of the
machine-printed monetary amounts in section 2.
Section 3 describes the details of the new method.
Section 4 presents the experimental results that show
significant improvements of the recognition accuracy
by the method. Finally, conclusions and discussions are
given in section 5.



2 Tbe Features of Monetary Amounts Printed by
Cbeckwriters

The examples of the inputs of the proposed method are
shown in Fig. 1. They are binary images of 240 dpi.
The characters are printed by checkwriters. A
checkwriter prints characters with sets of pins or edges.
Therefore, sometimes the characters in the images are
fragmented into many dots or short lines. There area
many pepper noises in the images generated by
thresholding the textured background. Sometimes the
characters are not clear because the portion of ink is not
enough or the printing pressure is uneven. Thus the
precise line segmentation is often impossible. The
character segmentation and the recognition are also
difficult.

Figure 1: Examples of input images

On the other hand, there are linguistic constraints in
the expression of the monetary amounts. For example,
they follow the rules as below in Japanese forms:

A mark "¥" is printed at the head.
There is(are) special character(s) such as "*,, or
",*" at the end.
A comma is printed every 3 digits.

It is easy to represents these rules by a context-free
grammar as explained in the following section.

3 Proposed Metbod

3.1 System Overview
The essential components in our method are the
two-dimensional pre-segmentation, the character
classification, and the bottom-up parsing. Moreover, we
used a pre-processing module that we devised to
improve the recognition accuracy in this application.
Figure 2 shows the overview of the system based on the
new method.

The input is a binary image of a field in a form in
which a monetary amount is supposed to be printed.
The pre-processing module cleans the image, and the
two-dimensional pre-segmentation module extracts
candidate segments. Character classifier infers the
categories of candidate segments and calculates their
credibility. Here the set of categories consists of digits,

294

comma, "¥", and "*". Finally, the bottom-up parser
interprets the results of the character classification as an
amount.

Contextfreegrammar

RecogniZed amount

Figure 2: Overview of the system

3.2 Pre-processing
In pre-processing stage, the system cleans the input
image by a morphological closing using 3x3 isotopic
structure element to smear the fragmented characters,
and a noise elimination that detects isolated black dots
and erases them. These can make the pre-segmentation
and character classification easy. The system processes
the input image in three ways as below.

Noise elimination+ closing
Closing
No pre-processing(Raw image)

The system feeds these images to following processes
one by one until an amount is recognized.

3.3 Two-dimensional Pre-segmentation
In the two-dimensional pre-segmentation, the system
extracts candidate segments at first by splitting the
input image horizontally based on the connected
component analysis as conventional methods. Then if
height of a candidate segment is larger than a
predefined value and there is a gap in it, the system
splits it vertically and adds the split segments to the set
of the candidate segments.
The positional relationships among the candidate
segments are represented by a directed graph named
"segmentation graph". Here, the segmentation graph is
represented by a set of recordsPj

Ep={Pr=(oj,bj, lj, rj)} (1)
Each Pj corresponds an edge in the graph and stores
information on a candidate segment. OJ and bj are the
integer variables that identify the nodes incident to Pi- t.i
is a list of nj connected components (cl}J,cl}2", C I}IIj) in the
segment. rj stores the results of the character
classification explained below.

Followings are the flow of the two-dimensional
pre-segmentation:



1) Extract connected components from the input image.
2) Test the size of all the connected components. If

width of a connected component is larger than W max

(=56 pixels), then it is split at the point wcu' (=44
pixels) right from the left edge.

3) Sort the connected components according to the x
coordinates of the left boundary. Let nc is the
number of the connected components, and c, is the
ith connected component.

4) Let wij is width of the object consisting of connected
components c.; Ci+J", and Cj_J' For all combinations
of i andj (0 < i <j:S nc+ 1), test ifwij satisfies wij <
W max (=56 pixels) and wij > Wmin (=8 pixel). If wij

satisfies the conditions, generate a new record Pk

where 0k= i, bk= j, tk= (Ci' Ci+J",Cj-J)' Here some
heuristics are used to prevent separating connected
components extremely close to each other.

5) Test all candidate segments if the height of Pj is
larger than Hmax (= 40 pixels) and it has a gap of
vertical projection wider than 2 pixels, then split Pj

vertically at the gap. Add the split segments to
candidate segments. Here 0 and b of the new
segments Pk are equal to the ones ofPj' tk stores the
lists of the connected components that belong to ps-

2) is a step to split touching characters. As easily
expected, sometimes it cannot find the boundaries of
touching characters correctly. Some papers such as
[1J(6] present more sophisticated methods.

3.4 Character Classification
In the character classification, the system extracts a
feature vector from each candidate segment, and
classifies it by a neural network.

Firstly, it fits a square to each candidate segment so
the center and the height of the square are equal to the
ones of the bounding box of the candidate segment
respectively. Then, it calculates the densities of black
pixels around 64 sampling points ofthe 8x8 grid on the
square. Finally, it feeds 64 of the density values to a
neural network to infer the category of the candidate
segment. Here we used a multi-layer neural network
with a hidden layer that has 32 hidden units. 13 output
nodes are assigned to digits, "¥", ".", and comma
respectively. The output value of the each node in the
output layer is used as the credibility of each category.
If the credibility of output node is higher than a
threshold (=0.6), the system adds the pair of the
character code and the credibility to rj.

We printed 37,252 characters with 8 checkwriters for
the training of the classifier. The error rate of the 5-fold
cross-validation test using the training samples was
0.19%. However, font styles in some of the images in
section 4 were different from the training samples, and
the recognition accuracy was not so high as this test.

3.5 Bottom-up Parsing

3.5.1 Grammar
In our method, a context-free grammar represents the
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linguistic constraints in the monetary amounts.
Formally, a grammar (G) is a quadruple,

G = (Vm V" P, 8), (2)
where Vn is a set of symbols called non-terminal
symbols, V, is a set of symbols called terminal symbols.
Let V* denotes the set of all words built from the
terminal and/or non-terminal symbols. The set P E Vn X

V* is the set of the substitution rules such as "A -> a"
and "B -> eDE" where a capital letter represents a
non-terminal symbol, a small letter represents a
terminal symbol, and an operator "->" represents the
substitution. The set S E Vn is the set of the start
symbols. The set of all arrays of terminal symbols that
can be generated from the start symbols by the
substitution rules is called language L(G).

In our method, we used a context-free grammar G in
which elements of V, correspond to the characters used
in the monetary amounts, and L(G) covers all the
expressions of amounts. Figure 3 shows the substitution
rules used in our method. Here, capital letters represent
the non-terminal symbols and "S" represents the start
symbol. Digits, "¥", "." and comma are the terminal
symbols.

S ->¥N. B->DDD C->6
S ->¥N,* C -> 1 C->7
N ->N,B C->2 C -> 8
N->C Co> 3 C->9
N->CD C->4 D->O
N ->CDD C->5 D->C

FIgure 3: Substitution rules m the new method.

3.5.2 Symbol Graph
Usually the input of a parser is one-dimensional. For
example, CYK algorithm [7] is a typical bottom-up
parsing method. Its input is a totally ordered set of
terminal symbols W={wtI1:s i:s n}. It utilizes a Chomsky
normal form grammar Gcs where only substitutions of
one non-terminal symbol by one terminal symbol or
two non-terminal symbols exist in P. A
nxnx(1 V,I+ IVnl) table T stores credibility of the array {Wi,

Wi+J", Wi+j} as a symbol VkE VnuV, in the cell TV1UJ(k].
The CYK algorithm is a kind of the dynamic
programming that calculates TVl UJ(k] from IIi][i '][k ']
and lli1lJl[k'1 when the substitution Vk -> Vk'Vk" is an
element ofP.

The input of our bottom-up parser is the results of the
character classification stored in the segmentation
graph. They are not a totally ordered set, and
conventional methods are not applicable. Thus, we
developed a new bottom-up parsing method that utilizes
a graph named "symbol graph" instead ofthe table T of
the CYK algorithm.

In the system, a set of records ej as shown below
represents symbol graph.

E = {ej = (OJ, bj , Sj, Cj, Ij ) }. (3)
Each ej corresponds an edge in the graph, and OJ and

bj are the integer variables that identify the nodes in the



graph. SjE Vnu V,stores a symbol that is assigned to the
edge, and Cj is its credibility value. ~= (elj Irelj2", elj"'1 I
elj;E E) stores a list ofedges in E.
3.5.3 Algorithm

The algorithm of the bottom-up parsing is shown
below. Here, the operator "L~ " represents the
concatenation of lists lj'
1) Generate a symbol graph in which Sj and Cj of each

edge correspond to the category and its credibility of
a candidate segment respectively given by the
character classification. aj and bj are equal to the
ones of the corresponding candidate segment.

2) Apply the "reverse substitutions" to partial paths in
G; Let e.x denote the variable x in a record e. Ifpath
= (trt\ trlh2,,,tr'hnPath) is a sequence of edges in
the graph that satisfies trth

i :b = trthj+ J. a (1 S:. j S:.
rfOlh_ I ), and if the sequence of symbols tr'hJ.S
trlh2.S...tr'hnPath.s is equal to the right side of a
substitution rule, then generate new edge ek where
ak= trthJ.a, bk= tr'hnPath.b, Ck=Lj tr'hiC, h= Lj
tr'hil, and S is equal to the left side of the
substitution rule.

3) If there are more than one edges that have same
values of a, b, and S respectively, and they have
same path from a to b in the segmentation graph,
then delete them except for the one that has the
largest c.

4) Repeat step 2) and 3) until the system cannot
generate a new edge any more in step 2).

5) Find edges whose symbols (s) are the start symbols
and that satisfy the condition of the layout described
below. Find ebesl whose credibility Cj is the largest
among them. Output the array of symbols in hest of
the ebesl (eJbesIJ's e'besl2.S ...) as the result of the
amount recognition.
Figure 4 schematically illustrates a process of the

bottom-up parsing.

(A)

*

(B)

Figure 4: Schematic representation of a bottom-up
parsing. (A): Example ofan input Image,

(B): The segmentation graph (below) and the reverse
substitution process (gray arrows).

296

3.5.4 Utilization of Layout Information
In step (5) above, the system tests the layout of the
candidate segments corresponding to the elements of I
to eliminate errors. Firstly, the system calculated the
upper and lower boundary of the text line by the least
square error fitting. Then, it tests if the candidate
segments satisfy the following condition.

a) Height of a comma should be smaller than the half
of the line height. The upper boundary of the comma
also should be lower than the one third from the
bottom ofthe line.
b) Height of a character other than comma is larger
than two third of the line height.
The system selects the final result among the edges
that satisfy these conditions.

4 Experimental Results

We tested 1,314 images for the experiments. There was
a monetary amount printed by a checkwriter in each
image.

We used two programs for comparison of the new
method and a conventional method. The program of the
conventional method is based on the
segmentation-based recognition. It utilized extensive
heuristics to eliminate noises and to recover fragmented
characters instead of the new method. When we simply
omitted the step 5) in the two-dimensional
segmentation from the new method without such
heuristics, about half the images were rejected

Table 1: Comparison ofthe recognition accuracy

Conventional New
method method

Correct rate 64.1% 72.7%

Error rate 1.6% 0.9%

The experimental results in table 1 show the
significant improvement of the recognition accuracy by
the new method. Major reasons of rejection and error
were touching characters, noises, unknown font styles,
and fragmented characters. The average processing
time of the new method using a 450 MHz machine was
54 msec per image.

4 Conclusions
A new method to recognize monetary amounts printed
by a check writer is proposed. Here we showed a way
to utilize grammatical constraints in the
two-dimensional character segmentation approach.
Experimental results show that the method improved
the recognition accuracy significantly.

The bottom-up parser worked well in this
experiment. However, it is not clear so far that it is the
best technique to interpret the result of the character



classification. Moreover, further improvement of the
pre-segmentation and the character classification is
necessary.
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Abstract

Tools for visualizing and creating groundtruth and metadata are crucial for doc
ument image analysis research. In this paper we describe TrueViz [LKOO, KLCB01],
which is a tool for visualizing and editing groundtruth/metadata. We first describe
the groundtruthing task and the requirements for any interactive groundtruthing tool.
Next we describe the system design of TrueViz and discuss how a user can use it to
create groundtruth. TrueViz is implemented in the Java programming language and
works on various platforms including Windows and Unix. TrueViz reads and stores
groundtruth/metadata in XML format, and reads a corresponding image stored in TIFF
image file format. Multilingual text editing, display, and search modules based on the
Unicode representation for text are also provided. This software is being made available
free of charge to researchers.

This research was funded in part by the Department of Defense under Contract MDA0949-6C-1250,
Lockheed Martin under Contract 9802167270, the Defense Advanced Research Projects Agency under
Contract N660010028910, and the National Science Foundation under Grant 1159987944.
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1 Introduction

In the document image analysis (DIA) research area, the term 'groundtruth' refers to
various attributes associated with the text on the image - bounding box coordinates
of words, lines, characters; font type; character size; direction of text; etc. Groundtruth
data is crucial for document image analysis because it is impossible to train and test
Optical Character Recognition (OCR) algorithms without it. Since groundtruth is cre
ated manually in most cases, tools for annotating and visualizing groundtruth are very
important. In fact, at the MLOCR99 international workshop [mlo99] the consensus in
the corpus working group was that our community needs i) a protocol for groundtruthing
documents, ii) an XML-based groundtruth representation format, iii) a public-domain
multilingual/rnultiplatform visualization and data-entry tool, and iv) a consortium for
managing and distributing datasets.

In this paper we address two of the four issues raised by the working group: i) We
describe an XML-based groundtruth representation format, and ii) we describe TrueViz,
which is a public domain! annotation tool that we have developed at the University of
Maryland.

This paper is organized as follows. In Section 2 we describe various existing an
notation tools used in document image analysis and in related areas such as speech
recognition, linguistics, and information retrieval. The desirable features of a document
image groundtruthing tool are described in Section 3. In Section 4 we discuss design
and implementation issues related to editing, visualization, and search. The XML data
format for groundtruth is discussed in Section 5, where we also provide representative
samples of XML files. The multilingual data entry, visualization, and search features of
TrueViz are quite unique and are discussed in Section 6. Finally, in Section 7 we list
the things that we hope the international DIA community will add to the public domain
system.

2 Previous Work

There are many annotation and visualization tools in various domains. In this section
we describe a few annotation tools commonly used in document image analysis, speech
recognition, linguistics, information retrieval, video analysis, geographic systems, and
statistics. In Table 1 we provide a comparison of these tools.

2.1 Document Image Visualization Tools

Visualization tools for displaying or editing a document image and groundtruth meta
data have been developed for evaluating algorithms, creating document groundtruth, or
browsing documents.

Pink Panther [YV98] is an environment for creating segmentation groundtruth files
and for page segmentation benchmarking. Page segmentation is the process of decompos
ing a document page image into structural and logical units, such as images, paragraphs,
headlines, tables, etc. The performance of a page segmentation algorithm is evaluated

1TrueViz is available at http://www . cfar . umd. edu/""kanungo/software/software. html
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Table 1: Comparison of Visualization Tools

Name Platform Data Format Domain

PinkPanther Unix/X Windows System ASCII Document Image
Groundtruth

Illuminator Unix/X Windows System DAFS Document Image
Groundtruth

Oulu Database Browser Multi-Platform/Java ASCII Document Image
Groundtruth

TrueViz Multi-Platform/Java XML Format Document Image
Groundtruth

Transcriber Unix/Windows NT XML Format Speech Annotation

ATLAS Unix/Windows NT XML Format Linguistic Annotation

Alembic Workbench Unix system SGML/PTF Format Linguistic/Named Entities
Annotation

ViPER Multi-Platform/Java ASCII Video Sequence
Groundtruth

XGobi Unix/X Windows System S Data Format/ASCII Statistical Data

S-PLUS Windows 95/98 Customized Data Statistical Data

CLASP Unix/Macintosh Commonly Used Formats Statistical Data

Mondrian Multi-Platform/Java ASCII/Databases Categorical/
Geographical Data

PolyPaint+ SunOS/Solaris netCDF Geographical Data

Spotfire MS Windows Database/Spreadsheet / Decision Making
ASCII by Data Analysis

Slicer Dicer MS Windows Binary/ ASCII/ Medical/Scientific Data
Commonly Used Formats Defined on Grids
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by running the algorithm on a set of document images, and comparing the output for
each document to corresponding groundtruth metadata. Pink Panther consists of two
parts: Grounds-Keeper and Cluzo. Grounds-Keeper is a tool for creating groundtruth
metadata. It visualizes a document image and the corresponding metadata, and also
allows users to zone the document image and specify the information for each zone.
Groundtruth metadata created by Grounds-Keeper is stored in an ASCII file format.
Cluzo is a benchmarking tool for collecting the locations, types and severities of seg
mentation errors on a page as well as information on segmentation performance. Pink
Panther is implemented on the Unix and X Windows platforms and is written in C.
While Grounds-Keeper allows the user to enter segmentation groundtruth, entering text
groundtruth is not possible.

Illuminator [Fru95] is an editor developed by RAF Technology, Inc. for building
document understanding test and training sets, for correction of OCR (Optical Character
Recognition) errors, and for reverse-encoding the essential information and attributes of
a document. Illuminator visualizes or edits a document image and its entities, which
are specific regions of the image and the associated metadata. It is configured to handle
text in major European languages and Japanese. Illuminator uses the DAFS (Document
Attribute Format Specification) file format [Fru95] to store the document image and
metadata. DAFS provides a format for breaking down a document into entities which
have hierarchical structure, and for defining entity boundaries and attributes. Illuminator
is implemented on the Unix and X Windows platforms and is written in C.

The MediaTeam Oulu Document Database [SK98] is a collection of scanned docu
ments with corresponding groundtruth for the physical and logical structure of the docu
ments. It was developed by the University of Oulu MediaTeam. The document database
browser is a visualization tool for exploring the contents of the database. The browser is
written in the Java programming language and allows visualization of document images
and corresponding metadata simultaneously. The browser can explore the database and
select particular documents for visualization. The browser also provides a window to
list attributes of the document. Document images which were originally stored in TIFF
image format are stored in JPEG image format and metadata is stored in an ASCII file
format.

Pink Panther and Illuminator work only on the Unix platform. Because there are
many tools that are executable only on the Windows platform, this is a limitation. The
Oulu document database browser is written in the Java programming language, and can
be run on various platforms. However, the Oulu document database supports JPEG
image format only, while TIFF is the most popular image format for document images.
Furthermore, the file representation of the groundtruth is non-standard. In fact, all
the above tools store document metadata in their own file formats. To provide data
compatibility, a standard file format, or a file format to which other file formats can be
easily converted, is needed.

A prototype system for visualizing and editing groundtruth is currently being built
at the University of Fribourg, Switzerland [HRIOO]. This system allows users to edit
the hierarchical structure of the document. However, the system does not provide a
compatible OCR evaluation package to visualize OCR segmentation results.
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2.2 Other Visualization Tools

We surveyed visualization tools in other data domains to find out the best way to pro
vide multi-platform and data compatibility. In this section we summarize features of
visualization tools in various domains such as statistical, categorical, geographical, and
medical data as well as linguistic data and speech signals.

Transcriber [BGWLOO, GBBWOO, BGWL98] is a tool for segmenting, labeling and
transcribing speech signals. It supports most common audio formats and stores the
transcription in XML format. It was developed in the Tcl/Tk and C programming
languages, and works on Unix and Windows NT platforms.

ATLAS [BDH+OO] is an architecture and tool for linguistic analysis based on a formal
model for annotating linguistic artifacts. It uses an XML-based ATLAS Interchange
Format (AIF) for storing annotated corpora, and was developed in the C++, Perl, Tcl/Tk
and Java programming languages.

Alembic Workbench [DAH+97] is a new set of integrated tools that uses a mixed
initiative approach to bootstrapping the manual tagging process with the goal of reducing
the overhead associated with corpus development. The Alembic Workbench is developed
using the Tcl/Tk, Perl, C and Lisp programming languages, and works on the Unix
platform. Alembic uses the SGML and PTF (Parallel Tag File) formats for source text
and annotations.

ViPER (Video Processing Evaluation Resource) [DMOO] consists of three main com
ponents: ViPER-GT, ViPER-PE, and ViPER-Viz. ViPER-GT contains modules for
configuring and producing groundtruth information which describes a video sequence.
The ViPER-PE module provides performance evaluation capabilities for comparing com
puted results with appropriate groundtruth information. ViPER-Viz enables a user to
visualize groundtruth, analysis results, performance evaluation results, or an entire video
clip. ViPER was developed in the Java programming language, and groundtruth and
results are stored in ASCII file format.

XGobi [SCB98, SHB91, SCB92] is an X Window application for interactively ex
ploring statistical data. Its current functionalities include brushing, identification, and
editing of connected lines, as well as rotation and the grand tour, with several interactive
projection pursuit indices. Several functions can be linked so that actions in one window
are promptly reflected in another.

S-PLUS [VR99] is a desktop data analysis tool that provides data analysis and visu
alization capabilities to identify trends in data. It allows data import and export from
spreadsheets such as Excel, as well as from a wide range of relational and other data
sources.

The Common Lisp Analytical Statistics Package (CLASP) [AWC+95] is a tool for
visualizing and statistically analyzing data. CLASP provides an interactive environment
for data manipulation and statistical analysis and a variety of descriptive and hypothesis
testing statistics. It includes many features that facilitate exploratory data analysis.

Mondrian [Uni] is a data-visualization system written in Java. Its main emphasis is on
visualization techniques for categorical data and geographical aata. Mondrian provides
various plots such as mosaic plots, maps, barcharts, and parallel coordinates, which are
fully linked and allow various interrogations.

303



PolyPaint+ [Nat] is an interactive scientific visualization tool that displays complex
structures within three-dimensional data fields. It provides color shaded-surface display,
as well as simple volumetric rendering in either index or true color. PolyPaint-} routines
first compute the polygon set that describes a desired surface within the 3D data volume,
and these polygons are then rendered as continuously shaded surfaces. Objects rendered
volumetrically may be viewed along with shaded surfaces. Additional data sets can be
overlaid on shaded surfaces by color coding the data according to a specified color map.

Spotfire [AS94] is a decision analysis workspace that uses the connectivity of the Web
to provide a workspace in which to access large amounts of complex data from wherever
it resides, to visually explore and analyze the data, and to share results.

Slicer Dicer [PIX] provides tools for analysis, interpretation and documentation of
complex data defined in three or more dimensions. It helps in exploring the data visu
ally by "slicing and dicing" to create arbitrary orthogonal and oblique slices, rectilinear
blocks and cutouts, isosurfaces, and projected volumes. It also provides animation se
quences featuring continuous rotation, moving slices, blocks, parametric variation (time
animation), oblique slice rotation, and varying transparency.

A more detailed review and taxonomy of visualization tools can be found in an article
by Shneiderman [Shn96], and a good general reference for user interfaces is Shneiderman's
book [Shn98].

3 Desired GUI Functionalities

Since TrueViz will be used by different researchers for different tasks, we first summarize
the functionalities that are desired of such a tool. The simplest task that the tool could
be used for is to visualize and input multilingual text. Next, it could be used to mark
regions of a scanned document image as text or graphics, and assign labels to regions.
A researcher wanting to look at the results obtained by a DIA system might want to
search for all the incorrectly recognized characters and then zoom into the image at
those locations. A researcher interested in extracting the logical structure of a document
might want to label the reading order of the text areas, or the hierarchy of the text
regions corresponding to sections and subsections.

After studying the various tasks for which a user might want to use the to-be-designed
tool, we formulated the following set of requirements for the graphical user interface:

Entities: Users should be able to visualize and edit zone-, line-, word-, and character
level geometric groundtruth. Furthermore, they should be able to establish their
own entity structure. For each entity, they should be able to define attributes (e.g.
bounding boxes) and specify their values.

Scale: Users should be able to zoom in and out of the image and overlaid groundtruth
so that they can study the image and OCR error results at the page, paragraph,
line, word, or character level.

Color: It should be possible to display entities that have different attributes in different
colors. For example, image zones could be shown in one color and table or text
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zones in another. Thus if a DIA system incorrectly recognizes a table zone as an
image zone, the error would be easily identifiable from the color coding.

Logical information: The visualization tool should allow users to visualize and edit
the logical reading order of text zones, and also to specify the hierarchy of the text
zones. For example, it should be possible to visually specify that a subsection is
contained in a section.

Multilingual Visualization: Since DIA systems are being developed for various lan
guages and scripts, users should be able to visualize groundtruth text in these
languages and scripts. The use of a standard encoding such as Unicode is highly
desirable.

Multilingual Data Entry: While regular English text can be entered by regular key
boards, keyboard mappings that allow other languages and scripts to be entered
should also be available.

XML-based Representation: The XML markup language would be ideal for repre
senting page layout groundtruth since it is the current industry standard and vari
ous parsers, syntax checkers and editors are publicly available for it.

Converters: Converters to convert standard datasets such as the University of Washing
ton dataset (in DAFS format) into the XML representation would help bootstrap
research by providing seed datasets.

Search: Users should be able to search for strings in the groundtruth and find the
locations where they appear in the image. The search module should work in
any language and users should be able to specify edit distances for approximate
searching, which is essential when searching for strings in noisy OCR text.

Evaluation: The tool should have a built-in OCR evaluation module or should be com
patible with one, so that users are able to visualize OCR evaluation results easily.

Multiplatform: Since researchers and data entry persons work on various platforms
such as UNIX, PC and Mac, the tool should be platform-independent so that users
need not spend time learning how to use it on a platform that they are not familiar
with.

Public Domain: In order for the community to take full advantage of it, the tool should
be freely available.

4 Design and Implementation

4.1 Overview

The TrueViz display is vertically split into two panels (see Figure 1). The left panel is
an image panel for displaying a document image and corresponding geometric metadata,
and the right panel is a tree view for displaying textual metadata structure.
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Figure 1: TrueViz consists of an image panel (left) and a tree view (right).

The image panel displays a document image and overlays geometric metadata on the
image. Currently, three kinds of geometric metadata can be visualized: Bounding boxes,
logical relationships, and an Infopanel. The bounding box of an entity is visualized as
a polygon whose color represents the type of the entity. "Logical relationship" refers to
logical reading order, and is visualized using an arrow from one entity to the next. The
Infopanel is a small window for displaying a few important attributes of the entity. The
image and metadata visualization can be scaled to various resolutions.

The tree view displays the XML-based groundtruth metadata in a tree structure of
expandable and collapsible nodes. The attribute values can be edited in the tree nodes
and the groundtruth text can be edited in the separate multilingual text editor.

4.1.1 Metadata Visualization

Entities can be classified into four categories: Zones, Lines, Words and Characters. En
tities are hierarchical in nature, so a Zone is contained within a Page, a Line is contained
within a Zone, a Word is contained within a Line, and a Character is contained within a
Word. Because of the hierarchical nature of the entities, it is necessary to change views in
order to view specific portions of the structure. There are five views: Image Only, Page,
Zone, Line, Word and Character. The Image Only view shows only the image without
any groundtruth visualization. The Page view shows metadata for all entities, from the
highest level to the lowest level. This view is not editable or selectable. The Zone view
shows only Zone metadata. A Zone's data can be accessed by clicking on the Zone. This
causes the Zone to be active (selected) and highlighted, and the Infopanel to pop up.
The Infopanel is a small window for displaying important metadata for the active entity
(see Figure 8). The corresponding node in the tree view will also be selected. Similarly,
the Line view shows all Line metadata (see Figure 2 (a)), the Word view shows all Word
metadata (see Figure 2 (b)), and the Character view shows all Character metadata. As
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(a) Line view displays all Line entities. (b) Word view displays all Word entities.

Figure 2: Hierarchical display.

(a) Fill Bounding Boxes. (b) Logical Relations.
Figure 3: View options

in the Zone view, metadata can be selected, and the Infopanel for the active entity is
popped up.

There are two options for views: 'Fill Bounding Boxes' and 'Logical Relations'. If the
'Fill Bounding Boxes' option is checked, all entities are painted in colors corresponding to
their types (see Figure 3 (a)). Otherwise, entities are displayed using polygonal outlines
whose colors also represent their types. This option is useful when the document is
displayed at a large scale, because a user can see the type of an entity from its color
even if the bounding box is too large to fit on the screen. If the 'Show Logical Relations'
option is selected, the logical reading order relations are visualized using arrows from
each entity to the next logical entity (see Figure 3 (b)).

4.1.2 Metadata Editing

Groundtruth metadata can be edited in two ways: graphical editing and text editing.
All metadata can be edited within the attribute value node in the tree view. Because the

307



l"f<l;C-i'.-.'.1lt:t~..~-
...;S~»;
"-If,~'''''...~~-
!",~,~

*W1-..~-._~,~.,.J:__...~
.-.:~

"'IV-.. Iff....
~ ..P"""

Figure 4: Search string "campus" and edit distance 1 are specified in the search window
(in the lower right corner), and the matching entities are highlighted.

groundtruth text may contain multilingual text, it is edited in the separate multilingual
text editor. The metadata visualized in the image panel can also be edited graphically.
It is very difficult to correct bounding boxes of entities by editing their coordinates.
Therefore, TrueViz enables users to change the coordinates of bounding boxes graphically.
In addition to the bounding boxes, the logical relationships can be changed graphically.
The image panel can also be used used to create and delete entities.

4.2 Search

TrueViz provides a multilingual approximate search functionality. A search string and
edit distance can be specified in the search window. TrueViz provides multilingual input
for a search string. The edit distance is the minimum number of substitutions, insertions
and deletions required to transform one string into another. The maximum edit distance
allowed during the search can be specified [Gus97]. After the search is finished, all
entities containing the search string within the specified edit distance are highlighted
(see Figure 4).

5 The Data Format

5.1 Overview

Groundtruth metadata is stored in XML file format [Har99, BPSM98, WHA +99, McLOO]
(see Figure 5), and document images are stored in TIFF image file format. The tree view
reflects the XML data file, and an internal data structure is created to visualize the
groundtruth metadata. The internal data structure consists of Region of Interest (ROI)
nodes. A ROI is a generic term used to describe any area of the image that the user
deems of interest. The internal data forms a directed acyclic graph with ROIs as nodes
and hierarchical or logical links as edges.
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<?xal v.rsionz"1.0" .ncoding'"'''UTF-8''?>
<!DOCTYPE Page SYSTER "Tru.viz.did">
<Pag.>

<PAg.tD Valu....POOO"> </Pag.ID>
<Pag.Typ. Valu.·"Journal"> </Pag.Typ.>
<Pag.luab.r Valu 1"> </Pa.g.luab.r>
<PageColumls Valu ·'1"> </Pa.g.ColUlllls>
<Font Siz••"9-12" Spa.cing-"Und.tined" Styl.·"lormal" Type""Seri1."> </Font>
<zcne>

y'"'''3136''></V.rt.x>
y·"3136"></V.rt.x>
y."3169"></V.rtex>
y·"3169"></V.rt.x>

.="1281"

.="1296"

.="1296"

.="1281"

<ZonetD Value·"ZOOO"/>
<Zon•••xt Va.lu.....Z001"/>
<Cha.ra.ct.rOri.nta.tion Type~"String" Va.lu.· ..up-right ../>
<DollinantFontSiz. Typez"Siring" Va.lue~"9-12··/>

<DoliinantFontSpa.cing Type""String" Valu.-"proport iona.l" />
<DoliinantFontStyle Type="String" Va.lu.""plain"/>
<DollinantFontType Typ.="String" Va.lu.="s.ri1.··/>
<Languag. Typ••"String" Value·"English"/>
<T.xtAlignaent Typ.·..String" Valu.· ..justi1.i.d"/>
<T.xtR..adingDir.ciion Typ••"String" Va.lu.· ..l.tt-right" />
<Zon.Corners>

<V.rt.x
<V.rt.x
<V.rt.x
<Vert.x

</Zon.Corners>
<GT_T.xt Va.lue="a"></GT_Text>
<Ldne>

y="3136"></Vertex>
y~"3136"></V.rtex>

y="3169"></V.rt.x>
y="3169"></Vertex>

x-"1281 "
.="1296"
.="1296"
x·"1281"

<Lin.ID Valu.·"ZOOOLOOO"/>
<Lin.Corn.rs>

<V.rt.x
<V.rt.x
<V.rtex
<V.rtex

</Lin.Corn.rs>
<GT_Text Valu••"a."></GT_ T.xt>
<Word>

y""3136"></V.ri.x>
y." 3136 "></V. reex>
y·"3169"></V.rt.x>
y~"3169"></V.rt.x>

y."3136"></V.rt.x>
y·"3136"></V.rt.x>
J."3169"></Vert.x>
s-:3169"></Vert.x>

.="1281"

.="1296"

.="1296"
x·"1281"

<WordID Valu.="ZOOOLOOOWOOO"!>
<WordCom.rs>

<V.rt.x
<V.rt.x
<V.rtex
<V.rt.x

</WordCorners>
<GT_T.xt Valu.· ..a...></GT_T.xt>
<Chara.ct.r>

<CharoGO.rID Volu.="ZOOOLOOOWOOOCOOO"!>
<Cha.ra.ct.rCorn.rs>

<V.rt.x x="1281"
<V.rt.x x·"1296"
<V.rt.x x·"1296"
<V.rt.x x·"1281"

</Cha.ract.rCorn.rs>
<GT_T.xt Valu .....a...></GT_T.xt>

</Cha.ra.ct.r>
</Word>

</Lin.>
</Zone>
<Zon.>

y·"3136"></Yertex>
y·"3136"></Vert.x>
y·"3169"></Vertex>
yZ"3169"></Vertex>

.="2281"

.="2296"

.="2296"

.="2281"

<Zon.ID Va.lu.· ..Z001" />
<Zon•••xt Va.lu.·""/>
<Cha.ra.ct.rOri.nta.tion Typ.·..String" Va.lu.....up-right ../>
<DollinantFontSiz. TJp.·..String" Va.lu.""9-12"/>
<DollinantFontSpa.cing Typ.· ..String" Va.lu.~"proportiona.l "/>
<DollinantFontStyl. Typ.·"String" Va.lu.·..iialic'·/>
<DollinantFontTyp. Typ.·"String" Va.lu."·'s.rit"/>
<Langua.ge Typ.="String" Va.lue""English"/>
<T.xtAligna.nt Typ.""String" Va.lu.·"justiti.d."/>
<T.xtR.a.d.ingDir.ction Typ.....String.. Value""l.tt-right"/>
<Zon.Corners>

<V.rtex
<V.rt.x
<V.rt.x
<V.rtex

</Zon.Corn.rs>
<GT_T.xt Va.lu••"b"></GT_T.xt >

</Zon.>
</Page>

Figure 5: An example XML file.
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5.2 XML Data Format

The groundtruth data is organized in a hierarchical structure. The highest-level and
therefore most inclusive entity is the Document. A Document is, in its simplest form, a
collection of individual units, known as Pages, which are related to or support a specific
topic or purpose (e.g. a report or manual). A Page is the next level down in the hierarchy
and represents individual units of a Document. Each Page has an associated image that
represents the original hard copy. A Page contains one or more Zones. A Zone is usually
a rectangular area definable by its horizontal and vertical coordinates within a page. The
purpose of a Zone is to identify a key area of the page such as title, heading, graphic,
page number, etc. Each Zone may contain one or more Lines. A Line is an individual line
of text. A Line can be broken down into one or more Words, each of which may contain
one or more Characters. Each tag in the XML file represents an entity or attribute. An
entity name can be any alphanumeric word, but the only entities that can be graphically
edited in TrueViz are Zone, Line, Word and Character.

An entity's attributes can be listed under the entity's tag in the XML file. While any
attribute name can be listed, some built-in attributes are crucial for the visualization of
groundtruth data.

ID: ID is the identification of the entity. The attribute name for ID is combined with the
entity name. For example, the ID of a Zone entity is represented as ZoneID, and
similarly we use LineID for Line, WordID for Word, and CharacterID for Character.

Corners: Corners represent the bounding box of the entity. The upper left, upper right,
lower right, and lower left vertices are listed inside a Corners tag in order. Like the
ID, the attribute name is combined with the entity name.

Next: Next stores the ID of the logically following entity. As with the ID, the attribute
name is combined with the entity name.

GT_Text: GT .Text stores the groundtruth text of the entity.

The following example shows a simple entity.

<Zone>
<ZoneID Value=IZ001"/>
<ZoneNext Value=IZ002"/>
<GT_Text Value="Hello, world">
<ZoneCorners>

<Vertex x=110" y=110"/>
<Vertex x=1100" y=110"/>
<Vertex x=1100" y=130"/>
<Vertex x=110" y=130"/>

</ZoneCorners>
<Zone>
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...... ~

Figure 6: Entity structure.

5.3 Internal Data Structure

The groundtruth metadata is stored in XML file format, which is essentially a tree. The
entities, on the other hand, form a directed acyclic graph structure. Each entity contains
child entities and has a next logical entity. The graph representing the entity structure
can be expressed by equation (1) (see Figure 6):

G = (1/,E) where 1/ = {Zone, TVord,Line,Character}, E = {contains,next}
(1)

Because of the difference between the entity structure and the XML structure, TrueViz
has an internal data structure that is a little different from the XML structure. The
internal data structure consists of Region of Interest (RaI) nodes, and the ROIs form a
directed acyclic graph as described in equation (1). A next logical entity is stored as an
attribute of an entity in the XML file, and is converted into a link from a RaI to the
next RaI in the internal data structure.

For parsing XML files and converting XML structures into internal structures, Java
APIs (Application Program Interfaces) were used. Two kinds of Java APIs can be
used for XML parsing: SAX (Simple API for XML) and DaM (Document Object
Model) [McLOO]. SAX is an event-based framework for parsing XML data. It reads
through the XML document, breaks down the data into usable parts, and defines the
events that occur at each step of the process. DOM provides a data representation of an
XML document as a tree, which can be traversed and manipulated. A DaM parser was
used in TrueViz because TrueViz has an internal data structure that needs to be kept in
memory.

5.4 Flexible Entity Structure

Various entity hierarchies are used [AS99, KA99, dli99], depending on the type of docu
ment. Users may want to build document metadata using their own structures. TrueViz
provides flexible entity structures so that users can build their own entity structures and
DTD (Document Type Definition) files for defining and verifying the structures of their
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Figure 7: User-defined entity structure.

XML files. The entity structure is extracted from the XML file, and the DTD file can
be used to verify that the XML file conforms to the corresponding entity structure. The
DTD file can be created and edited using any existing public domain editor.

If an element has an "Entity" attribute and its value is "True," the element is recog
nized as an entity when the XML file is parsed. An entity structure for an XML file is
automatically built by True Viz from the recognized entities and their level information.
The following is an example XML file with a user-defined entity structure, and Figure 7
is the entity structure extracted from the XML file. If there are no elements with the
attribute "Entity," the default entity structure (see Section 5.2) is used.

<Page>
<Paragraph Entity=ITrue">

<Line Entity=ITrue">
<Word Entity=ITrue">

<Character Entity=ITrue">
</Character>

</Word>
</Line>

</Paragraph>
<Figure Entity=ITrue">
</Figure>
<Table Entity=ITrue">
</Table>

</Page>

6 Multilingual Features

6.1 Multilingual Text Data

Java programs running on JDKl.l or JDK1.2 can display any Unicode [Con97] character
which can be rendered with a host font. TrueViz displays multilingual text using Java
Unicode facilities (see Figure 8). TrueViz can read Unicode characters from the XML

312



Figure 8: Infopanel and multilingual display.

file, and saves the XML file in the Unicode UTF8 format [Con97]. However Java does
not provide a multilingual input method. We therefore developed such a method, which
is described in Section 6.2.

6.2 Multilingual Input System

TrueViz provides a multilingual input system. Some languages like Chinese, Japanese,
or Korean use more characters than can be input by a regular keyboard. To handle
such languages, a sequence of several characters needs to be typed to construct a single
character. While this composition process is going on, the input system accepts the
sequence of characters, and produces composed text and committed text. The composed
text is the intermediate text which is being processed to produce the intended text. The
final text is called committed text (see Figure 10). Input capabilities for various languages
can be easily added using this common interface. In addition to the default English
language input, Russian input is also currently implemented. The input system can be
used anywhere multilingual text input is needed (see Figure 9). For example, TrueViz
supports multilingual text input in the search window for multilingual search. For people
who are not familiar with the keyboard mapping, TrueViz provides a keyboard mapping
display. In addition to keyboard input, TrueViz provides Unicode character input using
a code table, so that any Unicode character can be selected and inserted into a text.

6.3 Adding New Input Capabilities

Input capabilities for various languages can be easily added using the common interface
did.gui.DIDlnputMethod. A new input capability can be added by implementing the
following member functions of the interface.

public DIDKeyBDisplay get.KeyB Displayf ): The function for getting the keyboard
mapping display.

public String getCornposing'I'extf ): The function for getting the current composed
text.
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(a) (b)

Figure 9: Multilingual input. (a) Russian input in search. For users who are not familiar
with the keyboard mapping, a keyboard mapping display window is provided. (b) Russian
input in groundtruth editor.

Composed Text
Input Seq uenee Input

Display
Method Committed Text

Figure 10: Input system.
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public String getCommittedTextO: The function for getting the current committed
text.

public void keyTyped(char ch): The function for sending a typed character to the
input.

public void showKeyboar'df ): The function for showing keyboard mappings.

7 Future Directions

TrueViz provides basic OCR groundtruthing functionalities. We hope that researchers
in the international community will volunteer to add other features.

Currently TrueViz provides only English and Russian input. Other languages such as
Korean, Japanese, and Chinese would be useful in multilingual OCR. A public-domain
Java package with keyboards for various scripts/languages [LLW98a, LLW98b] that could
be incorporated into TrueViz would be of great benefit to researchers.

Since tables are not trees, existing XML validation programs cannot verify table
groundtruth data. Thus convenient ways for representing, annotating, and validating
tables is needed.

Converters for DAFS to XML and XML to DAFS are currently implemented. This
makes the XML representation compatible with the public domain performance eval
uation toolkit PSET [MKOOc, MKOOb, MKOl, MKOOa], and allows researchers to vi
sualize segmentation evaluation results using TrueViz. Converters from SGT format
(produced by the Pink Panther groundtruthing tool), XDOC (the Xerox representation
for groundtruth), and the Caere representation would be helpful.

Document images contain huge amounts of data, and XML files can require more disk
space than binary-formatted files. If compressed XML files could be saved and read, the
file size of the XML files would not be a concern.

Zooming is a very integral part of any document image groundtruth visualization tool.
A more "zoom-centric" design using the zoomable user interface package Jazz [BMGOO]
could be explored.

TrueViz was tested by several members of our research group. A more thorough
quantitative user evaluation using questionnaires would be desirable [CDN88].

Since the OCR community currently does not have annotation standards similar to
the Corpus Encoding Standard [Exp], it would be beneficial to start a working group to
build such a standard and also ensure that TrueViz is compatible with this new encoding
standard.
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Software Architecture of PSET:
A Page Segmentation Evaluation Toolkit

Song Mao and Tapas Kanungo

Language and Media Processing Laboratory
Center for Automation Research

University of Maryland, College Park, MD

Abstract

Empirical performance evaluation of page segmentation algorithms has become increas
ingly important due to the numerous algorithms that are being proposed each year. In
order to choose between these algorithms for a specific domain it is important to empir
ically evaluate their performance. To accomplish this task the document image analysis
community needs i) standardized document image datasets with groundtruth, ii) evalu
ation metrics that are agreed upon by researchers, and iii) freely available software for
evaluating new algorithms and replicating other researchers' results.

In an earlier paper (SPIE Document Recognition and Retrieval 2000) we published
evaluation results for various popular page segmentation algorithms using the Univer
sity of Washington dataset. In this paper we describe the software architecture of the
PSET evaluation package, which was used to evaluate the segmentation algorithms. The
description of the architecture will allow researchers to understand the software better,
replicate our results, evaluate new algorithms, experiment with new metrics and datasets,
etc. The software is written using the C language on the SUN/UNIX platform and is
being made available to researchers at no cost.

This research was funded in part by the Department of Defense under Contract MDA 9049-6C
1250, Lockheed Martin under Contract 9802167270, the Defense Advanced Research Projects Agency
under Cooperative Agreement N66001002891O, and the National Science Foundation under Contract
IIS9987944.
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1 Introduction

It is important to quantitatively monitor progress in any scientific field. The informa
tion retrieval community and the speech recognition community, for example, have yearly
competitions in which researchers evaluate their latest algorithms on clearly defined tasks,
datasets, and metrics. To make such evaluations possible, researchers have access to stan
dardized datasets, metrics, and freely available software for scoring the results produced
by algorithms [18, 1].

In the Document Image Analysis area, regular evaluations of OCR accuracy have been
conducted by UNLV [3]. Page segmentation algorithms, which are crucial components of
OCR systems, were at one time evaluated by UNLV based on the final OCR results, but
not on the geometric results of the segmentation. Recently [14], we empirically compared
various commercial and research page segmentation algorithms, using the University of
Washington dataset. We used a well-defined (geometric) line-based metric and a sound
statistical methodology to score the segmentation results. Furthermore, unlike the UNLV
evaluations, we trained the segmentation algorithms prior to evaluating them.

In this paper we describe in detail the software architecture of the package called
PSET, which we used in [14] to evaluate page segmentation algorithms. This package was
developed by us at the University of Maryland and will be made available to researchers
at no cost. Publication of the package will allow researchers to implement our five-step
evaluation methodology and evaluate their own algorithms.

Software architecture can be described using methods such as Petri Nets and Data
Flow Diagrams [8]. We describe the architecture of PSET, the I/O file formats, etc.,
using Object-Process Diagrams (OPDs) [5], which are similar in spirit to Petri Nets.

The package, called the Page Segmentation Evaluation Toolkit (PSET), is modular,
written using the C language, and runs on the SUN/UNIX platform. The software has
been structured so that it can be used at the UNIX command line level or compiled into
other software packages by calling API functions. The description in this paper will aid
users in using, updating, and modifying the PSET package. It will also help users to add
new algorithm modules to the package and to interface it with other software tools and
packages. The PSET package includes three research page segmentation algorithms; 1 a
textline-based benchmarking algorithm; and a Simplex-based optimization algorithm for
estimating algorithm parameters from training datasets.

This paper is organized as follows. In Section 2, we discuss the page segmentation
problem. In Section 3, we present our five-step page segmentation performance evaluation
methodology. In Section 4, we describe the architecture and file formats of our PSET
package in detail and show how to implement each step of our five-step performance
evaluation methodology. In Section 5, we give the hardware and software requirements
for using the PSET package. In Section 6, we discuss our future work. Finally in
Section 7, we give a summary of the article. A detailed description of our textline-based
metric is given in an Appendix for completeness.

lWe implemented the X-Y cut algorithm [15] and the Docstrum algorithm [16]. Kise [11] provided
us the C implementation of his Voronoi-based algorithm.
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2 The Page Segmentation Problem

There are two types of page segmentation, physical and logical. Physical page segmen
tation is a a process of dividing a document page into homogeneous zones. Each of these
zones can contain one type of object. These objects can be of type text, table, figure,
halftone image, etc. Logical page segmentation is a process of assigning logical relations
to physical zones. For example, reading order labels order the physical zones in the order
in which they should be read. Similarly, assigning section and sub-section labels to phys
ical zones creates a hierarchical document structure. In this paper, we focus on physical
page segmentation and refer to it simply as page segmentation hereafter.

Page segmentation is a crucial preprocessing step for an OCR system. In many
cases, OCR engine recognition accuracy depends heavily on page segmentation accuracy.
For instance, if a page segmentation algorithm merges two text zones horizontally, the
OCR engine will recognize text across text zones and hence generate unreadable text.
Page segmentation algorithms can be categorized into three types: top-down, bottom
up, and hybrid approaches. Top-down approaches iteratively divide a document page
into smaller zones according to some criterion. The X-Y cut algorithm developed by
Nagy et al. [15] is a typical top-down algorithm. Bottom-up approaches start from
document image pixels, and iteratively group them into bigger regions. The Docstrum
algorithm of O'Gorman [16] and the Voronoi-based algorithm of Kise et al. [11] are
representative bottom-up approaches. Hybrid approaches are usually a mixture of top
down and bottom-up approaches. The algorithm of Pavilidis and Zhou [17] is an example
of the hybrid approach that employs a split-and-merge strategy.

3 Performance Evaluation Methodology

In order to objectively evaluate page segmentation algorithms, a performance evaluation
methodology should take into consideration the performance metric, the dataset, the
training and testing methods, and the methodology of analyzing experimental results. In
this section, we introduce a five-step methodology that we proposed earlier [14, 12, 13].
The PSET package is an implementation of this methodology.

Let V be a given dataset containing (document image, groundtruth) pairs (I, G),
and let T and S be a training dataset and a test dataset respectively. The five-step
methodology is described as follows:

1. Randomly divide the dataset V into two mutually exclusive datasets: a training
dataset T and a test dataset S. Thus, V = T u Sand T n S = ¢>, where ¢> is the
empty set.

2. Define a computable performance metric p(I, G, R). Here I is a document image,
G is the groundtruth of I, and R is the OCR segmentation result on I. In our case,
p(I, G, R) is defined as textline accuracy, as described in the Appendix.

3. Given a segmentation algorithm A with a parameter vector pA, automatically
search for the optimal parameter value pA for which an objective function f(pA; T, p, A)
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assumes the optimal value on the training dataset T. In our case, this objective
function is defined as the average textline error rate on a given training dataset:

4. Evaluate the segmentation algorithm A with the optimal parameter pA on the test
dataset 5 by

where <I> is a function of the performance metric p on each (document image,
groundtruth) pair (1, G) in the test dataset 5, and SegA(-,') is the segmentation
function corresponding to A. The function <I> is defined by the user. In our case,

which is the average of the textline accuracy p(G, SegA(1, pA)) achieved on each
(document image, groundtruth) pair (1, G) in the test dataset 5.

5. Perform a statistical analysis to evaluate the statistical significance of the evaluation
results, and analyze the errors to identifyIhypothesize why the algorithms perform
at their respective levels.

4 Architecture, File Formats, and Evaluation Methodology

In this section, we first describe the software architecture of the PSET package and the
formats of the files used to communicate with the package. Next we show how this soft
ware package can be used to implement the five steps of the page segmentation evaluation
methodology described in Section 3. Generic file format descriptions as well as specific
examples are provided, for clearer understanding. This description of the architecture
and file formats will allow users to i) understand the working of the PSET package,
ii) replicate our results, iii) modify the parameter files for datasets, metrics, etc., and
conduct their own evaluation experiments, iv) understand, maintain and improve the
software, and v) evaluate new algorithms and compare the results with existing algo
rithms. The PSET package has been used to evaluate five page segmentation algorithms
[14, 13].

4.1 Architecture and File Formats

The PSET package can be used to i) automatically train a given page segmentation
algorithm, i.e., automatically select optimal algorithm parameters on a given training
dataset, and ii) evaluate the page segmentation algorithm with the optimal parameters
found in i) on a given test dataset. Figure 1 shows the overall architecture of the PSET
package and illustrates these two functionalities.

The overall architecture shows all the input files that are needed to conduct the
training and testing experiments for a given page segmentation algorithm, and all the
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Figure 1: Overall PSET architecture. The left half of the architecture represents the
training phase; the right half represents the testing phase. Note that in the testing
phase, the optimal page segmentation parameter found in the training phase is used. The
training and testing phases use the same performance metric related input files (bench
mark algorithm parameter file (bpr) and weight file (wgt)) and the same segmentation
algorithm shell file (sh).

Table 1: Summary of the file formats in the PSET package.

File Type Extension Description
Dataset List File 1st It saves the root name of each image in a dataset.
Train Protocol File trp It saves the protocol parameters of the training experiment.
Test Protocol File tep It saves the protocol parameters of the testing experiment.
Segmentation Algorithm 'p' It saves the parameters of a page segmentation algorithm
Parameter File that are to be trained.
Benchmarking Algorithm bpr It saves all parameters of a benchmarking a.lgorithm.
Parameter File
Optimization Algorithm opr It saves all parameters of an optimization algorithm.
Parameter File
Groundtruth File DAF It saves document images and their groundtruth information.
Segmentation Result File dafs It saves document images and their segmentation results.
Train Report File tee It saves the training result of a segmentation algorithm.
Test Report File ter It saves the test result of a segmentation algorithm.
Weight File wgt It saves a set of weights for a set of error measures.
Segmentation Algorithm sh It saves a shell command for running segmentation
Shell File algorithm executable. It is a Bourn shell program.

output files generated by the training and testing procedures. Table 1 lists all the files
used, their purposes, and their file name extensions.

Input files include various initial algorithm parameter files (an optimization algo
rithm parameter file (opr), a page segmentation algorithm parameter file (spr), and a
benchmark algorithm parameter file (bpr)), dataset files (1st), a shell file (sh), and exper
imental protocol files (training protocol file (trp) and test protocol file (tep)). Users need
to provide these files to the PSET package to conduct training or testing experiments.
The output files of the training phase include a training report file (trr) and an opti
mal segmentation algorithm parameter file (spr). The training report file (trr) records
intermediate as well as final training results of the training experiment. The optimal
segmentation algorithm parameter file (spr) records the optimal segmentation algorithm
parameter values found in the training phase. The output of the testing phase is a testing
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report file (ter), which records a set of error measures, timing and performance scores for
each image in the test dataset, and a final average performance score over all images in
the test dataset. Figure 2 shows various input file formats. Figure 3 shows the training
report file format and Figure 4 shows the test report file format.

# [WnlUWIII.S]

DATASET
GROIJNIlTRUTHJ>'H
''''W-.DIR
GT_SIIFFJ\
SG_SIIFFl'\
IMG...51JrF'\
TRAIN_RESITJ.T_DIR
OPT_AU~

BF.N_-\LG
SEC_AU;

<datas.'1. file name>
<grouudtruth directory neme>
<image (lir<:ct.oryname>
c groundtruth file suffix>
« segmenrauon result file suffix>
<imagf' file suffix>
<traillinl; result. lik jocarion»
<optimizatiou algorithm name>
< benchmark alzcruhm ueme >
<pege segmentation algorithm name>

(a)

I # [comments]

DATASET

I

GROI!'<DTRUTlIJl!R
I\IGJl!R
GT_SUFFIX
SG~"UFFIX

I:\fG ..SUFFIX
I TEST_RESULT_DIR
[ BE~_"LG

SEG_ALG

= <testing dataset file name>
= <ground truth directory name>
= <image directory name>
= <groundtruth file suffix>
= <segmentation result file suffix>
= <image file suffix>
= <testing result file location>
= <benchmark algorithm name>
= <page segmentation algorithm name>

(b)

# [comments]
<parameter 1 name>
<parameter 2 name>

<parameter ::'J" name>

(c)

<value>
<value>

<value>

File Attribute Xame- Description

i
D.H.\5El The filename of il list file tlrat san's t he root name of ieach image in a dataset.
(;HOL'\DTRl"Tllj)IR The location of the groundt ruth tiles.
nJ(;_DIH The location of the image files.
(;LSlTFlX The suffix of a groundt ruth filename. e.g. the suffix of

groundtruth file ·'..\OOl.DAF·· is. ··.D."\F"'.
SG_SITFIX The suffix of a segment ation result filename. e.g. the suffix of

segmentation result file ··.-\OOl.dafs" is ··.dal's··
nIG_Sl'FFlX I The suffix of all image filename. e.g. the suffix of image file

··.\OOIBl:\.TlF·· i, ··BI:\.TlF··
TH.·\I:\JlES1Tl_DIH i The location of the training result files generated b~' a training experiment.
rt.sr _REStTl_DIH The location of the testing result files generated by a test experiment.
OPLALG The name of the optimization algorithm that is to he used.
Bn_'lG The name of the benchmarking algorithm that is to be used.

, SEG_,\LG The name of the page segmentation algorithm t hat is to be used.

(d)

Figure 2: Input file formats. The training protocol file format is shown in (a), the test
protocol file format is shown in (b), and the algorithm parameter file format is shown in
(c). The description of the attributes in (a) and (b) is given in (d).

The parameter values in the parameter files are first read into the corresponding data
structures inside the TrainSeg and the TestSeg modules as shown in Figure 5. The Train
module shown in Figure 5(a) is shown at a finer level of detail in Figure 6, where the
interaction of the optimization algorithm and the objective function computation module
is illustrated. A detailed view of the Objective Function Genscore showing the interaction
between the segmentation algorithm module and the performance metric computation
module is shown in Figure 7(a). Finally, a blown-up view of the Test module shown in
Figure 5(b) is shown in Figure 7 (b).

4.2 Implementing the Evaluation Methodology

In this section we show how a user can implement each step of the five-step evaluation
methodology described in Section 3. Each variable in the methodology is mapped to a
specific parameter file and each step is mapped to a specific group of modules in the
package.

1. The training dataset T is specified in the image root name list file (1st). The file
name and location of the list file and the location of the image and groundtruth files
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p[21
<data>
<data>

# [experimental environments]

#
# Fe,.1 pjl]
I <data>

<data>

pIn]
<data>
<data>

<data>
<data>

timing
«lata>
<data>

plowj l ]
<data>
<data>

plow[2]
<data>
<data>

plow]n]
<data>
<data>

Flow
<data>
<data>

\1 <data> <data> <data> <data> <data> <data> <data> <data> <datil>

Optimel.Paremetcr.Vector = <par-am 1> <param 2>
Optimal Performance.Value = <data>

# End of the training.

<param X>

(a)

ltetn \auU' Descriptiou
Fr-val Xurnbe-r of objective- function evaluations.

p[l].p[l]. .. p[nl Current ohject.ive function parameter vector value:
here the objective function parameter "ector is the
page segmentation parameter vector being trained.
11 is the dimensionalitv of the parameter "ector.

score Current performance measure. in this case.
text line error rate.

timing The time it takes to obtain the current scarf' .
plow]l].1'1°,,·[4 . ... plow]n] The objective function parameter "ector value that

gives the best score so far.
FlO'\" The best score so far --- in this case. the minimum

text line error rate so far.

(b)

Figure 3: The training report file format. The format IS shown in (a) and the description
of each column entry in (a) is shown in (b).

nSpl
<data>
<data>

# <experimental environments>

#
#Img
<img.root.neme 1>
-cimg.rootname 2>

<img.root.neme M> <data>

nMrg
<data>
<data>

<data>

nFA
<data>
<data>

<data>

nSplL
<data>
<data>

<data>

nMrgL
<data>
<data>

<data>

nMisL
<data>
<data>

<data>

nETTL
<data>
<data>

<data>

nGtL
<data>
<data>

<data>

score
<data>
<data>

<data>

timing
<data>
<data>

<data>

The average text.line accuracy = <data>

# End of testing.

(a)

Column Entrv Description
Img The root name of the current image file.
nSpl The number of split errors.
nMrg The number of horizont al merge errors.
nFA The number of false alarm errors.
nSplL The number of split text lines.
n xlrgl, The number of horizontally merged text lines.
n Misl, The number of ruis-detected text lines.
nErrL The number of error text lines (text lines that are

either split. horizontally merged or mis-detected].
nGtl The number of groundtruth text lines.
score The performance measure (text line error rate) on current image.
timing The time taken to obtain the score.

(b)

Figure 4: The test report file format. The format IS shown III (a) and the description of
each column entry in (a) is shown in (b).
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Figure 5: Parameter reading stage of the training phase (a) and the testing phase (b).
At this level, various parameter files are read into their corresponding data structures
which are fed into the Train and Test modules.

s~s~~on
_tshl_
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Segmenta'ion
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AverageS"ore

;

~tS~~'-_II ~:=on

Figure 6: The Train module. In this module, the objective function is optimized over a
given training dataset. Two files are generated by this module, a train report file (trr)
and an optimal segmentation algorithm parameter file (spr).

are specified in the training protocol file (trp). This information is later read into
the Train Protocol Parameter Data Structure as shown in Figure 5(a). Similarly, a
test dataset S is specified in another image root name list file (lst). The file name
and location of the list file and the location of image and groundtruth files are
specified in the test protocol file (tep). This information is later read into the test
protocol parameter data structure as shown in Figure 5(b). Other experimental
protocol parameters such as file suffix and algorithms used are also specified in the
training protocol file (trp) and test protocol file (tep). Figures 2(a) and (b) show
generic formats for these two files and Figure 8 shows samples of these two files.

2. The performance metric p(1, G, R) is computed in module B, shown in Figures 7(a)
and (b). (1, G) is an (image, groundtruth) pair, which is represented by two single
pages in the architecture, and R is the segmentation result file represented by
Segmentation Result (dafs). The error counter algorithm for generating a set of
error measures is implemented in the Bench module. In the BenchScoring module,
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Figure 7: Software architectures of the objective function module and the test module.
Module A represents the page segmentation algorithm module, module B represents
the page segmentation error counter and scoring module, and module C represents the
objective function module. The test module in (b) has sub-modules similar to those
in (a). It also has a module for computing a final testing performance score (average
textline accuracy).

a weighted error measure 1 - p(I, G, R) is computed. The formal definitions of
error measures and performance metrics are given in the Appendix. To compute
a performance metric, two input files, a benchmark algorithm parameter file (bpr)
and a weight file (wgt), are required. Examples of these two files are shown in
Figure 13. Users can substitute their own performance metrics and error counters
in place of these two modules. However, this also requires that the users write a
new ReadBenchParam module and define a new benchmark algorithm parameter
data structure as shown in Figure 5.

3. The objective function f(pA; T, A, p) is represented by the module C in Figure 7(a),
where page segmentation algorithm A is represented by module A, the training
dataset T is specified in the train protocol parameter data structure, the compu
tation of performance metric p is conducted in module B, and objective function
parameter vector pA is represented by the segmentation algorithm parameter data
structure in the architecture. The optimization procedure is shown in Figure 6
in a simplified representation. In addition, a benchmark algorithm parameter file
(bpr), weight file (wgt), shell file (sh), list file (1st), training protocol file (trp),
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# Training experiment protoeai
# By: Song Mao
# Feb. n. 2000
# LAMP, IlMf.'P

# Test experiment protocal
# By: Song Mao
# h·h. :21,2000
# LAMP, IJMCP

DATASET
(;l{Q!INJ)TR1JTH..DIR
H.lf:J)jR
(i'LSUFFlX
SCUITFFIX
'fllG})lTFFI.\
TR:\IN_RESI1LT _OIR
OPT_ALG
BEN_-\LG
SEG_:\l.G

== t raiu.lst
-= If.~/llIirak:.!/LAMPjll\\'ll1jENGLISH/UN£\\·ORD/DAFS/

== jfsjlllirak:!jLAMl'jl1\\"lIljENGLJSH/LINEWORD/IMAGEHINj
== .DAI-'
== .dafs
= BIN.TIF
01
= simplex
= textliue.based
= docsj.rum

(a)

DATASE'T
CROT1NDTIWTH ..DIR
IMCJlIH
Cn_SlTFFI\
SG_S{TFFlX
IMG~~UFFL\

TESLRESULT _DJR
BEN-.ALG
SEC_AU;

= testdst.

= jfsjmirak:2jLAMPjllWllljENGLISHjLlNEWORD/DAFSj
== /fsjmirak:2/LA1\IPjO\VllljENGLISH/LINEWORD/IMAGEHINj
= .DAF
= .dafs
= BIN.TH

=!
= t ..xtline.besed
= xvcut

(b)

Figure 8: Sample protocol files. From both the train protocol file (a) and the test protocol
file (b), we can see that the list files of the training dataset and test dataset are train.lst
and test.lst respectively, the optimization algorithm used is the Simplex algorithm, the
benchmarking algorithm used is the Textline-based algorithm, the page segmentation
algorithm trained is the Docstrum algorithm, and the page segmentation algorithm tested
is the X- Y cut algorithm. We can also find the locations of the groundtruth files, image
files and training and test result files. Moreover, the suffixes for various files are given
for file name manipulation in the PSET API.

optimization algorithm parameter file (opr) and segmentation algorithm parameter
file (spr) are required to conduct objective function optimization. Samples of opr
and spr are shown in Figure 9. The generic file format of these sample files is shown
in Figure 2.

# The Simplex Optimization
# Algorithm Parameters
NDIM 4
CRIFLG nelder-rnead
NMAX 500
FTOL 0.000001
ALPHA 1.0
BETA 0.5
GAMMA 2.0
SIGMA 0.·5
P 100,80,100,50
SCALE 20,20,20,20

(a)

# The X-Y Cut Page Segmentation
# Algorithm Parameters
ALGJ.!ODE = rune-call
TNX = 100
TNI' = 80
TCX = 100
TCY = 50

(b)

Figure 9: Samples of an optimization algorithm parameter file (opr) and a segmentation
algorithm parameter file (spr). A sample file for the Simplex optimization algorithm is
shown in (a) and a sample file for the X-V cut segmentation algorithm is shown in (b).
Their detailed parameter descriptions can be found in [12].

The optimal objective function parameter vector pA is stored in the optimal seg
mentation algorithm parameter file (spr) shown in Figure 6. Users can substitute
their own objective function in place of the architecture shown in Figure 7(a) and
their own optimization algorithm module in the place of the Optimization Algo
rithm module shown in Figure 6. Again, they need to write new parameter reading
functions and define corresponding data structures. This step generates two files,
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#
# Fill': TrainDocstrUffi_l,.t.2.1.6.trr
# Purpose: training result of the Docstrum algorithm using Simplex algorithm
# User: ma.ooong
# Deter 09/l8/2000/19:IZ:2~

# Operating system: SunOS. ~.6. GEoneric_lO."Ij$l-1!1
# Machine name: hanai.cfarumd.edu
# 'A'orking directory: /hanzi/ma.ol~ong!software!Sfogf:\'aITooIKit/ps..t-l.O/experiml;'nts!Train[)ocst.rum
# ~ta.cbinE' type: sun4u
# Command line: TrainSeg -p train.protocol.trp -b bench.bpr -0 eimplex.cpr -a docstrum.spr
-w weight.wgt -t TrainDocstruffi_l.4.2.1.6.t.rr -r docstrum..opt.imaU,4,LJ,li

#

# Feval pfll p{2] pI:'!] r[4] score timing plowjl]
1 1.000 4.000 2.100 6.000 39.874 206.6 1.000

2.000 4.000 2.100 6.000 39.698 1.').').0 2.000
1.000 .'5,000 2.100 6.000 ·l.3..111 200..3 2.000
1.000 4.000 :UOO 6.000 44.0i3 20i ..') 2.000
1.000 4.000 2.100 i.OOO .19}ri4 204.2 2.000
1.2.')0 4.2.')0 2.100 6.250 39.761 172.2 2.000

7 1..')00 4..JOO 1.100 6..')00 ~4.71S 160.4 2.000
s 1.7.'i0 4.7."iO 0.100 6.750 .30.138 1·'ic".4 2.000
9 1.4.18 4.18~ J.fiOO 6.438 3.').710 162.4 1.7·'i0
10 l.87S 3.375 l.l00 6.87.') 2.')..')}.1 1.'i5.1 1.7.')0
II 2.312 2.562 0.600 7.312 10.513 1.'),3.2 I.7S0
12 1.766 18:!8 1.22fl 6.766 31.076 \,')6.2 2..312
1.1 2..')31 3.6.'>6 0.350 7..5:n 27..372 VB.2 2..112

plo....[2]plow[3]plow[4].'101'>
4.000 2.100 6.000 39.874
4.000 2.100 6.000 39.698
4.000 2.100 6.000 39.698
4.000 2.100 6.000 39.698
4.000 2.100 6,000 39.69R
4.000 2.100 6.000 39.698
4.000 2.100 6.000 39.698
4.000 2.100 6.000 39.698
4.750 0.100 6.750 3O.\.'lR
U50 0.100 6.750 30.1.18
4.7.')0 0.100 6.750 .10.1.18
2.!)fi2 0.600 7.312 10.!i}.1
2.562 0.600 7.n2 10..su

#
# File; T~lXycuL7:\,32,35,54.ler

# Purpose: testing result of the X·Y cut algorithm
# Ueer: ma08onll:
# Date; 09/20/2000/ 10:58:33
# Operating system: SlInOS, 5.6, Genericl0518l-19
# Machine name: hangul.cfar.umd.edu
# Working directory: / a/hanzi /han7.i/ma(),-~mg/software/pset.I.O/expt>rimentsj'JestX.vcut
# Machiue tvpe: sun.tu
# Command line; 'Iest Seg vp tesLprot(lcol.tep -b bench.bpr -s xyeuLopUmaLspr
-w wejght.wgt -t TeslXycuL78,32,35,54.I.l"r

#

# Imgnxpl nMrg nf'A nSplL nMrgL nMisL nErrL nGlL score liming
AOOI 1 0 19 1 0 a 1 35 0.0293.060
AOO2 2 0 6 2 0 1 3 0.600 2.030
AOlH 1 a 1 0 0 1 44 0.023 2.620
A005 I 46 1 52 0 53 62 0.855 2.2~0

AOO6 3 0 3 0 0 3 116 0.0262.890
Aoa7 4 a 11 4 0 0 cI 127 o.on 3.050
AOOS 1 0 1 0 0 1 104 0.010 2.610
A009 I a I a a I 47 0.021 2.140
AOQA 1 0 I a a 1 4,) 0.0222.170
AOOB 2 0 0 0 2 1S3 0.0113.130
AOOC 11 0 11 0 0 11 155 0.071 2.770
AOOD 0 0 0 0 1 1 35 0.0292.000

160 2.S.33 1.97S 0.647 7..')47 S.:l.16 1.'i.1.4 2..')3.'j 1.978 0.64.') 7.5!)o s.sse
161 2.S3.1 1.977 0.646 7..548 .'i.116 1.'i:1.2 2.S:}3 1.97S 0.647 7.547 5.:1:16

Dprimai.ParameterVector "" 2.533 1.9750.647 i.54i
OptimalYerformance_Va.llll" "" ·').336

# End of the training

(a)

VooN 2

The average u-xt.line accuracy =0.829185

# End of testing.

(b)

95 0.0212.520

Figure 10: Samples of a training report file format (a) and a test report file format (b).
The comment lines provide experimental environment information about the training and
test experiments. They are automatically generated by calling various GNU C functions.
They are crucial for replicating experimental results. In the data area, both intermediate
information and final results are recorded. This information can be used to analyze the
convergence properties of the training process and to study the statistical significance of
the test experiment results. A detailed description of each column entry can be found in
Figure 3(b) and Figure 4(b).

a training report file (trr) and an optimal segmentation algorithm parameter file
(spr). Figure 10(a) shows a sample training report file.

4. After the optimal objective function parameter vector pA has been found, the page
segmentation algorithm is evaluated on a given test dataset S. Figure 7(b) shows
the architecture of the test procedure. The test dataset S is specified in the test
protocol parameter data structure. Performance metric p is computed in module
B. Note that module C here has the same architecture as module C in Figure 7(a).
The computation of the final performance value <I> is represented in module <I>. Users
can define their own <I> function by changing the Bench, BenchScoring, Compute
A verage Score, and <I> modules in Figure 7(b). This step generates a test report file
(ter) which records a performance score for each image in the test dataset as well as
a final average performance score over all images in the test dataset. Figure 10(b)
shows a sample test report file.

5. The statistical analysis of the test experimental results can be conducted using a
standard statistics software package such as S-PLUS [4] or SPSS [6].
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4.3 Algorithm Calling Mode in the Segmentation Algorithm Module

An important feature of the PSET package is that there are two page segmentation
algorithm calling modes: function call and shell call. If the source code of a segmentation
algorithm is available as a function, the user can link the function into the training and
testing modules. In many cases, however, source code of a segmentation algorithm is not
available, but executable code is. In such cases the shell calling mode can be used to run
the segmentation algorithm from within the training or testing module. Furthermore, if
a segmentation algorithm source code is not well debugged, e.g., if it leaks memory after
each function call, the leaked memory can accumulate after many function calls and can
finally cause algorithm crash at some point. The shell call mode is a good solution to
this problem since in this case the executable code is used, and after each call all leaked
memory is freed. The disadvantage of the shell call mode is that it can be slower than
the function call mode. Figure 12 shows the architecture of the software implementation
of these two calling modes. A shell file is required in the page segmentation algorithm
shell call mode. A sample shell file is shown in Figure 11.

#! /bin/sb

Docslrum -I $1 -p $2 -u $3 -d $4 $5 $6 $7

Figure 11: A sample shell file.

so""om.,,;;;]
AlgoIITlun
ShellFiJe

~(sl.!.L_

So,
Excutable

Figure 12: Page segmentation algorithm calling modes: function call and shell call. The
left half represents the function calling mode and the right half represents the shell
calling mode. The shell calling mode can be used only when the algorithm executable is
available; otherwise the function calling mode can be used. Note that the executable is
called by the function sh:c.

5 Hardware and Software Requirements

The PSET package has been developed in ANSI C on SUN Ultra 1,2, and 5 workstations
running the Solaris 2.6 operating system. The compiler used was GNU gcc 2.7.2. Two
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public-domain libraries, DAFS and TIFF, were used in PSET and have been included
in the distribution. The DAFS data structure library [7] was used for manipulating
intermediate datatypes and the TIFF library [2] was used for image I/O.

6 Future Work

We are currently generalizing the PSET package to include i) other metrics, ii) other
training/optimization algorithms, and iii) non-text region evaluation. Once the package
is in the public domain, we expect that the international community will add other
segmentation algorithms to the package. We are also porting the package to the Linux
platform. A visualization tool called TRUEVIZ [10] that can display the segmentation
and evaluation results of our PSET package is under development. For example, different
types of errors can be visualized in various colors. TRUEVIZ can also be used for
creating groundtruth for segmentation. Furthermore, we are developing an XML-based
representation for zone groundtruth and intend to migrate to this representation from
the current DAFS representation.

7 Summary

We have described the architecture and the file formats of a page segmentation evaluation
toolkit (PSET). The overall architecture and the file formats were described to illustrate
two major functionalities of the PSET package: i) automatically train a given page
segmentation algorithm on a given training dataset and ii) evaluate the page segmentation
algorithm with the optimal parameters found in i) on a given test dataset. The details
of the architecture and samples of file formats were then described as an implementation
of our five-step performance evaluation methodology. This paper is intended to assist
users in understanding, using, updating and modifying the PSET package. It will also
aid programmers who intend to add new algorithm modules to the package and interface
it with other software tools.

A Textline-Based Error Measures and Error Metrics

In the following sections, we define page segmentation, a set of textline-based error mea
surements, and a performance metric that we used in our previous evaluation of page
segmentation algorithms [14, 13], These definitions are based on set theory and math
ematical morphology [9]. We then define a general metric that users can customize for
their individual tasks.

A.I Page Segmentation Definition

Let I be a document image, and let G be the groundtruth of I. Let Z (G) = {Z;, q =
1,2, ... ,#Z(G)} be a set of groundtruth zones of document image I where # denotes the
cardinality of a set. Let L(Z;) = {l~,j = 1,2, ... ,#L(Z;)} be the set of groundtruth
textlines in groundtruth zone Z;. Let the set of all groundtruth textlines in document

image I be £: = U:~(G)L(Z;). Let A be a given segmentation algorithm, and SegAL·) be
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the segmentation function corresponding to algorithm A. Let R be the segmentation re
sult of algorithm A such that R = SegA(I, pA) where Z(R) = {Zflk = 1,2, ... , #Z(R)}.

Let D(·) ~ Z2 be the domain of its argument. The groundtruth zones and textlines
have the following properties: 1) D(Z;) n D(Z~) = <p for Z;, Z~ E Z(G) and q f q',
and 2) D(ly) n D(lg) = <p for W,lg E £ and i f i'.

A.2 Error Measurements and Metric Definitions

In this section, we define four error measurements and a metric. Let Tx ,Tv E Z+ U {O} be
two length thresholds (in pixels) that determine if the overlap is significant or not. Each
of these thresholds is defined in terms of an absolute threshold and a relative threshold.
The absolute threshold is in pixels and the relative threshold is a percentage. Tx and Ty

are defined as follows:

Tx = min{HPIX, (100 - HTOL)· h/lOO}

Ty = min{VPIX, (100 - VTOL)· v/100}

(1)

(2)

where HPIX and VPIX are the the two thresholds in pixels, HTOL and VTOL are
the two thresholds in percentages, and h, v are the minimum width and height (in
pixels) of two regions that are tested for significant overlap. Users must specify the
HTOL, VTOL,HPIX and VPIX parameter values in the benchmark algorithm pa
rameter file (bpr). Figure 13(b) shows a sample benchmark algorithm parameter file.

# The Textline-Based Benchmark
# Algorithm Parameters

HTOL = 90
VTOL = 80
HPIX = 11
VPIX = 8

(a)

# weight file

wSpl

wMrg
wvlis

wFA
wbpl l.ine
w'vlrgl.ine
wMis l.ine

wF.-\ZonE'

(b)

Figure 13: Samples of a benchmark algorithm parameter file (bpr) (a) and a weight file
(wgt) (b).

Let E(Tx, Ty) = {e E Z 2
1 - Tx :::; X(e) :::; Tx, -Ty < Y(e) :::; Ty} be a region of a

rectangle centered at (0,0) with a width of 2Tx + 1 pixels, and a height of 2Ty + 1 pixels
where X(·) and y(.) denote the X and Y coordinates of the argument, respectively.
We now define two morphological operations: dilation and erosion [9]. Let A, B ~ Z2.
Morphological dilation of A by B is denoted by A EEl B and is defined as A EB B =
{c E Z 2 1c = a + b for some a E A, s« B} . Morphological erosion of A by B is denoted
by A 8 B and is defined as A 8 B = {c E Z 2

1c + b E A for every b E B} .
We now define three types of textline based error measurements:

1) Groundtruth textlines that are missed:
CL = {lG E £ID(lG) 8 E(Tx, Ty)
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< (UZREZ(R)D(ZR))c},
2) Groundtruth textlines whose bounding boxes are split:

SL = {ZG E £1(D(lG) e E(Tx,Ty)) n D(ZR) =I- <P,
(D(lG) 9 E(Tx,Ty)) n (D(ZR))c =I- <P,
for some ZR E Z(R)},

3) Groundtruth textlines that are horizontally merged:

ML = {Z~ E £13Z~j' E c,ZR E Z(R), q =I- q',

Z~, Z~ E Z( G) such that
(D(l~) 9 E(Tx,Ty)) n D(ZR) =I- <P,
(D(lq'!;,) 9 E(Tx, Ty )) n D(ZR) =I- <P,
((D(lqJ 9 E(O,Ty)) E8 E( 00,0)) n D(Z~) =I- <P,

((D(l~j') E(O,Ty)) E8 E( 00,0)) n D(Z~) =I- <p} .
4) Noise zones that are falsely detected (false alarm):

Let the number of groundtruth error textlines be #{CLU SL U ML} (mis-detected, split,
or horizontally merged), and let the total number of groundtruth textlines be #£. We
define the performance metric p(I, G, R) as textline accuracy:

In the PSET package, we also define some other error measurements. Table 2 shows
the error measurements, the metric defined in the PSET package, and the corresponding
symbols used in the above discussion.

Table 2: Summary of error measurements and the corresponding symbols defined in this
section.

Error Xleasure Defined Equivalent Term Description
in the PSET package in t his Section
nS'pl none . The number of split errors.
nMrg noue The number of horizontal merge errors.
nFA #FL The number of false alarm errors.
nSplL #SL The number of split text lines.
nMrgL #M1> The number of horizontally merged text lines.
nMisL #CL The number of nus-detected text lines.
nErrL #~CLUihUMd The number of error text lines (textlines that are

I either split. horizontally merged or mis-detected].
nGiI #£ The number of groundt.ruth text lines.

In general, the performance metric can be any function of the error measures shown
in Table 2. In the PSET package, a performance metric can be defined as a weighted
sum of these error measures in function BenchScoring. Let wSpZ be the weight of the
error measurement nSpl. The weights of other error measurements are defined similarly.
A general performance metric is defined as follows:
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N

D

p*(I, G, R)

wSpl * n.Spl + wMrg * nMrg + wFA * nFA + wSplL * nSplL

+wMrgL * nMrgL + wMisL * nMisL,

wSpl +wMrg +wFA + wSplL + wMrgL + wMisL,
N
D' (3)

Figure 14 gives a set of possible errors as well as an experimental example.
Hor;zoll1aUy ----

Sptil

V~rticalJ\'

_~ Splil-,-
(a)

(c)

EIEJ=
I",,", "1 '

~r::::::::J

f" '!

(b)

~~~:i~~r ~o ;;p:~l~ •
I f,l(~;{ \Ii.;;,ourl

li....teu'I.'U]
(;';nkn

(d)

Figure 14: (a) This figure shows a set of possible textline errors. Solid-line rectangles
denote groundtruth zones, dashed-line rectangles denote OCR segmentation zones, dark
bars within groundtruth zones denote groundtruth textlines, and dark bars outside solid
lines are noise blocks. (b) A document page image from the University of Washington III
dataset with the groundtruth zones overlaid. (c) OCR segmentation result on the image
in (b). (d) Segmentation error textlines. Notice that there are two horizontally merged
zones just below the caption and two horizontally merged zones in the middle of the
text body. In OCR output, horizontally split zones cause reading order errors whereas
vertically split zones do not cause such errors.

Acknowledgement

We would like to thank Dr. Kise of Osaka Prefecture University for providing us with a
software implementation of his segmentation algorithm and modifying it for our evalua-

336



tion purposes; Glenn van Doren of the Department of Defense for supporting this effort;
and Dr. Azriel Rosenfeld of the University of Maryland for his comments.

This research was funded in part by the Department of Defense under Contract MDA
9049-6C-1250, Lockheed Martin under Contract 9802167270, the Defense Advanced Re
search Projects Agency under Contract N660010028910, and the National Science Foun
dation under Grant IIS9987944.

References

[1] DARPA Broadcast News Workshop, Herndon, VA, Feburary 1999.
http://www.itl.nist.gov/iaui/894.01/publications/darpa99/index.htm.

[2] Aldus Corporation. TIFF. ftp:/ /sgi. com/graphics/tiff/.

[3] A. D. Bagdanov. The fourth annual test of OCR accuracy. In A. D. Bagdanov, editor,
Annual Report. Information Science Research Institute, University of Nevada, Las
Vegas, NV, 1995.

[4] R. A. Becker, J. M. Chambers, and A. R. Wilks. The New S Language. Wadsworth
& Brooks/Cole, Pacific Grove, CA, 1988.

[5] D. Dori, 1. Phillips, and R. M. Haralick. Incorporating documentation and inspection
into computer integrated manufacturing: An object-process approach. In S. Adiga,
editor, Applications of Object-Oriented Technology in Manufacturing. Chapman &
Hall, London, UK, 1994.

[6] J. J. Foster. Data Analysis Using SPSS for Windows - A Beginner's Guide. SAGE
Publications, London, UK, 1998.

[7] T. Fruchterman. DAFS: A standard for document and image understanding. In
Proceedings of Symposium on Document Image Understanding Technology, pages
94-100, Bowie, MD, October 1995.

[8] C. Ghezzi, M. Jazayeri, and D. Mandrioli. Software Engineering. Prentice Hall,
Englewood Cliffs, NJ, 1991.

[9] R. M. Haralick and L. G. Shapiro. Computer and Robot Vision. Addison-Wesley,
Reading, MA, 1992.

[10] T. Kanungo, C. H. Lee, J. Czorapinski, and 1. Bella. TRUEVIZ: A
groundtruth/metadata editing and visualizing toolkit for OCR. In Proceedings of
SPIE Conference on Document Recognition and Retrieval, San Jose, CA, January
2001.

[11] K. Kise, A. Sato, and M. Iwata. Segmentation of page images using the area Voronoi
diagram. Computer Vision and Image Understanding, 70:370-382, 1998.

337



[12] S. Mao and T. Kanungo. A methodology for empirical performance
evaluation of page segmentation algorithms. Technical Report CAR
TR-933, University of Maryland, College Park, MD, December 1999.
http://www.cfar.urnd.edu!kanungo/pubs/trsegeval.ps.

[13] S. Mao and T. Kanungo. Automatic training of page segmentation algorithms:
An optimization approach. In Proceedings of International Conference on Pattern
Recognition, pages 531-534, Barcelona, Spain, September 2000.

[14] S. Mao and T. Kanungo. Empirical performance evaluation of page segmentation
algorithms. In Proceedings of SPIE Conference on Document Recognition and Re
trieval, pages 303-314, San Jose, CA, January 2000.

[15] G. Nagy, S. Seth, and M. Viswanathan. A prototype document image analysis
system for technical journals. Computer, 25:10-22, 1992.

[16] 1. O'Gorman. The document spectrum for page layout analysis. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 15:1162-1173, 1993.

[17] T. Pavlidis and J. Zhou. Page segmentation and classification. Graphical Models
and Image Processing, 54:484-496, 1992.

[18] E. M. Voorhees and D. K. Harman, editors. The Seventh Text REtrieval
Conference (TREC 1). National Institute of Standards and Technology, 1998.
http://trec.nist.gov/pubs.htrnl.

338
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Scene and Document Images
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Abstract

In this work we outline a reconftgurable VIdeo Perfor
mance Evaluation Resource (ViPER), which provides an in
terface for ground truth generation, metrics for evaluation
and tools for visualization originally used for video analy
sis results, that is now begin used for document analysis. A
key component is that the approach provides the basic in
frastructure, and allows users to configure data generation
and evaluation.

This document describes the system and its application
for primarilyfrom the video pointofview (temporal and spa
tial), but by removing the temporal component, and adding
afewextra tools, it is being activly used for ground truthing
and evaluation ofscene and document images, as will be de
scribed in the talk.

1 Introduction

of descriptors are recorded for arbitrary sets of consecutive
frames. The instances of descriptors and attributes are iden
tified by the user developing the ground truth, and groups
which develop ground truth for a specific class of problems
are encouraged to develop guidelines for representation.

The second goal is to provide tools to easily create and
share ground truth data. The process of creating ground
truth can be tedious, especially in the video domain, since
it can involve substantially similar content from frame to
frame and require repeatedly scanning sequences of frames.
We have developed a GUI that can be used to record the req
uisite information in a single scan of the video content. The
system operates using the configuration files and data for
mats described below, with the configuration file being the
only information that is provided a priori.

Finally, the third goal is to provide metrics which can
be used to evaluate both the temporal and spatial aspects of
video. We provide a core set of metrics for each of the data
types currently implemented, as well as detection and preci
sion and recall computation.

2 Representation and Interface

where the descriptor-type is either CONTENT (general
properties about a range of frames) or OBJECT (instances

descriptor-type descriptor-name
attributel attribute-type [default value]
attribute2 attribute-type [default value]

In ViPER, the ground truth (and subsequent results) are
stored in files as sets of descriptor records. Each descrip
tor annotates an associated range of frames by instantiating
a set of attributes for that range. So that applications can
interpret the descriptors and render attributes appropriately,
users provide a configuration which serves as a comprehen
sive baseline of what can appear in each record. For each
valid descriptor type, there is a single configuration record
in the GT formatted as follows:

attribute-type [default value]attributeN

An important requirement of any system that tries to au
tomate content based analysis is a method to evaluate per
formance. Such evaluation is often carried out by compar
ing Results obtained from a given algorithm against Ground
Truth - a set of results determined a priori to be correct. In
video, the combination of spatial and temporal dimensions
makes applying traditional evaluation methodologies diffi
cult since we need to localize in both time and space. Al
though much work has been in computer vision evaluation,
the evaluation work in video has focused primarily on eval
uation of specific tasks such as motion estimation, or on seg
mentation [I, 2, 3], rather then on more general tasks of ob
ject detection, localization and classification. For a scene
image, we can simply remove the temporal component, and
for document images, we include models for which the re
lationships are both spatial and hierarchical.

The first goal of ViPER is the creation of a flexible ground
truth format which facilitates the representation of both
static and dynamic descriptors of the video. ViPER pro
vides a segment-based view of the video, where attributes
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Table 1. ViPER Attribute Types

bvalue boolean bool equal [0,1]
dvalue integer abs diff [0-00]
fvalue float abs diff [0-00]
svalue string Levenstein [0-00]

equality [0,1]
point (x, y) Eucl dist [0-00]
circle (x, y, r) OC/DC/ED [0,1]
bbox (ulx, uly, h, w) OC/DC/ED [0,1]
obox (ulx, uly, h, w, 0) OC/DC/ED [0,1]
lvalue enumerated list set equality [0,1]
relation obj IDs

TYPE DESC/REP MEASURE RNG

Figure 1. Layout of the ViPER-GT GUI.

components in the scene). Current attribute-types are shown
in Table 1.

Each instance of a record is then formatted as:

descriptor-type descriptor-name id sframe:eframe
attributel attribute-value
attribute2 attribute-value

attributeN attribute-value

match candidate records from the results with target records
from the ground truth.

Target: An object or content record delineated temporally
in the Ground Truth along with a set of attributes (pos
sibly spatial).

Candidate: An object or content record delineated tempo
rally in the Results along with a set of attributes (pos
sibly spatial).

The ViPER interface is shown in Figure 1. Individual
frames are controlled with the use of step-increment and
step-decrement arrows, a slider or by entering a frame num
ber directly. When the video is moved to a given frame,
changes in the objects and their attributes are reflected in
tables linked back to the frame. For a given frame, users
can select a cell representing a spatial attribute (point, bbox,
obox or circle) in the content or object panels and a draw
ing panel is provided to view individual frames and to edit
spatial attributes. Lists are entered via pull-downs, boo leans
via toggles and other attributes can be manually entered for
each object as text. Each object instance can also be prop
agated attribute across multiple frames which is especially
helpful for spatial attributes that do not change much across
frames.

3 Evaluation

The problem of performance evaluation of video is a dif
ficult and often subjective task. Since we are not necessar
ily dealing with a strict classification problem, we need to
consider whether two descriptions are "close enough" to sat
isfy a particular set of constraints. This may include, for ex
ample, constraints on the temporal range over which the de
scription is valid, on the spatial location of objects detected
in scene or on other properties of the scene or objects ex
tracted by the system. In continuing with our record-based
philosophy, we provide a mechanism through which we can

Our evaluation is based on a hierarchy of matching in
both time and space and is split into two interdependent con
cepts: detection and localization. Ultimately, constraints on
the localization will fonn a basis for "correct" detection. We
will first consider detection based on the range of frames
over which a pair of records is valid, then use localization
constraints on both the temporal range and on attributes to
judge the correctness of detection.

3.1 Detection

... a decision as to whether a particular object or
content descriptor is adequately identified, ei
ther temporally, spatially or both.

A target record is said to be minimally detected if there
exists at least one matching record in the candidate set. At
the lowest level, we can ignore any localization constraints
and say that a candidate minimally matches a target if the
temporal range of the candidate and the temporal range of
the target correspond on at least one frame. Localization
constraints, both temporal and spatial, can then be used to
constrain the definition of a match.

3.2 Localization

... a measure of how well a given target is iden
tified.
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As part of the detection process, each target has associ
ated with it a set candidate matches, which we can then con
strain. In general there are two ways we can constrain the
initial set, with temporal localization on the range or with at
tribute localization - constraints on the individual attributes.

For example, the temporal correspondence may be re
quired meets a certain tolerance with respect to the number
or percentage of frames in common. At a frame level, we
may require the difference between the attributes of corre
sponding frames be within a given tolerance (e.g. the face
overlap >= X). At an attribute level, we can even introduce
attribute localization constraints by requiring that the over
all deviation of a candidates attribute from the target over the
entire range be within some tolerance (The average overlap
is at least 75%).

EXTENT_COEF - the difference in start and end point
correspondence between the target range and the can
didate range.

o IEndtarget - Endcandidate I

+IStarttarget - Startcandidate I
EC 1- e- a

This measure is useful for example, when it is neces
sary to precisely specify the start and end of a descrip
tor as it considers only the deviation of the endpoints
and not how much of the candidate or target where
correctly detected. It is simply the difference in end
range positions.

3.2.1 Temporal Localization

OVERLAP_COEF - the fraction of frames in the target
range which are also in the candidate range.

Note this measure is not symmetric and does not
in any way penalize for excessively large candidate.
Nevertheless, if your only goal is to make sure the tar
get is detected, it is a simple and effective metric.

When matching objects temporally, we consider only met
rics on the range of frames over which the target is valid. Al
though we can have a match mode as one-to-one, many-to
one, one-to-many, many-to-many between targets and can
didates, it suffices to consider only the one-to-one case for
now.

For a given pair of ranges (one from the target and one
from the candidate), we will define three range metrics", but
users can define additional metrics:

Attribute localization, like temporal localization, may be
computed by considering one-to-one, many-to-one, one-to
many or many-to-many correspondences. Each data-type
will have associated with it a distance measure or set of dis
tance measures which can be applied between correspond
ing attributes of a descriptor (Table 1).

On a frame by frame basis, attribute localization can be
defined by a distance (or dis-similarity) measure as a func
tion of the instances of attributes. A tolerance can be set
on this distance to define a "close enough" attribute local
ization and subsequent correct detection. For 2D spatial at
tributes including bounding boxes (bboxes), oriented boxes
(oboxes) and circles, the OVERLAP and DICE coefficients
are extended from the definitions above by simply consid
ering the overlap in the 2D plane which is easily computed
geometrically.

3.2.2 Attribute Localization

Given a target/candidate pair whose ranges overlap we
define a "correct" detection based only on the temporal
range as one whose range metric meets a given tolerance.
All correct detections, again, will be reported as a single or
set of matched candidates.

IRangetarget n Rangecandidatel

IRangetarget IDC

1 These ID metries are later extended to 2D as spatial metries

DICE_COEF - a normalized measure of the number of
frames in common, providing a similarity measure be
tween [0,1]:

This coefficient rewards ranges which not only have
a large number of frames in common, but also have
minimal extra frames which are not in common. It is
computed as twice the intersection divided by the sum
of the candidate and target ranges.

DC
2 * IRangetarget n Rangecandidate I

IRangetarget 1+ IRangecandidate I

3.3 Correctness

When evaluating performance, there we must be able to
subject the measures defined above to various constraints.
For each descriptor, we will allow the specification of a tol
erance (and where appropriate a metric) both on the range
metric and on individual attribute metrics. Furthermore, we
will provide a number of fundamental "levels" of matching
between a candidate and a target to define correct detection.
We note that each of these levels is subsequently more re
strictive, not in magnitude but in the types of features and
metrics it considers. Our software will explicitly implement
each of these levels.
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Level 0: any candidate/target combination which has at
least one frame in common is a level 0 temporal cor
respondence.

Levell: any candidate/target combination for which the
number and distribution of corresponding frames
meets a specified tolerance is a level 1 temporal
match. A temporal tolerance and metric (defined
above) used to compute the match is specified on a per
descriptor basis.
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Level 2: any candidate/target
combination for which the number and distribution of
valid corresponding frames meet a given tolerance is
a leveI2/rame-constrained temporal match. A pair of
corresponding frames in a temporal match is valid if
all instances of attributes at that frame meet their re
spective tolerances. Level 2 extends level 1 by con
sidering the effect of frame by frame tolerances of the
attributes on the temporal or range tolerance.

Level3: any candidate/target combination for which all at
tributes are valid is considered a level 3 attribute
constrained temporal match. An attribute is consid
ered valid iff either the 1) average, 2) minimum or
3) median computed over all pairs of corresponding
frames in a temporal match meets a given tolerance.
The type of metric (average, minimum or median) as
well as the tolerance is specified by the user.

Level 0 is useful for simple detection of a descriptor, level
1 requires a minimal temporal overlap, level 2 further con
strains the attributes in individual frames and level 3 con
strains the attributes across time.

4 Implementation

We have implemented all parts of the system in Java. The
evaluation software is configurable so that different metrics
can be used, both the ground truth and results data can be fil
tered by object type and by range of attributes. In this way,
we can cycle through the parameter space and compare per
formance for a single algorithm with different metrics or dif
ferent subsets of the data or multiple algorithms on the same
data.

Wehave used for a number of tasks including detection of
scene changes, detection of text is scene images and track
ing of faces in video. The back end of our system processes
raw detections and provides explicit associations as well as
precision and recall summaries based on thresholds at a de
scriptor and/or attribute level. Graphical summaries of the
detections and localizations are also produced from the raw
results.

Figure 2. Examples of Bar Chart Summaries
and Distance Graphs

For evaluating our system for the detection and tracking
of text in video sequences[4], the ground truth contains in
formation such as the position of text blocks, the type of mo
tion, the text blocks content, and the quality. Runs will eval
uate both detection and recognition results for either differ
ent algorithms on the same parameters or the same algorithm
as a function of text quality. Figure 2a shows the overall de
tection results as a function of quality, Figure 2b shows the
precision and recall, while Figure 2c shows the localization
for the same case. In this case quality was based only on text
clarity, it appears our detection algorithms are not dependent
on text quality.

5 Discussion

We have presented a framework for performance evalu
ation which combines both temporal and spatial aspects of
detection. The approach is reconfigurable with respect to
both the evaluation and performance criteria, and can eas
ily be extended to incorporate new temporal, spatial and
attribute metrics. The system is being adapted to provide
XML I/O, enhanced graphical capabilities and ranked re
trieval metrics. Although the system was originally de
veloped for video, it is also being used successfully for
still images and document images. The software system
is available for research use and can be down-loaded from
http://lamp.cfar.umd.edu/.
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