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Abstract 
 

       There is a huge amount of duplicated or redundant 

data in current storage systems. So Data De-

duplication, which uses lossless data compression 

schemes to minimize the duplicated data at the inter-

file level, has been receiving broad attention in recent 

years. But there are still research challenges in current 

approaches and storage systems, such as: how to 

chunking the files more efficiently and better leverage 

potential similarity and identity among dedicated 

applications; how to store the chunks effectively and 

reliably into secondary storage devices. In this paper, 

we propose ADMAD: an Application-Driven Metadata 

Aware De-duplication Archival Storage System, which 

makes use of certain meta-data information of different 

levels in the I/O path to direct the file partitioning into 

more Meaningful data Chunks (MC) to maximally 

reduce the inter-file level duplications. However, the 

chunks may be with different lengths and variable 

sizes, storing them into storage devices may result in a 

lot of fragments and involve a high percentage of 

random disk accesses, which is very inefficient. 

Therefore, in ADMAD, chunks are further packaged 

into fixed sized Objects as the storage units to speed up 

the I/O performance as well as to ease the data 

management. Preliminary experiments have 

demonstrated that the proposed system can further 

reduce the required storage space when compared with 

current methods (from 20% to near 50% according to 

several datasets), and largely improves the writing 

performance (about 50%-70% in average). 

 

1. Introduction and Motivations 
 

It has been widely known that huge amount of 

duplicated or redundant data existing in current storage 

systems
 [1]

. Not only data duplications exist among 

variants of the same file (e.g. backup files), it can also 

occur among different files. The huge amounts of data 

duplications result in extra storage spaces to be used 

and much more power consumptions, greatly lowering 

the storage utilization. They also impose extra burden 

on the data management.  

Thus Data De-duplication has received a broad 

attention from both academia and industry. Data De-

duplication refers to the approaches that use lossless 

data compression schemes to minimize the duplicated 

data at the inter-file level. This de-duplication can also 

help to reduce the amount of data sent over the network 

when backing up from application servers to storage 

servers. 

To the extent of our best knowledge, almost all of 

the current de-duplication schemes work on the binary 

file level. That is, they consider the files to be archived 

as bit strings and use typical chunking methods, such as 

whole file chunking, fixed size dividing, or Hash 

functions (e.g. Rabin fingerprinting algorithm). Each 

file is firstly partitioned into non-overlapped chunks. 

Only one instance of the same chunks is actually stored 

in the secondary storage devices, and the others are 

referenced to by a pointer pointing to the location of 

this chunk.  

There are many remaining research challenges for 

the current Data De-duplication storage systems, 

including:  

(1) How to chunk the files more efficiently and 

better leverage potential similarity and identity from 

applications? For example, an HTML file consists of 

several semantic segments embraced by certain tags as 

<head> </head>, <title> </title>, <body> </body> and 

so on. When using current de-duplication methods, e.g. 

Rabin fingerprinting, to divide a file into chunks, a 

break point 
[3]

 may be within a tag, which will result in 

the loss of semantic information associated with the 

meaningful segments. What is worse, as most of the 

chunk boundaries are semantic meaningless, it will 

impose a further burden on the management and will 

reduce the efficiency of future file retrievals.  
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(2) How to store the chunks more effectively and 

reliably into secondary storage devices? As the chunks 

may be of different lengths and variable sizes, storing 

them directly in storage devices will result in a lot of 

fragments and involve a high percentage of random 

disk accesses which is very inefficient
 [11]

. Moreover, 

how to distribute these chunks, especially among large-

scale distributed storage systems, is also a challenging 

problem. For example, if we just randomly distribute 

these chunks among storage devices, when we want to 

retrieve archived files by a query, the archival system 

should first index the relevant de-duplicated chunks 

which may spread randomly among the storage devices, 

reconstruct all the files one by one, then check if the 

content of the file matches the query. This process is 

expensive and usually degrades the performance of 

many upper layer applications
 [24]

.  

In this paper, we propose ADMAD: an 

Application-Driven Metadata Aware De-duplication 

Archival Storage System. It exploits certain meta-data 

information from different levels in the I/O path to 

direct the file partitioning into more Meaningful data 

Chunks (MC for short in the following sections) that 

are variable-sized, self-identifying and self-describing 

logical units. These meta-data information of archived 

files may include: 1) application metadata, such as 

file type, file format, application software, etc., 2) 

application or user tags, such as the tags used to 

describe the characteristics of blogs, images or 

multimedia, and 3) file system metadata, such as 

directory entries, inode information of a file. Currently 

ADMAD uses the file type and file format as the meta-

data information to direct the file partitioning besides 

the currently used cryptographic hash functions, such as 

MD5, SHA1, and chunking methods, such as Rabin 

fingerprinting. 

While the main goal of ADMAD is to reduce the 

inter-file level duplications as much as possible, since 

the MCs may be of different lengths and variable sizes, 

as discussed above, storing them directly into storage 

devices is very inefficient. Thus, we have also designed 

an efficient way to store these MCs. We breakdown the 

MCs into fixed sized objects with suitable object size 

that better makes use of the performance characteristics 

of commodity secondary storage disk devices (The 

performance of a big sequential access is about one 

magnitude faster than the small access or random 

access requests). Note that an object may contain part 

of, a whole or several logical MCs. Preliminary 

experiments have demonstrated that the performance of 

ADMAD can be comparable with the current 

approaches.  

The rest of this paper is organized as follows: 

Section 2 introduces related approaches used to de-

duplicate the inter-file redundancies; the architecture of 

ADMAD as well as the chunking algorithm and the 

archival & restore protocol are presented in Section 3; 

Section 4 gives the evaluation results of compression 

ratio under some typical workloads and the 

performance of ADMAD, then compares them with 

current mainstream approaches; Section 5 draws the 

conclusion. 

 

2. Related Work 
 

Data de-duplication, which is also called Inter-file 

data compression, should be lossless compressions, i.e. 

no information is lost when a file is compressed and 

then uncompressed. Generally speaking, data de-

duplication consists of two phases: the first phase is the 

file dividing, i.e. how to divide the files into chunks so 

as to reduce the inter-file duplication to the furthest 

possible extent; and the other part is data distribution 

and storing, i.e. how to store the chunks into storage 

devices. 

So far there are two categories of file dividing 

approaches: delta encoding based and chunking based. 

Chunking based approach partitions each file into 

a number of non-overlapping chunks and stores only 

unique chunks into storage devices. In terms of the 

chunk sizes and chunk boundaries, several algorithms 

have been used and proposed: the simplest one takes 

the whole file as a chunk, and calculates the hash of the 

whole file’s content as the chunk identifier; CASPER 
[4]

 

adopts a fixed-sized file dividing method, it divides 

each file into predefined fixed size chunks; LBFS
 [3]

 

uses Rabin fingerprint algorithm to divide each file into 

variable sized chunks based on the statistic information, 

which can further reduce duplication. 

Delta encoding based method generates the delta 

file given the source file (a.k.a reference file) and the 

target file. It is based on the resemblance detection 

between data objects and uses delta encoding to store 

only deltas instead of entire data objects
 [5]

. The de-

duplication is achieved since the size of delta file is 

usually much smaller than the target file. Delta 

encoding
 [6] 

is a widely used resemblance compression 

technique, which uses the first version of the file as the 

base, and stores the deltas from the base for subsequent 

versions of the same file. But this method requires 

explicit version relationships between files to determine 

which files are bases and which files are deltas; thus it 

is usually used in versioning file systems. Recently, 

there is another method named Fuzzy Block Matching
 

[7]
 that originates from CASPER 

[4]
. In this method, 
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every object has some features 
[14]

. By comparing the 

features of different objects, the resemblance 

relationship can be determined. Then the method makes 

use of ECC (Error Correcting Code) to generate the 

difference of two objects, and stores the difference to 

reduce redundancy. 

By now there are also some commercial systems 

based on de-duplication techniques, such as Data 

Domain 
[19]

, Centera 
[30]

 by EMC, PureDisk 
[31] 

by 

Symantec. 

 

3. Overview of ADMAD 
 

ADMAD is mainly designed for archival storage, 

where the archival processes can run in the background 

and be deployed on different application servers. In 

current mainstream disk-based archival systems, the 

response time should preferably be on-line or near-line 

when archived files are retrieved, which indicates that 

the distribution and organization of data in the storage 

devices is very critical. ADMAD is a distributed 

storage system, which fits for large-scale archival or 

disaster recovery deployments. 

 

3.1. System Architecture Overview 
 

The architecture of ADMAD is depicted in Figure 

1. The system consists of four main components: 

Application Servers (AS), File Archival Servers (FAS), 

Metadata Servers (MDS) and Intelligent Storage Nodes 

(ISN). Application servers like email servers, 

multimedia servers are deployed and run to support 

associated applications. The main task of FAS is to 

archive the files into the storage servers, and it is the 

place where Application-Driven Metadata Aware De-

duplication is implemented (FAS can also deployed 

onto ASes as background daemons). MDS takes charge 

of metadata management, metadata operations 

interactively with ASes, the deployment of security 

mechanisms, token management and the control of 

system-wide activities such as object allocation and 

migration among ISNs. ISNs are based on commodity 

elements such as off-the-shelf hardware, operating 

systems, file systems (we use EXT3 file system in our 

preliminary implementation). Distributed ISNs are 

interconnected with high speed storage area network. In 

our system, all the components are implemented in the 

user space in Linux operating system based on 

commodity hardware. In actual deployment, some of 

the components can be deployed in the same physical 

machine as long as resources and performance 

requirements permit. 

 

Metadata Servers (MDS) 

To avoid detracting the main aspect of this paper, 

we mainly focus on the typical functions in ADMAD: 

namespace management and metadata. There are three 

important data structures in MDS to support: 

(1) File_Attibutes_Table, which is used to manage 

the file system namespace and to map from hierarchical 

pathnames of regular files used by AS to MC identifiers 

used by ISNs (from MC identifiers we can further get 

the mapping to the location of the object that holds the 

very MCs).  

(2) Object_Metadata_Table, which holds the 

metadata of objects. The structure of an object stored 

on the ISN is shown in Figure 2. 

(3) Chunk_Object_Table, which holds a Reverse 

Index
 [9]

 used for locating the object a MC belongs to. 

In the current implementation, these tables are 

finally stored as MySQL 
[25]

 tables on disk. In order to 

improve performance, they are cached in memory as 

much as possible. We plan to use non-volatile RAM to 

support reliability in real system deployment.  

In order to avoid the single point of failure, we use 

MySQL’s replication mechanism in our primary 

system. MySQL replication is based on the master 

server keeping track of all changes to the databases 

(inserts, updates, deletes, etc.) in its binary logs
 [25]

. 

Each slave server receives from the master the saved 

updates that the master has recorded in its binary log, 

so that the slave can execute the same updates on its 

copy of the data. 
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Figure 1. System Architecture of ADMAD 
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Intelligent Storage Nodes (ISN) 

ISNs support a scalable, efficient and self-

manageable object-based storage model, which is the 

prevailing system architecture for petabyte-scale 

storage systems nowadays
 [16], [17], [18]

.  

ISN is compliant to OSD T-10
1
 standard. It uses a 

flat namespace management. Every object is uniquely 

and globally identified by an object ID within the ISN. 

However, some prior research and practices
 [10]

 have 

demonstrated that using variable object size, especially 

separating the real data, metadata, and attributes of an 

object into three independent files of underlying file 

systems will severely hinder the performance, and 

dramatically increase the fragmentation within the 

storage devices, which further reduces the access 

bandwidth 
[11]

. Considering the characteristics of 

archival data workload, we adopt a fixed size object 

scheme, and the object size can be configured based on 

different and some related research and practice
 [17]

. 

The structure of an object is shown in Figure 2, in 

which chunk is the minimal access unit for application 

servers, specified by a chunk ID and the byte range in 

an object (Note that an object may contain part of, one 

or several logical MCs according to the size of the 

MCs). 

As ISN is an autonomous system, it also can 

perform other functions such as access control, garbage 

collection, search optimization, etc., which are beyond 

the focus of this paper. 

 

3.2. Chunking Library and File Archival API 
 

As ADMAD uses metadata information of the 

archival files to direct the file dividing policy, 

―Metadata parser and tag extraction‖ module and 

―File Divider‖ module are dependent on the specific 

applications. We adopt application specific chunking 

libraries to implement chunking routines, and expose a 

unified chunking API for FAS and AS.  

 

3.3. Chunking Routines 
 

We choose several typical applications to 

demonstrate our system, including: (1) enterprise email 

system archival; (2) web documents archival and (3) 

multimedia data archival. In order to prove-of-concept, 

                                                           
1 OSD T10 standard has been ratified by ANSI in January 2005 as 

SCSI Object-Based Storage Device command interface extension 

based on object representation of underlying storage. It provides an 

opportunity for the interested vendors/researchers to obtain hands-on 

experience of what OSD can provide, and can serve as a 

conformance point to test for interoperability when multiple OSD 

products arrive on the market. 

we simply use the file type and file format as the 

metadata information. Due to the space limitation, we 

only present the design for enterprise Email archival 

and Flash Video files archival. 

 

3.3.1 Enterprise Email Archival 

 

In the current implementation, Extmail
 [29]

, a 

widely used open source enterprise-level mail server, is 

used as the email application server. Every standard 

email file can be divided into 6 semantic parts (the 

MIME format email can also be divided into MCs 

using the same method), as: FROM address; TO 

address; SUBJECT; TEXT; ATTACHMENT 

FILENAME; and ATTACHMENT content. The 

chunking procedure is depicted in Figure 3. 

 

parse FROM

parse TO

parse SUBJECT

parse TEXT

parse FILENAME

parse INFO

load the file and 

begin scan

Current position p 

the end of file

Calculate the hash digest for the chunk ;

Output the pointer  to the chunks
 

Figure 3. Chunking procedure for email files 
 

3.3.2 Flash Video Archival 

 

Flash Video (FLV) is a popular video format 

proposed by Adobe
 [32]

, and it is mostly used to deliver 

video over the Internet using Adobe Flash Player 

(formerly known as Macromedia Flash Player). As web 

2.0 has increasing in a fast speed, archival of FLV 

videos becomes important for these web 2.0 websites, 

multimedia repositories and Internet proxies. 

We currently use the FLV format
 [33]

 metadata. A 

typical FLV file consists of header part and body part, 

depicted in Figure 4. After the FLV header, the body 

part (the remainder of an FLV file) consists of 

alternating back-pointers and tags, which encode 

synchronized audio and video streams. Each tag type in 

an FLV file constitutes a single stream. There can be, at 

most, one audio and one video stream, synchronized 

together, in an FLV file. The detailed header and tag 

fields definition can be referred to in the FLV format 

specification
 [33]

. 

 
Figure 4. The structure of a typical Flash Video file 
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Table 1. Comparison of compression ratio on Email archival system using different compress methods 

Original Space (Megabytes) Robin Fingerprint Gzip ADMAD 

161 10.3 11.8 9 

Based on the file format, we divide each FLV into 

several temporal MCs. The video segmentation 

procedure for a FLV file is described as follows: 

(1) parse the file, and extract the time-indexed 

features of the frames 

(2) sample the frames, and get the key frames 

for each temporal scene (here we mainly 

use the related segmentation algorithm 

and Shot boundary detection technique 
[34], 

[35]
)

 
 

(3) restore every key frame, and generate the 

image for each key frame 

(4) generate a feature code for the image, and 

take this feature code as the identifier for the 

corresponding temporal scene 

Suppose a FLV file 1, after the extraction of 

its 7 frames, sampling the key frames for the 3 

scenes, and generating the feature codes for the 3 

key frames, we divide file 1 into 3 MCs, and use 

the corresponding feature codes to identify the 

MCs. This procedure is illustrated in Figure 5. 

Feature CodeFrame #
0x000000110x00

File 1

0x000000120x01

0x000000130x02

0x000000210x03

0x000000220x04

0x000000310x05

0x000000320x06

0x000000330x07

Scene #

0

1

2

Feature CodeKey Frame #
0x000000110x00

File 1

0

0x000000210x03

0x000000310x05

Scene #

1

2

Figure 5. Illustration of dividing a FLV file into several 

scenes as the MCs 

3.4. Archival Procedure 
 

The archival procedure for ADMAD is as follows: 

every file to be archived is first divided into several 

MCs according to the algorithms in the application 

specific chunking library. While partitioning the file 

into MCs, these algorithms maintain the structures 

obtained from MDS. Then the MCs are packaged into 

objects. Note that objects are flushed from the buffer to 

storage devices periodically according to the flushing 

policy of the host Operating System. There can be an 

asynchronous completion message sent from the MDS 

to the archival server to indicate the completion of 

metadata operations, and there is also reply from ISN to 

indicate the actually storing of objects if configured in 

the synchronous mode. 

 

4. Evaluation 
 

4.1. Experimental Setup 
 

In our implementation, iSCSI protocol
 [26]

 is used 

as IP-SAN transport protocol. The chunk IDs are 

generated using MD5
 
hash algorithm. The objects are 

internally stored as files on the underlying ext3 

filesystem with the object size of 4MB. We take an 

experimental approach to compare it with the 

performance of two other typical traditional IP-network 

storage platforms: NFS
 [20] 

and iSCSI based regular file 

system 
[28]

. We measure performance by a modified 

IOmeter 
[10]

. The testbed is deployed to consist of one 

ISN and one archival server. A Sun Fire V40z server is 

used as the ISN equipped with 4 AMD dual-core 

processors at 2.4 GHz, 16 GB RAM, and 6 Ultra-320 

SCSI disks (160 GB per disk). A SUN Workstation is 

used as the archival server equipped with 2 AMD dual-

core processors at 1 GHz, 8 GB RAM, and a 200 GB 

Ultra-320 SCSI disk. The nodes are connected with 1 

Gb/s independent Ethernet network. 

 

4.2. Workload Characteristics 
 

While by now it is difficult for us to get the real 

enterprise level dataset, we do collect some workloads 

which are general enough to represent the 

characteristics of the real massive data and to prove the 

concept. The workloads include: 5498.33MB of web 

documents; 6364MB of MP3 song files from Album 

Series Collections of several Chinese pop stars; 590MB 

of popular flash videos about the NBA games on a 

video website; 161MB of email files collected from 

personal archives of three colleagues in our research 

group 

We use the Teleport™ software to download some 

set of news web pages from three web sites: 

http://www.sohu.com, http://www.sina.com.cn/, and 

http://www.tom.com/ with the same time period, and 

recursively download the pages linked from them, up to 

five levels. The MP3 files are collected from some ftp 

servers shared among some individuals internally who 

donate their MP3 collections to the ftp server. The FLV 

files are sets of NBA games collected from several 

web2.0 video websites within a month. Email files are 

collected from parts of personal archives of three 

colleagues in our research group, totaling to 

approximately 3000 email files. 

 

4.3. Results and Discussions 
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The compression results of ADMAD compared 

with other methods (we use Gzip and Rabin fingerprint 

here) are described in Figure 6 and Table 1. Since the 

absolute compression ratios are highly dependent on 

the datasets used, e.g. the compression ratio on web 

documents may be one or two orders of magnitude 

larger due to the locality of encoded characters, while 

the traditional compressions on multimedia files are 

trivial or even worse, we calculate the relative 

compression ratios to represent the comparisons 

between different approaches at the same time to avoid 

the impact from different datasets. From Figure 6 we 

observe that, for MP3 file set, the compression ratio 

improves 61% compared with Gzip, and 43.9% 

compared with Rabin fingerprint. For flash video files, 

the compression ratio improves 46% compared with 

Gzip, and 27% compared with Rabin fingerprint. For 

web HTML files, the compression ratio improves 48% 

compared with Rabin fingerprint. And for the Email 

files, the compression ratio improvement is 31% and 

14.3% respectively. 
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Figure 6. Comparison of compression ratio using different 

compress methods 

Figure 7 shows the bandwidth of read/write operations 

for the three systems. It can be seen that the read 

bandwidth of ADMAD is relatively higher than in other 

systems when the data size is small (below about 

400KB). This is because when deploying traditional 

file systems, the inode blocks are separate from the 

content blocks, which imposes random device access 

overhead. When the data size is above 400KB, the read 

bandwidth of ADMAD is comparable to others except 

for iSCSI. This is because in ADMAD, the objects of a 

file may be spread into different locations of a device, 

which imposes additional disk head seek and rotational 

time. As for the write bandwidth, we can see that 

ADMAD is much better than others, improving about 

50%-70%. This is because the storage unit in ADMAD 

is object, with size of 4MB in our test configuration 

which is much bigger than the mainstream block size of 

512B. Writing an object continuously is more efficient 

than writing many blocks with no guarantee of 

sequential distribution in device
 [11]

. As ADMAD is on 

top of a file system, it can take the advantages of the 

underlying buffering and caching mechanisms of the 

file system transparently.    

 

5. Conclusion 
 

This paper introduces ADMAD: an Application-

Driven Metadata Aware De-duplication Archival 

Storage System, which leverages the metadata 

information of different levels in the I/O path to guide 

the dividing of each file into more Meaningful data 

Chunks (MC). We also design the fixed size object 

based storage scheme to store the MCs into devices. In 

our current implementation, we only use file type and 

file format as the metadata information. Preliminary 

experiments on the collected representative workloads 

of Email, HTML, MP3, FLV files show that ADMAD 

has better compression ratio than some of the current 

mainstream methods (from 20% to near 50% according 

to different datasets), and the read bandwidth is 

comparable with similar systems while the write 

bandwidth is better than the other systems (about 50%-

70% in average). 
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Figure 7. Throughput in each of three systems in 1 Gb/s 

IP-SAN network 
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