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Abstract—The Internet connectivity in the Autonomous Sys- typically not part of the collected information. Thus, in order to
tem (AS) level reflects the commercial relationship between ASes. get this more complete view, one should infer this relationships
A connection between two ASes could be of typ@ustomer- g4 the collected information. This is usually done using

provider when one AS is a provider of the other AS, or of type ideli d fi di th i d d
peer-peerif they are peering ASes. This commercial relationship guidelines and assumptons regarding the policy used an

induces a global hierarchical structure which is a key ingredient Knowledge regarding the gathered information. For instance,
in the ability to understand the topological structure of the AS the Internet Routing Registry [4] is a union of world-wide rout-
connectivity graph. Unfortunately, it is very difficult to collect  jng policy databases that use the Routing Policy Specification
data regarding the actual type of the relationships between ASes, Language (RPSL) [5] . These databases contain, among other

and in general this information is not part of the collected thi the | | fivit dthel li N t poli
AS connectivity data. The Type of Relationship ToR) problem 'NgS, the focal connectivity and the local iImporiexport policy

attempts to address this shortcoming, by inferring the type of Of the registered ASes. In [6] and [7] the authors analyzed
relationship between connected ASes based on their routing the RPSL policies of ASes in the IRR and inferred the type
policies. However, the approaches presented so far are local in of relationship between registered ASes. Nevertheless, using
nafureth?sndw%cr)kna/tec?f:f?:z tgen%l\c,’galwh;er?gcr;:ﬁzlr Sttr':?s‘:tt‘re'e ,; the IRR database to infer the hierarchical structure of the
n .. . .
relationship from the collected data, ta)lldng into consid)gr)ation AS connecyvny map has several QraV\{backs. F'rSt’_ In some
both local policies and global hierarchy constrains. We define Cases, entries in the IRR may be invalid and contain out-of-
the Acyclic Type of RelationshipAToR problem that captures this  date data [8]. Second, this database is not complete enough.
global hierarchy and present an efficient algorithm that allows In particular, only 36000 links, most of them are located in
determining if there is a hierarchical assignment \_Nit_hou_t invalid Europe, out of over 130000 [7] are registered and share this
paths. We then show that the related general optimization prob- . .
lem is NP-complete and present a2 approximation algorithm |nformat|on. . .
where the objective function is to minimize the total number of ~ While the IRR database contains the local policy of reg-
local policy mismatch. We support our approach by extensive istered AS, it is not part of the information gathered by
experiments and simulation results showing that our algorithms other projects. In these cases, other techniques should be
classify the type of relationship between ASes much better than \,seq in order to infer the type of relationship. The Route-
all previous algorithms. Views project [9] is a BGP based database that collects
a snapshot of the Internet AS level topology on a daily
basis, based on BGP routing tables from about 60 different
The current Internet consists of over 20000 Autonomowssurces. The DIMES project [10] samples the Internet using
Systems (ASes) interconnected by a set of thousands lin#istributed agents located at thousands hosts around the world,
Each AS is a collection of routers under a single administratiyperforming periodidracerouteto a set of IP addresses. While
authority, and routing between ASes is done using the Bordeese projects gather information using different methods, the
Gateway Protocol (BGP) [1]. One of the well appreciatedollected data of both databases consists of a set of routing
advantages of BGP is its ability to use policy based routingaths (between ASes) that reflect the routing policy of these
where each AS defines its own local policy. In practice, th&Ses. In order to infer the type of relationship from such
policy of an AS reflects its commercial relationship with othefouting paths, one should understand how the policy in the
ASes. Thus, the AS connectivity graph has a hierarchicab level affects these paths.
structure in which connected ASes hawestomer-provider  According to the guidelines presented in [3] and in [2] an
relationship if a small AS is connected to a larger AS, andlS usually exports its routes and its customer routes to its
they havepeer-peerrelationship if they have comparable sizgproviders and peers, but it does not export its provider or peer
(other types of relationship such amling-sibling also exist, routes to other providers or peers. In contrast, an AS usually
but they apply to less than 2% of the connections) [2], [3]. exports its routes and its customer routes, as well as all its
Despite the increasing effort to reveal and characterize theovider or peer routes to its customers and sibling. This policy
topological structure of the Internet by several projects thatdicates that BGP paths are valley-free, and step-free, i.e. after
collect real up-to-date data, the hierarchical structure, inductdversing aprovider-customeror a peer-peerlink, the path
by the commercial relationship between connected ASes,cannot traverse austomer-provideor peer-peerlink [11].

I. INTRODUCTION AND RELATED WORK



p1 = (AS1, AS2, AS3, AS4, AS5, AS9)
py = (AS1, AS2, AS6, AST, AS8, AS5, AS9)

Fig. 1. AToRinstace with two paths Customer  Provider

p1 = (AS1, AS2, AS3, AS4, AS5, AS6)
py = (AS5, AS6, AS7, AS8, AS1, AS2)

Fig. 3. A ToRinstace - every solution contains cycle

Cusiomer __Prowder  P1 = (AS1. AS2, A3 ASL AT AS) | general case. M.oreover., they prese_nted a.I|nee.1r time algorithm
that determines if there is a fully valid solution (i.e without any
Fig. 2. AToRinstace - A possible solution invalid path). This algorithm mapsBoRinstance into 2SAT

formula by converting every two consecutive edges in any of

the paths into a clause with two literals. Finding a Truth assign-

Gao [11] was the first to infer the AS relationships ffomyent 1o this formula induces a valley-free solution, while if

BGP routing tables, based on this valley-free nature of thea tormula cannot be satisfied tieRinstance must contain

routing paths. She developed a heuristic algorithm assumigg|eat one valléd, In [14] the authors also proved that the

that typically a provider has a larger size than its customenayimum version of the problem (i.e. maximizing the number
and the size of an AS is usually proportional to its degree §} alid paths) cannot be approximated withigin!—¢ (for

the AS level connectivity graph. Thus, for each routing patla,ny6 > 0) for general instances with paths unless NP=co-

the AS with the highest degree is set atop providerwith  pp Thijs is done using approximation-preserving polynomial
respect to the path, inducirgistomer-providerelationship 0 reqyction from the Maximum Independent Set problem [16].
preceding and subsequent links in the path. The experimentagyq toma definition of theToR problem indeed captures
r?‘S“'ts of [11] indicate that 90% of the_ Imkos in the ROUtet'he fact that BGP paths are valley-free and step-free. However,
Views databe(ljse age of typmstomt()allr-proytl:lj.erS/o are of type it has an inherent drawback - it does not consider the hierarchi-
peer-peeyand 1.5% are of typel Ing-sibling cal structure of the AS graph. In particular, in the real Internet
Subsequgntly, the Typg (_)f RelatlonsthR problem was the directed graph imposed by the assignment ottlstomer-
forma!ly_ (_Jlefmed' asa maX|m|z;t|on p(;oblem in [12] as fo”‘()jwsbroviderrelationship camot contain cycles (see [17], [18]). A
Def"}'t'onhl'l'l va:enhan (ij wgcte gr_arﬁrﬁ = (V.E), an national AS, for example, that provides services to a regional
a se_t o pathg”, label the e ges I& as either—1,0 or_+1 0 AS that provides services to a local AS cannot be also the
maximize the number of'val|d paths i, where a valid path customer of the local AS. Consider the solution to FaR
can be one of the following types.fcM,N = instance depicted in Fig. 2. In this solution both paths are
1) —1,... (N times),+1,... (M times). valley-free, however it contains a directed cycle, violating the
2) —1,... (N times),0,+1,... (M times). hierarchical structure of the graph. One can achieve an acyclic
For example, consider the instance of theR problem so|ytion to this specific instance, by changing the direction of
depicted in Fig. 1. This instance consists of nine ASes aggh edge(AS4, AS5). In contrast, every optimal solution to
two paths. A possible solution to that instance, containing onlje ToR instance depicted in Fig. 3 contains a cycle
valid paths, is depicted in Fig.1_2ln this solution both p_aths In this paper we address this drawback by defining a new
are of type 1, namely they co'nS|st of sevemﬂstomer-prowder problem, the Acyclic Type of RelationshipAToR problem,
links followed by severaprovider-customefinks. taking into account the acyclic structure of the AS connectivity
The technique proposed in [12] to solve theR problem o anh i this case, given a set of routing paths, the objective
combines data from multiple vantage points, where each B@Rcion is to maximize (or minimize) the number of valid
rou_tlng tab'le gives partial view of the Internet from one A invalid) paths, keeping the directed graph acyclic. This new
This technique does not rely on the degree of the ASes. Thgnlem captures the type of relationship between connected
authors ranked the ASes based on their position in the graplges more accurately. Note, that while these two problems
induced by a single BGP routing table. Then they infer thgoy similar, their analysis is quite different. In particular, in
relationship by comparing the ranks of ASes as it derived frofje Tor problem one should only satisfy local conditions in
multiple sources.
In [13]_and ind_ependently in [14] the authors shovv_ed thatzNote that2SATis solvable in polynomial time. See e.g. [15].
the decision version of theoRproblem is NP-complete in the  37¢ dismiss the cycléAS1, AS2, ..., AS8, AS1), at least one vertex must

have two outgoing edges, namely both edges attached to that vertex must be
1A directed edge in the graph going from nodéo nodeu means thav  directed out. Since every two consecutive edges, in this instance, belong to a
is a customer ofu. path, this two consecutive edges induce a valley (in this particular path).



which every two consecutive edges in all the paths should geph and using the policy guidelines discussed in Section |,
valley-free. On the other hand, in the néWoR problem, in we define theAToR (Acyclic Type of Relationship) problem
addition to these local conditions, one should satisfy a moas follows:
global condition ensuring that the assignment is acyclic. ForDefinition 2.1: Given an undirected grap&# and a set of
that reason, techniques and algorithms that have been upaths P, assign orientation to some of the edges(bfsuch
with respect to thdoR problem, cannot be adopted and usethat the directed graph does not contierarchical cycles
to analyze and solve th&ToRproblem. (i.e. directed cycles that contains at least one directed edge),

In Section Il we formally define thé&ToRproblem. Then, and the number of valid paths is maximized.
in Section Il we present an efficient algorithm determining In some cases an instance to &Rproblem includes only
whether an acyclic solution without invalid paths exists. Thiae set of path$> while the graph is omitted. In such cases,
general case is discussed in Section IV. We consider a variante may consider a graghl = (V’, E') that is imposed by the
of this problem in which the objective function is to minimizeset of paths, namely”’ = {v|v € P}, and E’ = {ele € P}.
the total number of valleys. This variant captures the fact The decision version of the problel;AToR is defined as
that in some cases the export policy executed by an AS ddelow:
not follow the export policy presented above. Thus, due to Definition 2.2: Given an undirected grapi, a set of paths
the locality of the policy, paths that traverse such ASes ma, and an integek, test if it is possible to give orientation to
contain valleys. We show that similar to the original problersome of the edges @¥ such that the directed graph does not
(in which the objective function is to maximize the number ofontainhierarchical cycle and the number of invalid paths is
valid paths), the decision version of this variant of the probleat mostk.
is NP-hard, and we preseftapproximation algorithm for the  |n sections Ill and IV we present theoretical analysis both
maximum version of the problem. In Section V we considgbr the AToR and thek-AToR problems. In these analyses
practical aspects of inferring the actual type of relationshigge consider solutions that contain only directed edges (i.e.
between ASes. This includes heuristics to infer gleer-peer edges of typecustomer-providér One can argue that this
and sibling-sibling relationships. In Section VI we examinerequirement is stricter than necessary and therefore does not
our algorithms over real up-to-date data gathered from theflect the real practical problem. Yet, as we prove in the next
Route-Views database, and perform simulations over sevelegghma, every solution that containeeer-peerlinks can be
random graph. We also compare our algorithms against otle@hverted to a solution that contains ordystomer-provider
approaches presented in [13], [14], [12], [11]. We summariZiaks by giving an orientation to thpeer-peerlinks. Clearly,
our work and present some conclusions in Section VII.  in a solution that contains only directed edge, every directed
cycle is ahierarchical cycleand acyclic solution is a solution
that does not contaihierarchical cycles

The AS connectivity map is modelled by a gragh = Lemma 2.1:Given an instancéG, P) to theAToRproblem
{V,E}. A node in the graph represents an AS, and an edgfd a solutionS that assigns an orientation to some of the
represents a peering relation between two ASes. Assigniédges ofG, such that the directed graph does not contain
an orientation to a particular edge in the graph indicates thgerarchical cyclesand the number of valid paths is there
business relationship between its corresponding ASes. Thigsa solutionS’ that assigns an orientation &di the edge of7,
an edge(v,u) is directed fromv to w if v is a customer sych that the directed graph does not contain directed cycles
of u (and respectivelyu is a provider ofv). On the other and the number of valid paths is at ledst
hand, an undirected edge indicates that the corresponding ASes proof: Denote by E; the set of edges that have an
connected byeer-peerelationship. An orientation to some ofgrientation with respect t&, and denote bya; = (V. Er)
the edges, defines the type of relationships between connegtfflgraph imposed by this set of edges. Cleagly,does not
ASes. As explained in Secion |, a directed cycle that contaiggntain directed cycles. We buil§’ gradually by assigning
at least one directed edge (i.e.castomer-provideredge) orientation to the set of undirected eddesE; (i.e. converting
violates the hierarchical structure of the graph. On the othgfe set ofpeer-peerlinks into customer-providetinks). We
hand, ASes from the same hierarchy level can be connectedsBw that each such step does not reduce the number of valid
peer-peerlinks. Thus, cycles that consist of undirected edggsaths and preserves the acyclic property of the graph.
alone (i.e. all the links composing these cycles are of typeConsider apeer-peeriink ¢ = (v,u), hamelye € E \ E;.

peer-pee), implying that the participants ASes are in the samehe graph(,; does not contain directed cycles therefore,
hierarchy level, are permitted. With respect to this observatigp.there is a directed patlp = (v,...,u) then there is no

we use the terrhierarchical cycleto describe a directed cycledirected pathy’ = (u,...,v) (otherwise, their concatenation

that contains at least one directed edge. We use thevalith s a directed cycle in contradiction to the assumpfioihus,
pathto indicate that the path does not contain valleys nor stefisthere is a directed path from to « we assigne from v to
Thus,p = {v1, v, ...,v, } is a valid path if for alll <i <n, 4. Otherwise, we assign from u to v. In both cases, after
the edge(v;—1,v;) is directed fromv;_1, to v; or the edge addinge to E;, the graphG; is still acyclic.

(vit1,v;) is directed fromuv;yq, to v;. A path isinvalid if

it is not valid. Considering the hierarchy structure of the AS “Note thatp andp’ are not necessarily .

II. MODEL AND PROBLEM DEFINITION



Next, we show that every valid path remains valid by |Algorithm ATOR(G = (V,E),P = (p1,..-,Pn))
assigning direction to a link. Clearly, paths that do not
traversee are not affected so we need to show that every L h=9¢

X ) . . . 2 For allp; = {ASy, ASs,...AS,,} € P.
valid path that traversesremains valid. Consider a valid path )

; . . . 3 for@G =1tom —2)

that traverseg. According to the discussion above, this path 4 Py = Py U {AS:, ASis1, AS; 1}
consists of N customer-providetinks followed by e which 2702 b iy i
is a peer-peerlink followed by M provider-customeiinks 5. i=1
(whereN, M > 0). If e is assigned to be austomer-provider 6 For allv € V,7r(v) = —1.
links then the new path consists &f + 1 customer-provider 2
links followed M provider-customer On the other hand if 8
e is assigned to be arovider-customedinks then the new
path consists ofV customer-providetinks followed M + 1

while P, # ¢ do
Findv € V such that
Vp = (vi,vj,v%) € Po, v # v;

provider-customerin both cases the new path is valid. m 9. If;‘:&gﬁg%%ﬁ}_ﬁgﬁ
[1l. THE O-ATORPROBLEM 10. setr(v) = 1.

In this section we present an efficient algorithm for the 11. i:i‘+1-
AToRproblem. In other words, given an instar(e&, P) to the 12. Pyt = {plv € p}.
AToRproblem, the algorithm determines if there is a solution 13. Py =P\ Py
without any invalid paths. In such case, the algorithm finds| 14 \whilei < V|
such a solution. For simplicity, we present and analyze the 45 if W(zﬁ = —1, setn(v) = i.
algorithm over a special case of tlieAToR called theO- 16. i=i+ 1.

AToR2 problem, in which the length of all paths is exactly
two links. Although this version seems to be simpler than the 17.  returnm.
0-AToR problem, it does not. In particular, in the following

lemma we show that the complexity of theAToR2problem | the first stage (steps 1 to 4) the algorithm generates a

is identical to the complexity of the-AToRproblent. set of pathsP, according to the construction described in
Definition 3.1: Given an instancg(G, P’) to the 0-ATOR | emma 3.1, such that the length of each pattPinis exactly

problem, we say that there isSatisfyingassignment tdGi, P) - two and (G, P) has aSatisfyingassignment if and only if

if there is an orientation to the edges such that the directg@’ P,) has aSatisfyingassignment. Steps 5 and 6 are for

graph is acyclic and all the paths are valley-free. initialization. Then, in every iteration the algorithm finds a
Lemma 3.1:Given an instancgG, P) to the 0-ATORprob-  yertex that does not appear in the middle of any path. Giving

lem, there is an instandg-, ) to the0-AToR2problem such s vertex the current lowest value in the ordering insures

that there is eSatisfyingassignment tdG, P) if and only if  that the associated paths are valid. On the other hand, if such

there is aSatisfyingassignment tqG, P»). vertex does not exist, it means that at least one path contains

Proof: P is generated in the following way: for eaph= " thjs vertex in the middle. Thus, giving this vertex the current

{AS:,AS,,...AS, } € P producen—2 pathsps, ...pn—2 SUCh |oest value in the ordering makes this path invalid.

thatp; = {AS;, ASi11, ASiy2}. For each assignment, if the |, each iteration at least one path is removed (steps 12

pathp; is invalid than the patlp is invalid as well (it contains g4 13), and thus at molsk, | iterations are performed. In each

valley in AS;, ASi;1, ASi+2). On the other hand, if the pathiteration, the algorithm goes through the vertices and pick one

pis |nval|d_, at least one of the paths,...p,_» is invalid \grtex (Step 8). MoreovefP,| = |P|- (N —2) whereN is the

(if p contains valley at(AS;, ASi1, ASiy2) then the path ayerage length of a path iR. Therefore, the time complexity

pi contains a valley as well). Clearly, an acyclic assignmegt ihe algorithm isO(|P| - N - |V|).

to (G, P), induces an acyclic assignment (G, ) and vice  f the algorithm finds a solution (i.e. it does not retuxi®

versa, since both instances consist of the same graph.®  SOLUTION the peering relationships are induced as follow:
As discussed above, the directed graph imposed by a sqligy each edgév, u) in the graphy is a customer of; (and

tion to an instance of th@-AToR2problem does not contain respectivelyu is a provider ofv) if and only if 7(v) < 7(u)

directed cycles. Thus, one can present this solution as @Byt we show the correctness of the algorithm.

orderingr of the vertices of a graph such that for each directed |f gn instancg G, P) of the0-AToRproblem has &atisfying

edge (v;,v;) € E, going fromv; to v;, m(v;) < 7w(vj). assignment, clearly a sub-instance (i.e. an instance that consists

Clearly, the directed graph induced by such ordering is acycligr a subset of?) has aSatisfyingassignment as well. Thus,

Moreover, this solution does not contain valleys, namely for gpservation 3.1:Given an instance¢G, P) and (G, P’)

each pattp = (v;, vj,vr) m(v;) > 7(vs) oF w(v;) > m(vk).  to the O-AToRproblem, such thaP’ C P. If (G, P’) does

The following algorithm determines if such an ordering existgot have aSatisfyingassignment thenG, P) does not have a
5Recal that in this section we consider solutions that assign an orientat%r?tlswlngasggnmem'

Given an instance@~ = (V, E), P) of the0-AToRproblem,

to all the edges. In this case, a valid path is a valley-free path (i.e. a path tha i !
does not contain valleys). denote byG, = (V,, E,) the graph imposed by (i.e.V, =




{vlv € P} andE,, = {e|e € P}). Clearly, the ordering of any
vertexv such thatv € V'\ V,, does not affect the validity of

any path (since this vertex does not appear in any path), thus:

Observation 3.2:Given an instance§’, P) to the 0-AToR
problem. (G, P) has aSatisfyingassignment if and only if
(G,, P) has aSatisfyingassignment.

Theorem 3.1:Given an instancegG, P) to the 0-AToR
problem, if AlgorithmATORreturns orderingr of the vertices
of a graph, then this ordering induce$atisfyingassignment.

p={ASL, AS2, AS3, AS4, AS5, AS6, A7

Fig. 4. One invalid path - Multiple valleys

between the problems their complexity is completely different.
Thus, while determining if there is aatisfyingassignment

~ Proof: Clearly, the directed graph induced by the ordefy the AToR2problem (and finding such an assignment) can

with respect to the set of paths. Without loss of generality,
assume thap = (vg,vy,v,) is removed fromP, in the

above), determining if there is aatisfying assignment to
the BETWEENNES®roblem is NP-hard [20]. The intuition

i'th iteration. According to steps 8 and 10 of the algorithmpehind this difference is the fact that in tAdoR problem,

m(vy) = 4 or w(v,) = 4. Moreover,m(v,) was not set yet,
thus(v,) > ¢ and therefore is valley-free.

determining the ordering of one edge of a path satisfies this
path (i.e. the path is valid). On the other hand determining

Now, recall thatP is constructed according to Lemma 3.1the ordering of single point in a triplet, does not necessarily

thus the directed graph imposed by the orderings valley-
free with respect to the set of patlisas well. [ ]

Theorem 3.2:Given an instance$G, P) of the 0-AToR2
problem, if Algorithm ATOR returns NO SOLUTION then
there is noSatisfyingassignment.

Proof:
gorithm returnNO SOLUTIONIn the i'th iteration and the
set of paths that was removed in the fifst 1 iterations is
PjJ. Denote byP, the remaining paths, namely, = P, \ PJ .
We show that the instandé’, P;), does not have 8atisfying
assignment, wher€’ = (V’, E’) is a subgraph of7 in which
V'={vlve Py} andE' = {(v,u)|(v,u) € E(\v,u € V'}.
Assume that there an ordering that induces aSatisfying
assignment. Denote by the node withm(v) = 1. Recall
thatv € V’, thereforev € Pj. According to steps 8 and 9
in the algorithm,Yv € P;,3p = (vg,vy,v.) € Pj such that
v = vy. Thus, sincer(vg) > 1, m(v,) > 1, andn(vy) = 1,

p contains a valley, sqG’, P;) does not have &atisfying
assignment. According to Observation 3(%, P;) does not

Without loss of generality, assume that the al

satisfies this triplet, in th@ETWEENNESBroblem.

IV. THE k-AToORPROBLEM

While determining if there is a solution without invalid paths
(i.e. finding a solution to th@-AToRproblem) can be done in
polynomial time, the general case is much more complex. In
particular, the reduction presented in [14] for ff@Rproblem
holds for theAToRproblem. Thus, the general decision version
(called thek-AToR problem) is NP-hard and the maximum
version of the problem (i.e. maximizing the number of valid
paths) cannot be approximated withipin! =< (for any e > 0)
for general instances with paths unless NP=co-RP.

In this section we consider a variant of the problem in
which the objective function is to minimize the total number
of valleys. This problem is different from the original problem
since one invalid path may contain more than one valley (see
Fig. 4), and on the other hand, if several paths traverse a
common AS, one valley (in the common AS) may cause to
several invalid paths (see Fig. 5). The objective function of this

have aSatisfyingassignment and according to Observation 3, jant of the problem is motivated by the fact that in some

(G, P,) does not have &atisfyingassignment.

cases ASes (mistakenly or purposely) do not follow the export

Again, recall that is constructed according to Lemma 3.1pjicy discussed in Section I. In particular, in such cases, an

thus the instancé’, P) does not have &atisfyingassignment
as well. ]

Discussion: One may notice that thAToR2problem resem-
bles to the well knowrBETWEENNES®roblem, studied in

the field of Computational Biology [19]. The input to the

BETWEENNESS®roblem consists of a set of point$ =

AS may export its provider routes to other providers. Thus,
due to the locality of the policy, paths that traverse such ASes
may contain valleys. We show that the decision version of this
variant of the problem is NP-hard using a reduction from the
Feedback Vertex Set (FVS) problem [21], [16] and we also
present a%-approximation algorithm to the maximum version

{21, 22, ..., 2, } and a set of constraints, where each constraifit the problem.

is a triplet {z;,z;,zx} € S x S x S. A solution to the

problem is a total order on its points such that every constraint

{zs, 5,2} satisfiesy; < z; < xp or o, < x; < xy,
namely z; is betweenr; andz, (see [19]). With respect to

our problem, the set of triplet corresponds to the set of paths

with length two. While in theBETWEENNES®roblem z;
must be betweem; andz;, in the AToRproblemz; can be
betweenz; and z; or bigger thanz; and z; (i.e. z; must

not be lower than:; andx;). Despite the appeared similarity

p1 ={AS7, AS2, AS1, AS3, ASh

po ={AS5, AS2, ASL, AS3
p3 ={AS4, AS2, AS1, AS3

Fig. 5. One valley - Multiple invalid paths



Consider an instance of tHeAToRproblem in which all ~ The algorithm is similar to the algorithm presented in
the paths contain exactly two edges (we refer this proble8ection Ill. In particular, the algorithm presented in Section Il
as k-AToR2problem). In this case an invalid path containg a special case of this algorithm in which the vertex, selected
exactly one valley and therefore if there is no duplicated pattis, Step 8 must follows,|/|E,| = 0 (i.e. |M,| = 0)°®. Next
every valley corresponds to one invalid path. Thus, givenvee prove that this algorithm is §-approximati0n algorithm.
graphG and a set of path®, we build an instancéG, P,) Lemma 4.1:The vertexv that is selected in Step 8 fulfil
to the k-AToR2such that for any assignment, the number df\/, |/|E,| < 1.
valleys with respect to the set of paths is equal to the Proof: In every pathp = {v1,v2,v3} two vertices ¢,
number of invalid paths with respect to the set of paths andwvs) are end points and one vertex]) is in the middle.
Thus, for eachp = {AS;, AS,,..AS,} € P we produce Thus, |P| = Y ., |M,| = %Zv%v |E,|, and at least one
n — 2 pathspy, ...p,—2 such thatp; = {AS;, ASi 11, ASi12}, vertexv € V satisfies M, |/|E,| < 5 and therefore the vertex
then we remove all the duplicate paths. In this case, giveslected in Step 8 fulfilAz,|/|E,| < 1. [ ]
an assignment of the edges @i every valley in the edges Theorem 4.2:Given an instance$G, P;) of the k-AToR2
(v1,v2) and(v2, v3) With respect taP, corresponds to invalid problem, the Algorithmk-ATOR2returns an ordering: such
path (v, vz, v3) With respect taP,. Based on this observation,that the directed graph induced by this ordering is acyclic and
henceforth we consider only theAToR2problem. the total number of valley-free patt#3,.;;4 is at Ieast%-|S°Pt|,

Theorem 4.1:The k-AToR2problem is NP-hard. where S°P! is the optimal solution.

We prove the Theorem using a reduction from the Feedback Proof: The algorithm returns an ordering over the
Vertex Set (FVS) problem. In the FVS, given a directed graplertices, thus the directed graph induced by this ordering is
G = (V, A) and a positive integel < [V[, one should find if acyclic. Assume thap = (v, v,,v.) is removed fromP,
there is a subselt” C V such that|V’| < k and the deletion in the i'th iteration. If p € E, then according to Step 9 in
of V' results in an acyclic graph. the algorithmz(v,) = ¢ or w(v,) = i. Moreover,7(v,) was

Given a directed grap&y = (V, A) and a positive numbe, not set yet, thusr(v,) > i and thereforep is valley-free.
we construct an instance to theAToR2problem that consist On the other hand, i € M, thenr(v,) = i while m(v,)
of |V| 4 2|A| paths. For eaclv € V' we match a patlp, = and n(v.) were not set yet. In this case(v,),r(v.) > i
{v1,v92,v3}. For eache = (v,u) € A we match two paths: and p is an invalid path. According to this observation, in
Puv,e = {v2,v3,€e} andp.,, = {e,u1,uz}. The details of the each iteration|E,| paths turn to be valid paths whil@Z,,|
proof are omitted for the sake of brevity. paths turn to be invalid paths. According to Lemma 4.1

Next, we present a%—approximation algorithm to th&- |M,|/|E,| < % therefore the total number of valid paths is
AToR2problem. For each vertex € V, denote byE, the set at least double the number of invalid paths. In other words,
of the paths such thatis an end point of each path in the setP,,;;; > 2(|P| — P,aiq) and henceP,qiq > % S|Py >
Similarly denote byl/,, the set of the paths such thais in the % - |Sopt]-

middle of each path in the set. Formall, = {p|p € P,p = ]
{v,u,w Up = {u,w,v}}, M, = {plp € P,p = {u,v,w}}. One may observe that the proof is independent of the value
of |S°Pt|. Thus, the theorem proves a stronger results. In
Algorithm k-ATOR2G = (V,E), P = (p1,..-,Pn)) particular, the algorithm guarantee that at legsif the paths
1 P, — are valley-free regardless on the optimal solution.
. ) = ¢ i : o ; L
5 For allp; = {ASy, ASs, ... AS,,} € P. While we consider an objectlve. fuqctlon that minimize the
5 ToG-Ton e e
4 Py = Py U{AS:; ASis1, ASiv2} target that minimizes the total number of directed cycles. This
5 =1 objective target may be interesting from a theoretical point of
6. For allv € V,7r(v) = —1. view, but it seems that it does not have a practical interest.
Lwnler oo e il alhs 0 Valeys iy et 1 e e
8. Letv be the vertex inl/ such that e

hierarchical acyclic structure of the internet is a result of

Yu € V. [My|/|Eo| < |Mul/| Eul the business relationship between ASes. Large ASes always

1?)- isfii”l(”) = provide services to small AS and this ordering imposes an
' S acyclic structure.

11. Py = {plv € p}. y

12. Py =P\ Py V. PRACTICAL CONSIDERATION

13.  whilei < |V . In this section we show how the theoretical algorithms

14. if m(v) = —1, setr(v) = i. presented in sections Il and IV can be used to solve the

15. 1 =1+ 1.

SNote thatE, and M, are defined with respect to the set of pafPsin
16. returnt. the algorithm.




EH—) 33— —3—) paths and without violating the hierarchical, acyclic structure

of the graph. We handle this task in two stages, during the
execution of the algorithm, and after the assignment of the
customer-providelinks.

practical problem of inferring the correct type of relationships !N the first step, we refine the algorithms by assigmegr-
from the collected data. In practice we may have to chooBE€T relationship to some of the links. In Algorithik-AToR
between more than one solution and we also have to consi§é Mit Step 15, while in AlgorithmAToRwe omit Step 16
other type of relationships, namelyeer-peerand sibling- (i.e.i = i+1). Thus,_all the remaining vertices have the same
sibling that were not considered in these algorithms. value in the topological sort, which is greater than the values
Consider the algorithms presented in sections Il and Ngf all other vertices. The peering relationship is induced as
While these algorithms find a specific ordering, the space {QfloW: Given an edge(v, u), the edge is of typeeer-peer
possible solutions may contain more than one ordering. fn@nd only if 7(v) = 7(u), and v is a customer ofu if
particular, in Step 8 of both algorithms, more than one vert@d only if 7(v) < m(u). Thus, all the edges connecting the
may satisfy the required condition (i.e. minimizitigl, | /| E.|) remaining vertices are of tynfmgr—peerwhlle other edges are
and therefore different orders found by the algorithm may if?f tyPe customer-providerin this case, the graph does not
duce different peering relationships. In particular, the orderifg@ntainhierarchical cycle but cycles that consist gieer-peer
found by the algorithm may induce peering relationship thifks alone are possible. Recall that two ASes connected by
are different from the real relationships. To obtain a mofREer-peetink, means that they are in the same hierarchy level.

accurate solution, one should use heuristics and guidelind!S: these kind of cycles are permitted and they do not violate
that consider the topological structure of the graph and t hierarchical structure of the AS graph . In addition, for each

gathering process of the data. valid pathp = (v, vj, vr), w(vi) < 7(v;) oF w(vg) < w(v;)
Considering the fact that the overwhelming majority of"uS th? foIIowmg_ﬂve options are pOSS|bIe.
ASes are smal| most of the routing paths obtained by BGP W(vf) < F(U{g N WEU’“;’ ”Evf; < W(UJ; < m(vk),
routing tables are between small ASes (i.e. the source and ZE?% i :Eﬁj) i Z(Z}c), m(v;) = w(v;) > m(vk),
i i § k
the destmapon of the path are small ASes). Thus_, mOStOne can see that in all cases, the peering relationship that
of the routing paths consist of severalistomer-provider are derived from each assignment induces a valid path.
links follows by severaprovider-custometinks. For instance, In the second step, we convecustomer-providerlinks
consider the routing path depicts in Figure 6. One possilﬂﬁ ’

. . N . 0 peer-peersimilar to the way described in [22]. First,
solution may determine that S(7) is a customer ofL.5(i +1) we find a set ofpeer-peercandidates. Acustomer-provider

(i.e. AST7 is the top provider). In this case, the vertices ar . . e i
picked by Step 8 of the algorithm in the following orderﬁnk is added to this set if it can be converted pieer-peer

... link without violating the hierarchical structure of the graph
AS1,AS2,AS3, AS4, AS5, AS6, AS7. In a more realistic . . . . . .
solution AS4 is defined to be the top provider. In this caseand without increasing the number of invalid paths. While

the vertices are picked by Step 8 of the algorithm in thc:onvertmg any single link from the candidate set is permitted,

; gonverting simultaneously more than one link may violating
folloyvlr)g grder. ASl’AS?’.ASQ’AS&ASB’ASE)’AS4' Our he hierarchical structure or increase the number of invalid
heuristic is based on this observation and we choose

Fig. 6. Sapec of Solutions

. . . . ) . . gths. Thus, we convert the links in the set one after the other,
vertices assigned to a single path in rotation, i.e. after picki

eferring links that connect nodes that their vertex degrees
a vertex from one end of a pé&tive prefer that the next vertex g g

. X . re on the same order, testing each time if the graph remain
picked from this path will be from the second end of the pat cyclic and if the number of invalid path is not increased.

A. Finding Peer-PeeRelationships B. Finding Sibling-Sibling Relationships

The algorithms described in previous sections give orien—Asolution of the Algorithmk-AToRpresented in Section IV
tation to all edges in the graph, and therefore determin%say contain invalid paths. In particular, whet,|/|E,| >
a customer-providerelationship between adjacent ASes. | with respect to Step 8 in the algo,rithm i'EJ me;ns that
practice some of the edges may be of tymer-peer While \

L 21 d that dink b red at least one valley traverses vertex While these kind of
emma <. proved that evepeer-peenink can be Converted o, )65 can be explained by an unexpected policy, it may
to a customer-providetink without harming the solution, the

. : reflect asibling-siblingrelationship between connected ASes.
opposite does not hold. Namely, not everystomer-provider Thus, invalid paths may be settled by assignisigling-
link can be converted to peer-peerlink. ibli ’ lationshin t f the ed h vallev. Simil

With respect to this observation, we need to asgger- SIving re &1onship ‘o one of the erge on eacn varey. simbar
. . - . . to the discussion regardingeer-peerlinks in Section V-A,
peerrela‘F|onsh|p to some of t.he I|nk§ reserving the quqllty (_)izjnverting acustomer-providellink into sibling-sibling link
the solution, namely without increasing the number of 'nval'ﬁway violate the hierarchical structure of the graph. We convert
TThe term small AS refers to the hierarchy level of the AS customer-providerink into sibling-sibling in the following

8In this case, we refer to the entire long path before it was sliced into shdfay- FIrS_t, we find a set Oﬁlbllng-SIbllng candidates. This
paths according Lemma 3.1. set consists of all the edges that are traversed by at least one



valley. Then we convert the links in the set one after anothexample, ifu exports tov its routes and its customer routes
preferring links that connect nodes that their vertex degrees ére. Type ) and u exports towv its routes and its customer
on the same order, until the set is empty or until all the pathgutes, as well as all its provider or peer routes (fygpe Il
become valid, testing every step if the graph remain acycliét means that, is a customer ob.

VI. EXPERIMENTS AND SIMULATION RESULTS Type of relationship| Export policy | Export policy

. . . . . u—v ofutow ofvtou
In this section we examine practical versions of the al- customer-provider Type | Type
gorithms presented above over real data gathered from the provider-customer Type Il Type |
Route-Views project [9]. We also simulate the algorithms over _peer-peer Type | Type |
. sibling-sibling Type Il Type Il

several random graphs, and compare the obtained results to

TABLE |

other approaches presented in [11], [12], [13].

As mentioned in Section |, the Route-Views database con-
sists of 54.BGP routing tables from different sources. Eachhc the orientation of an edge, assigned by a specific al-
table contains a set of AS paths f.ro.m a single source o alm%l%trithm is different from the actual orientation of the edge,
all qther ASes in thg AS connectivity map. We use data fro means that there is a mismatch between the export policy
April 2006 that consists of 21505 ASes, 45783 links and OVEltarred by the algorithm to the actual export policy of one

1,500,000 paths. First, we execute AlgorittAkiioR over the ; ; ;
) i or both nodes. We say that the orientation of an edge is fully
entire database. The algorithm retu® SOLUTIONnamely mismatched if the export policy of both nodes is incorrect. We

every assignmeljt contains (;ycles or invalid_ path. Moreov%r y that the orientation of an edge is partly mismatched if the
we found out using the algorithm presented in [13], [14] (an port policy of one node is incorrect

similar to the results presented in [13] over older data), thatTabIe Il presents the number of partial and full mismatch

the simplerO-ToR problem (i.e. regardles_s the existence Oédges of each graph and each algoriti®R¢ our algorithm,
cycles), does not have a valley-free solution as el resented in Section IVBPP - the algorithm presented
Next, we execute the different algorithms over the entiljiO [13]; Gao - the algorithm presented in [11]; arfBARK
Rout_e-V|ews databa_se. To verity and evaluate the res ﬁ?e algorithm presented in [12]). The table also depicts the
obtained by the algorithms, one needs to compare these res ber of cases in which the export policy derived by the

against actual data, namely one needs to obtain informati I8;orithm is different from the actual policy. One can see that

regardin_g_ the rea;ll typz of relationshhip olf I_inksh.in thef A he results, obtained by our algorithm are better compared to
connectivity graph, and compare t.e re.atlons IpS In e.m?ﬁje results obtained by other algorithms. Moreover, while the
by the algorithms against the relationships of these li

. . n_k§olution obtained bYCR is acyclic, the solutions obtained by
In contrast to previous work that validate the results agai P, SARK Gag, contain directed cycles. An interesting result

the type of relationships of few ASes (usually contacting that the number of partial mismatch (in all algorithms) is

the network administrators of these ASes and asking f8f<tremely higher compare to the number of full mismatch

Riihich may emphasize the difficulty to identifpeer-peer
of each AS [11], [22]), we use a general and much MOIg . ionshin (a partial mismatch is usually caused by confusing

extensive method consisting of a data, collected from t ; ; ;
. ! . betweenpeer-peerand customer-providerelationships).
IRR database [4]. This database contains among other things, P P P Ps)

EXPORT POLICY AND TYPE OF RELATIONSHIP

the export policy of registered ASes. We use the methodsaigorithm | Partial Mismaich| Full Mismatch | Policy Mismaich
presented in [7] and [6] to infer the peering relationships  CR 1463 93 1649

i ; BPP 1526 104 1734
petween these ASes._Whlle the IRR datab_ase contaln_s 36,000 SARK 399 192 2713
links and the Route-Views database contains 49,500 links, the "g50 1610 109 1828

intersection of these databases consists of 10,000 links (i.€.

10,000 links appears in both databases). Thus, we compare t

he

solution, obtained by the algorithms to the orientation induced

TABLE Il
EXPERIMENTS RESULTSROUTE-VIEWS VS. IRR

by the IRR database with respect to these intersected links. While the experiment presented above is performed over

. . real data, its validation using the IRR database may lead

Result analysis and measurementGiven an edge(u, v), , - : . ;
to biased validation results. In particular, as mentioned in

the export policy ofu to v and the export policy ofv to . : o o
port policy . > export poticy Section |, in some cases entries in the IRR may be invalid
u determines the type of relationship of this edge [3], [2]. IN . .
i . . and contain data that is out-of-date or not updated. Second,
particular, an AS may export its routes and its customer routés~_ . . . : :
: . . as pointed out in [7], in some cases the interpretation of the
or it may export its routes and its customer routes, as well a5 . .
eXport policy may be ambiguous. For that reason we perform
simulations, examining the different algorithms over several

all its provider or peer routes. We denote the first caséyas
| and the second case &gpe IL Table | show how the export random graphs. This process consists of the following steps.
First, we generated a random graph and assign a type of

policy of an edg€u, v) is derived from this export policy. For
relationship to its edges. Then, we simulate the gathering

process of BGP routing tables, by modelling each BGP routing

9We refer to thed-ToRproblem as the decision version of theR problem
that determines if there is a solution without any invalid path.



table as a policy-based shortest path tree. This modelling is VII. DISCUSSION
motivated by the assumptions that each BGP routing tabley this paper we studied the Type of Relationship problem.
contains paths from a single source to the entire ASes, aj observed that the conventional definition of the problem
under the policy discussed so far routing is done aloRfhes not consider the hierarchical acyclic structure of the
shortest patt$. Finally, we execute the different algorithmsas connectivity map. Base on this observation we defined
and measure their inaccuracy, i.e. in how many edges, egChew problem the Acyclic Type of Relationship problem that
algorithm failed to assign the correct type of relationship. takes into account this hierarchical structure. We proved that
We consider several random graphs all of them consists @termining if there is a solution without invalid paths can
22,000 vertices. As was suggested in [7] about third of thg solved in a polynomial time, and presented an efficient
links in the AS graph are of typeustomer-providemwhile  algorithm for this case. We also presented approximation
almost all the rest of the links are of typeer-peerin the first  algorithm for a variant of the problem, considering the total
graph we use the guidelines from [20], [6], [21] and divide theumber of valleys. Our experiments and simulation results
set of nodes of the graph into five hierarchical groups, whesgow that our algorithms classify the type of relationship

the number of ASes in each group increases exponentiaigtween ASes much better than all previous approaches.
Thus, the set of nodes of each graph is divided in the following
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