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Abstract—The multiple-user interference (MUI) in time-
hopped impulse-radio ultra-wide bandwidth (UWB) systems is
impulse-like and poorly approximated by a Gaussian distribution.
Therefore, conventional matched filter receiver designs, which
are optimal for Gaussian noise, are not fully efficient for UWB
applications. Several alternative distributions for approximating
the MUI process and the MUI-plus-noise process in UWB systems
are motivated and compared. These distributions have in common
that they are more impulsive than the Gaussian approximation,
with a greater area in the tails of the probability density function
(pdf) compared to a Gaussian pdf. The improved MUI and MUI-
plus-noise models are utilized to derive new receiver designs
for UWB applications, which are shown to be superior to the
conventional matched filter receiver.

Multipath propagation is abundant in UWB channels and is
exploited by a Rake receiver. A Rake receiver uses multiple
fingers to comb the multipath rays with a conventional matched
filter implemented in each finger. Rake structures utilizing the
new receiver designs that are suitable for reception of UWB
signals in multipath fading channels are provided. An optimal
performance benchmark, based on an accurate theoretical model
for the interference which fully explains the features of the
MUI pdf, is also presented. Analysis and simulation resultsare
shown for the novel receivers which demonstrate that the new
designs have superior performance compared to the conventional
linear receiver when MUI is significant. Several adaptive receivers
are shown to always match or exceed the performance of the
conventional linear receiver in all MUI-plus-noise environments.
Parameter estimation for the new receivers also is discussed.

Index Terms—Demodulation, digital receivers, error rate,
multiple-access interference (MAI), multiuser interference (MUI),
Rake receiver, receiver design, ultra-wide bandwidth (UWB).

I. I NTRODUCTION

Ultra-wide bandwidth (UWB) wireless communication sys-
tems have seen growing research interest and industrial ac-
tivity. While UWB signaling has been used for radar and
location purposes for over 20 years, the appeal of UWB
signaling for communications has been more recent. Several
key features make UWB attractive for a number of timely
applications. Extremely low transmitted power allows for
UWB signals to underlay other users of the same radio
spectrum; the United States Federal Communications Com-
mission (FCC) has established spectral masks for operationof
UWB systems, allowing unlicensed UWB systems to underlay
licensed users in the same frequency spectrum [1], and similar
conventions have occurred around the world [2]. The FCC
spectral masks, specified separately for indoor and outdoor
applications, are designed such that UWB transmissions do
not cause interference with existing narrowband users; rather,
the ultra-wide bandwidth and ultra-low power signals are
below the receiver noise floor in licensed spectral regions.

Thus, UWB signaling makes a wide bandwidth available for
unlicensed uses, bandwidth that might otherwise go unused
at a particular time and point in space. As wireless devices
become even more prevalent, the need for simultaneous,
collocated frequency reuse, such as offered by UWB systems,
becomes paramount. Proposed applications for UWB systems
include wireless personal-area networks, short-range high-rate
communication between consumer electronics and computer
devices in the home, home automation, sensor networks, etc.
The short UWB pulse also embodies position location and
ranging capability within the modulation itself, allowingsmall,
low-cost devices to be equipped with positioning features and
further increasing the variety of imaginable applications. As
well, the propagation characteristics of UWB signals allow
for a high degree of spatial frequency reuse, important as
an increasing number of devices are equipped with wireless
features and as wireless connectivity becomes a key consumer
expectation.

Proposed UWB systems can be divided into two broad
classes, those based on a multi-band approach such as or-
thogonal frequency-division multiplexing (OFDM), and those
based on impulse radio (IR). IR systems [3]-[5] use an ultra-
short signaling pulse transmitted at baseband, with no explicit
modulation/demodulation components required in the trans-
mitter or receiver. IR-UWB systems can be further divided into
systems which use direct-sequence (DS) codes (DS-UWB)
and systems which use time-hopping (TH) codes (TH-UWB).
The focus of this article is communication using time-hopped
impulse radio in the presence of interfering TH-UWB users.
It is critical to distinguish between the types of UWB systems
when considering multiple-user interference (MUI).1 Time-
hopped systems, which will be described in more detail below,
have substantially different MUI characteristics than DS-UWB
or UWB-OFDM systems and demand different MUI models
for use in system analysis and design; the almost ubiquitous
Gaussian interference model which has been used extensively
for a variety of communication systems is generally not an
accurate model for the MUI in TH-UWB communications,
as will be demonstrated. An overview of several superior
receivers designed with reference to accurate MUI models will
be given. Moreover, Gaussian noise is a significant impairment
in addition to MUI, and both the signal-to-noise ratio (SNR)
and the signal-to-interference ratio (SIR) will be relevant to
system performance. An effective UWB receiver must work
well in the continuum between the low-SNR–high-SIR regime,

1The termmultiple-access interference(MAI) is used interchangably with
the termmultiple-user interference(MUI) in the UWB literature. We will use
the latter term.
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which will have Gaussian noise as a dominant impairment,
and the high-SNR–low-SIR regime, which will be dominated
by non-Gaussian interference. The receivers discussed here
include adaptive implementations that provide excellent or
optimal performance in this continuum.

UWB systems also experience interference from narrow-
band systems. Modeling and mitigation of narrowband inter-
ference is not considered in this paper but is considered in
many other works (see, for example, [6]-[9]).

The remainder of this paper is structured as follows. Sec-
tion II gives a brief overview of TH-UWB systems and other
relevant aspects of UWB communications, such as UWB chan-
nel models. Section III considers MUI in depth, recalling the
salient features of MUI in TH-UWB systems, and motivating
and evaluating several MUI models. Section IV discusses
several proposed receivers that achieve superior performance
in channel conditions where MUI is a dominant impairment.
The receivers are presented first for an additive white Gaussian
noise (AWGN) channel for clarity, with detection in multipath
channels covered in Section V. Section VI considers practi-
cal estimation of the operating parameters required in each
receiver design. A conclusion and summary can be found in
Section VII.

II. T IME-HOPPEDUWB SYSTEMS

A. The UWB Signal Format

Time-hopped UWB systems [3]-[5] use a very short basic
signaling pulse which will be denotedp(t). For purposes of
analysis, the pulse may be considered to be normalized to
unit energy, i.e.

∫ ∞

−∞
p2(t)dt = 1 and to have pulse width

Tp, whereTp is typically less than1 ns. Fundamental to time-
hopped UWB systems is a frame structure with frames of
lengthTf divided into chip slots of widthTc (Fig. 1). A given
source data bit is repeatedly transmitted over a number of
frames,Ns, in effect forming a length-Ns repetition code [3]-
[5], [10]. The repetition code allows reliable decisions tobe
made while the energy per transmitted pulse (chip) can be
made very small, a property essential for underlaying other
radio systems. In each frame, the transmitted pulse is shifted
to a different chip slot by a hopping code{c(k)

i }, wherei is the
frame index,k is the user index, andc(k)

i ∈ {0, 1 . . . , Nh−1}.
Each user’s hopping code is unique, and the use of the hopping
codes avoids the situation where the signals from multiple
users overlap entirely and every chip associated with a given
data symbol experiences a collision with a signal chip from
another user. Rather, when a chip collision occurs, adjacent
frames associated with the same transmitted symbols and the
same users will probably not also experience a collision. Each
user signal in a TH-UWB system has low duty cycle; i.e, the
frame durationTf is much larger thanTc and Tp, and the
symbol duration isTb = NsTf .

For most of this paper, we will consider a time-hopped
binary phase-shift keying (TH-BPSK) UWB system, in which
the sign of the basic pulsep(t) is modulated according to
the data bit. Also common are time-hopped pulse-position
modulation (TH-PPM) UWB systems, in which the basic pulse
p(t) is time-shifted for, say, a source bit of1, with no time

0 Tf 2Tf 3Tf 4Tf

User 2

0 Tf 2Tf 3Tf 4Tf

Tc

User 1

Fig. 1. The frame structure of two asynchronous TH-BPSK signals. The
repeated pulses in each user signal are employed to transmitthe same data
symbol. The pulses in red have experienced a collision; the time-hopping code
ensures that other frames associated with the same data symbols rarely also
experience a collision.

shift applied for a source bit of0. The results of this paper
are readily extended to TH-PPM systems. The signal pictured
in Fig. 1 uses TH-BPSK modulation.

The most commonly reported pulsep(t) for studies of TH-
UWB systems is the second-order Gaussian monocycle,

p(t) =
4√
6Tm

exp

[

−2π
t

Tm

2
]

[

1 − 4π

(

t

Tm

)2
]

(1)

where p(t) has been normalized to unit energy, andTm is
a parameter controlling the pulse width. Families of more
practical time-limited UWB pulses are proposed in [11].

With energy per bitEb, the transmitted TH-BPSK signal
for the kth user can be written as

s(k)(t) =

√

Eb

Ns

∞
∑

i=−∞

d
(k)
⌊i/Ns⌋

p
(

t − iTf − c
(k)
i Tc

)

(2)

where⌊x⌋ represents the nearest integer less than or equal tox

andd
(k)
j is thejth symbol for thekth user. WithNu denoting

the number of users in the same coverage area, the received
signal in the absence of multipath propagation is

r(t) =

Nu
∑

k=1

Aks(k)(t − τk) + n(t)

whereAk is the real-valued channel gain associated with the
kth user, andτk is the delay of thekth user relative to the
desired user1. The user delaysτk, k > 1 will be modeled as
independent and uniformly distributed on[0, Tb); that is, the
users transmit asynchronously. Without loss of generality, user
1 is the desired user, withτ1 = 0, and usersk = 2, . . . , Nu are
undesired interfering users. The noise processn(t) is modeled
as additive white Gaussian noise (AWGN) with two-sided
power spectral densityN0/2. The receiver thus must detect
the source symbols for user1 in the background of MUI from
users2, . . . , Nu plus AWGN.

The SIR, based on the output of the conventional correlation
receiver, is defined as [3]

SIR =
A2

1EbNs

var{I} (3)
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wherevar{I} is the variance of the total interference which
can be written as

var{I} =
Eb

∑Nu

k=2 A2
k

Tf

∫ ∞

−∞

[
∫ ∞

−∞

p(x − s)p(x)dx

]2

ds.

(4)

Unless otherwise noted, the simulations described in this
paper useTf = 20 ns, Tc = 0.9 ns, Nh = 8, and a second-
order Gaussian monocycle pulse withTm = 0.2877 ns.

B. The UWB Channel

Wireless communication systems commonly experience
multipath propagation, where multiple paths between trans-
mitter and receiver exist and the received signal is the super-
position of signals from all paths. The signal corresponding to
each path has a unique time delay and amplitude, which can be
represented by a multipath profile of signed-amplitude versus
delay. Several useful channel models have been proposed
for UWB systems [12]-[15]. The most common reference
channel models used for UWB analysis and simulation are
those adopted by the IEEE 802.15.3a committee for the
evaluation of UWB physical layer proposals [12], summarized
in [13]. A key feature of these UWB channel models is
that paths are clustered. The clusters arrive according to a
Poisson process, and within each cluster the individual rays
arrive according to an independent Poisson process of different
rate. The gain of a given path is governed by the product
of three independent random variables: a lognormal random
variable representing cluster fading, an independent lognormal
random variable representing the fading of each ray, and a
Rademacher-distributed random variable (i.e.,±1 with equal
probability) representing the inversion of the signal due to
reflections. There is also overall shadowing represented byan
independent lognormal random variable.

The use of lognormal random variables for path gains is in
contrast to outdoor land mobile channels, which commonly
use a Rayleigh or Ricean distribution. Due to the fine time
resolution of the UWB signal, relatively few paths combine
at each resolvable channel delay, and the resulting sum is
not well-approximated as a Gaussian random variable by the
Central Limit Theorem [16].

Parameters for four models, denoted CM1 through CM4 and
covering both line-of-sight and non-line-of-sight propagation,
were specified by the IEEE 802.15.3a subcommittee and can
be found in [13].

III. A NALYZING MULTIPLE-USER INTERFERENCE

The focus of this article is TH-UWB communication in
MUI, in both single-path and multipath channels. MUI is
expected to be a significant impairment in UWB systems
because of the wide applicability and expected widespread use
of UWB devices, with proposed applications involving several
devices co-located in a small area, for example an indoor room
or office. The short-range nature of UWB signals suggests a
few dominant interferers at close range. This has two conse-
quences. One, the relative signal power of these few dominant
interferers may be high. Two, the small number of interferers

(coupled with the low duty cycle of the UWB waveform, to
be discussed further in the sequel) means that approximation
of the interference as a Gaussian process is often inaccurate.2

Thus, modeling of MUI in TH-UWB systems is a unique and
important problem.

A. The Distribution of MUI in TH-UWB

There are a number of contributions in the literature to
the modeling of the interference at a TH-UWB receiver
generated by other TH-UWB transmitters. In code-division
multiple-access (CDMA) systems, MUI can often reasonably
be modeled by a Gaussian process, and some authors have
extended this assumption to TH-UWB systems. However,
there are important differences between CDMA and TH-UWB
systems that make the Gaussian assumption inappropriate.
Most significantly, a transmitted CDMA signal has a duty
cycle that is essentially unity; a pulse is transmitted in every
chip slot. When multiple CDMA users are simultaneously
transmitting, the receiver sees a superposition of the signals
from many independent users ineachchip slot. The interfer-
ence process tends to a Gaussian process by the Central Limit
Theorem and convergence is relatively fast with respect to the
number of users. The Gaussian approximation is convenient
in terms of receiver design and analysis since transmission
in additive Gaussian noise is a well-studied problem and,
when the interfering users are considered purely as additive
noise, the interference-plus-noise process remains Gaussian
with straightforward definitions in terms of the mean and
variance (power) of the component noise and interference
processes.

A TH-UWB signal, by contrast, has a low duty cycle; i.e.,
the frame duration is much longer than the pulse duration, and
only a single pulse is transmitted per frame. A given chip slot
sees interference from relatively few users compared to the
number of interfering user links that may be simultaneously
communicating. Also, both the propagation characteristics
of UWB signals, and the motivating applications for UWB
systems, suggest a small number of interfering users at close
range. This is in contrast to some CDMA systems which
have a wide coverage area and many contributing interferers
of lower relative power. For example, several UWB devices
may be situated within a small area in a residential living
room and contribute most of the interference power, while the
greater number of UWB devices situated in other parts of the
residence or the neighborhood have much greater path loss
and thus much smaller interfering impact on the desired link.

These properties, intuitively, lead to an interference pdfthat
is not Gaussian. Moreover, an interfering TH-UWB signal is
impulse-like by definition (“impulse radio”), with the impulses
having random arrivals due to the pseudo-random hopping
code and random user delays. The interference process there-
fore intuitively resembles impulsive noise, not Gaussian noise.

The MUI in systems using both oversimplified (for the
purposes of exposition) pulse models as well as practical
UWB pulses has been investigated in [17] and the pdf of the

2In addition to a small number of interferers, the relative high powers of
the interferers also hinders convergence to a Gaussian distribution.
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MUI is discussed in detail in [17] and [18], [19]. Several key
observations are made that explain the slow convergence of the
UWB MUI to a Gaussian distribution via the Central Limit
Theorem. First, the pdf has an impulse at the origin (zero
amplitude) with magnitude equal to(1 − 2D)Nu−1 whereD
is the duty cycle of the UWB waveform, roughly equal to the
pulse duration divided by the frame duration, andNu is the
number of users in the system. It is noted in [18], [19] that the
duty cycle is necessarily low since it is desireable to design
the system so the frame durationTf is greater than the delay
spread of the channel, and the propagation characteristicsof
the channel dictate that the delay spread of the channel is
much greater than the pulse duration. The duty cycle is also
small due to the time-hopping design, where only one pulse is
transmitted per frame; a low duty cycle gives the pulse room
to hop in the frame.

It is futher observed in [17] and [18], [19] that the MUI
pdf has other singularities due to zeros in the derivative of
the pulse autocorrelation function. This can be inferred from
the work of [20]–[23], where the MUI has been written as a
function of the pulse autocorrelation with a random variable in
the argument of the pulse autocorrelation. Using standard tech-
niques [24], the pdf of the MUI can be written as a function
of the pdf of this random variable, a function which includes
the derivative of the pulse autocorrelation in its denominator.
Thus, zeros in the derivative become singularities in the MUI
pdf. Such singularities are not easily accommodated in closed-
form expressions for the pdf, nor would the resulting pdf
be useful for optimal receiver design. The pdf of a sum of
independent random variables is given by the convolution of
the component pdfs; the pdf of the interference sum over users
and frames inherits some singularities from the component
pdfs. Therefore, the convergence to a Gaussian pdf is slow
with respect to the number of terms in the sum. For UWB
systems, where the number of significant interferers may be
few, a Gaussian approximation can fail.

Multipath is particularly material in UWB systems, where
short-range indoor environments have a rich set of reflection
and refraction surfaces to form paths. Moreover, the multipath
delay profile is typically of much greater duration than the
transmitted pulse, and assumptions made on the basis of
ultra-short UWB pulses must be evaluated in the light of a
much longer channel response. A multipath channel might
be expected to improve the convergence to a Gaussian pdf
somewhat, in that it effectively lowers the duty cycle of the
received signal for a particular interferer so a given chip
slot sees a greater number of independent interfering signals.
However, an assumption of convergence of the interference
pdf to a Gaussian distribution at a particular finger of a
Rake receiver (to be discussed in Section V) still may not
be accurate, as will be seen in the sequel.

B. MUI Modeling

Since determining an exact expression for the pdf of the
MUI in a TH-UWB system is not straightforward and because
the exact distribution would not be compactly expressed,
it is necessary to consider modeling MUI with probability

distributions that are both sufficiently accurate, and tractable
for receiver design and performance analysis. The Gaussian
distribution, as discussed above, is tractable but not an accurate
model. A number of other distributions have been considered.
These distributions have in common that they model processes
which are more impulsive than the Gaussian process, with
pdfs that have heavier tails than the Gaussian process (i.e.,
a higher probability of larger-magnitude events). Three key
criteria in developing a suitable model are the accuracy of the
model, the extensibility of the MUI model to a model for MUI
plus additive Gaussian noise, and the utility of the model for
synthesis of practical receiver designs.

A number of authors have considered the distribution of
MUI in UWB systems and performance of UWB systems
in the presence of MUI, e.g. [18]–[23], [25]–[49]. Early
results used a Gaussian approximation to the interference
in determining bit-error rates (BERs) for TH-UWB systems
[3], [4], [50]–[52]. However, Gaussian approximations were
shown to significantly underestimate the BER [10], [20],
[26], [27] of UWB systems for medium to large SNRs, i.e.,
the SNR region where MUI is the significant impairment,
motivating non-Gaussian analysis and designs. A number of
non-Gaussian distributions have been considered for IR-UWB
MUI or MUI plus noise, such as the Laplace distribution [28]–
[33], the Gaussian-Laplace mixture distribution [18], [19], the
generalized Gaussian distribution [34], [37], [38], the Gaussian
mixture distribution [32], [33], [44], [49], the MiddletonClass-
A noise distribution [25], [32], [33], and the symmetric alpha-
stable distribution [31], [41], [42], [53], [54]. Table I lists
properties for each of these distributions.

For a binary communication system with a noise-plus-
interference pdf that is symmetric about the origin, the BER
of a constant threshold detector with equal energy symbols is
directly proportional to the area of a tail region of the pdf [18],
[19], [55]. The results of [20]–[22] suggest that the Gaussian
distribution has insufficient area in the tails to accurately model
UWB MUI (Fig. 2). A measure of the heaviness of the tails
of the MUI pdf is the excess kurtosis [18], [19], [34], [36]

̺I =
E

{

I4
}

[E{I2}]2 − 3. (5)

A positive kurtosis indicates a distribution with heavier tails
than the Gaussian distribution, suggesting that the true UWB
MUI, and more appropriate models, have positive excess kur-
tosis. This is supported by results in [18], [19], [34], where the
excess kurtosis of the total interferenceI, and the interference
in each frame,Ii, is determined by simulation. The results
from [19] are duplicated in Table II, where̺I denotes the
kurtosis of the total MUI for one symbol, and̺Ii

denotes
the kurtosis of the partial MUI components in one frame.
The distribution of the correlator output for a particular frame
is seen to deviate significantly from a Gaussian distribution
(̺ = 0) even for a relatively large number of interferers.

The Laplace distribution is a common model for impulsive
noise [56], [57], and receivers designed to operate in a MUI
environment modeled by a Laplace distribution have been
presented in [28]–[30]. To support this, the empirical pdf of
the interference and the Laplace pdf have been plotted in [30]
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TABLE I
PROBABILITY DISTRIBUTIONS CONSIDERED FOR MODELINGMUI.

Name pdf Parameters Comments

Gaussian fR(r) = 1√
2πσ

exp
“

− (r−η)2

2σ2

” η =mean
σ2 = variance poor model for MUI

Laplace fR(r) = 1
2c

exp
“

− |r−η|
c

” η = mean
2c2 = variance

good approximation to MUI alone

Gaussian-
Laplace
mixture

fR(r) = exp(σ2/2c2)
2c

ˆ

exp
`

r
c

´

Q
`

r
σ

+ σ
c

´

+exp
`

− r
c

´

Q
`

− r
σ

+ σ
c

´˜

σ from Gaussian
c from Laplace

intuitive: Laplace-modeled
interference plus AWGN

Generalized
Gaussian

fR(r) = 1
2Γ(1+1/p)A(p,σ)

exp(−
˛

˛

˛

r−η
A(p,σ)

˛

˛

˛

p
)

p = order (shape)
η =mean

σ2 = variance
A(p, σ) def. in §IV-H

Laplace and Gaussian are special
cases; can adapt between the two

Cauchy fR(r) = ζ
π[(r−µ)2+ζ2]

µ =location
ζ = scale

α-stable withα = 1; pdf and opt.
detector known. Models MUI only.
Infinite second moment.

Symmetric
α-stable

unknown for generalα
CF Φ(ω) = exp(−ζ |ω|α + jωµ)

α = char. exponent
(shape)

µ =location,
ζ = dispersion

Cauchy and Gaussian are special
cases, but general pdf unknown
and opt. detector impractical.
Infinite second moment.

Gaussian
mixture

fR(r) =
PL

l=1
λl

q

2πσ2
l

exp

„

− r2

2σ2
l

« L
{λ1, . . . , λL}
{σ2

1 . . . σ2
L}

excellent fit to simulation but
many parameters to estimate;
accommodates AWGN

Middleton
Class-A

fR(r) =
PN

i=0
Aie−A

i!
q

2πσ2
i

exp

„

− r2

2σ2
i

«

A, N ,
{σ2

1 , . . . , σ2
N}

good fit to simulation; expressible
in terms of system parameters;
accommodates AWGN
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Fig. 2. The average BER of a TH-BPSK system versus SNR for a repetition
code with Ns = 2 and Ns = 4 assuming seven asynchronous interferers
(from [22]).

and shown to have close resemblance, particularly in the tail
region where the Gaussian pdf deviates significantly from the
empirical pdf of the MUI (Fig. 3). MUI simulations also are
provided for three and 15 interferers in [19], reproduced here
in Fig. 4. Fig. 4(a) shows the Laplace distribution to be a
better match to the simulated interference for three interferers
and Fig. 4(b) shows the Laplace distribution to be a good

TABLE II
FROM [19], EXCESS KURTOSIS OF A SIMULATEDMUI PROCESS.

Nu Nh Ns Tf ̺I ̺Ii

128 32 8 28.8 0.1695 0.7813

128 16 8 14.4 0.1038 0.3885

25 16 4 20 1.1765 2.8914

25 8 8 20 1.0027 2.4084

16 8 8 20 1.5425 3.5577

16 8 4 20 2.0501 4.5758

match to the simulated interference for 15 interferers. The
Laplace distribution has an excess kurtosis of 3, and based
on Table II should be superior to a Gaussian approximation to
model both the total interference and the frame interference.
The Laplace distribution also has been found in [58], [59] to
more closely approximate the sum of inter-chip, inter-path,
and inter-symbol interference in UWB Rake reception than a
Gaussian approximation.

A model based on the addition of a Laplace process,
representing the MUI, to an AWGN process, representing the
ambient noise, is examined in [18], [19], and optimal and
suboptimal receivers are designed based on this Gaussian-
Laplacian model.

The generalized Gaussian pdf is considered as a model
for the total disturbance (MUI plus noise) in [34]–[38]. The
generalized Gaussian pdf has a parameter, denotedp in [37],
[38], which changes the shape of the distribution and allows
for adaptation to various channel conditions. The results show
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Fig. 3. Comparison of the pdf of the total MUI for fifteen interfering
UWB signals obtained from simulation, the Laplace approximation, and the
Gaussian approximation (from [30]).

the generalized Gaussian pdf to be a flexible class of pdfs
to model the disturbance. When Gaussian noise is dominant,
the generalized Gaussian pdf yields exactly the Gaussian
pdf with p = 2. As MUI becomes more significant, lower
values ofp make the pdf better fit the observed disturbance.
The Laplace distribution, useful for modeling MUI alone and
discussed above, is a special case forp = 1. Values ofp less
than unity give more impulsive distributions than the Laplace
distribution. Thus, the generalized Gaussian distribution offers
much flexibility in MUI-plus-noise modeling. Plots of the
empirical pdf of the noise-plus-interference for a TH-UWB
system are provided in [37] for SIR= 10 dB and different
SNR values (Fig. 5). It is observed in [37] that for low SNR the
pdf of Yi is approximately Gaussian andp ≈ 2 is appropriate.
For moderate SNR the pdf can be approximated as the Laplace
distribution withp = 1, while for high SNR a value ofp < 1
is appropriate. The generalized Gaussian pdf also lends itself
to obtaining tractable, practical receiver designs analytically.

The symmetric alpha-stable class of probability distributions
[60]–[62] has received recent interest for modeling UWB
MUI. The Gaussian distribution is the stable distribution with
α = 2 and the Cauchy distribution is stable withα = 1.
Stable distributions withα < 2 are suitable for modeling data
with large fluctuations and have been used to model impulsive
noise. The parameterα ∈ (0, 2] determines the shape of the
pdf, with lower α yielding more impulsive distributions with
heavier tails. Except forα = 2, stable distributions have
algebraic tails and infinite variance. The use of a symmetric
alpha-stable distribution to model the interference in TH-
UWB has been examined in [31] by considering a smoothed
pdf of simulated MUI. Other distributions compared were
the Gaussian distribution, generalized Gaussian distribution,
Laplace distribution, and Cauchy distribution. The smoothing,
which removes the singularities in the empirical pdf, is justi-
fied in [31] and results in a meaningful graphic comparison,
duplicated here in Fig. 6. It is seen that the alpha-stable
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Fig. 4. A comparison of the pdf of the MUI with Gaussian and Laplacian
approximations for (a) three interferers, (b) fifteen interferers (from [19]).

distribution provides an excellent match to the tail behavior of
the MUI whenα is estimated using the method of [31] (see
Section VI). Since the tail behavior is critical in determining
the BER, this suggests a symmetric alpha-stable distribution
is an excellent candidate for modeling UWB MUI.

References [32], [33] compare the suitability of the Gaus-
sian approximation, the Gaussian mixture (GM) distribution,
the Middleton Class-A (MCA) noise distribution, and the
Laplace distribution for modeling MUI in TH-UWB systems.
A GM distribution, which has a pdf given by a weighted
mixture of Gaussian pdfs with different variances, has been
used in [44] to model MUI in an infrared UWB application,
using the expectation-maximization (EM) algorithm [63] to
determine the parameters of the model. It has been proposed
in [25] to model MUI by a MCA noise distribution [64],
which also has been widely used for modeling impulsive
noise. The pdfs of the total MUI under each assumption,
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Fig. 5. The simulated pdf of the amplitude of the total disturbance sample
(noise plus interference) in each frame, plotted with the Gaussian pdf, the
Laplacian pdf, and the generalized Gaussian pdf for different values ofp. (a)
SNR= 0 dB, (b) SNR= 16 dB, (c) SNR= 32 dB (from [37]).

and the pdfs of the MUI plus noise, were compared in [32],
[33] by simulation. In addition, the predicted BER under
each approximation was compared to the exact BER analysis
reported in [21]. It was noted that the Gaussian approximation
did not represent the impulsive component and heavier tailsof
the simulated pdf, and that the significantly lighter tail region
would predict the significantly underestimated BER results
revealed in [21]. Based on the pdf comparison, the GM and
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Fig. 6. Approximations to the simulated MUI pdf, (a) before smoothing, (b)
after smoothing (from [31]).

MCA distributions are reported in [32], [33] to be the better
approximations of those considered, with the GM model most
closely matching the tail region (Fig. 7). The presented BER
results (Fig. 8) confirm that the GM model provides good
BER estimates. However, it was found that the number of
iterations used in the EM algorithm was critical for providing
accurate BER estimates, and in particular the small number of
iterations reported in [44] to estimate the pdf was insufficient
to accurately estimate the BER. It is also noted in [32], [33]
that while the MCA model and GM model both can be written
as a sum of Gaussian pdfs, the parameters for the MCA model
can be determined from the UWB system parameters with
much less computational complexity than determination of the
GM model parameters by the iterative EM algorithm, based
on noisy channel samples for each SIR value and SNR value.
The Laplace-based model was, in both the pdf plots and in the
BER results, seen to be farther from the exact case than the
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GM or MCA models, underestimating the BER. However, it
can be seen in Fig. 8 that the difference between the predicted
BERs for the MCA and Laplace-based models and the true
BER is much smaller than the difference between the BER
predicted by the Gaussian approximation and the true BER.
All of the impulsive-based models capture the error-rate floor
behavior observable in the accurate BER, while the Gaussian
model completely fails to capture the moderate to high SNR
performance of the system. It is clear, irrespective of the exact
form of distribution, that distributions suitable for impulsive
noise are a much better fit to the MUI statistics than a Gaussian
pdf. Summary comments on each model can be found in
Table I.

IV. D ESIGN OFTH-UWB RECEIVERS FORSUPERIOR

PERFORMANCE INMUI

In Section III we have provided considerable evidence that
the MUI in UWB systems is not well modeled by a Gaussian
distribution. In view of these conclusions, there is potential
benefit to be gained in bit error rates (or outage rates, or other
system performance indicators) by designing receivers that are
appropriate for signals embedded in an accurately-modeled
MUI background, and that are able to adapt to channels where
MUI is a dominant impairment. Moreover, a demonstrated
performance enhancement obtained with such novel receivers
will further justify the underlying models. In this section, we
start with a general example of detection in non-Gaussian
noise, and then describe several recently proposed receivers
that offer superior performance in MUI in comparison to the
conventional UWB receiver.

Realistic UWB system analysis must include the effects of a
multipath channel, and practical UWB system designs must be
able to cope effectively with multipath. Nonetheless, analysis,
modeling, and design of UWB systems operating in single-
path channels is useful. First, novel designs can be motivated
and described most clearly in a single-path channel. Second,
often the key design principles developed for the single-path
case can be readily extended to novel designs for the multipath
channel. In this section we first describe and evaluate all
proposed receivers in the single-path (AWGN) channel, then
the corresponding receivers adapted for a multipath channel
will be presented in Section V.

A. Optimal Detection in Non-Gaussian Noise

As a starting point, suppose that in a generic commu-
nications system we haveN samples{ri}N−1

i=0 of a signal
received in additive noise, withri = Ad + ni. The binary
symbol d takes a value in{−1, 1}, A is a nonnegative
scalar amplitude, and{ni} are additive noise samples. Let
the samplesri be independent with a common pdffR(r).
The maximum-likelihood (ML)-optimum receiver minimizing
the overall probability of error bases its decisions on the log-
likelihood ratio [56], [57]

Λ =

N−1
∑

i=0

log
fR(ri|d = +1)

fR(ri|d = −1)
. (6)

That is, the decision statistic is the sum of the log-likelihood
ratios for each sample considered individually. Considering
the case of equiprobable source symbols for simplicity, the
decision on the transmitted bit is made according to

Λ > 0 =⇒ d = 1

Λ < 0 =⇒ d = −1.
(7)

The caseΛ = 0 can be decided by a fair coin toss. This
decision rule is valid for any pdffR(r), i.e. any noise
distribution.

In the particular case where the noise has a Gaussian
distribution with zero mean and varianceσ2, the received
signal has pdf

fR(ri) =
1√
2πσ

exp

(

− (ri − dA)2

2σ2

)

(8)
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and the log-likelihood ratio after simplification becomes

Λ =
2A

σ2

N−1
∑

i=0

ri. (9)

That is, in the Gaussian case the optimal detector takes the
sum of the samples of the received signal and compares
this sum with the threshold zero. (The multiplicative constant
is irrelevant to the decision.) The summandri is a partial
decision statisticfor the ith sample.

We emphasize that while (6) and (7) are valid for any noise
pdf, (9) is optimal only for the Gaussian pdf. Thus, when the
background noise plus interference is not Gaussian-distributed
the receiver based on (9) is not an optimal receiver.

A non-Gaussian example from [57], which will be important
in the sequel, is the case in which the noise samples{ni} have
a Laplace distribution and therefore the received signal has pdf

fR(ri) =
1

2c
exp

(

−|ri − dA|
c

)

(10)

wherec > 0 is a scale parameter. In this case the log-likelihood
ratio (6) is

Λ =
2

c

N−1
∑

i=0

(∣

∣

∣

∣

ri

2
+

A

2

∣

∣

∣

∣

−
∣

∣

∣

∣

ri

2
− A

2

∣

∣

∣

∣

)

. (11a)

Again, the form is a sum over partial decision statistics
(|ri + A| − |ri − A|) /2 for each sample. However, the partial
decision statistic now is formed as anonlinear operation on
ri, which can be written as

∣

∣

∣

∣

ri

2
+

A

2

∣

∣

∣

∣

−
∣

∣

∣

∣

ri

2
− A

2

∣

∣

∣

∣

=











A ri ≥ A

ri −A < ri < A

−A ri ≤ −A.

(11b)

Thus, (11) applies a soft-limiting operation to the partial
decision statistics before summation.

Note that the assumed independence between the samples
ri has been used in writing (9) and (11). This independence
condition will not be met precisely in a UWB system [23]. A
receiver which takes into account dependence between frames
will, in theory, provide better performance. However, the
independence assumption vastly simplifies both the analysis
and receiver design; the goal of simple and practical receiver
designs motivates ignoring the small dependence between
frames at the design phase.

B. The Conventional UWB Receiver

Consider detection of the0th bit of user1, where the users
transmit signals according to (2). The conventional single-
user correlation receiver uses a correlation template waveform
matched to the desired user’s signaling waveform to form

r =

Ns−1
∑

i=0

∫ (i+1)Tf

iTf

r(t)p
(

t − iTf − c
(1)
i Tc

)

dt. (12)

(Techniques for synchronization of UWB signals can be found,
for example, in [65]-[68].) Sincer(t) is the sum of the desired
signal, MUI, and noise, all of which are independent, we can

define the partial decision statistic and write it as the sum of
signal, MUI, and noise,

ri =

∫ (i+1)Tf

iTf

r(t)p
(

t − iTf − c
(1)
i Tc

)

dt = Sf + Ii + Ni.

(13)

Note that the signal part ofri is the same for alli, and can
be writtenSf = Acd

(1)
0 , whereAc > 0 is a scalar amplitude

and d
(1)
0 is the zeroth bit of the first user, i.e. the symbol to

be recovered by the detector. The amplitudeAc can also be
thought of as the unsigned signal component in a single frame,

Ac = |Sf | = A1

√

Eb

Ns
(14)

whereA1 is the channel gain of the desired user.
The conventional matched-filter (CMF) linear receiver

forms the decision statistic

ΛCMF =

Ns−1
∑

i=0

ri (15)

with the decision rule

ΛCMF > 0 =⇒ d
(1)
0 = 1

ΛCMF ≤ 0 =⇒ d
(1)
0 = −1.

(16)

The conventional receiver is the BER-optimal coherent
receiver for a signal in a background of Gaussian noise plus
Gaussian interference and has been widely applied to UWB
systems. The terms “conventional receiver,” “linear receiver,”
and CMF have been used to describe this receiver. If the
receiver filter or correlator is viewed as being matched to the
entire symbol, then only the conventional receiver is such a
matched filter and the CMF terminology is unambiguous.

One might not expect that one can improve upon the CMF
UWB receiver performance, especially in a static channel.
In particular, any binary signaling scheme can be converted
to an equivalent binary antipodal signaling scheme [69] and,
therefore, the detection of the signal ultimately reduces to a
threshold comparison. The reason that a better UWB receiver
design is possible is because of the frame structure of the UWB
signal, i.e., the repetition code. The repetition code structure
represents an inherent diversity system within the CMF UWB
receiver. It is important to note that adding together the outputs
from the correlators of the different frames is a ML structure
in AWGN, but is not an ML structure in the presence of
MUI which is not Gaussian. Simply adding the outputs of the
correlators from all the frames is not an optimal processingof
the frame correlator output signals.

C. Overview of Novel Receivers

Unfortunately, two problems arise in optimal receiver de-
sign. First, the exact pdf of the MUI in a UWB system cannot
be compactly written (see Section III) and does not lead to
tractable receiver designs. Second, the inevitable presence of
Gaussian noise in the system means that the total noise-plus-
interference has a complicated pdf that is the convolution of
the exact MUI pdf with a Gaussian pdf, even less suggestive of
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useful receiver designs. Moreover, the shape of the resulting
pdf depends on the UWB system parameters and the time-
varying noise and interference environment and may not be
availablea priori.

The challenge, therefore, is to obtain practical receiversthat
offer superior performance in MUI with no loss of optimality
in AWGN, in the absence of the exact MUI-plus-noise pdf.
This challenge has been approached in several different ways
outlined in the sequel.

Section IV-D describes the soft-limiting UWB receiver,
designed to detect a UWB signal in MUI having an approx-
imating Laplace distribution. It will be shown that the soft-
limiting receiver provides superior performance in MUI, but
is not optimal in Gaussian noise. The remaining receivers to
be discussed include the CMF receiver as a special case of
the receiver parameters, and thus, theoretically with parameter
adaptation optimal for the interference and noise conditions,
can offer superior performance in MUIand no loss of per-
formance in AWGN. That is, the receivers of Sections IV-E
through IV-J can always provide performance that meets or
exceeds both the CMF receiver and the soft-limiting UWB
receiver. Practical or model-based parameter estimation can
impact the optimality of specific receiver designs, however, in
some channel conditions.

The adaptive soft-limiting receiver of Section IV-E extends
the soft-limiting receiver, matching the soft-limiting threshold
to the SNR and SIR of the channel. The Gaussian-Laplacian
mixture receiver of Section IV-F and the simplified Gaussian-
Laplacian mixture receiver of Section IV-G are designed to
detect a signal in a background of interference plus AWGN,
where the interference has an approximating Laplace distribu-
tion. The p-order metric receiver, p-order adaptive-threshold-
limiting receiver and myriad filter receiver of Sections IV-H
and IV-I each consider approximating distributions to the
MUI-plus-noise that contain the Gaussian distribution as a
special case, allowing adaptation between MUI and Gaussian
environments with no loss of optimality in the Gaussian case.
Lastly, the zonal receiver to be described in Section IV-J is
based on observations made for simulated MUI pdfs, and again
can be adapted to provide no loss of optimality in a pure
AWGN environment.

Zero-threshold detection is unaffected by multiplicationof
the detection statistic by a positive constant. In order to unify
the treatment of the various receivers, some of the nonlinearity
functions presented in this paper have been scaled from those
found in the original references. A unified block diagram of
all the proposed receivers is given in Fig. 9.

None of the receivers considered here are optimal for TH-
UWB, except in the limiting case where MUI is absent and
the only impairment is AWGN. The design of an optimal
receiver would require a tractable expression for the pdf of
the interference plus noise in a TH-UWB system. However,
with reasonable additional complexity over the CMF receiver,
each receiver described here shows superior performance in
MUI and, with the exception of the non-adaptive receiver
of Section IV-D, no loss of performance in AWGN when
optimized to the TH-UWB noise-plus-interference conditions.
Table III summarizes the advantages and disadvantages of each
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Fig. 9. Unified block diagram of the novel receiver structures.



DESIGNING TH-UWB RECEIVERS FOR MUI 11

TABLE III
A SUMMARY OF SOME ADVANTAGES AND DISADVANTAGES OF EACH RECEIVER.

Receiver Advantages Disadvantages

CMF optimal in absence of interference; less complex inferior performance in low SIR; does not adapt to noise
and interference conditions

Soft-Limiting
simple nonlinearity; good performance for low SIR/high
SNR; no channel information required beyondA1

inferior to CMF for low SNR/high SIR; does not adapt
to noise and interference conditions

Adaptive-Threshold
Soft-Limiting

simple nonlinearity; performance always better than or
equal to CMF

adapted thresholds are pre-simulated and stored in
lookup table

GLM
nonlinearity function expressed in terms of functions
of SIR and SNR; intuitive mixture; able to adapt over
SNR/SIR

complicated nonlinearity function

SGLM

simple soft-limiting nonlinearity, but adaptive to channel
conditions and better performance than soft-limiting
receiver; nonlinearity expressed in terms of SIR and
SNR

performance inferior to GLM for some noise and inter-
ference conditions

p-omr
very good performance; nonlinearity function can be
expressed in terms of interference moments and SNRnonlinearity function more complex than soft-limiter

p-omatlr
performance always better than or equal to both CMF
and p-omr with same complexity of nonlinearity adaptation based on pre-simulated values

Myriad Filter excellent performance; nonlinearity expressed in terms
of channel estimates

more complex nonlinearity; parameters require estima-
tion of empirical characteristic function

Zonal simple nonlinearity; very good performance
adapted thresholds use pre-simulated values stored in
lookup table

receiver.
In order to streamline the presentation of the various re-

ceivers, discussion of algorithms for estimation of receiver
parameters from channel data is deferred to Section VI.

D. The Soft-Limiting UWB Receiver

The first class of receiver designs to be considered are the
soft-limiting designs of [28], [29], [30]. Motivated by the
observation that the MUI in UWB is impulsive in nature,
MUI is modeled in these receivers by the Laplace distribution,
which is a traditional model for impulsive noise as discussed in
Section III. The BER-optimal receiver for a constant signalin
Laplace noise was given by example in (11), and is a standard
result [56], [57], which was proposed as a basis for novel
UWB receiver designs in [29].

The decision statistic for the conventional UWB receiver
has been given in (15), a sum of the correlator outputsri for
each frame. The soft-limiting detector proposed in [29], [30]
forms a decision based on a sum oftransformedcorrelator
outputsgSL(ri),

ΛSL =

Ns−1
∑

i=0

gSL(ri), (17a)

where

gSL(x) =











Ac, Ac ≤ x

x, −Ac < x < Ac

−Ac, x ≤ −Ac.

(17b)

The transmitted information bitd(1)
0 is decided according to

the rule
ΛSL > 0 =⇒ d

(1)
0 = 1

ΛSL ≤ 0 =⇒ d
(1)
0 = −1.

(17c)

The thresholdAc is the square root of the received signal
energy in each frame for the desired user, as defined in (14).

Use of Ac as the threshold corresponds to the limiting
threshold in (11). It is a sensible design choice since the signal
component ofri has an amplitude ofAc; when|ri| > Ac this
is due to noise or interference.

The benefits of the soft-limiting structure in suppressing
MUI are intuitive. The UWB pulse has a short duration relative
to the frame duration. By design, time-hopping is used to
ensure that collisions between the desired user and a given
interfering user in successive frames are rare. Thus, many
of the desired user’s frames will see negligible interference
from a given interfering user. When a collision occurs, the
correlator output for the frame with a pulse collision may
have a relatively large amplitude, having a large effect in the
decision statistic sumΛCMF and yet a very small SIR making
this effect deleterious. The soft-limiter moderates the effect of
colliding pulses in the overall decision statistic.

Indeed, in simulations where the desired signal is corrupted
by MUI only, the soft-limiting receiver shows better per-
formance in terms of BER than the conventional receiver,
with the performance benefit increasing at low SIR levels
(Fig. 10(a)). The benefits of the soft-limiting receiver are
especially significant for a small number of interfering users
(Fig. 10(b)). As the number of interfering users increases,the
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Fig. 10. The average BER versus SIR of soft-limiting and conventional TH-
BPSK UWB receivers assuming (a) fifteen asynchronous interferers, (b) three
asynchronous interferers (from [30]).

interference pdf becomes closer to a Gaussian pdf, and the
conventional receiver becomes closer to an optimal receiver.
This is important since, as discussed in Section III, the short-
range nature of UWB signals suggests a few dominant inter-
ferers located close to the receiver. However, the improvement
of the soft-limiting receiver is seen throughout the SIR range
and for both interference environments considered.

More relevant is the performance of the receiver when
both MUI and AWGN are considered, since the soft-limiting
receiver will be suboptimal in an AWGN-only environment.
It can be seen in Fig. 11 that there is a crossover threshold
in SNR, below which the BER for the conventional receiver
is less than that of the soft-limiting receiver, and above which
the soft-limiting receiver is superior. This motivates an adap-
tive version of the soft-limiting receiver that always obtains
superior performance, discussed in the following section.
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Fig. 11. The average BER versus SNR of soft-limiting and conventional
TH-BPSK UWB receivers assuming (a) fifteen asynchronous interferers with
Ns = 8, (b) three asynchronous interferers withNs = 4 (from [30]).

E. The Adaptive-Threshold Soft-Limiting Receiver

The conventional receiver is optimum when the only chan-
nel corruption is AWGN. The soft-limiting receiver is not
optimal in this case and it is expected, and observed in Fig. 11,
that the performance of the soft-limiting receiver is worsethan
the conventional receiver for high-SIR–low-SNR regimes, i.e.,
where Gaussian noise is the dominant impairment. However,
it is noted in [30] that the soft-limiting receiver is identical to
the conventional receiver when the limiting threshold is set to
infinity. Therefore, an adaptive implementation is proposed in
[28], [30] in which the thresholdTopt is optimized to minimize
BER. The receiver computes

ΛASL =

Ns−1
∑

i=0

gASL(ri) (18a)
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Fig. 12. The normalized optimal threshold values of the adaptive-threshold
soft-limiting receiver for different values of SNR and SIR,assuming three
asynchronous interferers (from [30]).

where

gASL(x) =











Topt, Topt ≤ x

x, −Topt < x < Topt

−Topt, x ≤ −Topt.

(18b)

The parameterTopt is the chip-correlator output amplitude
threshold at which limiting takes place, withTopt ≥ 0. The
transmitted information bitd(1)

0 is decided according to the
rule

ΛASL > 0 =⇒ d
(1)
0 = 1

ΛASL ≤ 0 =⇒ d
(1)
0 = −1.

(18c)

Since the parameterTopt being optimized yields the con-
ventional receiver as a special case, with a BER-optimized
threshold the adaptive-threshold soft-limiting receivercan do
no worse than the conventional receiver. Furthermore, the
performance of the soft-limiting receiver as shown in Figs.10-
11 reveals that, for certain noise-plus-interference conditions,
the adaptive soft-limiting receiver will perform much better
than the conventional receiver. Thus, the soft-limiting receiver
can always match or outperform the conventional receiver
when the threshold is optimally chosen according to the noise
and interference environment; the adaptation of the threshold
yields the Gaussian-optimal and Laplacian-optimal receivers
as special cases.

The BER-optimizing thresholdTopt is found by simulation
in [30] and is a function of both SNR and SIR (Fig. 12). The
implementation suggested in [30] is for the receiver to estimate
these parameters (see Section VI), and then use a lookup
table prewired into the receiver to determine the appropriate
thresholdTopt.

F. The Optimal Gaussian-Laplacian Mixture Receiver

A different technique to design a receiver for detection in
both Gaussian noise and non-Gaussian interference has been
proposed in [18], [19]. The receiver of [18], [19] is optimized
for a channel with amixtureof Laplacian and Gaussian noise;

i.e., the impairment is the sum of a Laplace process and a
Gaussian process, representing MUI and noise, respectively.

Consider again the partial correlation for theith frame as
defined in (13),ri = Sf + Ii + Ni, and let the interference
Ii have a Laplacian pdf (10) with parameterc = E

{

I2
i

}

/2,
whereE{·} denotes the expected value. Let the noiseNi have
a zero-mean Gaussian pdf (8) withσ2

n = N0/2, and Sf =

Acd
(1)
0 as previously. Denote the sum of noise plus interference

in the ith frame asYi = Ii + Ni. Since the noise and the
interference are independent, the pdf of the sumYi can be
obtained by a convolution of the pdf ofIi with the pdf ofNi.
The result is given in [18], [19] as

fYi
(Yi) =

exp(σ2
n/2c2)

2c

[

exp

(

Yi

c

)

Q

(

Yi

σn
+

σn

c

)

+ exp

(

−Yi

c

)

Q

(

− Yi

σn
+

σn

c

)]

(19)

where Q(·) is the standard Gaussian Q-functionQ(x) =
(2π)1/2

∫ ∞

x exp(−t2/2)dt.
The ML-optimum receiver for a set ofNs independent

observations of a signal embedded in noise-plus-interference
having pdf (19) is determined in [18], [19]. The decision
statistic is once again given by a nonlinear operation on the
frame correlator outputs,

ΛGLM =

Ns−1
∑

i=0

gGLM(ri) (20)

where

gGLM(x) =

c

2
ln

[

e
x−Ac

c Q
(

x−Ac+σ2
n/c

σn

)

+ e−
x−Ac

c Q
(

−x+Ac+σ2
n/c

σn

)

e
x+Ac

c Q
(

x+Ac+σ2
n/c

σn

)

+ e−
x+Ac

c Q
(

−x−Ac+σ2
n/c

σn

)

]

.

(21)

The transmitted bit is decided as+1 if ΛGLM > 0 and−1 if
ΛGLM ≤ 0. (Note that (21) contains a normalization factor of
c/2 not present in [18], [19].)

This receiver is optimal for independent observations in
Laplacian interference plus Gaussian noise. It is not optimal
for UWB because the interference process is only approxi-
mated by the Laplace distribution, and because the samples of
the interference process are not strictly independent. However,
the Gaussian-Laplace mixture (GLM) receiver demonstrates
superior performance to the conventional receiver and superior
performance to the fixed-threshold soft-limiting receiverof
Section IV-D. Fig. 13(a) shows a comparison between the
GLM detector, the soft-limiting detector of Section IV-D,
and the conventional detector for a fifteen-interferer scenario
and Ns = 8. The performance of the GLM detector is
very close to that of the soft-limiting detector for high SNR,
and very close to that of the conventional detector for low
SNR. The performance of the GLM receiver always meets
or surpasses those of the linear and soft-limiting detectors
over the entire SNR range. However, for the three interferer
case plotted in Fig. 13(b), it can be observed that for the
smaller SNRs considered, the GLM receiver shows poorer
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Fig. 13. (a) A comparison of the BERs of the GLM receiver, the soft-limiting
receiver, and the linear CMF receiver for fifteen interferers (from [19]), (b) a
comparison of the BERs of the GLM receiver and the SGLM receiver with
the linear CMF receiver for three asynchronous interferers(from [70]).

performance than the linear CMF receiver. Fig. 4(a) reveals
that the approximating Laplace distribution for the interference
is a poorer fit for the three-interferer case than for the fifteen-
interferer case. The GLM receiver, while optimal for the GLM
model, is not optimal for TH-UWB MUI-plus-noise, and this
becomes evident in some SNR and MUI conditions.

G. The Simplified Gaussian-Laplace Mixture Receiver

The GLM receiver is the optimal receiver for a signal
received in a mixture of Laplacian interference and Gaussian
noise, while the soft-limiting receiver of Section IV-D is the
optimum receiver for Laplacian interference only and the
conventional receiver is optimum for Gaussian noise only.
The GLM is thus better matched to the mixture of MUI and
AWGN in the channel. However, a comparison of the GLM
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Fig. 14. The nonlinearity curves of the GLM detector for different values
of σn, plotted with the soft-limiting detector characteristic (from [19], with
altered normalization).

nonlinearity (21) with (11) or (9) shows the former to be
much more complex. In [18], [19] an approximation to the
optimum receiver is proposed which is simpler to implement
yet achieves nearly the same performance.

The approximation starts with the observation (see Fig. 14)
that in the limit asx → ∞ the nonlinearitygGLM(x) → Ac

while, in the limit asx → −∞, gGLM(x) → −Ac. More-
over, for σn → 0, the functiongGLM approachesgSL, i.e.
the Laplacian detector (or soft-limiter), while forσn large
the nonlinearity curve becomes nearly a straight line, i.e.,
the conventional receiver. The simplified Gaussian-Laplace
mixture (SGLM) receiver proposed in [18], [19] approximates
the optimum nonlinearitygGLM(x) with three line segments,

gSGLM(x) =











Ac, mx > Ac

mx, −Ac ≤ mx ≤ Ac

−Ac, −mx < −Ac

(22)

wherem is the slope of the optimum nonlinearity (21) at the
origin, derived in [19] as

m =
1 − exp

(

2Ac

c

) Q(Ac/σn+σn/c)
Q(−Ac/σn+σn/c)

1 + exp
(

2Ac

c

) Q(Ac/σn+σn/c)
Q(−Ac/σn+σn/c)

. (23)

The nonlinearity functiongSGLM can be equivalently written

gSGLM(x) =

∣

∣

∣

∣

mx

2
+

Ac

2

∣

∣

∣

∣

−
∣

∣

∣

∣

mx

2
− Ac

2

∣

∣

∣

∣

. (24)

(A normalizing constantc/2 not found in [18], [19] has been
applied to (22)–(24).)

The nonlinearity functiongSGLM is similar to that of the
soft-limiting receiver, except that the slope of the linearregion
in the soft-limiting receiver is always equal to unity while
that of the SGLM receiver depends on the SIR and SNR.
Thus, the SGLM receiver adapts to the noise and interference
conditions by changing the slope of the linear region, while
the adaptive soft-limiting receiver of Section IV-E adaptsvia
changing the limiting thresholds. Both receivers contain the
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conventional receiver and the Laplacian-optimal soft-limiting
receiver as special cases. It is suggested in [19] that the slope
function (23) can be precomputed as a function of SIR and
SNR and used in the receiver implementation via a lookup
table. The implementation of the SGLM receiver is thus much
simpler than the GLM-optimal receiver.

Fig. 13(b) shows the performance of the SGLM detector
plotted together with the performances of the GLM detector
and the linear detector, for three interfering users. The optimal
GLM detector has roughly1 dB better performance at an
SNR of 10 dB, but the performances of the SGLM and GLM
detectors are close for high SNR. The SGLM performance
is better than the GLM performance at low SNR in this
example (recall that the GLM is optimal only when the
interference is truly Laplace distributed). For the channel
conditions of Fig. 13(a), with fifteen interfering users, the
SGLM performance curve is visually nearly indistinguishable
from that of the GLM detector (see [19]), suggesting that in
practice the simpler implementation of the SGLM detector is
worthwhile. For the three-interferer and fifteen-interferer cases
considered, the SGLM meets or exceeds the performance of
the soft-limiting detector and the conventional detector.

We note that (24) can be multiplied by1/m to obtain

g̃SGLM(x) =

∣

∣

∣

∣

x

2
+

Ac

2m

∣

∣

∣

∣

−
∣

∣

∣

∣

x

2
− Ac

2m

∣

∣

∣

∣

. (25)

Comparison of (25) with (18b) reveals that the SGLM can
be written in the form of an adaptive soft-limiting detector
with thresholdT = Ac/m. This gives a means of finding
an approximate, suboptimal, value ofTopt in (18b) without
computer search. Specifically,Topt/Ac = 1/m, wherem, from
(23), is a function of the channel SNR and SIR. The threshold
found by this method is not the same as the optimal threshold
found by search in [30]; though suboptimal, it may be more
convenient since it is expressed in closed-form.

H. P-Order Metric Receiver (p-omr)

The generalized Gaussian distribution has been used to
model UWB MUI-plus-noise and applied to UWB receiver
design in [34], [35], [37], [38]. The pdf of a random variable
X with generalized Gaussian distribution is [56]

fX(x; Sf , σ, p) =
1

2Γ(1 + 1/p)A(p, σ)
e
−

˛

˛

˛

x−Sf
A(p,σ)

˛

˛

˛

p

(26)

whereSf is a location parameter equal to the mean ofX , the
function A(p, σ) =

√

σ2Γ(1/p)/Γ(3/p) is a scale parameter
which gives the variance ofX as σ2, and p is a shape
parameter. Forp = 2, the generalized Gaussian distribution
becomes the regular Gaussian distribution, while forp = 1,
the generalized Gaussian distribution becomes the Laplace
distribution. The utility of these two special cases in noise
modeling and TH-UWB MUI modeling, respectively, suggests
that, with suitable choice ofp, the generalized Gaussian
distribution is a good candidate for modeling the noise-plus-
interference in UWB systems.

The optimal receiver is derived in [34], [37], [38]. The
structure of the resulting receiver has in common with the
other receivers developed thus far that a nonlinear operation

is performed on the correlator outputs before summation and
decision. The nonlinear operation for the p-omr is given, after
normalization, by

gp-omr(x) =
1

Ap−1
c

[∣

∣

∣

∣

x

2
+

Ac

2

∣

∣

∣

∣

p

−
∣

∣

∣

∣

x

2
− Ac

2

∣

∣

∣

∣

p]

. (27)

In accordance with the properties of the generalized Gaussian
distribution, forp = 2 the p-omr is the CMF receiver, while for
p = 1 the p-omr is the soft-limiting receiver. Like the receivers
of Sections IV-E through IV-G, the p-omr allows for adaptation
between a Laplace-distributed disturbance and a Gaussian-
distributed disturbance, and thus provides performance equal
to or better than the soft-limiting receiver, and equal to or
better than the CMF. A significant difference between the p-
omr and the other receivers considered thus far is that the p-
omr models MUImore impulsive than that modeled by the
Laplace distribution and, for some examples, more closely
matching the simulated pdf (see Section III and Fig. 5). The
shape parameterp provides a means of adaptation to the noise
and interference environment, covering from the Gaussian case
to the Laplacian case, and beyond. A method to estimate the
shape parameterp has been provided in [34], [37] based on
the kurtosis of the noise-plus-interference process, discussed
in Section VI.

Simulation results shown in [37], [38] forNs = 4 and
three interferers (duplicated in Fig. 15) confirm that the p-
omr outperforms both the conventional receiver and the soft-
limiting receiver, but also show that the p-omr significantly
outperforms the adaptive soft-limiting receiver for high SNR.
The conventional and soft-limiting receivers show an error
floor beyond an SNR of about20 dB while the p-omr does
not show an error floor until about45 dB; there is no error
floor for the p-omr at practical SNRs. This suggests that MUI
models that are more impulsive than the Laplace model are
appropriate for UWB systems in some channel conditions, and
the capability to optimize the parameterp yields a receiver
with superior performance.

The p-omr is further extended in [37], [38] to allow an
adaptive threshold in (27); i.e.

gp-omaltr(x) =
1

Ap−1
c

∣

∣

∣

∣

x

2
+

Topt

2

∣

∣

∣

∣

p

−
∣

∣

∣

∣

x

2
− Topt

2

∣

∣

∣

∣

p

. (28)

This receiver is dubbed the “p-order metric adaptive threshold
limiting receiver” (p-omatlr). The BER-optimal thresholdTopt

is found by computer search after estimation ofp by the
kurtosis-matching method. It is observed in Fig. 15 that the
p-omatlr improves upon the p-omr for SNRs between18 dB
and35 dB, and the improvement is as much as2.95 dB.

The parameterp can be found by BER-optimizing computer
search instead of kurtosis matching, and the curve of the p-omr
receiver with optimizedp (but fixed threshold) is also shown
in Fig. 15. The performance is observed to be better than
the receiver withp found by the kurtosis-matching method,
and in addition is observed to be better than the p-omatlr
for high SNR. The kurtosis method thus does not find the
BER-optimalp. As stated in [37], while the p-omr is based
on the generalized Gaussian approximation for the MUI-plus-
noise, the actual MUI-plus-noise does not have exactly a
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Fig. 15. The average BER versus SNR of the CMF UWB receiver, the soft-
limiting UWB receiver, the p-omr with shape parameter determined using
the kurtosis matching method and determined by computer search, and the
p-omatlr, when both MUI and AWGN are present, and when the SIRis 10
dB (from [37]).

generalized Gaussian distribution, and so an estimator based
on this assumption does not provide the optimal value forp.

I. Myriad Filter Receiver

Modeling MUI by a symmetric alpha-stable (SαS) distri-
bution was discussed in Section III and has been applied to
UWB receiver designs in [31] and [53].

The characteristic function of an alpha-stable (α-stable)
random variable symmetric aboutµ is

Φ(ω) = exp(−ζ |ω|α + jωµ) (29)

whereζ > 0 is called the dispersion,µ is a location parameter,
andα is a shape parameter satisfying0 < α ≤ 2. Alpha-stable
distributions have the property that moments greater thanα do
not exist. Therefore, only theα = 2 (Gaussian) case has finite
variance.

The problem of optimal detection of a known signal in SαS
noise for generalα has not been solved. However, a sub-
optimal method to estimate the location parameterµ, known as
the myriad filter [71], has received attention in recent literature.
The moving average myriad filter location estimator is used
in [31] to develop an adaptive receiver for detecting UWB
signals in the presence of MUI modeled by a symmetricα-
stable distribution.

The receiver of [31] can be written in the same form
as the other receivers discussed in this paper, that is, as a
non-linearity function applied to the partial decision statistics
before summation.3 The receiver in this form is given by

Λmyr =

Ns−1
∑

i=0

gmyr(ri) (30)

3Note that this is not how the detector is presented in [31]. Putting the
detector in the same form, i.e. applying the logarithm, makes the comparison
between the various detectors more immediate. However, theform of [31]
may be preferred for implementation.

with

gmyr(x) = ln
K2 + (x + Ac)

2

K2 + (x − Ac)2
(31)

and once again the decision statisticΛmyr is compared to a
zero threshold to decide the source symbol.4 The parameter
K in the detector is a function ofα and adapts the detector to
the noise-plus-interference characteristics. The myriaddetector
becomes the linear CMF detector whenK → ∞, is optimal for
Cauchy noise whenK = ζ, and is optimal in the limitα → 0
whenK = 0 [71]. An optimalK-versus-α relationship is not
known for the full range ofα. In [31], K is found using an
intuitive formula

K2 = ζ
2
α

(

α

2 − α

)

+ Cσ2. (32)

The first term represents the contribution of MUI to the noise-
plus-interference process, while the second term represents
the contribution of noise, withC a mixing constant, found
experimentally.

The performance of the myriad detector is compared in [31]
to the linear CMF receiver, the p-omr withp estimated by
kurtosis matching, the SGLM receiver, and a Cauchy detector,
for Ns = 8 (Fig. 16). It is observed in this example that
the myriad detector meets or exceeds the performance of all
the other detectors over the entire SNR range. The Cauchy
detector is equivalent to a myriad detector withK = ζ,
and has been suggested as a good compromise for detection
in α-stable noise [72]. The Cauchy detector gives similar
performance to the myriad detector for high SNR, but gives
inferior performance for low SNR. Thus, the more flexible
myriad detector is preferable for UWB applications. At the
same time, the excellent performance of the myriad detector
for high SNR (i.e., MUI-dominant environments), suggests
that theα-stable distribution is an accurate and flexible MUI
model. The myriad detector, while suboptimal, is shown to
provide superior performance in TH-UWB MUI-plus noise
environments.

J. The Zonal UWB Receiver

A novel UWB receiver dubbed the zonal receiver has been
investigated in [39], [40]. The basis of the zonal receiver is that
in the noise-free case the correlator output amplitude has zones
where the sent bit can be distinguished with high reliability,
and zones where the sent bit is essentially indistinguishable,
and only the former should be considered in the decision
statistic.

In the noise-free case, plots of empirical pdfs of the chip
correlator output, conditioned on the data bit of the desired
user, are provided in [39], [40] and duplicated in Fig. 17. It
is observed in [39], [40] that when the data bit1 is sent, the
pdf has an impulse atAc and a number of other singularities.
It is also observed that most of the probability mass is within
a region(tl, th), wheretl < Ac and th > Ac are the closest
singularity points toAc. The case when the data bit−1 is sent

4The function gmyr(x) has been multipled by an additional factor of
Ac/ ln[1 + (2Ac/K)2] for the diagram of Fig. 9. This normalization gives
a value of±Ac at x = ±Ac, in common with the other detectors.
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Fig. 16. A comparison of the BER of the myriad detector with the BERs
of the linear CMF receiver, the p-omr withp estimated by kurtosis-matching,
the SGLM receiver, and the Cauchy receiver, for (a) three interfering users,
and (b) fifteen interfering users (from [31]).

is similar, with most of the probability mass in(−th,−tl),
−th < −Ac < −tl. Considering the two conditional pdfs
together, it is observed that outside of these regions the condi-
tional pdfs are of similar and smaller magnitude. Thereforea
decision made whentl ≤ |ri| ≤ th is much more reliable than
a decision made when|ri| falls outside of this range. Since
the contribution of the partial decision statisticri is unreliable
when|ri| < tl or |ri| > th, the zonal receiver assigns a weight
of zero to any partial decision statistic falling in these ranges.
When tl ≤ |ri| ≤ th, the partial decision statistic contributes
ri to the overall decision statistic. Thus, the zonal receiver
forms

Λzonal =

Ns−1
∑

i=0

gzonal(ri) (33)
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Fig. 17. The simulated conditional pdfsf(ri|d(1)
0 = +1) andf(ri|d(1)

0 =

−1) of the amplitude of the chip correlator outputri = d
(1)
0 Ac + Ii, where

Ii is the MUI in theith frame, the SIR is10 dB, andc is a constant (from
[40]).

where

gzonal(x) =

{

x for x ∈ (−th,−tl) or x ∈ (tl, th)

0 otherwise,
(34)

and decides on the sent symbol according to

Λzonal > 0 =⇒ d
(1)
0 = 1

Λzonal < 0 =⇒ d
(1)
0 = −1

Λzonal = 0 =⇒ coin toss.

(35)

Effectively, gzonal(x) forces an erasure of the receiver partial
decision statistic whenever a partial decision based onx would
be highly unreliable.

The zonal receiver is based on the qualitative nature of
the simulated pdf of the chip correlator outputri; it makes
no claims to optimality. In common with the other receivers
considered thus far, the CMF UWB receiver is a special case,
when tl = 0 and th = ∞. By optimally adaptingtl and th
to the channel conditions, the zonal receiver will always meet
or outperform the conventional UWB receiver, regardless of
noise disturbance. Practical adaptation oftl andth is done by
lookup table as described in Section VI.

The BER performance of the zonal receiver is shown in
Fig. 18 forNs = 4, together with that of the CMF receiver, the
soft-limiting receiver, and the adaptive soft-limiting receiver.
The zonal receiver is shown both for SINR estimated using
ten symbols, and for perfect knowledge of SNR and SIR.
It can be seen that the zonal receiver outperforms the soft-
limiting receiver for the full SIR range. For large SNRs, the
zonal receiver greatly outperforms the regular and adaptive
soft-limiting receivers, and has far better performance than
the CMF. Minor performance penalty is reported from using
estimated SINR values rather than perfectly known SIR and
SNR values. Additional performance results can be found in
[39], [40].
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Fig. 18. The average BER versus SNR of the CMF UWB receiver, the soft-
limiting UWB receiver, the adaptive threshold soft-limiting UWB receiver,
the zonal UWB receiver with thresholds based on the SINR estimated over
10 symbols, and the zonal UWB receiver with thresholds basedon perfect
knowledge of the SNR and SIR, when both MUI and AWGN are present, and
when the SIR is10 dB (from [40]).

K. The Optimal Performance Benchmark

It is essential to have the optimal performance benchmark
against which the performances of other receiver designs
can be measured. The ML-optimal detection statistic for the
generic receiver structure in Fig. 9 is

ΛML =

Ns−1
∑

i=0

log
fRi|D(ri|d(1)

0 = 1)

fRi|D(ri|d(1)
0 = −1)

(36)

and ΛML is compared with a zero threshold to decide on
the source bit. (The ML rule is equivalent to themaxi-
mum a posteriorirule when the binary source symbols are
equiprobable.) The pdf of the MUI for special cases of all the
system parameters can be obtained numerically in principle
by using extensive simulations assuming sufficient computer
resources are available. Similarly, the BER performance ofan
optimal MUI UWB receiver can be determined for particular
cases of system parameters by “brute force” time intensive
computer simulations once the “brute force” estimates of the
MUI pdfs have been obtained. Results from such an effort
have been reported in [70], [73], [74] and are reproduced in
Fig. 19. Owing to the onerous time needed to generate these
results, statistical variations of the data points are in evidence.
Also, some system simplifications were necessary. BER versus
SIR curves for the optimal receiver have been computed
by simulation for the noise-free case along with those for
the p-omr, the soft-limiting receiver, the zonal receiver,the
myriad filter receiver, and the CMF. The pulse shapepe

3(t)
of [11] has been employed, with center frequency6.85 GHz
and Tf = 15 ns. It can be seen that the p-omr and myriad
receivers achieve have similar performance which is very close
to the optimal receiver, while the performance of the CMF has
almost two orders of magnitude higher BER in some cases. In
the case of seven asynchronous interferers, the CMF exhibits
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Fig. 19. The BER versus SIR for TH-UWB receivers together with the
optimal performance, for (a) seven asynchronous interferers, and (b) fifteen
asynchronous interferers (from [74]). Curves forNs = 3 and Ns = 5 are
depicted by dashed and solid lines, respectively.

significantly higher BERs compared to the optimal receiver,
the p-omr, and the myriad filter receiver even for high SIR.

V. DETECTION IN MULTIPATH FADING CHANNELS

The receiver structures and results shown in the previous
sections were for a single-path, non-fading channel. Such a
channel does not accurately portray typical practical UWB
system scenarios, such as indoor applications where multi-
path is prevalent, so it is imperative to design and analyze
useful structures for detection in multipath channels. Two
key structures widely studied for UWB systems are the Rake
receiver [75] and the autocorrelation receiver with transmitted-
reference signaling [76], [77]. The Rake receiver correlates the
received signal with signal templates matched to all, or a sub-
set of, the received paths. The outputs of the path correlators
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(“fingers”) are combined in forming a decision on the trans-
mitted symbol, with channel estimation used in forming the
correlation templates and in determining combining weights.
In transmitted-reference signaling, which is suboptimal but
is simpler to implement, an unmodulated reference signal
is transmitted along with the modulated information-bearing
signal. The reference signal is used as a template for demod-
ulation, with the system designed so that both reference and
modulated signals experience the same propagation effectsand
it is not necessary to estimate individual multipath delaysand
amplitudes. However, the received reference signal contains
noise and interference which degrades performance. The focus
of this section is Rake reception of UWB signals, applying the
MUI-combatting concepts of Section IV to receiver structures
which also combat multipath.

An overview of the UWB multipath channel has been
presented in Section II-B. It is characterized by many, perhaps
over a hundred, paths between transmitter and receiver, with
many paths resolvable at the receiver due to the fine time
resolution afforded by the ultra-short UWB pulse. This is
in contrast to many narrowband systems, which use a wider
signaling pulse and where each resolvable period of delay
(delay bin) may have contributions from many multipath
components, allowing in some cases for a Central Limit
Theorem to provide Gaussian approximations. In a UWB
system, the ability to resolve individual multipath components
allows for a Rake structure to capture much of the energy in
the multipath components and utilize the inherent diversity, at
the cost of receiver complexity [75], [78]. Where individual
multipath components are resolvable, a Central Limit Theory
must be used with caution; it often does not yield accurate
approximations.

A Rake receiver consists of a number of fingers, sayL.
Each finger is matched to a resolvable delay bin or multipath
component, and the received signal is passed through allL
Rake fingers to provide separate correlator outputs for each
delay bin. Rake receivers may be classified as all-Rake, where
a Rake finger is matched to each received path; partial-Rake,
where a Rake finger is matched to the firstL paths; and
selection Rake, where a Rake finger is matched to theL
strongest paths. In a UWB receiver, each finger performs
a partial correlation for each frame; there areNsL partial
correlations across theL fingers andNs frames are used in
the reception of one symbol. Each partial correlation can be
written as [19]

ri,l =

∫ (i+1)Tf +c
(0)
i +κl

iTf +c
(0)
i +κl

αlr(t)p(t − iTf − c
(0)
i − κl)dt (37)

wherel is the finger index,κl is the delay associated with the
lth path of the desired user, andαl is the gain associated with
the lth path of the desired user. Analogous to the single-path
case, the partial correlations can be written as the sum of a
signal part, interference part, and noise part,ri,l = si,l +Ii,l +
Ni,l.

In the conventional Rake receiver the correlator outputs are
linearly combined according to some optimal or sub-optimal
method, and the combined output is used for signal detection.
One such method is maximal ratio combining (MRC), which

weights each finger output (or multipath component) according
to the ratio between the signal amplitude and the average noise
power [79]. Under the assumption of uncorrelated branches
(here the fingers are the branches), reference [79] proves that
the SNR at the output of the combiner is

ρMRC =

L
∑

l=1

ρl (38)

whereρl is the SNR on thelth branch. In reference [79] only
noise is considered and the term SNR is used to refer precisely
to the ratio of signal power to noise power. Importantly, it is
readily proved that (38) is valid regardless of the distribution
of the noise on each branch and is valid when each branch is
subject to the non-Gaussian MUI-plus-noise of a UWB system.
Therefore, (38) is valid whenρMRC,newandρl are the respective
signal–to–MUI-plus-noise ratios of the combiner output and
the lth finger, which they shall denote in this paper. Following
[30], suppose that the signal–to–MUI-plus-noise ratio in each
finger is multiplied by a factorCl. Then the output signal–to–
MUI-plus-noise ratio of the combiner is

ρMRC,new =
L

∑

l=1

Clρl. (39)

Define Cmax and Cmin as the maximum and minimumCl

factors, respectively, over theL Rake fingers. The output
signal–to–MUI-plus-noise ratio then satisfies

CminρMRC ≤ ρMRC,new≤ CmaxρMRC. (40)

The output signal–to–MUI-plus-noise ratio of the MRC Rake
combiner is thus determined by{Cl}, l = 1, . . . , L, where

Cl =
ρl,new

ρl
(41)

and whereρl,new is the signal–to–MUI-plus-noise ratio for
the lth branch of a novel receiver, andρl is the signal–to–
MUI-plus-noise ratio for thelth finger of a conventional Rake
receiver containing a CMF in the finger.

Note that when the multipath is dense and the Rake receiver
contains a summation over many multipath rays, one might
expect the pdf of the output statistic, after combining, to
be nearly Gaussian since there is a summation over many
multipath components and a Central Limit Theorem may
apply. However, in a TH-UWB receiver each Rake finger sees
few multipath components and the pdf of the partial decision
statistics in each Rake finger output, before summation, is not
Gaussian. When the novel receiver structures of Section IV
are used in each Rake finger before combining, the output
signal–to–MUI-plus-noise ratio of the combiner will be im-
proved, providedCmin > 1. Thus, a key property of each
of the detection schemes proposed in Section IV versus the
linear receiver, in view of the subsequent MRC combining, is
enhancement of the output signal–to–MUI-plus-noise ratioper
finger.

Accordingly, new Rake receiver designs have been proposed
in [19], [37]–[40], [30] applying MUI-suppressing transfor-
mations to each Rake finger. A unified block diagram of the
proposed Rake structures is given in Fig. 20. In subsequent
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Fig. 20. A unified block diagram of the proposed Rake receiverstructures.
The nonlinearity functions, applied to each Rake finger, aregiven in the text.

discussion, we will refer to the signal–to–MUI-plus-noise
ratio as the SINR (signal–to–interference-plus-noise ratio),
consistent with the references.

A. The Soft-Limiting Rake Receiver

Reference [30] proposes use of the soft-limiting receiver
nonlinearity function, or the adaptive soft-limiting receiver
nonlinearity, in each finger of a Rake structure before combin-
ing. SINR results are presented for the soft-limiting receiver
in [30], in comparison with the conventional receiver, and as
expected it is found that the SINR per branch is greater for the
soft-limiting receiver (i.e.,Cl > 1) in SNR regions where the
BER would be improved in a single-path channel (see Fig. 11).
Thus, the overall Rake output SINR, from (40), will also see
improvement over these SNR regions.

B. The SGLM-Rake Receiver

The SGLM receiver of Section IV-G is applied to Rake
receiver design in [19]. The simplified Gaussian-Laplace mix-
ture receiver is chosen over the optimal GLM receiver as the
basis for a Rake design because of the relative complexity and
close performance of the two receivers. The GLM receiver,
posed for single-path channels as an ML-optimal detection
method, is reposed in [19] as a MUI-suppressing nonlinear

filtering operation applied to the correlator outputs. Motivated
by the effectiveness of the SGLM filtering in suppressing MUI
in the single-path case, the nonlinear filtering is applied to
the partial correlations of each Rake finger before combining.
The assumption is made that the interference termsIi,l are
independent and Laplace-distributed when conditioned on the
path gains of all users, and while it is noted in [19] that neither
assumption is rigorously correct, simulation results support
the assumed distribution onIi,l and the performance of the
resulting receiver justifies the utility of these assumptions. To
further reduce implementation complexity, the variance ofthe
interference in each frame of each finger, which depends on
the channel realization, is replaced with its average valueand
the parameterc redefined accordingly. This average value ofc
is used for all fingers; however, each SGLM-Rake finger uses
a different nonlinearity function according to the path gain.
The SGLM is then given by [19]5

ΛSGLM-SRake=

L−1
∑

l=0

Ns−1
∑

i=0

∣

∣

∣

∣

mlri,l

2
+

|αl|Ac

2

∣

∣

∣

∣

−
∣

∣

∣

∣

mlri,l

2
− |αl|Ac

2

∣

∣

∣

∣

(42)

where

ml =
1 − exp

(

2|αl|Ac

c

)

Q(|αl|Ac/σn+σn/c)
Q(−|αl|Ac/σn+σn/c)

1 + exp
(

2|αl|Ac

c

)

Q(|αl|Ac/σn+σn/c)
Q(−|αl|Ac/σn+σn/c)

. (43)

The receiver of [19] is a selection Rake implementation. Note
that the SGLM nonlinearity function is applied to the partial
decision statistics in each Rake finger before summation.

Performance results are given for the SGLM-Rake receiver
in [19], evaluated by simulation for the CM1 channel model
[13] with 20 paths per user per realization, equal received
power for all users, andNs = 8. The BER performance of
the SGLM-Rake receiver is compared to that of the conven-
tional Rake receiver in Fig. 21(a), as a function of SNR for
different numbers of interferers. The new receiver is seen to
outperform the conventional receiver for larger SNRs and a
small to moderate number of interferers, and to match the
performance of the conventional receiver for the small SNR
region. The diminishing performance gain of the SGLM-Rake
as the number of interfering users grows is attributed to the
convergence of the interference process to a Gaussian process.
The performance comparison is plotted for different numbers
of Rake fingers in Fig. 21(b), and it is observed in [19] that
the performance improvement is realized regardless of the
number of Rake fingers. Since each Rake finger incorporates
the SGLM transformation, the MUI-suppression benefits are
achieved despite the approach of the interference term in the
overall decision statistic to a Gaussian random variable with
increasingL.

C. The P-Order Metric Rake Receiver

Reference [37], [38] applies the p-omr to each Rake finger,
similarly to the approach described in detail for the SGLM-
Rake receiver. The finger outputs are combined using MRC.

5A normalizing factor ofc/2, not found in [19], has been applied to
ΛSGLM-SRake.
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Fig. 21. A comparison of the BERs of the conventional Rake receiver and
the SGLM-Rake receiver for (a) different numbers of equal-power interferers,
(b) different numbers of Rake fingers withNu = 4 (from [19]).

In evaluation of the performance of the p-omr Rake receiver,
first considered is the illustrative case where the interference-
plus-noise disturbance on thelth Rake finger is well-modeled
by the generalized Gaussian distribution withp = 1, i.e. the
Laplace distribution. The corresponding p-omr transformation
is used in thelth finger before combining. The SINR of each
Rake finger in the new receiver is analytically found to be
between two times (for small SINR) and8/3 times (for large
SINR) the SINR of the conventional Rake receiver. Thus, the
SINR of the MRC output can be bounded as in (40) with
Cmin = 2 = 3 dB andCmax = 8/3 = 4.26 dB. Values ofp
other thanp = 1 have been investigated in [37] numerically
(Fig. 22), by comparing input and output SINRs for the p-
omr receiver with a simulated interference process of three
interferers, forp in (27) equal to0.2, 0.5, 1.0, 1.5, and2.0.
For this simulated MUI process, the SINR gains are largest
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Fig. 22. Comparison between the SINR in each finger of the CMF based Rake
receiver and the p-omr Rake receiver, when the shape parameter p assumes
different values. A factorNs not affecting the comparison has been omitted
(from [37]).

when p is small, and decrease asp approaches 2, being nil
when p = 2 since the receiver is exactly the conventional
receiver. Thus, a clear benefit in SINR is realized by adopting
the p-omr or p-omatlr in the fingers of a Rake receiver in
certain SIR/SNR conditions while, with appropriate selection
of p, the performance can be no worse than the conventional
Rake receiver in any channel conditions.

D. The Zonal-Based Rake Receiver

Use of the zonal receiver in a Rake structure is examined
in [39], [40]. A comparison is made between the finger SINR
using the conventional correlator and the finger SINR using the
zonal receiver transformation, by simulation (see Fig. 23(a)).
It is found that the factorCmin = 1, while the factorCmax =
9.3 = 9.7 dB for a SIR of5 dB, Cmax = 3.1 = 4.9 dB for a
SIR of 10 dB, andCmax = 1.4 = 1.6 dB for a SIR of15 dB.
SinceCmin ≥ 1, the zonal-based Rake receiver performs at
least as well as the conventional receiver, and it is superior
in channels with strong MUI. This is confirmed in BER
simulation results. Fig. 23(b) shows the average BER versus
SNR of the zonal Rake receiver and the conventional Rake
receiver for several Rake sizes and a SIR of10 dB, in CM1
channels, withNs = 4. A partial-Rake structure is considered.
In this plot the SNR for all curves is determined employing an
average signal power usingL = 20 paths, averaged over many
channel realizations. The zonal Rake receiver is seen to have
superior performance to the CMF Rake receiver over the range
of SNR considered and for each Rake length. Additional BER
results can be found in [39], [40] with similar conclusions.

E. The BER-Optimal Linear Rake Receiver for Detection in
Symmetric Alpha-Stable Noise

In some cases a linear detector may be desireable for
implementation reasons, and the utility of theα-stable model
in the nonlinear receiver structure of Section IV-I motivates
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Fig. 23. (a) The output SINR of the conventional UWB receiverand the
zonal UWB receiver with near-optimal thresholds; (b) the average BER versus
SNR of the CMF-based Rake receiver, the zonal-based Rake receiver with
thresholds based on the estimated SINR, and the zonal-basedRake receiver
with thresholds based on perfect knowledge of the SNR and SIR, in CM1
channels, when the SIR is10 dB (from [40]).

considering whether benefits can be obtained using a linear
structure that assumes this MUI-plus-noise model. The re-
ceiver considered in this section is the only linear receiver
discussed in this paper other than the conventional receiver.
The other proposed receivers apply a nonlinear operation to
each frame correlator output before combining the partial deci-
sion statistics in each Rake finger. The receiver of this section
applies no transformation to the frame correlator outputs,but
rather obtains weights forlinear combining of the Rake finger
outputs that minimize the probability of bit error when the
noise-plus-interference is anα-stable process. Such a detector
cannot exceed the performance of a general optimal detector
not constrained to be linear, but a BER-optimal linear detector
provides a benchmark detector by which to judge nonlinear

detection schemes such as those proposed elsewhere in this
article.

The novel BER-optimal Rake receiver for detection in sym-
metricα-stable noise was derived in [53], [54], without restric-
tion to UWB applications. This Rake receiver could be applied
to detection of TH-UWB signals. Under the assumption that
the partial decision statistics in one Rake finger are jointly α-
stable, the Rake finger output formed as a linear combination
of the Ns partial decision statistics will also beα-stable
[61, Theorem 2.1.2]. Further assuming that the interference-
plus-noise processes in the Rake fingers are independent, the
weights in [53] are optimal combining weights for the Rake
finger outputs. The finger outputs{rl}L

l=1 are weighted by
{wl}L

l=1 to form the linear Rake combiner output

γ =
L−1
∑

l=0

wlrl (44)

and the optimal combining weights{wl} are determined in
[54] to be

wl = sign(sl) |sl|1/(α−1) (45)

where{sl} is the signal component of the finger output.
The advantage of the optimalα-stable combining weights

over MRC and equal-gain combining (EGC) have been exam-
ined in [53], [54] for signals embedded in idealα-stable noise
with values of the characteristic exponentα from 1 ≤ α ≤ 2.
A signal-to-noise6 ratio comparison is maximized over the
signal set{si} to find the maximum SNR advantage of the new
combiner over MRC and EGC. This maximum SNR advantage
is shown to be very significant, up to approximately 4 dB
over MRC for the parameters considered. The advantage is
shown to be greater for a larger number of Rake fingers, and
to be greatest for small values ofα. As α approaches2, the
advantage of the new combiner over MRC approaches zero,
since α = 2 is the Gaussian case. BER results for 8 Rake
fingers andα = 1.1 show the SNR advantage of the new
combining weights to be approximately 3 dB over MRC and
5 dB over EGC for detection inα-stable noise.

However, preliminary results suggest that the advantages of
this linear Rake receiver observed for signals in idealα-stable
noise may not be attained for realistic TH-UWB systems,
and that caution must be used when applying interference
models to receiver structures. Theα-stable model is based
on long-term averages of the interference process, while the
instantaneous interference for a particular frame in a particular
finger is dependent on the time-hopping codes and duty cycle
of all users. Each finger in the linear receiver functions as a
CMF, and large interference bursts in a single frame corrupt
the entire finger output when the frames are linearly combined,
leading to poor performance as can be inferred from the
results of Section IV. This is in contrast to the proposed
nonlinear Rake receivers, where the effect in the finger output
of an interference burst in an individual frame is moderated
by the nonlinearity function. While the nonlinear receiverof
Section IV-I based on theα-stable model is among the best
of the receivers considered, theα-stable-optimal linear Rake

6In this section, “noise” refers toα-stable noise, not AWGN.
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combining considered in this section does not appear to offer a
worthwhile advantage over conventional MRC combining for
this TH-UWB application.

VI. ESTIMATION OF PARAMETERS REQUIRED IN THE NEW

RECEIVER STRUCTURES

Each novel receiver design involves certain parameters
that must be adapted or determined from the UWB system
design parameters and the channel conditions at the moment
of operation. We have deferred discussion of estimation of
these parameters until this section in order to streamline the
presentation of the various novel receivers. However, practical
receivers do not know all system and channel informationa
priori , and thus it is critical to examine the information each
receiver requires to operate, and practical estimation methods.

The conventional receiver is the benchmark receiver for
both complexity and performance. The conventional receiver
operating in an AWGN single-path channel does not require
channel state information. However, the conventional Rake
receiver used for multipath channels does require channel
gain and channel delay information for the desired user in
order to usefully combine the output of the Rake fingers,
as noted in [30]. It is therefore fair to assume that such
information is available to the novel receivers, and examine the
additional information required in each receiver design beyond
that required by the conventional Rake receiver.

A. The Soft-Limiting Receiver

The soft-limiting receiver of Section IV-D requires the
parameterAc and in turn the channel gain for the desired
user,A1. Since a conventional Rake receiver must estimateA1,
there is effectively no additional channel information required.

B. The Adaptive Soft-Limiting Receiver

The soft-limiting receiver with adaptive threshold requires
the optimal value of the threshold,Topt, and the method of
[30] is to use a lookup table where the near-optimal threshold
is a function of SNR and SIR, and scaled byAc. Thus,
the noise power and interference power must be estimated.
Specific methods are neither specified nor evaluated in [30];
SINR estimation methods are found in [80]–[82] and can
be utilized with the adaptive soft-limiting receiver. Under a
Laplace model for the interference process and the AWGN
model, the methods of [19] are appropriate to determine SIR
and SNR, as described in the following section.

C. The Gaussian-Laplacian Mixture Receiver

Novel moment-based estimators are proposed in [19] to
estimate the parametersσn and c required by the GLM
and SGLM receivers. The estimators assume thatNT pilot
symbols are transmitted,{db}NT−1

b=0 , and that the receiver
uses a normalized template signal to perform the correlation
operation. In a Rake receiver, the estimation is performed in
one of the Rake fingersl′, forming partial correlations{ri,b,l′},
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Fig. 24. The BERs of the conventional Rake receiver, the SGLM-Rake
receiver with perfect channel knowledge, and the SGLM-Rakereceiver with
proposed practical channel estimation, for different SIR levels withNu = 4
(from [19]).

i = 0, . . . , Ns−1. (The non-Rake receiver can be thought of as
a Rake structure with one finger.) The estimators areAc ≈ e1,

σn ≈
√

e2 − 2[(e4 − 3e2
2)/12]1/2 (46)

and

c ≈ [(e4 − 3e2
2)/12]1/4 (47)

where e1 = (NsNT )−1
∑NT −1

b=0

∑Ns−1
i=0 dbri,b,l′ , e2 =

(NsNT )−1
∑NT −1

b=0

∑Ns−1
i=0 (dbri,b,l′ − e1)

2, and e4 =

(NsNT )−1
∑NT −1

b=0

∑Ns−1
i=0 (dbri,b,l′ − e1)

4. Derivation of
these estimators is given in [19].

Simulation results evaluating the performance of the esti-
mators are given in [19], withNs = 8. The BER performance
of the SGLM Rake receiver using perfect channel knowledge
is compared with that of the receiver using the practical esti-
mators (46) and (47), andNT = 1000 (Fig. 24). The SGLM
receiver is shown to perform very well using the proposed
estimators, with performance very close to the perfect-channel-
knowledge case.

Recalling thatE
{

I2
i,l

}

= 2c2 for the Rake receiver and

E
{

I2
i

}

= 2c2 for the non-Rake receiver, these estimators
can be used to determine SIR and SNR for other receiver
structures. That is, the estimators derived using the GLM
model may be useful for SNR and SIR estimation in receiver
structures not utilizing this interference-plus-noise model.

D. P-Order Metric Receiver

The p-omr requires estimation of the parameterp, as well
asAc. A method is provided in [34], [37] to form an estimate
of p based on the estimated kurtosis of the received signal.
It uses the fact that the generalized-Gaussian distribution has
zero-valued odd central moments and even central moments
which are a known function ofp. The value ofp is related
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to the excess kurtosis of the noise-plus-interference (eq.(5))
according to

̺(ri) =
E

{

Y 4
i

}

E
2{Y 2

i }
− 3 =

Γ(1/p)Γ(5/p)

Γ2(3/p)
− 3. (48)

The value ofp can, in turn, be related to the second and fourth
moments of the interferenceIi and the noiseNi. Details are
found in [37].

As noted in Section IV-H, the results of Fig. 15 indicate per-
formance of the p-omr using the kurtosis-matching estimates
for p, together with performance using BER-optimizing values
of p determined by computer search. The kurtosis-matching
method yields inferior receiver performance, attributed in [37]
to the fact that the method is based on the generalized Gaussian
assumption for the MUI-plus-noise, while the actual MUI-
plus-noise distribution does not precisely have a generalized
Gaussian pdf. The computer search optimizesp to achieve
minimum BER without regard to the underlying distribution.
Nonetheless, the kurtosis-matching technique achieves good
performance in a ready implementation, as seen in Fig. 15.

E. The Myriad Detector

The myriad detector requires estimates of the parametersζ
and α which define the scale and shape, respectively, of the
α-stable approximating distribution for the MUI-plus-noise.
A method is provided in [31] to estimate these parameters,
based on first estimating a sampled empirical characteristic
function of the interferenceΦI(ωωω), whereωωω is a vector of
equally spaced sample points, and then determiningα and
ζ using a least-squares linear fit toln(− ln(ΦI(ωωω))), where
ln(·) is the natural logarithm. Details are provided in [31].
Work on optimizing the parameterC, which was determined
experimentally in [31], is ongoing.

The excellent performance results for the myriad detector
presented in [31] (Fig. 16) use the estimated values forα and
ζ and attest to the quality of the estimation method for these
parameters.

F. The Zonal Receiver

The zonal receiver uses a lookup table to determinetl and
th from the channel SIR and SNR. The authors of [39], [40]
found that, within a typical range for the number of dominant
interferers in a UWB system, the near-optimal thresholds are
only weakly sensitive to the number of interferers present.The
near-optimal thresholds also were found to be only weakly
sensitive to errors in SIR and SNR. Both BER-optimal and
SINR-optimal criteria for computer search oftl and th are
examined in [39], [40]; it is found that each criterion yields
roughly the same thresholds, and so the simpler SINR criterion
is recommended for implementations of the zonal receiver. A
different table of optimal thresholds is used in the case of a
multipath fading channel.

In [40] it is assumed that the interferer gains{Ak} are
known, and thus the SIR is known, and then the SNR is
expressed in terms of the channel SINR as(SNR)−1 =
(SINR)−1 − (SIR)−1. The channel SINR is found using the

estimators provided in [80], in turn giving SNR and allowing
use of the lookup table.

For the proposed zonal-based Rake receiver, SINR is simi-
larly determined using the estimators of [80] applied to each
Rake finger, and near-optimaltl and th are found for each
Rake finger. The results in Figs. 18 and 23(b), and other
results found in [40], show the zonal receiver and zonal Rake
receiver to achieve visually identical performance using SINR
estimates as using perfect channel information, confirmingthe
excellent performance of the estimators in [80].

Estimation of SIR without simplifying assumptions on the
distribution of the interference appears to be an open problem.
However, determining SIR from estimated channel parame-
ters could be accomplished, under a simplifying Gaussian-
Laplacian mixture model, using the estimators of [19], and
these SIR estimates applied to the zonal receiver.

VII. C ONCLUSION

It has been demonstrated that the Gaussian approximation
to MUI in TH-UWB systems is inaccurate. The Laplace distri-
bution, the Gaussian-Laplacian mixture distribution, thegener-
alized Gaussian distribution, the Gaussian mixture model,the
Middleton Class-A noise model, and theα-stable distribution
have been considered in this paper for modeling MUI or MUI-
plus-noise, and results have been presented showing each tobe
superior to the Gaussian approximation. These alternativedis-
tributions are characterized as being more impulsive than the
Gaussian distribution, with slower decay of the pdf tails. The
mixing ratio of the Gaussian-Laplacian distribution optimizes
the pdf to the MUI-plus-noise channel environment, while the
shape parameter serves the same purpose for the generalized
Gaussian distribution and theα-stable distribution.

A summary of recently-proposed receiver designs based
on several of these models was presented; specifically, the
soft-limiting receiver, the adaptive soft-limiting receiver, the
Gaussian-Laplacian mixture receiver, the simplified Gaussian-
Laplacian mixture receiver, the p-order metric receiver, the p-
order metric adaptive threshold limiting receiver, and themyr-
iad detector were discussed. In addition, a zonal receiver based
on heuristic techniques was presented. Each of these receivers
was shown to provide superior performance in environments
where MUI is significant. Several of the proposed receivers
meet or exceed the performance of the conventional linear
detector in all MUI-plus-noise conditions. Performance results
for novel receivers were compared to optimal detection results,
based on an accurate theoretical model for the interference
which fully explains the features of the MUI pdf.

For reception in multipath fading channels, Rake structures
utilizing the novel receiver nonlinearities in each Rake finger
were presented. It was shown that with maximal ratio combin-
ing, the output SINR of the Rake receivers meets or exceeds
the output SINR of the conventional Rake receiver, and that the
receivers have BER performance superior to the conventional
receiver when MUI is a dominant channel impairment.

None of the proposed receivers are optimal for TH-UWB.
However, each provides better performance for operation in
MUI than the conventional matched filter UWB receiver.
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Comparison with an optimal performance benchmark shows
the novel receivers, particularly the p-omr and myriad detector,
to achieve performance that is close to optimal. Importantly,
the additional complexity required for the novel receiversis
reasonable for practical implementations.
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