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Recognizing Human Emotional State
From Audiovisual Signals*

Yongjin Wang, Student Member, IEEE, and Ling Guan, Fellow, IEEE

Abstract—Machine recognition of human emotional state is an
important component for efficient human-computer interaction.
The majority of existing works address this problem by utilizing
audio signals alone, or visual information only. In this paper, we
explore a systematic approach for recognition of human emotional
state from audiovisual signals. The audio characteristics of emo-
tional speech are represented by the extracted prosodic, Mel-fre-
quency Cepstral Coefficient (MFCC), and formant frequency fea-
tures. A face detection scheme based on HSV color model is used
to detect the face from the background. The visual information is
represented by Gabor wavelet features. We perform feature selec-
tion by using a stepwise method based on Mahalanobis distance.
The selected audiovisual features are used to classify the data into
their corresponding emotions. Based on a comparative study of
different classification algorithms and specific characteristics of
individual emotion, a novel multiclassifier scheme is proposed to
boost the recognition performance. The feasibility of the proposed
system is tested over a database that incorporates human subjects
from different languages and cultural backgrounds. Experimental
results demonstrate the effectiveness of the proposed system. The
multiclassifier scheme achieves the best overall recognition rate of
82.14%.

Index Terms—Audiovisual information, emotion recognition,
multiclassifier.

I. INTRODUCTION

A S COMPUTERS have become an integral part of our life,
the need has arisen for a more natural communication in-

terface between humans and machines. To accomplish this goal,
a computer would have to be able to perceive its present situation
and respond differently depending on that perception. To make
human–computer interaction (HCI) more natural and friendly,
it would be beneficial to give computers the ability to recognize
situations the same way a human does.

In the field of HCI, audio and visual information are consid-
ered to be the two major indicators of human affective state, and
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thus play very important roles in emotion recognition. In this
work, we explore methods by which a computer can recognize
human emotion from audiovisual information. Such methods
can contribute to human computer communication and to appli-
cations such as learning environment, entertainment, customer
service, computer games, security/surveillance, and educational
software [1].

Contemporary research in emotion in psychology and neuro-
physiology reveals that selected sets of so-called “basic” emo-
tions constitute the foundations of human emotion. Certain emo-
tions were associated with distinct facial signals, and these were
common to cultures throughout the world [2]. A wide investiga-
tion on the dimensions of emotions reveals that at least six emo-
tions are universal [3]. Several other emotions, and many combi-
nations of emotions, have been studied but remain unconfirmed
as universally distinguishable. A set of six principal emotions
is: happiness, sadness, anger, fear, surprise, and disgust, which
is the focus of study in this paper.

A great deal of studies has been conducted in machine recog-
nition of human emotions in the past few years. The majority
of these works either focus on speech alone, or facial expres-
sion only. However, as shown in [4], some of the emotions are
audio dominant, while the others are visual dominant. When
one modality fails or is not good enough to determine a certain
emotion, the other modality can help to improve the recogni-
tion performance. The integration of audio and visual data will
convey more information about the human emotional state. The
complementary relationship of these two modalities will help to
achieve higher recognition accuracy.

Recently, audiovisual based emotion recognition methods
started to draw the attention of the research community. Song
et al. [5], [6] extracted pitch and energy as audio features, and
used the motion of eyebrow, eyelid, and cheek as expression
features, while that of lips and jaw as the visual speech ones.
The extracted three-stream audiovisual features were fused
into a triple Hidden Markov Model (HMM) for classification.
The proposed system was tested for a seven class problem
(surprise, anger, joy, sad, disgust, fear, neutral), and around
85% recognition rate was claimed. De Silva and Ng [7] built an
audio and a video system separately. In the audio system, pitch
was extracted as the features and a nearest-neighbor method
was used for classification. In the video system, they tracked
the edge movement of lips, mouth corners, and eyebrows by
using an optical flow algorithm, while HMM was trained as the
classifier. A rule-based system was adopted to fuse the results
of audio and video classification. Their system classified the
six principal emotions and achieved a recognition rate 72%
in a database that contains only two subjects. Chen et al. [8]
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utilized statistics of the pitch contour, energy envelope and
their derivatives to represent the characteristics of emotional
speech, and the visual information was obtained by tracking
the position of eyebrow, cheek lifting, and mouth opening. By
using the nearest mean classifier, their method produced 97.2%
accuracy in classifying six principal emotions. However, the
employed dataset only contains two speakers.

Chen et al. [9] performed facial expression analysis by
tracking the movement of eyes, eyebrows, furrows and lips.
Pitch contour, intensity contour, and energy spectrum were
analyzed for acoustic feature representation. The extracted
acoustic and facial features were combined and fed into the
Support Vector Machine (SVM) for emotion recognition. They
classify the six principal emotions with neutral state on a
two-speaker dataset, and achieved an average of 84% accuracy.
Hoch et al. [10] introduced a person dependent emotion recog-
nition system to be applied in an automotive environment. The
acoustic signals were recognized by a neural network approach
on statistics of low level features such as pitch, power, formants
and duration of voiced segments. Facial expressions were
evaluated by a SVM classifier on Gabor-filtered face regions.
The bimodal fusion was performed at the decision level through
a weighted linear combination. Their system classifies three
emotions (positive, negative, neutral) with an average of 90.7%
recognition rate obtained. Zeng et al. [11] extracted log energy,
syllable rate, and pitch as prosodic features, and tracked a set
of predefined action unit for facial expression representation.
A smoothing method was applied to reduce the influence of
speech on facial expressions. Bimodal fusion was performed
at the decision level using a voting method. In another paper
[12], similar feature extraction was performed as in [11], while
a Hidden Markov Modal (HMM) based approach was used
to fuse audio and visual streams. Their proposed approach
produced 85.24% recognition rate in classifying six principal
emotions and neutral state.

In summary, existing bimodal approaches demonstrate that
the performance of emotion recognition systems can be im-
proved by integrating audio and visual information. However,
it is far from a solved problem due to limits in the accuracy and
generality of proposed systems. In particular, most of the ex-
isting solutions only focus on recognizing human subjects that
speak a single language. In this paper, we propose a system to
recognize human emotional state from audiovisual information.
The proposed system is tested over a database which features
language, speaker and context independence. Audio and visual
features are first extracted to represent the vocal and facial char-
acteristics of humans in different emotions. We perform feature
selection to find out significant features, whilst reducing the di-
mensionality of the feature space. To achieve higher recognition
rate, we compare different classification algorithms and select
one which is most suitable for the recognition problem on hand.
Furthermore, as different emotions might have different signif-
icant features, and the features to distinguish combinations of
different emotions might also be different, we propose a novel
multiclassifier scheme to analyze these scenarios.

The remainder of this paper is organized as follows: Sec-
tion II presents the data collection method. The audio and
visual feature extraction methods are discussed in Section III

and IV respectively. Section V presents the emotion recognition
system and the proposed multiclassifier scheme, along with the
detailed experimental results. Finally, conclusions are drawn in
Section VI.

II. DATA ACQUISITION

The performance of an emotion recognition system is highly
dependent on the quality of emotional data on which it is trained.
When working with speech and facial expression, special care
must be taken to ensure that the particular emotion is properly
vocalized and expressed. We set up an audiovisual data col-
lection system to record emotional video data. A digital video
camera was used to record the samples in a relatively quiet and
bright environment. Our experimental subjects were provided
with a list of emotional sentences and were directed to express
their emotions as naturally as possible by recalling the emo-
tional incident, which they had experienced in their lives. To
ensure the context independency of the speech data, we pro-
vided more than ten reference sentences for each emotional
class. The list of emotional sentences was provided for reference
only. Every language has a different set of rules that govern the
construction and interpretation of words, phases, and sentences.
While some subjects expressed their emotions by using the same
sentence structure as provided, others opted to use variations or
different sentences according to their cultural background.

For the purpose of a more general application, the data should
not be restricted to the user’s language, accent, and cultural
background. To ensure the diversity of the database, we col-
lected video samples from eight subjects, speaking six different
languages. The six languages are English, Mandarin, Urdu, Pun-
jabi, Persian, and Italian. Different accents of English and Man-
darin were also included. Some of the subjects have facial hair,
which further increases the diversity of the database. To en-
sure the correct expression of human emotion, the experimental
dataset was selected based on listening test by at least two par-
ticipating human subjects who do not know the corresponding
language. A video sample was added to the experimental dataset
if and only if all testing subjects perceive the intended emotion.
For English language, a sample was selected based on the cor-
rect perception of all the eight subjects. We collected a total of
500 video samples, each delivered with one of the six partic-
ular emotions. The clips were recorded at a sampling rate of
22050 Hz, using a single channel 16-bit digitization.

III. AUDIO FEATURE EXTRACTION

To build an emotion recognition system, the extraction of fea-
tures that can truly represent the universal characteristics of the
intended emotion is a challenge. For emotional speech, a good
reference model is the human hearing system. Previous works
have explored several different types of features. As prosody is
believed to be the primary indicator of a speaker’s emotional
state [13], most of the works adopt prosodic features [14]–[16].
However, Mel-frequency Cepstral Coefficient (MFCC) and for-
mant frequency are also widely used in speech recognition and
some other speech processing applications, and have also been
studied for the purpose of emotion recognition [17]–[19]. As
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our goal is to simulate human perception of emotion, and iden-
tify possible features that can convey the underlying emotions
in speech regardless of the language, speaker, and context, we
investigate all these three types of features.

A. Preprocessing

The collected emotional data usually contain noise due to the
background and “hiss” of the recording machine. Generally, the
presence of noise will corrupt the signal, and make the feature
extraction and classification less accurate. In this work, we per-
form noise reduction by thresholding the wavelet coefficients
[20]. Leading and trailing edges are then eliminated since they
do not provide useful information. To perform spectral analysis
for feature extraction, the preprocessed speech signal is seg-
mented into speech frames using a Hamming window of 512
points with 50% overlap.

B. Prosodic Features

Prosody is mainly related to the rhythmic aspects of the
speech, and is normally represented by the statistics and varia-
tions of fundamental frequency, intensity, speaking rate, etc. In
this work, we extracted 25 prosodic features as listed in Table I.

The pitch is estimated based on the Fourier analysis of the
logarithmic amplitude spectrum of the signal [21]. The energy
features are extracted in time domain and represented in decibel
(dB). Pitch variation rate and pitch rising/falling ratio
are calculated respectively as

(1)

where is the number of speech frames, and
are the number of speech frames with continuous rising and
falling pitch respectively.

Speaking rate is approximated by

(2)

where is the length of voiced segment and is the number
of voiced segments. The voiced segments are defined as the seg-
ments of speech signal between pauses.

Pitch slope of each rise and each fall is calculated as

(3)

where and denote the maximum and minimum pitch
value on the rise (fall) respectively. and represent the
starting and ending time of the rise (fall).

Pauses are only used to compute Average Pause Length, and
they are discarded when computing other parameters, which are
focused on voiced signal. Pitch (amplitude) range is determined
by scanning the curve, finding the maximum and minimum pitch
(amplitude), and calculating the difference.

C. MFCC Features

Mel-frequency Cepstral Coefficient (MFCC) is a popular and
powerful analytical tool in the field of speech recognition. The

TABLE I
LIST OF EXTRACTED PROSODIC FEATURES

purpose of MFCC is to mimic the behavior of human ears by
applying cepstral analysis. In this paper, the implementation
of MFCC feature extraction follow the same procedure as de-
scribed in [22]. The MFCCs are computed based on speech
frames. However, the lengths of the utterances are different, and
thus the total number of coefficients is different. In order to facil-
itate classification, the features of each utterance mapped to the
feature space should have the same length. Furthermore, with a
feature vector of high dimension, the computational cost is high.
Usually, in speech recognition, the total number of coefficients
being used is between nine and thirteen. This is because most of
the signal energy is compacted in the first few coefficients due to
the properties of the cosine transform. In this work, we take the
first 13 coefficients as the useful features. We then calculate the
mean, median, standard deviation, max, and min of each order
of coefficients as the extracted features, which produce a total
number of 65 MFCC features.

D. Formant Frequency Features

Formant frequencies are the properties of the vocal tract
system. In this paper, the formant frequency estimation is
based on modeling the speech signal as if it were generated
by a particular kind of source and filter [21]. To find the best
matching system, we use the Linear Prediction method. In order
to make the size of the formant frequency features uniform,
and achieve compromise between the imitation efficiency of
the vocal tract system and dimensionality of the feature space,
we take the mean, median, standard deviation, max and min of
the first three formant frequencies as the extracted features. In
this way, we extract a total number of 15 formant frequency
features from each utterance.
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Fig. 1. Procedure of the applied face detection scheme.

IV. VISUAL FEATURE EXTRACTION

Facial expression is another major factor in human emotion
recognition. In general, the face region is detected from the
image first, and then facial expression information can be ex-
tracted from the observed facial images or image sequences. In
the case of still image, extracting facial expression information
means to localize the face and its features from a single image
[23]–[26]. In the case of image sequence, it means to track the
motion of the face and its features in the image sequence [27],
[28]. Although the latter case may provide more accurate fa-
cial representation, it generally requires more computation. In
this paper, we use a key frame to represent the subject’s emo-
tional state in a video clip, where the key frame is extracted
as the one with the highest speech amplitude. The underlying
idea for selecting key frame is based on intuition and observa-
tion that human facial features will be exaggerated at large voice
amplitude.

Existing solutions for facial expression analysis can be
roughly categorized into two groups. One is to treat the human
face as a whole unit [23], [24], and the other is to represent the
face by prominent components, such as the mouth, eyes, nose,
eyebrow, and chin [25]–[28]. The analysis of facial components
is critically dependent on the accurate localization of the local
features. Further, focusing on only a few facial components,
the representation of the discriminant characteristics of human
emotion might be inadequate. In this work, we perform facial
analysis by treating the face as a holistic pattern. A face detect
scheme based on HSV color model is then used to detect the
face from the background. The visual information is repre-
sented by Gabor wavelet features.

A. Face Detection

Different approaches of face detection have been studied in
the past. Examples of these approaches include Principal Com-
ponent Analysis [25], skin color analysis [26], and filtering
techniques [27]. Among these methods, color analysis has
been quite popular due to its effectiveness and fast processing
speed. The face detection scheme that we used in this study is
the Planar envelope approximation method [29] in HSV color
space. After applying skin segmentation, some non-skin regions
such as small isolated blobs and narrow belts are inevitably

Fig. 2. Example of Gabor wavelet transformed image.

observed in the result as their color fall into skin color space.
We apply morphological operations to implement the cleaning
procedure. As shown in Fig. 1, the detected face region is
mapped back to the original image, and cropped such that the
major components of the face are included. The cropped face
region is normalized to a gray-level image of size 128 128 as
the input to the Gabor filter bank.

B. Gabor Wavelet Representation

Using Gabor wavelet features to represent facial expressions
have been explored and shown to be very effective in the litera-
ture [23]. It allows description of spatial frequency structure in
the image while preserving information about spatial relations.
In this paper, the Gabor filter bank is designed using the algo-
rithm proposed in [30]. The designed Gabor filter bank consists
of filters in 4 scales and 6 orientations. Fig. 2 shows an example
of Gabor wavelet transformed face image. For an input image of
size of 128 128, a total number of
Gabor coefficients are generated. With a feature space of such
high dimensionality, the computational cost is very high, and
thus it is not very suitable for practical applications. We there-
fore consider the mean and standard deviation of the magnitude
of the transform coefficients of each filter as the features. This
results in a feature vector of 48 dimensions.

V. EMOTION RECOGNITION SYSTEM

We extract 105 audio and 48 visual features from each emo-
tional audiovisual sample. Fig. 3 sketches an overview of the
proposed recognition system. An input video sequence is passed



940 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 10, NO. 5, AUGUST 2008

Fig. 3. Overview of the emotion recognition system.

through two different channels to extract the audio and visual
features. These two streams of features are then concatenated
into one stream, and a feature selection process is applied to
find out significant features. The system is trained by using the
known-class data, and a new input can be classified into the cor-
responding class by using the adopted classification scheme.

The experiments that we performed were based on video sam-
ples from eight subjects, speaking six languages. A total number
of 500 samples were used for training and testing, each deliv-
ered with one of the six principal emotions. The average du-
ration of each sample is around 5 seconds. Since the samples
were recorded in audiovisual format, the input to the audio and
visual feature extraction channel has the same length in terms
of time duration. During classification, the correspondence be-
tween audio and visual features is taken into consideration by
proper labelling in accordance with the original video samples.
From these samples, 360 were selected for training, and the
other 140 for testing. There is no overlap between the training
and testing subjects. Each emotion has approximately the same
number of samples for training and testing. In this section, we
first present the experimental results of applying different clas-
sification algorithms. We then compare feature selection algo-
rithms by using the best-performance classifier. A multiclassi-
fier scheme based on the analysis of individual class and com-
binations of different classes is then introduced.

A. Comparison of Classification Algorithms

To classify the extracted features into different human emo-
tions, we need to select a classifier that can properly model
the data and achieve better classification accuracy. Since we
do not have any prior knowledge about the characteristics of
the features, a comparison of popular classification algorithms
in emotion recognition will help us achieve insights into the
problem and select an appropriate method to build upon. In this
work, we compare the performance of Gaussian Mixture Model
(GMM), k-nearest Neighbors (k-NN), Neural Network (NN),
and Fisher’s Linear Discriminant Analysis (FLDA).

GMM models the probability density function (pdf) of the
data as weighted sum of several different Gaussian density func-
tions. Expectation Maximization (EM) algorithm can then be
used to estimate the parameters of GMM, including probability,
mean, and covariance matrix of each component. For classifi-
cation, GMM is usually performed in a modular architecture,
which involves a separate GMM being trained for each indi-
vidual class. An input signal is labeled with the class corre-
sponding to the maximum output. Since the exact distribution
of the data is not known a priori, in this paper, the number
of Gaussian functions is selected based on empirical
analysis.

k-NN is a nonparametric method for classification [31]. It
assigns a class label to the unknown data by examining its
nearest neighbors of known data . For a new input vector ,
the -NN algorithm identifies a subset of feature vectors from
the reference training samples that lie closest to with respect
to a pattern similarity function , usually Euclidean dis-
tance. A majority voting is then applied to determine the corre-
sponding class. A popular way to determine the value is to use
leave-one-out cross validation. However, the value selected
using this method might not be the best value. In this work,
we perform experiments on ten values from one to ten, and
the best result is achieved when .

A three layer feedforward neural network [32] is also investi-
gated for classification. Unlike the classical statistical methods
such as the Bayes classifier, no knowledge of the underlying
probability distribution is needed by a neural network. It can
learn the free parameters, weights and biases, through training
of samples. The number of input layer neurons is equal to the di-
mension of the input feature set, while the output neurons corre-
sponding to the six emotion classes. The number of hidden layer
neurons is determined by , where and
are the number of input and output neurons respectively. Back-
propagation algorithm is used to train the network. The number
of epochs for neural network training is 150. A new input is la-
beled the class that produces maximum output value.
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TABLE II
COMPARISON OF CLASSIFICATION ALGORITHMS

Linear discriminant analysis [31] assumes the discriminant
function to be a linear function of data . In the case of
-class problem, the discriminant function is defined as

, where is a vector, and is a constant. Fisher’s
LDA finds a set of M basis vectors w by maximizing the ratio
of between-class and within-class scatter matrices. For classi-
fication, the input data is classified into the class that gives the
greatest discriminant function value.

Table II shows the experimental results of applying different
classifiers on 25 prosodic features, 105 audio features, 48 visual
features, and 153 audiovisual features separately.

The experimental results show that the combination of audio
and visual information performs better than either of them only.
FLDA outperforms the other classifiers. GMM and -NN are
statistical methods that are based on the estimation of proba-
bility density function. Neural network estimate the weights and
bias values between different layers through a training process.
They all need the training set to be large enough for more accu-
rate estimation. In our case, the training set contains 360 sam-
ples, and the dimension of the feature space is 153. The high
dimensionality of the feature space and the sparseness of the
training set limit the accuracy of the estimation, and thus the
performance.

In our experiments, prosodic features are confirmed to be a
powerful indicator of human emotional state in speech. By using
FLDA, 25 prosodic features produce a recognition accuracy of
65.71%, which is very close to 66.43%, the results of using all
the audio features. However, this also demonstrates that pho-
netic features also contribute to classification.

Another observation is that the complementary relationship
of audio and visual information enhances the performance of
the system. Fig. 4 provides a graphical comparison of the con-
fusion matrix of applying FLDA on audio, visual, and audiovi-
sual features. It is obvious that anger, disgust, sadness and sur-
prise can be better distinguished in audio, while fear and hap-
piness are more accurately recognized by the visual cues. By
combining audio and visual features, the recognition accuracy
of disgust, fear, happiness, and sadness are improved. However,
the classification accuracy of anger and surprise are not as good
as before the integration of data. As shown in Fig. 4, anger and
surprise were not well recognized by using visual information.
This demonstrates that the representation of visual information
is insufficient and caused negative effects to the integration. A
feature selection process is therefore needed to deal with this
problem.

B. Feature Selection: PCA versus Stepwise Method

The performance of a pattern recognition system critically
depends on the discriminant ability of the features in terms of

TABLE III
COMPARISON OF FEATURE SELECTION ALGORITHMS

separating patterns belonging to different classes in the feature
space. The importance of selecting relevant subset from the orig-
inal feature set is closely related to the “curse of dimensionality”
problem in function approximation. In this problem, sample
data points become increasingly sparse as the dimensionality of
the function domain increases, such that the finite set of samples
may not be adequate for characterizing the original mapping.
In addition, the computational requirement is greater for imple-
menting a high-dimensional mapping. To alleviate these prob-
lems, we need to reduce the dimensionality of the input domain.

Many different feature selection and dimensionality reduc-
tion methods exist, which can be roughly divided into two cat-
egories. In one of them, a subset of the original features is se-
lected. The selected subset of features retains the original feature
characteristic. In another category, the feature space is trans-
formed into another domain. The discriminant information is
concentrated in part of the coefficients in the transformed do-
main. Dimensionality reduction can be achieved by truncating
the newly generated transform-domain features. In this paper,
we study PCA and the stepwise method as representatives of
each category.

PCA reduces the dimensionality of the data by performing
eigen-analysis on the covariance matrix of the original data [32].
The covariance matrix is a square matrix, and thus the eigen-
vectors and associated eigenvalues can be calculated. Ordering
the eigenvectors by sorting the associated eigenvalues from the
highest to the lowest gives the components in order of signif-
icance. The components with less significance can be ignored
and thus dimension reduction can be achieved. In PCA param-
eter determination, we use a criterion by taking the first
eigenvectors that satisfy , where
is the eigenvalue, is the dimension of feature space.

The stepwise method is implemented in SPSS (a trademark
of SPSS, Inc., USA). It starts with one feature and progressively
adds one feature at a time. The measure to determine the inclu-
sion and exclusion of a feature is the Mahalanobis distance. For
each step, one feature is added to or removed from the selected
feature subset to maximize the between-class Mahalanobis dis-
tance. In our experiment, we selected 45 features from the orig-
inal feature set, with the corresponding index numbers listed in
Table IV.

Table III reports the dimensionality and recognition accuracy
after applying the two feature selection algorithms. The recog-
nition accuracy after applying PCA is actually lower than be-
fore feature space reduction. This shows the loss of information
during the PCA transformation. As our goal is to reduce dimen-
sionality, whilst maintaining or even achieving better accuracy,
PCA is obviously not a good choice. The stepwise method re-
duces the dimensionality, and the recognition rate is also im-
proved significantly.
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Fig. 4. Graphical demonstration of the confusion matrix by applying FLDA classifier on (a) audio, (b) visual, and (c) audiovisual features.

In comparison with the original feature set, the selected
feature subset achieves better overall accuracy, specifically in
anger, happiness, sadness, and surprise (Fig. 5). However, it
can be observed that the performance on disgust is actually
worse than without selection. This is because the stepwise
method is a suboptimal feature selection algorithm, and thus an
optimal feature subset can not be guaranteed. Furthermore, the

feature selection method is implemented in a global scenario,
by which the selected subset is to distinguish all the six classes.
However, different emotions could have different significant
features that separate them from all the other emotions or some
specific emotions. This inspires us to consider a new proposal:
performing feature selection and classification on individual
emotion and combination of different emotions.
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Fig. 5. Graphical demonstration of the confusion matrix by applying FLDA classifier on stepwise method selected audiovisual features.

C. Multiclassifier Scheme

The key goal of a multiclassifier system is to obtain a better
composite global model, with more accurate and reliable
estimates or decisions [33]. One approach in the design of a
multiclassifier system is to combine the outputs of individual
classifiers, where each classifier solves the same classifica-
tion problem. Each classifier may use different subsets of the
training data, and may use different feature extractors. The
outputs of individual classifiers are combined through certain
rules such as voting, averaging, and product rule. A number of
research works that analyze such ensemble based methods can
be found in [34]–[36]. In general, ensembles can improve the
recognition results, but it requires a large number of training
samples and is computationally complex.

A central consideration in the design of our classification
scheme is to decompose a complex global emotion recognition
task into a set of simpler local emotion recognition subtasks
based on the so called “divide and conquer” principle [33]. In
pattern recognition, when the number of classes is large, the
boundaries between different classes tend to be complex and
hard to separate. It will be easier if we can reduce the pos-
sible number of classes and perform classification in a smaller
scope. In this paper, a multiclassifier scheme involving the anal-
ysis of individual class and combinations of different classes
is proposed. As FLDA has shown its effectiveness in the pre-
vious experiments, the individual classifiers in this multiclassi-
fier scheme are based on FLDA. The architecture of the multi-
classifier scheme is shown in Fig. 6.

We built six one-against-all (OAA) classifiers first, which
are represented as “AN, DI, FE, HA, SA, SU” separately in
Fig. 6. The OAA classifiers are designed specifically for indi-
vidual emotion, with each of them performs a 2-class pattern
recognition problem. In the training process, for each OAA clas-
sifier, we label all the samples that do not belong to the corre-
sponding emotion as one class. The output of each of these OAA
classifiers is the probability of belonging to the corresponding
emotion. For example, in the “AN” OAA classifier, all the sam-
ples of anger are labeled as “anger,” while all the other sam-
ples are labeled as “non-anger.” If the output value is greater
than 50%, the sample may be classified as “anger,” and oth-
erwise “non-anger.” In each OAA classifier, feature selection

Fig. 6. Multiclassifier scheme.

was performed to find significant features for the corresponding
emotion. The applied feature selection algorithm is the stepwise
method, which has been shown to perform better in Section V-B.
The selected features for individual emotion (OAA classifier)
are listed in Table V.

The output of each OAA classifier is taken as the input to
a decision module for further classification. We compared the
performance of two rules in the decision module. Let N be the
number of OAA classifiers whose output exceeds 50%, we have

Rule 1:

If ,

Then label as the corresponding emotion

Else ( or ) go to a global six-class classifier

Rule 2:

If ,

Then label as the corresponding emotion

Else if

Then go to a global six-class classifier

Else go to specific N-class classifier
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Fig. 7. Graphical demonstration of the confusion matrix by applying the proposed multiclassifier scheme.

Fig. 8. Comparison of recognition results.

In Rule 1, if one of the outputs of these OAA classifiers is
greater than 50%, we label the sample into the corresponding
class. All the samples that have been misclassified, which means
either none of the outputs exceeds 50%, or two or more are
greater than 50%, will go to the global classifier for further
classification. By using this rule, the recognition results are im-
proved to 79.29%.

In Rule 2, we deal with the misclassified samples differently.
If none of the outputs of OAA classifiers is greater than 50%,
the sample will be further classified by a global classifier. If two
or more of the outputs of the six OAA classifiers are greater
than 50%, which means the sample might belongs to more than
one emotion, the sample will go to a separate classifier which is
designed for those two or more specific emotional classes. The
underlying reason for us to select this scheme is that, there might
be specific set of features that can better distinguish two or more
different emotions. If a sample possesses strong characteristics
of two or more emotions, a classifier dedicated to distinguishing
minor differences in these emotions will help to make a correct
decision. Overall, we have built six OAA classifiers, 15 binary
classifier, 20 three-class classifiers, 15 four-class classifiers, six
five-class classifiers, and one global classifier. In total, there are

TABLE IV
SELECTED GLOBAL FEATURES USING STEPWISE METHOD

63 classifiers, and the stepwise method is used to select the ap-
propriate input features for each of them. This system achieves
82.14% accuracy, with the graphical demonstration of the con-
fusion matrix shown in Fig. 7.

From Table V we can find that the selected significant fea-
tures for individual emotions are different. Some of the features
selected in a global scenario are redundant (Table IV), and some
of the other features might contribute to the classification of spe-
cific emotion. In all the cases, the selected subsets incorporate
both audio and visual features. This explains that each emotion
is associated with certain audio and visual characteristics, and
has a specific set of attributes to distinguish it from others. The
recognition performance can be improved by successful local-
ization of these attributes.
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TABLE V
SELECTED FEATURES FOR INDIVIDUAL OAA CLASSIFIERS

(Notes: Indices 1–25 correspond to prosodic features, 26–90 cor-

respond to MFCCs, 91–105 are formant frequency features, and

106–153 are visual Gabor features)

Another interesting observation is that there is not even a
single feature which is significant for all the classes. This ac-
tually reveals that nature of human emotion is such that there
are no sharp boundaries between emotions. One emotion might
have similar patterns with some of the other emotions, whilst
having different patterns with the rest. The human perception
on emotion is based on the integration of different patterns. For
example, sadness and disgust both have long mean pause length
(index: 24) and low tempo (index:25) to distinguish then from
the other four emotions, and these two features are selected.
Then, sadness can be further separated from disgust because it
has lower energy max (index:22).

By performing individual class based analysis, the recogni-
tion rate improves significantly. In our proposed multiclassi-
fier scheme, Rule 2 achieves higher accuracy than Rule 1. This
demonstrates that the significant features for distinguishing dif-
ferent combinations of emotions are different. By using Rule 2,
our system achieves the best overall accuracy, and best recogni-
tion rate for all the individual emotions.

It should be noted that although the proposed multiclassifier
scheme involves a large number of classifiers, but the training
process of these classifiers are assumed to be offline. The com-
putational complexity at the recognition stage involves at most
two steps, the computation of binary classifiers, and the corre-
sponding -class classifier (which is dependent on the output of
first level classification), therefore do not increase the computa-
tional cost significantly.

D. Cross-Validation

For the purpose of comparative study, we also performed
experiments on a leave-one-out (LOO) cross-validation basis.
LOO cross-validation works as follows: for each time, one
sample is held out as the testing data, while the rest of the data
in the entire data set is used as the training data. This procedure
continues until all the individual samples in the entire data set
have been held out once. The recognition accuracy is calcu-
lated as the ratio of the number of correctly classified samples
and the total number of samples in the data set. We perform
feature selection using the stepwise method. By using a global
classifier, we achieve an overall accuracy of 89.2%.

VI. CONCLUSIONS

In this paper, an audiovisual based emotion recognition
system is presented. Extensive experiments were conducted
to test the effectiveness of our system. The recognition results
using different features and a classification scheme based on
Fisher’s Linear Discriminant Analysis (FLDA) are summarized
in Fig. 8. The results demonstrate that the combination of
audio and video information performs better than either one
alone. The applied stepwise method efficiently reduces the
dimensionality of the feature space, whilst achieving better
recognition accuracy. The proposed multiclassifier scheme
produces noticeable improvement in individual class recogni-
tion accuracy, and achieves the best overall recognition rate
of 82.14%. This multiclassifier scheme takes advantage of the
analysis of significant features in an individual class and uses
such to distinguish any combinations of any classes. It helps
to obtain more detailed insight into individual emotion and the
way to separate specific emotions. This “divide and conquer”
method partitions classification into finer analysis, and is a
popular practice in pattern recognition problems.

By using leave-one-out cross-validation method, we achieve
very promising results of 89.2% correct recognition rate. This
demonstrates that the extracted features successfully captured
the vocal and visual characteristics of emotional data regardless
of the user’s cultural background and language. In the case of
LOO, there is overlap between the training subjects and testing
subjects, and thus the recognition rate is higher. However, we
can expect that, as more training subjects are added to the
training set, the representation of human emotion will be better
generalized toward a LOO cross-validation scenario, and better
recognition accuracy can be expected.

Considering a more generic application, our system was
tested using a versatile database, in which samples from dif-
ferent subjects, speaking different languages were collected.
By performing experiments on such a dataset, we conducted
an exploring study of recognizing human emotions indepen-
dent of language, speaker, and context. Language and cultural
background might have some influence on the way in which
people express their emotions, our proposed system retains
good results, and demonstrated the possibility that the emo-
tional expressions can be identified beyond these boundaries.
Although by no means conclusive, the presented study sheds
some interesting lights to this important aspect of human
emotion recognition.

In our experiments, visual feature based classification accu-
racy is low. This demonstrates that the visual feature represen-
tation is not strong enough. In the future, we aim to work on a
hybrid approach which incorporates the analysis of the whole
face, the prominent facial components (such as mouth, eyes,
etc.), as well as dynamic features in video sequence. Data fu-
sion algorithms will be further investigated to better utilize the
complementary relationship of the two modalities, so as to im-
prove the efficiency of the system.
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