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Abstract—In this paper, the concept of a new form of mobile net-
work formed in the sky is introduced, where the mobile routers are
simply the commercial aircraft. This implementation aims to elim-
inate two main problems arising from the current in-flight broad-
band implementation. The first problem is the resource manage-
ment issue that may arise from the rapid increase of in-flight broad-
band Internet use in the near future. This could consequently limit
current satellite resources, and bandwidth. The other issue is the
inherent problem associated with Internet use over satellite, such
as the degraded performance of delay sensitive applications due
to the long propagation delay of a satellite link. A system model
for data access, stable clustering of aircraft, and efficient routing
schemes are introduced, which are suitable for the aeronautical
mobility model. Link stability is predicted by a novel approach
using Doppler shift subjected to control packets to dynamically
form stable clustering and routing protocols. Another aim of this
paper is to show that relative velocity between nodes is adequate as
a stability metric, dominating relative distance, and this becomes
evident in the simulations presented. An outline of how the new
system could potentially interact with the traditional Internet using
Mobile IP is also briefly discussed.

Index Terms—Aeronautical ad hoc network, aeronautical
routing, aircraft communication, clustering methods, link sta-
bility, network mobility.

I. INTRODUCTION

THE year 2004 was an exciting year as far as in-flight broad-
band Internet access was concerned, as the first commer-

cial flight to have this technology was officially launched by
Lufthansa on their Munich—Los Angeles flight using the Con-
nexion by Boeing service [1]. Implementation of this service has
continued and more airlines have begun offering it, and many
more airlines will implement it in the near future. As this tech-
nology continues to have widespread implementation, more and
more people will begin to utilize its service. However, it is un-
likely that resources for such services will also continue to grow
at the same rate. It will thus become essential to utilize resources
effectively. Currently, the main communications resource used
for such a service is the geostationary (GEO) satellite system.
Although the use of this resource is quite effective today, in the
near future due to the increase of the exploitation of these tech-
nologies, satellite resources may become limited. In such a sce-
nario, new methods of communication can be integrated into
the existing architecture. An extended model for such a system
could incorporate other means of data retrieval and access such
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as aircraft to aircraft via ad hoc networking, and direct com-
munication with ground stations in addition to the traditional
method of satellite usage. Furthermore, this could solve other
inherent problems associated with satellite communication that
causes problems for delay sensitive Internet applications due to
the propagation delay of the satellite link. Additionally, it will
allow aircraft to effectively share their on-board cached data and
Internet access and reduce the in-flight Internet usage cost.

There have been recent studies in aeronautical satellite com-
munication, where the communication is limited to satellite
[2]–[4]. An extended system model was proposed in [5], which
simulated a routing scenario between the aircraft, satellites and
Internet gateways, where the idea of direct communication to
ground stations was envisaged.

In this paper, the network architecture is extended to include
multihop ad hoc networking between aircraft, in addition to
direct communication with ground stations and satellite usage,
forming a new breed of network called the aeronautical ad hoc
network (AANET). AANET is a new ad hoc network between
commercial aircraft in the sky for the purpose of sharing of data
and Internet access. Fig. 1 illustrates the concept of AANET.
In AANET, an aircraft can initially download data from the
Internet either directly from the ground or via satellite. The
data can then be cached and shared with other aircraft in the
proximity by dynamically establishing single or multihop paths
to the requesting aircraft, using ad hoc networking principles.
AANET system may be implemented and widely deployed
much faster and with less investment due to the requirement of
less infrastructure involved compared with satellite and ground
station methods. AANET’s fundamental changes may easily be
implemented in hardware and software inside the aircraft and
the cost could be far less than launching new satellites and de-
ployment of ground station antennas in conventional methods.
These advantages are in addition to the AANET delay and data
rate benefits and the lowering of the satellite traffic load.

However, the feasibility of AANET also has to be justified.
First, there needs to be an adequate number of aircraft in the sky
at any given time in order for ad hoc networking among aircraft
to be possible. According to the National Air Traffic Controllers
Association [6], there are on average 5000 aircraft in the sky
above the United States at any one time. Data were collected
to verify this using the Flight Explorer Personal Edition [7] in
April 2005. These indicated that density varied depending on
time and day from as few as 600 commercial aircraft to over
5000 across United States’ sky. The figure for the European
sky is 25,000 per day, and this figure is predicted to be doubled
by year 2010 [8]. Globally these figures would naturally grow
to tens of thousands more. Furthermore, any aircraft should be
within range of at least one other aircraft in order for a link to
be established and multihop routing to prove practical. If the
line-of-sight (LOS) distance (with regard to earth’s curvature)
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Fig. 1. The AANET topology.

Fig. 2. Probability of finding at least n aircraft in region S.

is considered, the approximate geometrical area of the commu-
nication zone is calculated using , where

is the radius of the Earth, and is the altitude of the aircraft.
Taking a lower aircraft density of 700 aircraft across U.S. and
using the Poisson distribution, the probability of the number of
aircraft in the region can be worked out using

, where km, km (average
cruise altitude of most commercial and general aviation aircraft
is between 8 km to 11 km), and 10 aircraft/km .
Fig. 2 shows the probability of finding at least aircraft in area

at any one time for the United States. From this figure, it can
be seen that having at least two aircraft or even up to a dozen
aircraft within range is close to 100%, thus meeting the second
rule for the feasibility of AANET.

Routing in AANET is the other important aspect of the
system as it is essential to establish suitable routes efficiently
for data access between aircraft. Due to the large-scale nature
of the proposed AANET, it may be inefficient to have a flat
hierarchical structure for routing. Hence, a model for clustering
of aircraft is presented to produce a scalable system to perform
satisfactorily in a large global network of aircraft. Clustering

could also provide an efficient framework for quality-of-service
(QoS) support [9]. The other issue that would affect the routing
approach is the high speed of the aircraft. It is important that
paths formed between aircraft for data access are not frequently
broken due to communicating aircraft moving out of range of
each other. Thus, the routing scheme should take into account
stability or link duration of paths dynamically. The routing
scheme must be able to find stable routes for data transfers,
and the clustering scheme must ensure that member aircraft
of clusters do not frequently leave their associated clusters,
a condition often known as link down. Although there have
been proposed mobility-aware and stable-driven routing and
clustering approaches, they may not work effectively in the
AANET mobility model as outlined in the next section. A new
stability metric is hence used to dynamically form both stable
clusters and multihop paths in the AANET using proposed
clustering and routing algorithms suitable for AANET. Stability
is reflected in maximizing the period of cluster memberships
and increased path or link duration between aircraft.

The routing method presented for AANET is for obtaining
data rather than transmitting it. Demanding Internet applica-
tions, such as web browsing and file transfer protocol (FTP) are
based on the idea of retrieving data from other servers. The prin-
ciple of the proposed routing is based on requesting data with
an identifier id where one or more aircraft are able to provide
the data to the requesting node. The remainder of this paper is
structured as follows. Section II presents related works on ex-
isting clustering and routing schemes. Section III presents the
data access model and proposed clustering and routing schemes,
followed by simulations of the proposed clustering and routing
in Section IV. Section V concludes the paper.

II. RELATED WORKS

Link stability is an important issue in AANET. It is also a
general concern in Mobile Ad hoc Networks (MANETs) and
has been a major metric treated in recent work [10]–[12]. To
form stable links in AANET, some form of stability metric must
be considered during routing and cluster formation in order to
maintain a stable overall system for data access.

In recent years, there have been many different routing pro-
tocols proposed for MANET, some proactive [13]–[16], on-de-
mand [17]–[19] and hybrid approaches [20], [21], and some
location-based routing schemes [22]–[24]. These routing pro-
tocols, however, do not ensure the stability of routes with re-
gard to link duration. A path found using such protocols may
break quickly as none of these routing schemes take into ac-
count mobility characteristics during route discovery. The as-
sociativity-based routing (ABR) protocol [25] takes stability of
paths into account, however, the stability metric used in ABR
may not be highly effective in AANET due to the target’s mo-
bility characteristics. In ABR, each node sends and receives bea-
cons or “ticks” to and from its neighbors which signify the pe-
riod of its presence within the range of its neighbors. The longer
a node spends time within range of its corresponding neigh-
bors, the more “ticks” received from it, and hence the higher its
“associativity” with respect to its neighbors, which characterize
its relative stability. The associativity ticks in ABR effectively
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present nodes that have been within range for a considerable pe-
riod of time as stable. Although this mechanism may be useful
in mobility models that are discrete in nature (e.g., with pause
times), it may not work very well with incessant fast mobile enti-
ties such as the aircraft in AANET. In ABR, a node must remain
within range of its neighbor for a considerable period of time be-
fore it receives sufficient associativity ticks, signifying the sta-
bility of the node with respect to its neighbor. However, in the
AANET, such nodes are often those that may soon be leaving the
transmission range (hence resulting in unstable routes or cluster
members). Even when a stable node is present, there is a delay
before ABR recognizes this stability (when the stable node’s
associativity ticks increase due to its prolonged presence). This
can be inefficient in AANET since stable nodes may be required
for routing as soon as they become available.

With regard to forming stable clusters, [26] presents a method
to adopt redundant backbone nodes, so that when the primary
backbone node is destroyed or moves out of the range of the
cluster head, a new backbone node is selected out of these re-
dundant nodes. The stability lies in the fact that cluster heads
are at least two hops away, and a node gives up its backbone
(cluster head) position only when a cluster head moves near it,
unlike the lowest ID (LID) [27] algorithm in which the cluster
heads give up their cluster head positions when a node with a
lower ID is heard. Since this condition does not arise in AANET,
this approach may not provide an adequate solution to choosing
members that remain within the range of the cluster head for a
sufficient period of time (i.e., membership stability).

A distributed clustering algorithm called MOBIC [28] takes
mobility metrics into account for cluster formation. However,
MOBIC may not work well in the aeronautical ad hoc network
as MOBIC uses the ratio of the power of successive control
messages to determine the velocity of neighbors for stability. In
the aeronautical model, power of messages can be quite prob-
lematic, as there may be attenuation caused to power of sig-
nals due to atmospheric attenuation such as rain [29]. Addition-
ally, MOBIC requires two messages to be received from each
neighbor, increasing control overhead, and computation time,
before estimating the stability of the neighbor. Furthermore,
since in the AANET clustering model cluster heads are predeter-
mined in a backbone network, the need for dynamic cluster head
election as performed by MOBIC is avoided. Hence, MOBIC
may not be very suitable for the AANET mobility model. Ac-
cordingly, new clustering and routing schemes are proposed that
work effectively in AANET, presented in Section III.

III. AANET DATA ACCESS NETWORK AND ROUTING MODEL

In this section, the overall data access network and routing
model of the AANET is presented.

A. Data Access Overview

There are several methods of accessing data in the proposed
model. These include 1) the traditional method of Internet ac-
cess via the (GEO) satellite system, as used currently by Con-
nexion By Boeing [1]; 2) directly through the ground segment
Internet via Ground Internet Gateways (GIG); and 3) through
other aircraft using the proposed AANET. The nature of data,
their local availability, the location of nodes, and other factors

Fig. 3. Overall system flowchart for data access.

Fig. 4. Obtain from Internet state flowchart.

may affect the ideal method of data retrieval. The flowchart for
data access is shown in Figs. 3–5.

Storable data retrieved from the Internet are usually stored in
an on-board cache, which can then be shared with other users
in the same aircraft and other aircraft using the AANET. Data
sharing may also be used in the style of swarming protocols as in
[30]. In all cases, it is assumed that if the data cannot be obtained
from the Internet, the request is automatically ignored.

B. Increasing Link Stability in AANET

Due to the high ground speeds of aircraft, there needs to be an
efficient method for constructing both routes and clusters which
are stable when formed. With this in mind, the other aim of this
paper is to show that relative velocity alone is sufficient in pro-
viding stable clusters and paths dynamically. The use of Global
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Fig. 5. Obtain from AANET state flowchart.

Positioning System (GPS) to estimate the link expiration time
(LET) is also shown as an alternative approach. This requires
the knowledge of both velocity and relative position of nodes.
LET is related to the duration that a link can be maintained be-
tween two mobile nodes [31]. If we consider two mobile nodes
and that have a transmission or LOS range of , speeds and

, directions and , and coordinates and ,
respectively, the LET is predicted by

(1)

For multihop routing, the path expiration time (PET)
will be limited by the link with the smallest LET (bottle-
neck link) on such a path; i.e.,

for a path with links. Additionally, to
increase path duration, the least number of hops may not be
the best way to form stable paths. Even if a destination node is
within range, it may not necessarily be the best way to route to
it by a direct (one-hop) link. A direct single-hop link may have
a shorter link duration than a path formed with “redundant”
intermediary nodes. Primarily this is related to the relative
velocity of nodes on the path. This is illustrated in Fig. 6.

Generally, if a path is selected from nodes that have velocities
very close to each other, the path has a longer duration and hence
is more stable. A simple scenario is illustrated in Fig. 7.

To demonstrate the significance of velocity on LET or link
duration, consider two nodes at an initial position of (0,0) having
equal speeds (magnitude) and transmission range , and where
the first node is moving horizontally, while the other node moves
at a direction . The LET will be given as

(2)

where , which is a constant for nodes moving at con-
stant speed with no pause time and no acceleration (resembling

Fig. 6. Route established using intermediary nodes.

Fig. 7. A path formed from nodes having similar velocity.

Fig. 8. Effect of relative velocity on link duration.

the aeronautical mobility model). Fig. 8 shows the relative LET
in relation to the angle difference (velocity direction) for the
case where . From the figure, it is clear that considering
nodes having direction difference of less than 0.5 radians would
dramatically increase the link duration of the link. In fact, it can
be argued that the relative velocity of the nodes is more signifi-
cant than their relative distances from each other when consid-
ering link duration (stability). LET considers relative position
and velocity of nodes, however, as it will be seen in the simu-
lations of Section IV, relative velocity proves adequate for se-
lecting stable nodes for routing. Effectively, in order to increase
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Fig. 9. Group mobility in aeronautical systems.

path stability, intermediary nodes can be used to decrease the
relative velocity of respective nodes on the path.

The use of intermediary nodes greatly affects the proposed
routing methodology, as nondisjoint paths to the same destina-
tion are also considered, and not necessarily the “shortest” path
is chosen. Our nondisjoint mobility-aware routing algorithm is
described in Section III-E.

C. Using Doppler Shift as a Stability Metric

There are two ways to find the relative velocity of neighbor
nodes: using GPS and power [28], [31], [32], and Doppler shift
of received packets [5]. The power version may not be suitable
because radio signals are often attenuated by atmosphere and
rain, particularly the higher frequency signals used for broad-
band communications [29]. The power and GPS method can ef-
fectively be bypassed, by utilizing the Doppler shift of control
packets received from neighboring nodes to calculate the rela-
tive velocity. Each (radio transmitted) packet received is subject
to a Doppler shift [5], [29] which depends on the relative motion
of the transmitting aircraft to the receiving aircraft. The Doppler
shift is the apparent change in the frequency of transmitted elec-
tromagnetic signals due to the relative motion of the transmitter
and receiver [33]. The use of the Doppler factor in routing was
first introduced in [5], for use between a mobile node (aircraft)
and static nodes (satellites and ground stations). However, the
nature of the relative Doppler factor changes here, as all nodes
are mobile.

The relationship between the velocity and the Doppler shift
is , where is the relative velocity of nodes,

is the speed of light, is the expected frequency, and is
the observed frequency. Also, is negative if the aircraft are ap-
proaching each other and positive if they are receding from each
other. A generalization can be made that aircraft approaching
each other form links twice as stable as those formed when they
are receding from each other, using the following analogy. To
map LET to velocity and Doppler shift, the maximum possible
LET is considered for directly approaching and receding nodes,
respectively. For approaching, the maximum LET can be ob-
tained when the aircraft are at their maximum communication
range, and are directly heading towards each other. In the case
where the aircraft are directly receding from each other, they
must have just gone past each other, and this corresponds to half

Fig. 10. Global regional clusters of commercial aircraft.

of the LET of direct approach from maximum range. Thus, the
general approach is to estimate to be generally longer (as
much as twice as long) if the aircraft are approaching than if
they are receding. The cost metric proposed for link and route
selection is the (cost) given by

In practice, the Doppler shift of the received packet is used to
work out the Doppler Value as follows:

The smaller the Doppler Value, the higher the relative sta-
bility of the link formed. In the multihop scenario, the stability
of path relies on the bottleneck highest cost link which limits
the stability of the path. This information is carried in the for-
warding route request packet, and is updated when there is a new
maximum Doppler Value along the path (a bottleneck value)
during packet forwarding. Section III-E outlines the detailed
method of how this is used in the proposed reactive routing
algorithm.

D. Clustering of Nodes

Clusters of aircraft originating from the same source and
heading in the same general direction (not necessarily desti-
nation) could be ideal for sharing data. Fig. 9 shows an actual
aircraft scenario over the north eastern oceans of North America
taken using the Flight Explorer [7]. These aircraft are most
likely all headed for the European continent. They may not all
be going to the exact destination but they all have velocities
very close to each other.

Furthermore, it can be considered that most passengers on
these flights will be accessing very similar information on travel,
accommodation, and destination information which are to a high
degree common. The clustering should thus consider both the
region and relative velocity of nodes in that region. Fig. 10
shows a possible scenario for global clustering of aircraft using
regional clusters.

Furthermore, in additional to the major continental clusters,
it is possible to form a very stable mobile backbone network
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Fig. 11. Clusters and backbone networks.

Fig. 12. Major ICB networks.

(MBN), as in Fig. 11. The backbone network is formed under
the following criteria.

1) There has to be at least one Ground Internet Gateway (GIG)
on the ground by which an aircraft on the backbone net-
work can directly communicate with.

2) Each aircraft on the backbone network must be able to
communicate with its next and previous backbone aircraft
(on the same backbone).

The above criteria ensure that there is a direct connection to
the ground segment Internet, and that there is a nonbreaking
route from the beginning to the end of the backbone network.
The backbone is ideally formed by selecting aircraft going from
a single source airport to a single destination airport on another
continent to form the intercontinental backbone (ICB). This
kind of backbone forms the most stable backbone as all aircraft
on this backbone path have relative velocities close to zero. The
significance of this was demonstrated in Section III-B. Around
each backbone an intercontinental cluster (ICC) of aircraft can
be formed, with a diameter of two hops as an initial proposition.
Fig. 12 shows major ICB networks that can be formed. The
backbone aircraft act as cluster heads and are responsible for
managing and providing data to their corresponding cluster

members. The aircraft on the same backbone have a common
cluster id, broadcasted in beacons.

The clustering algorithm used to form clusters around the
predefined cluster heads is termed Doppler velocity clustering
(DVC), and works in the following manner. The cluster heads
(Fig. 11) periodically send beacons. Each node not part of the
backbone network also sends beacons. The cluster head checks
the Doppler shift of the beacons coming from neighbors and de-
cides which neighbors can join (based on the Doppler Value) if
they are not already members of the cluster. It will then send a
Join Accept message to the corresponding node. The node can
then choose to become a member of this new cluster. The node
also checks the Doppler shift of beacons and Join Accept mes-
sages coming from the cluster heads of different backbone net-
works and decides the best cluster(s) to join. The node can join
several clusters from which it received a Join Accept message,
and act as a gateway between the clusters (shown in Fig. 11)
for intercluster communication. It will also inform each cluster
head about the clusters it is a member of; hence the cluster heads
readily know their gateway nodes and the neighboring clusters
they have access to. There can be a maximum number of nodes
that can join a cluster, defined by the cluster head. The cluster
head will send a Join Accept message to the top smallest Doppler
Value nodes it receives beacons from until it fills up its cluster
with a maximum of members. If there are several gateways
to the same neighboring cluster, the cluster head will choose the
most stable one (according to the Doppler Value) for intercluster
communication. If the periodic beacons are not heard by either
the cluster head or the member for a period of time, the member
is considered to have left the cluster (link down) and is removed
from the members list at the cluster head. Likewise, the member
dissociates itself from the cluster and informs its other associ-
ated cluster(s) about this dissociation.

When data are updated on the backbone network, a local
broadcast of the data identifier is performed by the cluster head
to its corresponding cluster members. Hence, all member nodes
of a cluster have knowledge of the data they possess or can
retrieve. Hence, when a request for data is received from out-
side the cluster (intercluster request) the gateway node (i.e., the
first node of the destined cluster which receives the request) can
reply and forward the data accordingly. The proposed clustering
scheme also reduces node density per cluster in physically node-
dense areas, since nodes within the same geographical area do
not necessarily belong to the same cluster. Consequently, geo-
graphically overlapping, however, independent mobile clusters
would result. Accordingly, the cluster heads may act as mobile
routers for the network mobility (NEMO) basic support imple-
mentation [34]. They can manage their corresponding mobile
network (clusters), and connect it to the ground segment Internet
via the GIG.

E. Multipath Doppler Routing (MUDOR)

The multipath doppler routing (MUDOR) is a reactive routing
protocol that allows a remote cluster or aircraft to establish mul-
tihop routes to other data providing clusters or aircraft. This can
be for intercluster communication where no direct gateways
exist to neighboring clusters or for remote and sparse areas
where clusters cannot be formed as nodes are not within the
range of the cluster heads, and also for nodes which could not
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become members of any potential clusters as the clusters’ size
had reached its maximum capacity. Again, much like the clus-
tering algorithm, MUDOR is based on stability of nodes using
the Doppler shift of control messages. Furthermore, unlike
all previous traditional reactive routing algorithms that work
on disjoint path discovery by dropping identical consecutive
request packets received from different nodes, MUDOR takes
advantage of nondisjoint path discovery and uses it to select
more stable Intermediary Nodes to form more stable paths not
possible using disjoint path discovery. Route request (RREQ)
packet forwarding is also limited by only forwarding better cost
packets. There is also a maximum hopcount field in the RREQ
packet header which is decremented each time the packet is
forwarded. This prevents extended broadcasting throughout the
entire network. The MUDOR algorithm is as follows.

Requesting Node:

Broadcast RREQ to all LOS single-hop (neighbor) nodes
requesting for id representing the requested data.

Receiving Node (Request-forwarding):
If PDV > PHDV

PHDV = PDV

End if
If PHDV < BDVSF

BDVSF = PHDV

Else
Drop RREQ

If RREQ not dropped and Node has id

Produce RREP
Else

Rebroadcast RREQ: (hopcount = hopcount� 1)

End if

Receiving Node (Reply-forwarding):
If PDV > PHDV

PHDV = PDV

End if
If Receiving Node is Requesting Node

Store RREP in table
Else

Forward RREP to previous node
End if

Requesting Node:

Receive all replies. Arrange them in a routing table based on
smallest cost (using PHDV of each packet). Select the first path as
the primary path for routing. In case of path failure, choose the
second path in the table. Hence, this is the multipath mechanism
adopted by MUDOR.

The Packet’s Doppler Value (PDV) is the cost related to the
Doppler shift subjected to the whole packet as it travels from the
previous node to the current node. The Packet Header Doppler
Value (PHDV) is the bottleneck Doppler Value so far on the
path. The PHDV is updated at each node, and also on the return
(reply) path as part of the route reply (RREP) packet. The other
is the minimum Doppler Value for the same identical RREQ
stored at each (receiving) node, termed Best Doppler Value
So Far (BDVSF). This is used as a discriminator for identical

Fig. 13. AANET and Mobile IP interaction.

RREQ packets. Only RREQ packets that provide a smaller
Doppler Value are forwarded, otherwise they are discarded.

In addition, each node adds its own address to the packet
cache addresses, like the dynamic source routing (DSR) pro-
tocol [17] before forwarding the packet. This assists in the
nondisjoint path discovery, and allows the requesting node
(source node) to choose the most stable path for retrieving data.

F. Mobile IP With AANET

The retrieval of information via the GIG may potentially use
traditional methods and Mobile IPv6 and the extended NEMO
basic support protocol [34]. Thus, it is proposed to have a
composite layered approach, as shown in Fig. 13. The AANET
protocol layer deals with communication between aircraft,
while the Mobile IP layer is used for direct communication
with the ground segment Internet. When sharable data (such as
web pages, multimedia files) are downloaded onto the aircraft
via the Mobile IP layer, they are cached on-board and tagged
with their unique data identifier. The data may then be used by
the AANET layer to share with other aircraft. The data retrieved
via satellite may also be cached on the same on-board cache.

IV. SIMULATION OF CLUSTERING AND MULTIHOP ROUTING

FOR INCREASING LINK DURATION

All the following simulations were developed in Java. In
these simulations, the stability for both clusters and routes is
investigated.

A. Clustering Formation Simulation

In this simulation, a scenario with one cluster head and 5000
nodes scattered around an area of 9,000,000 km is used. The
cluster radius is 300 km. The maximum cluster membership
is changed for each simulation. Speed of all nodes is set to
840 km/h in a linear, direct path, with no pause time. Nodes
move for a simulated period equivalent to six hours. This ef-
fectively simulates a typical flight journey in the aeronautical
mobility model. Three schemes are simulated.

Scheme 1—Choose closest nodes as cluster members.
Scheme 2—Simulates the DVC algorithm.
Scheme 3—Choose nodes with latest LET as members.

In each of the schemes, nodes which are within range of the
cluster head are chosen as cluster members based on the cost
metric until the maximum cluster membership is reached. The
cost metric for Scheme 1 is distance, for Scheme 2 is the Doppler
Value, and for Scheme 3 is the inverse of LET. After the cluster
members are chosen, at some stage some of the members may
leave the cluster head’s range (link down). In such a case, the
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TABLE I
RESULTS FOR MAX NODE MEMBERSHIP OF FIVE

TABLE II
RESULTS FOR MAX NODE MEMBERSHIP OF TEN

TABLE III
RESULTS FOR MAX NODE MEMBERSHIP OF 20

Fig. 14. Link down versus maximum cluster membership.

algorithm is repeated to add new members to make up for lost
members. Nodes which are already members of the cluster, re-
main as members until they leave the cluster head’s range.

Tables I–III demonstrate the link up (node joining cluster)
and link down (node leaving cluster) for this simulation. Fig. 14
demonstrates the effect of maximum node membership on link
down. The performances of Schemes 2 and 3 are extremely
close (almost correlating) in this case.

Figs. 15 and 16 show the effect of node membership with vari-
able range (in km). The results show that having smaller cluster
memberships decreases the chance of link down (as fewer, but
more stable nodes are selected for the cluster). The most no-
ticeable characteristic of these results is the strong correlation
between Scheme 2 (DVC) and Scheme 3 (latest LET), which
implies that the velocity metric alone is sufficient for forming
stable clusters. In this scenario, it can be seen that a range of
250 km and over is quite satisfactory for optimum performance.

B. Multihop Simulation

In the following simulations, we investigate the effect and sig-
nificance of velocity on multihop path stability reflected in the

Fig. 15. Maximum cluster membership of 15.

Fig. 16. Maximum cluster membership of five.

number of handoffs (link breakages) at the end of each simula-
tion. We simulate three schemes that choose different metrics to
select stable nodes for routing, and repeat the procedure when
the node leaves the range of the requesting node. The schemes
are as follows.

D—Simulates shortest path (using DSR).
V—Simulates the MUDOR routing protocol.
VD—Select node with the latest LET as defined in (1).

In all schemes, there is a node which requests for some data.
There exist certain percentages of aircraft (nodes) that can pro-
vide this data to the requesting node (defined by “percentage
of nodes having data”) scattered throughout the simulated area.
The request is broadcasted to nodes within range, and in turn
these nodes rebroadcast the request according to the criteria of
each scheme. Several paths may be found that could provide the
required data. In each scheme, the smallest cost path is chosen.
The breaking of a path corresponds to a handoff and the corre-
sponding algorithm reinitiates to select a new path. The shortest
path metric for the shortest path algorithm (D) is distance. VD
follows the same algorithm as MUDOR (V) but instead of the
Doppler Value it uses the inverse of LET as the cost metric. In
this simulation, a scenario of linear mobile nodes of various den-
sities in a bounded area resembling 9,000,000 km is used. Each
node moves in a linear set direction (initial position and direc-
tion are chosen randomly) and continues to move in the same
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Fig. 17. Variable range for node density of 5000 and 10% data nodes.

Fig. 18. Variable range, variable node density (500–6000), and 5% data nodes.

Fig. 19. Variable range for node density of 5000, 5% data nodes.

direction and with the same speed for the entire simulation pe-
riod. The speed of all nodes is set to 840 km/h. Flight journeys
are 3 hours and 50 minutes long. Maximum hopcount is set to
10. The primary aim is to investigate the link stability corre-
sponding to the number of handoffs in different scenarios when
aircraft density, range, and the percentage of aircraft having re-
quired data is varied. Figs. 17–20 show the number of handoffs
with respect to range, considering variable percentage of aircraft
having the requested data.

In this simulation, it can be seen that both MUDOR (V) and
the LET scheme (VD) outperform the shortest path (D) scheme
with respect to stability of routes. Also it can be seen from the
above figures that for a range of 300 km and above, V and
VD perform quite similarly. Velocity alone (using the Doppler
Value) thus can be a very effective metric for determining the
stability of links on a path for these ranges and this can simply
be found using the Doppler shift of control messages as used in

Fig. 20. Effect of velocity and LET on link stability for 1% data nodes.

Fig. 21. The effect of node density on number of handoffs with 350 km range.

MUDOR. Fig. 21 shows the effect of increasing node density
on number of handoffs.

Node density is increased in order to provide more optional
nodes for routing. Effectively when node density increases,
the probability of finding more stable neighbors also increases
which results in fewer handoffs.

V. CONCLUSION

In this paper, we introduced the concept of the AANET,
which may provide an effective approach for data access
among commercial aircraft in order to mitigate problems
associated with the current in-flight Internet access. We also
proposed clustering and routing schemes that could effectively
work in this new type of high-speed mobile network. The
proposed schemes were simulated and the results suggest their
effectiveness in the targeted network in regards to obtaining
stable paths which break less frequently and also stable clusters
where cluster members leave their clusters less frequently.
The proposed schemes utilize the relative velocity of nodes
using the Doppler shift subjected to control messages, so that
stable nodes with small relative velocities can be chosen to
construct stable clusters and paths in the proposed AANET.
Furthermore, the stable clusters formed using the proposed
clustering algorithm are ideal for the NEMO [34] implementa-
tion, where a mobile cluster is analogous to a mobile network.
The demonstrated group mobility of aircraft moving together
to common regions can also be used for this purpose. We have
tried to reduce complexity as much as possible and provided a
basic framework for the new type of network. It is believed that



SAKHAEE AND JAMALIPOUR: THE GLOBAL IN-FLIGHT INTERNET 1757

the concepts introduced in this paper would provide a ground
work for future research in this type of network, which can be
a very exciting application of ad hoc networking.
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