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the three basic nonholonomic navigation problems: tracking a reference trajectory, path
following, and stabilization about a desired posture. The result is a general structure
for controlling a mobile robot that can accommodate different control techniques, rang-
ing from a conventional computed-torque controller, when all dynamics are known, to
robust-adaptive controllers if this is not the case. A robust-adaptive controller based
on neural networks (NNs) is proposed in this work. The NN controller can deal with
unmodeled bounded disturbances and/or unstructured unmodeled dynamics in the
vehicle. On-line NN weight tuning algorithms that do not require off-line learning yet
guarantee small tracking errors and bounded control signals are utilized.  1997 John
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1. INTRODUCTION knowledge of the dynamics is needed.7 The backstep-
ping control approach (c.f., refs. 8–10) proposed in this

A mobile robot is suitable for a variety of applications article corrects this omission. It provides a rigorous
in unstructured environments where a high degree method of taking into account the specific vehicle
of autonomy is required. This desired autonomous dynamics to convert a steering system command into
or intelligent behavior has motivated an intensive re- control inputs for the actual vehicle. First, feedback
search in the last decade. Much has been written velocity control inputs are designed for the kine-
about solving the problem of motion under nonholo- matic steering system to make the position error
nomic constraints using the kinematic model of a asymptoticaly stable. Then, a computed-torque con-
mobile robot, but little about the problem of integra- troller is designed such that the mobile robot’s veloci-
tion of the nonholonomic kinematic controller and ties converge to the given velocity inputs. This control
the dynamics of the mobile robot. Moreover, the liter- approach can be applied to a class of smooth kinematic
ature on robustness and control in presence of uncer- system control velocity inputs. Therefore, the same
tainties in the dynamical model of such systems is design procedure works for all of the three basic navi-
sparse.1 Some preliminary results of nonholonomic gation problems mentioned above.
system with uncertainties are given in refs. 2 and 3. A different approach has been developed in refs.

The navigation problem may be divided into 11 and 12. This approach is based on the fact that a
three basic problems:4 tracking a reference trajectory, nonholonomic system is not input-state linearizable.
following a path, and point stabilization. Some non- Nevertheless, it is input-output linearizable if a
linear feedback controllers have been proposed in the proper output is selected. The tracking problem is
literature for solving the first problem.5 The main idea addressed in ref. 12, and an extension to path follow-
behind these algorithms is to define velocity control ing is given in ref. 11. The problem of point stabiliza-
inputs that stabilize the closed-loop system. A refer- tion has not been considered.
ence cart generates the trajectory that the mobile robot Another intensive area of research has been neu-
is supposed to follow. In path following, as in the ral network (NN) applications in closed-loop control.
previous case, we need to design velocity control Several groups by now are doing rigorous analysis
inputs that stabilize a car-like mobile robot in a given of NN controllers using a variety of techniques.13–16 In
xy-geometric path; see ref. 4 for references. The hard- this article, we design a robust-adaptive kinematic/
est problem is stabilization about a desired posture. neuro-controller based on the universal approxima-
One way to solve this problem is given in ref. 6, where tion property of NN.17 The NN learns the full dynamics
the velocity control inputs are time-varying functions. of the mobile robot on-line, and the kinematic control-

All these controllers consider only the kinematic ler stabilizes the state of the system in a small neigh-
model (e.g., ‘‘steering system’’) of the mobile robot, borhood of the origin.
and ‘‘perfect velocity’’ tracking is assumed to gener- The remainder of the article is organized as fol-
ate the actual vehicle control inputs.5 There are three lows. Section 2 provides the theoretical background
problems with this approach; first, the perfect velocity of a nonholonomic mobile robot, and some structural
tracking assumption does not hold in practice; sec- properties of the nonholonomic dynamical equations
ond, disturbances are ignored; and, finally, complete are given. In section 3 we consider the case when the
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dynamics of the mobile robot is fully known, and The mobile robot shown in Figure 1 is a typical exam-
ple of a nonholonomic mechanical system. It consistsapply our control method to the trajectory tracking

navigation problem. The stability of the closed-loop of a vehicle with two driving wheels mounted on the
same axis, and a front free wheel. The motion andsystem is proven by Lyapunov theory. In section 4

we develop a robust-adaptive controller based on orientation are achieved by independent actuators,
e.g., DC motors providing the necessary torques toneural networks. The NN controller can deal with

unmodeled bounded disturbances and/or unstruc- the rear wheels.
The position of the robot in an inertial Cartesiantured unmodeled dynamics in the vehicle. Section 5

presents some simulation results. Finally, section 6 frame hO, X, Yj is completely specified by the vector
q 5 [xc ycu]T where xc,yc are the coordinates of thegives some concluding remarks.
center of mass of the vehicle, and u is the orientation
of the basis hC, Xc, Ycj with respect to the inertial basis.

The nonholonomic constraint states that the robot
can only move in the direction normal to the axis of2. PRELIMINARIES
the driving wheels, i.e., the mobile base satisfies the

2.1. A Nonholonomic Mobile Robot conditions of pure rolling and non slipping12,19

A mobile robot system having an n-dimensional con-
figuration space S with generalized coordinates y

.
c cos u 2 x

.
c sin u 2 du

.
5 0. (5)

(q1, . . . , qn) and subject to m constraints can be de-
scribed by11,18

It is easy to verify that the kinematic equations of
motion (4) of C in terms of its linear velocity and

M(q)q̈ 1 Vm(q, q
. )q. 1 F(q. ) 1 G(q) angular velocity are

1 td 5 B(q)t 2 AT(q)l, (1)

where M(q) [ Rn3n is a symmetric, positive definite
S(q) 5 3cos u 2d sin u

sin u d cos u

0 1 4, v 5 Fn

g
G5 Fn1

n2
G,inertia matrix, Vm(q, q

. ) [ Rn3n is the centripetal and
coriolis matrix, F(q. ) [ Rn31 denotes the surface fric-
tion, G(q) [ Rn31 is the gravitational vector, td denotes
bounded unknown disturbances including unstruc-
tured unmodeled dynamics, B(q) [ Rn3r is the input 3x

.
c

y
.

c

u
. 45 3cos u 2d sin u

sin u d cos u

0 1 4 Fn1

n2
G, (6)transformation matrix, t [ Rn31 is the input vector,

A(q) [ Rm3n is the matrix associated with the con-
straints, and l [ Rm31 is the vector of constraint forces.

We consider that all kinematic equality con-
where uv1u # Vmax and uv2u # Wmax. Vmax and Wmax arestraints are independent of time, and can be expressed
the maximum linear and angular velocities of theas follows
mobile robot. System (6) is called the steering system
of the vehicle.

A(q)q. 5 0. (2) The Lagrange formalism is used to find the dy-
namic equations of the mobile robot. In this case G(q)
5 0, because the trajectory of the mobile base is con-Let S(q) be a full rank matrix (n 2 m) formed by a
strained to the horizontal plane, i.e., since the systemset of smooth and linearly independent vector fields
cannot change its vertical position, its potential en-spanning the null space of A(q), i.e.,
ergy, U, remains constant. The kinetic energy KE is
given by18

ST(q)AT(q) 5 0. (3)

According to (2) and (3), it is possible to find an ki
E 5

1
2

mivT
i vi 1

1
2

gT
i Iigi, KE 5 Oni

i51
ki

E 5
1
2

q
. TM(q)q. . (7)

auxiliary vector time function v(t) [ Rn2m such that,
for all t

The dynamical equations of the mobile base in Figure
1 can be expressed in the matrix form (1) whereq

.
5 S(q)v(t). (4)
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Figure 1. A nonholonomic mobile platform.

straint matrix AT(q)l. The complete equations of mo-
tion of the nonholonomic mobile platform are

M(q) 5 3 m 0 md sin u

0 m 2md cos u

md sin u 2md cos u I 4, given by

q
.

5 Sv, (9)

STMSv
.

1 ST(MS
.

1 VmS)v 1 F 1 td 5 STBt, (10)V(q,q. ) 5 3mdu
.

2 cos u

mdu
.

2 sin u

0 4,

where v(t) [ Rn2m is a velocity vector. By appropriate
definitions we can rewrite Eq. (10) as follows

G(q) 5 0, B(q) 5
1
r 3cos u cos u

sin u sin u

R 2R 4, M(q)v. 1 Vm(q, q
. )v 1 F(v) 1 td 5 Bt, (11)

t ; Bt, (12)

t 5 Ftr

tl
G, AT(q) 5 32sin u

cos u

2d 4, where M(q) [ Rr3r is a symmetric, positive definite
inertia matrix, Vm(q,q. ) [ Rr3r is the centripetal and
coriolis matrix, F(v) [ Rr31 is the surface friction, td

denotes bounded unknown disturbances includingl 5 2m(x. c cos u 1 y
.

c sin u)u
.

(8)
unstructured unmodeled dynamics, and t [ Rr31 is
the input vector. If r 5 n 2 m, it is easy to verify thatSimilar dynamical models have been reported in the

literature; for instance in ref. 12 the mass and inertia B is a constant nonsingular matrix that depends on
the distance between the driving wheels R and theof the driving wheels are considered explicitly.
radius of the wheel r (See Fig. 1). Eq. (11) describes
the behavior of the nonholonomic system in a new

2.2. Structural Properties of a Mobile Platform set of local coordinates, i.e., S(q) is a Jacobian matrix
that transforms velocities in mobile base coordinatesThe system (1) is now transformed into a more appro-

priate representation for control purposes. Differenti- v to velocities in Cartesian coordinates q
. . Therefore,

the properties of the original dynamics hold for theating Eq. (4), substituting this result in Eq. (1), and
then multiplying by ST, we can eliminate the con- new set of coordinates.18
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Boundedness: M(q), the norm of the Vm(q,q. ), and For the cart-mobile robot, local weak controllability
implies controllability.19 Since, the involutivity condi-td are bounded.
tion is not satisfied, the system (16) is not input-state
linearizable by a state feedback. Nevertheless, it isLemma 2.1. The matrix M

.
2 2Vm is skew symmetric.

input-output linearizable if an adequate output func-
tion is selected.12Proof: The derivative of the inertia matrix and the

Although a nonlinear system can be controllable,centripetal and coriolis matrix are given by
a stabilizable smooth state feedback may not exist.
Unfortunately, this is the case of the system (16),M

.
5 S

.
TMS 1 STM

.
S 1 STMS

.
,

where the equilibrium point xe 5 0 cannot be made
Vm 5 STMS

.
1 STVmS, (13) asymptotically stable by any smooth time-invariant

state-feedback.20

Since M
.

2 2Vm is skew-symmetric, it is straightfor-
ward to show that (14) is skew-symmetric also.

2.4. Backstepping Controller Design
M
.

2 2Vm 5 S
.

TMS 2 (S
.

TMS)T 1 ST(M
.

2 2Vm)S. (14)
Many approaches exist to selecting a velocity control

n
v(t) for the steering system (9). In this section, we
desire to convert such a prescribed control v(t) into
a torque control t(t) for the actual physical cart. There-2.3. A Note on Controllability of
fore, our objective is to select t(t) in (15) so that (16)Nonholonomic Systems
exhibits the desired behavior motivating the specific

The complete dynamics (9), (10) consists of the kine- choice of the velocity v(t). This allows the steering
matic steering system (9) plus some extra dynamics system commands v(t) in the literature to be con-
(10). Standard approaches to nonholonomic controls verted to torques t(t) that take into account the mass,
design deal only with (9), ignoring the actual vehicle friction, etc., parameters of the actual cart.
dynamics. In this article we correct this omission. The nonholonomic navigation problem of steer-

Let u be an auxiliary input, then by applying the ing v(t) may be divided into three basic problems:
nonlinear feedback. tracking a reference trajectory, following a path, and

point stabilization. It is desirable to have a common
t 5 ft(q,q. , v, u) 5 B21(q)[M(q)u 1 Vm(q,q. )v 1 F(v)], design algorithm capable of dealing with these three

basic navigation problems. This algorithm can be im-(15)
plemented by considering that each one of the basic
problems may be solved by using adequate smoothone can convert the dynamic control problem into
velocity control inputs. If the mobile robot systemthe kinematic control problem
can track a class of velocity control inputs, then
tracking, path following and point stabilization mayq

.
5 S(q)v,

be solved under the same control structure.
v
.

5 u. (16) The smooth steering system control, denoted by
vc, can be found by any technique in the literature.

Eq. (16) represents a state-space description of the Using the algorithm to be derived and proven in the
nonholonomic mobile robot and constitutes the basic next section, the three basic navigation problems are
framework for defining its nonlinear control prop- solved as follows:
erties.20,21

In performing the input transformation (15), it is Tracking: The trajectory tracking problem for nonho-
assumed that all the dynamical quantities (e.g., M lonomic vehicles is posed as follows. Let there be
(q), F(v), Vm(q,q. )) of the vehicle are exactly known prescribed a reference cart
and td 5 0. Defining x 5 [qTvT]T, Eq. (16) can be
rewritten as x

.
r 5 vr cos ur , y

.
r 5 vr sin ur , u

.
r 5 gr ,

qr 5 [xr yrur ]T, vr 5 [vrgr]T, (18)x
.

5 f (x) 1 g(x)u. (17)

As the system (16) satisfies the Accessibility Rank with vr . 0 for all t, find a smooth velocity control
vc(t) 5 fc(ep, vr , K) such that lim

tR`
(qr 2 q) 5 0, whereCondition at x0, it is locally weakly controllable at x0.
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Figure 2. Tracking control structure.

knowledge of the dynamics of the cart is assumed,
ep, vr, and K are the tracking error, the reference so that (15) is used to compute t(t) given u(t). Thevelocity vector, and the controller gain vector, respec- contribution of this section lies in deriving a suitabletively. Then compute the torque input t(t) for (1),

u(t) and t(t) from a specific vc(t) that controls thesuch that v R vc as t R y. steering system (16). It is common in the literature to
address the problem by assuming ‘‘perfect velocity

Path Following: Given a path P in the plane and tracking,’’ which may not hold in practice. A betterthe mobile robot linear velocity v(t), find a smooth alternative to this unrealistic assumption is the inte-(angular) velocity control input vc(t) 5 fc(eu, v, b, K)
grator backstepping method now developed.such that lim

tR`
eu 5 0 and lim

tR`
b(t) 5 0, where eu and b(t) To be specific, it is assumed that the solution

to the steering system tracking problem in ref. 5 isare the orientation error and the distance between a
reference point in the mobile robot and the path P, available. This is denoted by vc(t). The tracking error

vector is expressed in the basis of a frame linked torespectively. Then compute the torque input t(t) for
(1), such that v R vc as t R y. the mobile platform4

ep 5 Te(qr 2 q),Point Stabilization: Given an arbitrary configuration
qr , find a smooth time-varying velocity control input
vc(t) 5 fc(ep , vr , K, t) such that lim

tR`
(qr 2 q) 5 0. Then 3e1

e2

e3
45 3 cos u sin u 0

2sin u cos u 0

0 0 14 3
xr 2x

yr 2y

ur 2u
4 , (19)compute the torque input t(t) for (1), such that v R

vc as t R y.

As an example to illustrate the validity of the and the derivative of the error is
method we have chosen the trajectory tracking prob-
lem. Note that path following is a simpler problem
that requires that only the angular velocity change

e
.

p 5 3
v2e2 2 v1 1 vr cos e3

2v2e1 1 vr sin e3

gr 2 v2
4 . (20)to decrease the distance between a given geometric

path and the mobile robot. Point stabilization is solved
in section 4 by using the same controller structure,
but in this case the input control velocities are time- The auxiliary velocity control input that achieves
varying, and the control torques are provided by a tracking for (16) is given by
neural network.

vc 5 F vr cos e3 1 k1e1

gr 1 k2vre2 1 k3vr sin e3
G ,

3. TRACKING A REFERENCE TRAJECTORY
vc 5 fc(ep, vr , K), K 5 [k1 k2 k3]T. (21)

A general structure for the tracking control system
is presented in Figure 2. In this figure, complete The derivative of vc becomes
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e
.

c 5 2K4ec, (27)
v
.

c 5 F v
.

r cos e3

g
.

r 1 k2v
.

re2 1 k3v
.

r sin e3
G

then the velocity vector of the mobile base satisfies
v R vc as t R y.

1 Fk1 0 2vr sin e3

0 k2vr k3vr cos e3
Ge

.
p, (22) Consider the following Lyapunov function can-

didate:

and, assuming that the linear and angular reference
velocities are constants, we obtain V 5 k1(e2

1 1 e2
2) 1

2k1

k2
(1 2 cos e3) 1

1
2k4

Se2
4 1

k1

k2k3vr
e2

5D,

(28)v
.

c 5 Fk1 0 2vr sin e3

0 k2vr k3vr cos e3
G e

.
p . (23)

where V $ 0, and V 5 0 only if ep 5 0 and ec 5 0.
Furthermore, by using (20), (26) and (27)Then the proposed nonlinear feedback acceleration

control input is

V
.

5 2k1e1e
.

1 1 2k1e2e
.

2 1
2k1

k2
e
.

3 sin e3 2 e2
4 2

k1

k2k3vr
e2

5, (29)
u 5 v

.
c 1 K4(vc 2 v), (24)

where K4 is a positive definite, diagonal matrix
V
.

5 2(v1 2 vr cos e3)2 2 k2
1e2

1 2
k1

k2k3vr
(v2 2 gr 2 k2vr e2)2

given by

K4 5 k4I. (25) 2
k1k3

k2
vr sin2 e3, (30)

Note that Eq. (24) is also valid for the case when
and, considering (26) again, we obtainvr (t) and gr (t) are time-varying functions. It is com-

mon in the literature to assume simply that u 5 v
.

c,
called ‘‘perfect velocity tracking,’’ which cannot be V

.
5 2k2

1e2
1 2

k1k3

k2
vr sin2 e3 2 (e4 1 k1e1)2

assured to yield tracking for the actual cart.

Theorem 3.1. Given a nonholonomic system with n gener- 2
k1

k2k3vr
(e5 1 k3vr sin e3)2, (31)

alized coordinates q, m independent constraints, r actua-
tors, let the following assumptions hold:

clearly, V
.

# 0 and the entire error e 5 [eT
p eT

c ]T isa.1. The number of actuators is equal to the number of
bounded. Using Eqs. (20), (26), (31), and assumptiondegrees of freedom (i.e., r 5 n 2 m).
(a.3), one deduces that iei and ie

. i are bounded, soa.2. The reference linear velocity is nonzero and bounded,
that iV

¨
i , y, i.e., V

.
is uniformly continuous. Sincevr . 0 for all t. The angular velocity gr is bounded.

V(t) does not increase and converges to some constanta.3. A smooth auxiliary velocity control input vc is given
value, by Barbalat’s lemma, V

.
R 0 as t R y. Consider-by (21).

ing that ec 5 [e4 e5]T R 0 as t R y, then in the limita.4. K 5 [k1 k2 k3]T is a vector of positive constants.
Let the nonlinear feedback control u [ Rn2m given by (24)
be used and the vehicle input commands be given by (15).

0 5 k1e2
1 1

k3

k2
vr sin2 e3. (32)Then, the origin ep 5 0 is uniformly asymptotically stable,

and the velocity vector of the mobile base satisfies v R vc

as t R y. Eq. (32) implies that [e1 e3]T R 0 as t R y. From (20)
we have

Proof: Define an auxiliary velocity error

gr 2 v2 5 0, (33)
ec 5 v 2 vc, (26)

and considering that e5 R 0 in (26), it yields
ec 5 Fe4

e5
G5 Fv1 2 vc1

v2 2 vc2
G5 F v1 2 vr cos e3 2 k1e1

v2 2 gr 2 k2vre2 2 k3vr sin e3
G ,

v2 2 gr 2 k2vre2 2 k3vr sin e3 5 0, (34)

2k2vre2 5 0. (35)by using (24), we obtain
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By assumption vr . 0, then e2 R 0 as t R y. Therefore, the NN functional approximation error. Then, an esti-
mate of f (x) can be given bythe equilibrium point e 5 0 is uniformly asymptoti-

cally stable. n

f
ˆ
(x) 5 W

ˆ
Ts (V

ˆ
Tx), (39)

where W
ˆ

, V
ˆ

are estimates of the ideal NN weights4. POINT STABILIZATION USING
that are provided by some on-line weight tuning algo-NEURAL NETWORKS
rithms. For a more detailed discussion the reader is

In this section we present a robust-adaptive kine- referred to ref. 23.
matic/neuro-controller that can deal with unmodeled
bounded disturbances and/or unstructured unmod-
eled dynamics in the nonholonomic mobile robot.

4.2. Feedback StabilizationOn-line NN weight tuning algorithms that do not
of Nonholonomic Systemsrequire off-line learning yet guarantee small tracking

errors and bounded control signals are utilized. Feedback stabilization consists of finding feedback
laws such that an equilibrium point of the closed-
loop system is asymptotically stable. Unfortunately,4.1. Feedforward Neural Networks
the linearization of nonholonomic systems about any

The neural network output y is a vector with m com- equilibrium point is not asymptotically stabilizable.
ponents that are determined in terms of the n compo- Moreover, there exists no smooth static (dynamic) time-
nents of the input vector x by the formula invariant state-feedback that makes an equilibrium

point of the closed-loop system locally asymptotically
stable.1,4,20 Therefore, feedback linearization tech-

yi 5 ONh

j51
Fwi j s SOn

k51
vjkxk 1 uvjD1 uwiD, i 5 1, . . . , m niques cannot be applied to nonholonomic systems

directly.
(36) A variety of techniques have been proposed in

the nonholonomic literature to solve the asymptotic
where s (?) are the activation functions and Nh is the stabilization problem. In ref. 1 these techniques are
number of hidden-layer neurons. The first-to-second- classified as (1) continuous time-varying stabilization,
layer interconnection weights are denoted by vj k and (2) discontinuous time-invariant stabilization, and (3)
the second-to-third-layer interconnection weights by hybrid stabilization. This section is concerned with
wij. The threshold offsets are denoted by uvj , uwi. By the former.
collecting all the NN weights vjk, wij into matrices of
weights VT, WT, one can write the NN equation in
terms of vectors as 4.2.1. Time-Varying Stabilization

Time-varying control laws for nonholonomic mobiley 5 WTs (VTx). (37)
robots were introduced by Samson.6 Unfortunately,
the rates of convergence provided by smooth time-The thresholds are included as the first columns of
periodic feedback laws are at most t21/2, i.e., nonexpo-the weight matrices. Any tuning of W and V then
nential.4 Thus feedback laws with faster rates of con-includes tuning of the thresholds as well.
vergence are desirable for practical purposes. TheseThe main property of an NN we shall be con-
feedback laws are necessarily non-smooth.cerned with for controls purposes is the function ap-

In this section we use a hybrid strategy; that is, aproximation property.17,22 Let f (x) be a smooth function
continuous time-periodic static state-feedback that isfrom Rn to Rm. Then, it can be shown that, as long
smooth everywhere except at the boundary of a smallas x is restricted to a compact set Ux of Rn for some
neighborhood of the origin.number of hidden layer neurons Nh, there exist

weights and thresholds such that one has
Point Stabilization as an Extension of the Tracking

f (x) 5 WTs (VTx) 1 «. (38) Problem: The trajectory tracking problem for nonho-
lonomic vehicles is given by (18). As in ref. 4 it is
assumed that the reference cart moves along the x-This equation means that an NN can approximate

any function in a compact set. The value of « is called axis, i.e.,
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Figure 3. Practical point stabilization using NN.

x
.

r 5 vr , qr 5 [xr 0 0]T, vr 5 [vr 0]T. (40) Differentiating (43) and using (11), the mobile robot
dynamics may be written in terms of the velocity
tracking error asTherefore, the point stabilization problem consists of

finding a smooth time-varying velocity control input
vc(t) such that lim

tR`
(qr 2 q) 5 0 and lim

tR`
xr 5 0. Then M(q)e. c 5 2Vm(q,q. )ec 2 t 1 f (x) 1 td , (44)

compute the torque input t(t) for (11), such that
where the important nonlinear mobile robot function isv R vc as t R y.

f (x) 5 M(q)v. c 1 Vm(q,q. )vc 1 F(v). (45)The structure for the point stabilization system
is given in Figure 3. In this figure, no knowledge of

The vector x required to compute f (x) can be de-the dynamics of the cart is assumed. The function of
fined asthe NN is to reconstruct the dynamics (11) by learning

it on-line.
x ; [vT vT

c v
. T

c ]T, (46)The design method is the same as in section 3.
However, in this case

which can be measured.
Function f (x) contains all the mobile robot param-vr 5 2k5xr 1 g(ep,t), (41)

eters such as masses, moments of inertia, friction coef-
ficients, and so on. These quantities are often imper-and
fectly known and difficult to determine.

g(ep,t) 5 iepi2 sin t, (42)

4.3. Mobile Robot Controller Structure
where k5 . 0. Different time-varying functions g(ep,t)

In applications the nonlinear robot function f (x) is atare available in the literature, see ref. 1 and the refer-
least partially unknown. Therefore, a suitable controlences therein.
input for velocity following is given by the computed-Given the desired velocity vc(t) [ R2, define now
torque like controlthe auxiliary velocity tracking error as

t 5 f
ˆ

1 K4ec 2 c, (47)ec 5 vc 2 v. (43)
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with K4 a diagonal, positive definite gain matrix, and Take the control t [ R2 for (11) as (50) with
robustifying termf

ˆ
(x) an estimate of the robot function f (x) that is pro-

vided by the neural network. The robustifying signal
c(t) is required to compensate the unmodeled un- c(t) 5 2Kzec, (52)
structured disturbances. Using this control in (44),
the closed-loop system becomes

where Kz is a known positive constant that depends
on both ZM and the disturbance magnitude. Note thatMe

.
c 5 2(K4 1 Vm)ec 1 f

˜
1 td 1 c, (48)

disturbances acting on the mobile robot are assumed
where the velocity tracking error is driven by the to be bounded by some known constants.
functional estimation error A Lyapunov theoretic approach was used in ref.

24 to prove that the controller (50), the robustifying
f
˜

5 f 2 f
ˆ
. (49) term (52), and the following NN weight tuning laws

(53) make the velocity tracking error ec(t), the position
By using the controller (47), there is no guarantee error ep(t), and the NN weight estimates V

ˆ
, W

ˆ
UUB.

that the control t will make the velocity tracking error
small. Thus, the control design problem is to specify

W
.̂

5 Fŝ eT
c 2 Fŝ 9V

ˆ
TxeT

c 2 kFieciW
ˆ

, (53.a)a method of selecting the matrix gain K4, the estimate
f
ˆ
, and the robustifying signal c(t) so that both error V

.̂
5 Gx(ŝ TW

ˆ
ec)T 2 kGieciV

ˆ
, (53.b)

ec(t) and the control signals are bounded. It is im-
portant to note that the latter conclusion hinges on

where F, G are positive definite design parametershowing that the estimate f
ˆ

is bounded. Moreover,
matrices, and k . 0. The first terms of (53) are nothingfor good performance, the bound on ec(t) should be
but the standard backpropagation algorithm. The lastin some sense ‘‘small enough’’ because it will affect
terms correspond to the e-modification15 from adap-directly the position error ep(t).
tive control theory; they must be added to ensureIn this section we will use an NN to provide the
bounded NN weight estimates. The middle term inestimate f

ˆ
for computing the control in (47). By placing

(53.a) is a novel term needed to prove stability.into (47) the neural network approximation equation
In practical situations the velocity and positiongiven by (39), the control input then becomes

errors are not exactly equal to zero. The best we can
do is to guarantee that the error converges to a neigh-t 5 W

ˆ
Ts (V

ˆ
Tx) 1 K4ec 2 c, (50)

borhood of the origin. If external disturbances drive
the system away from the convergence compact set,and the velocity error dynamics is given by
the derivative of the Lyapunov function become neg-
ative and the energy of the system decreases uni-Me

.
c 5 2(K4 1 Vm)ec 1 WTs (VTx)

formly; therefore, the error becomes small again.
2 W

ˆ
Ts (V

ˆ
Tx) 1 (« 1 td) 1 c. (51)

It remains now to show how to select the tuning
algorithms for the NN weights, and the robustifying

5. SIMULATION RESULTSterm c(t) so that robust stability and tracking perfor-
mance are guaranteed. 5.1. Tracking a Reference Trajectory

The control algorithm developed in section 3 wasDefinition: We say that the solution of a nonlinear
implemented in MATLAB. We took the vehicle pa-system with state x(t) [ Rn is uniformly ultimately
rameters (See Fig. 1) as m 5 10 kg, I 5 5 kg-m2, R 5bounded (UUB) if there exists a compact set Ux , Rn

0.5 m, r 5 0.05 m, and initial position [x0 y0 u0] 5such that for all x(t0) 5 x0 [ Ux, there exists a d . 0
[2 2 0]. The reference trajectory is given by xr 5 1,and a number T (d, x0) such that ix(t)i , d for all t $
yr 5 vrt, ur 5 908. In some cases, the mobile baset0 1 T.
maneuvers, i.e., exhibits forward and backward mo-
tions to track the reference trajectory (See Figs. 4–6).Definition: For notational convenience we define the

matrix of all the NN weights as Z
ˆ

; diaghW
ˆ

, V
ˆ

j. Note that there is no path planning involved—the
mobile base naturally describes a path that satisfiesAssume that the ideal weights are bounded, i.e., iZiF

# ZM with ZM known. the nonholonomic constraints.
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Figure 6. Control (—) and actual (--) linear velocities v
Figure 4. Mobile robot trajectory. (m/s).

5.2. Point Stabilization Using Neural Networks Although asymptotic convergence of the mobile
robot cannot be guaranteed, the reference cart canWe should like to illustrate the NN control scheme
be proven to be asymptotically stable. Therefore, thepresented in section 4. Note that the NN controller
mobile robot can be stabilized to an arbitrarily smalldoes not require knowledge of the dynamics of the
neighborhood of the origin. Simulation results thatmobile robot. The controller gains were chosen so that
verify the validity of the combined kinematic/NNthe closed-loop system exhibits a critical damping
controller are depicted in Figures 7–9.behavior: K 5 [k1 k2 k3]T 5 [10 5 4]T, K4 5 diagh25, 25j

and k5 5 1. For the NN, we selected the sigmoid
activation functions with Nh 5 10 hidden-layer neu- 5.3. A Comparison Study
rons, F 5 G 5 diagh10, 10j and k 5 0.1.

For comparison purposes, three controllers have beenTo have an acceptable closed-loop performance,
implemented and simulated in MATLAB: (1) a con-we may use feedback laws that are smooth every-
troller that assumes ‘‘perfect velocity tracking,’’ (2)where except at the boundary of a small neighbor-
the controller presented in section 3, which assumeshood of the origin. The following choice has been
complete knowledge of the mobile robot dynamics,proposed in ref. 4
and (3) the NN backstepping controller developed in
section 4, which requires no knowledge of the dynam-
ics. The reference trajectory is a straight line withg(ep, t) 5 Hsin t if iep i $ «1 . 0

0 otherwise.
(54)

initial coordinates and slope of (1,2) and 26.568, re-
spectively.

Controller with Perfect Velocity Tracking Assump-
tion: The ‘‘perfect velocity tracking’’ assumption is
made in the literature to convert steering system in-
puts into actual vehicle commands. The response
with a controller designed using this assumption is
shown in Figure 10. Although unmodeled distur-
bances were not included in this case, the perfor-
mance of the closed-loop system is quite poor. In fact,
this result reveals the need of a more elaborate control
system, which should provide a velocity tracking in-
ner loop.

Backstepping Computed-Torque Controller: The re-
sponse with this controller is shown in Figure 11.
Since bounded unmodeled disturbances and frictionFigure 5. Reference angle (—) and heading angle (--).
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Figure 7. Mobile robot trajectory.

Figure 8. Some NN weights.
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Figure 9. Applied torques: (—) right and (--) left wheels.

were included in this case, the response exhibits a controller, the NN controller provides a velocity
tracking inner loop. The robustifying term deals withsteady-state error. Note that this controller requires

exact knowledge of the dynamics of the vehicle to unstructured unmodeled disturbances. The validity
of the NN controller has been evidently verified.work properly. Since this controller includes a veloc-

ity tracking inner loop, the performance of the closed
loop system is improved with respect to the previ-
ous case. 6. CONCLUSIONS

NN Backstepping Controller: The response with this A stable control algorithm capable of dealing with
controller is shown in Figure 12. It is clear that the the three basic nonholonomic navigation problems,
performance of the system has been improved with and that considers the complete dynamics of a mobile
respect to the above cases. Moreover, the NN control- robot, has been derived using backstepping. This
ler requires no prior information about the dynamics
of the vehicle. As the conventional computed-torque

Figure 11. Backstepping controller (section 3). Desired (—)Figure 10. Perfect velocity tracking assumption. Desired
(—) and actual (o) trajectories. and actual (o) trajectories.
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