Caching Video Objects: Layers vs Versions ?
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Abstract—Because Internet access rates are highly hetero-kbps ISDN connections, shared—bandwidth cable modem
geneous, many video content providers today make available connections, xXDSL connections with downstream rates in
different versions of the videos, with each version encoded 100 kbps to 6 Mbps range, and high—speed switched Ether-

ata different rate. Multiple video versions, however, requre o4 connections at 10-100 Mbps. Because Intermet access
more server storage and may also dramatically impact cache is heterogeneous. video content providers ically pro-
performance in a traditional cache or in a CDN server. An 9 y P typ yp

alternative to versions is layered encoding, which can also Vid€ multiple quality levels, with each quality level hagin
provide multiple quality levels. Layered encoding requires @ different encoding rate.

less server storage capacity and may be more suitable for  Multiple quality levels can be created by encoding video
caching; but it typically increases transmission bandwidh jnio multiple versions, each version encoded at a different
due to encoding overhead. In this paper we compare video rate. However, multiple versions of the same video can

streaming of multiple versions with that of multiple layers | . in th t of st =
in a caching environment. We examine caching and dis- Cause large Increases In the amount of storage. ~or exam-

tribution strategies that use both versions and layers. We Ple, for storing 1000 videos., each video having an average
consider two cases: the request distribution for the videos length of one hour and having an average encoded bit rate

known a priori; and adaptive caching, for which the request of 4 Mbps, the required storage is 1800 Gbytes of storage.
distribution is unknown. Our analytical and simulation re-  |f for each video there is a second lower—quality version
sults indicate that mixed distribution/caching strategies pro- gt half the bit rate of the high—quality version, then we
vide the best overall performance. need an additional 900 Gbytes of storage. When there are

Keywords— Proxy Caching, Streaming Video, Layered many versions, the additional required bandwidth can be
Video, Multi-version Video. yet much more.

Layered encoding (also known as hierarchical encod-
|. INTRODUCTION ing) can also be used to create multiple quality levels. The
piorage requirements at a server for maintaining multiple

the dominant traffic type in the Internet in the UIOI_ayers is typically much less than maintaining the same

coming years, dwarfing the bandwidth usage of other [RUMPEr of versions. However, creating video layers gen-
ternet applications. Driving this demand is the currefifates additional bandwidth overhead [3], [4]. In particu-

deployment of residential broadband access technologi@g, for the same quality level, layered encoding typically
such as cable modem and xDSL technologies. requires more transmission bandwidth than does a video

Given that the Internet will soon be transporting vasersion
quantities of video traffic, a major concern becomes theGiven the presence of a caching and/or content distri-
efficient distribution of the video data. As with Web obbution network infrastructure, and the need for multiple
jects, video data can be transported to the client in mayigleo quality levels, in this paper we compare distributing
different ways, |nc|ud|ng(z) directly from origin server video versions to distributing video Iayers. We also exam-
to client; (#7) through intermediate ISP caches; aiti) ine mixed strategies consisting of both versions and layers
through content distribution networks (CDNSs) such as the Specifically, we consider a model in which all video
Akamai network. content is encoded into two versions: a low—quality ver-

In designing new strategies for distributing stored videgsion and a high—quality version. All videos are also hi-
over the Internet, we also must take into account that ararchical encoded into a base layer and an enhancement
cess to the Internet is highly heterogeneous [1], [2]. Toddgtyer. A proxy, representing an institutional cache or a
Internet access includes 56 kbps modem connections, $28ver in a CDN, sits between the origin servers and the

ANY analysts expect streaming stored video to



clients. Bandwidth between the proxy and the clients is
assumed to be abundant. However, bandwidth between
the origin server and the proxy is a constrained resource, AN
as well as is the storage capacity at the proxy. When the
proxy receives a request for a video at a specific quality
level, the proxy will directly satisfy the request if it has
cached the appropriate version or layers; otherwise, # suf
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proxy, the origin server will stream the needed version or (abun dant bandlwicth)
layers to the client through the proxy.

We first consider the case when the request distribution
for the videos is known. We consider three natural dis- Client Client Chient

tribution strategies and develop an analytical performreanEig. 1.  Architecture for caching and streaming of adaptive
methodology. We then consider the case when the requestvideo.

distribution is unknown. We propose three natural adap-

tive caching studies and use simulation to compare their

performance. Broadly speaking, we find that mixed strate- Il. MODEL AND NOTATION

gies that use both versions and layers provide the most roFig. 1 illustrates our architecture for video caching.
bust performance. Our model and methodology brings oStippose there arf videos available; and all of them are

a number of subtle issues that shed important insights &@red on the origin servers. Popular videos are cached in
the distribution of multi-quality in the Internet. a proxy server, which is located close to its client commu-

This paper is organized as follows. We end this sectiGHfy-
with an overview of related work. In Section 2, we present
our model and establish some basic properties of optindal ProXy Server
caching strategies. In Section 3 we consider the case whefrhe clients direct their requests to the proxy server; if
the request distribution is known. We develop an analyticgle requested video (defined by type and quality) is in the
methodology, which we use to study the performance pfoxy, then the video is streamed from the proxy to the
three natural caching strategies. In Section 4, we considgient; if it is not in the proxy, the video is streamed from
adaptive caching and again study three natural distributithe origin server to the proxy, and then from the proxy to
schemes. In the concluding Section 5, we summarize @hé client.
findings. The proxy server is connected to the origin servers via
a wide area network (e.g., the Internet). We model the
bandwidth available for streaming from the origin servers
A. Related Work to the proxy server as a bottleneck link of fixed capacity
(bit/sec). The proxy is connected to the clients via a local
Decuetot al[5] also compared streaming of video veraccess network, which could be a LAN running over Eth-
sions to streaming of video layers. In particular, in a TCRernet, or a residential access network using xDSL or HFC
friendly context, they proposed prefetching and qualitytechnologies. For the purposes of this study, we assume
level switching schemes for both pure versions and puteat there is abundant bandwidth for streaming from the
layers. The paper [5] focused on time—dependent stregpnexy to the clients. We model the proxy server as having
ing of a single video from origin server to client; it dida storage capacity @ (bytes) and having infinite storage
not take into account an intermediate cache sitting betwegsmdwidth (for reading from storage). Our focus in this
origin servers and clients. study is on caching strategies that cache complete layers
Kangasharjiet al [7] considered caching strategies foP! Versions of videos in the proxy. Our goal is to cache
layered video. In particular, they formulated the Iorc)b\udeo layers or versions so as to maximize the number of
lem as optimization problem, showed that the optimizaticiyPPorted streams.
problem was intractable, and proposed and studied sev%al
natural heuristics. The paper [7] did not take into account
multiple versions, and therefore did not compare cachingReal Networks [9] and other video streaming technol-
layers, caching versions, and mixed strategies. ogy companies today allow content providers to encode
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video into multiple quality versions. Video versions allovhead impacts both transmission and storage resources.
service and content providers to offer flexible streaming In summary, in this study each video can be encoded
services to clients with vastly different access bandvedtinto either versions or layers. For versions, we suppose
and decoding capabilities. Clients with low—speed accebat there are two possible versions, namely, a high—gualit
will only be interested in the low—quality stream. Clientsersion and a low—quality version. For layers, we suppose
with LAN, cable-modem or ADSL access will be interthat the video is encoded into two layers, namely, a base
ested in high—quality streams. layer and an enhancement layer. Thus, each video has four

Many content providers today store multiple versions abjects associated with it: a low—quality version, a high—
the same video on the origin server and stream the vidgaality version, a base layer, and an enhancement layer.
version that is most appropriate on a user—to—user ba$\e denote these four objects hy:, b, ande, respectively.
This approach allows for flexible pricing structures. A If T(m) is the length of videon, m = 1,..., M,
content or service provider may offer the low—quality veiin seconds and(m) is the encoding rate for one of the
sion for a standard charge and charge a premium for thersions or layers, then the corresponding storage require
high—quality version. Throughout this paper we shall ament for the object i$(m) = T'(m) - r(m). Table | sum-
sume that two quality levels are available for each videomarizes the notation we will use for the two versions and

Although the approach of multiple versions offershe two layers. We naturally assume that the rate of the
greater service and pricing flexibility, it has major drawhigh—quality version is greater than the rate of the low—
backs. First, it requires more storage at the origin servguality version, i.e.r;,(m) > r;(m).
than does the approach that makes only one quality leveln order to compare the caching of layers and versions,
available. Second, if one quality version is cached invge suppose throughout that the encodings are such that
proxy server, and there is a request for a different qualitiie visual quality of the base layer is the same as the visual
version, then the version must be fully streamed from thgality of the low—quality version; and the video quality of
origin server, i.e., the cached version is of no use. Anbe base and enhancement layer combined is the same as
third, if both quality levels are cached in the proxy, thethe high—quality version. However, due to encoding over-
more storage is necessary than when only one versiorhéad to create layers, we do not assume that the layers
used. and versions have the same encoding rates. Instead, we
make the following three naturédate Assumptionshich
are based on video encoding experiments [3], [4]:

An alternative to using versions is to use layered (aldo Due to the overhead of layered encoding, the base layer
known as hierarchical encoded) video. With layered ehas at least the same rate as the low—quality version, i.e.,
coding, each video object is encoded into a base layer aptin) = r(m) - [1 + O;(m)] whereO;(m) > 0 is the
one or more enhancement layers. The base layer contaiwvg—quality coding overhead.
the most essential information, and the enhancement I2y-Again due to the overhead of layered encoding, the base
ers provide quality enhancements. A particular enhanasd enhancement layers together have at least the same
ment layer can be decoded only if all lower quality layemsate as the high—quality version, i.ey(m) + r.(m) =
are available. Throughout this paper, we will assume that(m) - [1 + Oy, (m)] whereOy, (m) > 0 is the high—quality
each video has been coded into two layers, a base lageding overhead.
and a single enhancement layer. 3. The base and enhancement layers together have smaller

The storage requirements for the base and enhancentate than the two versions, i.ey(m) +r.(m) < r;(m) +
layer together are typically less than the requirements for(m).
the low—quality and high—quality versions together, for For any video, the proxy can contain objects made from
both the origin server and the proxy. Furthermore, if theersions and/or layers. However, we assumedéeeod-
base layer is cached in the proxy, and a client requesig constraini namely, that the proxy never caches the en-
a high—quality version, then only the enhancement layleancement layer if the base layer is not cached. When
needs to be streamed from the origin server. Nevertheleasequest arrives to the proxy for some low—quality video,
layered encoding has one major drawback, namely, enctitke proxy can satisfy the request if it is currently storiig e
ing overhead. Typically, for the same high—quality levether the low—quality version or the base layer of the video.
the total rate of the base and enhancement layer combi@tierwise, the proxy must obtain either the low—quality
is greater than the rate of the high—quality version. Alseersion or the base layer from the origin server and relay
for the same low—quality level, the rate of base layer is dhe object to the requesting client. When a request arrives
ten greater than that of the low—quality version. This ovete the proxy for some high—quality video, the proxy can

C. Layers



Base layer| Enh. layer| Low quality | High quality

Encoding rate| r4(m) re(m) ri(m) rh(m)

Size Sp(m) Se(m) Si(m) Sh(m)
TABLE |

NOTATION: RATES AND STORAGE REQUIREMENTS OF LAYERS AND VERSIONS OF VIOEm, m =1,..., M.

satisfy the request if it is currently storing either theltig Thus we can rule out all these four cases.

quality version or if itis storing both the base and enhance-Now consider{/, h}. This combination will satisfy all
ment layers of the video. Otherwise, it must retrieve agquests at the proxy. However, the combinat{én e}
object from the network to satisfy the request. If the proxaiso satisfies all requests and, by Rate Assumption 3, takes
has stored the base layer, then the proxy can retrieve eitfegss storage. Thus, we can rule ¢it h}.

the enhancement layer or the high—quality version. Finally, we can also rule oyth, e, h} since the combi-
nation{b, e} also satisfies all requests but takes less stor-
D. Basic Properties age. [

For a given video, there are four cachable objects: the”S @ corollary to the above theorem, for any given video

low—quality version §), the high—quality versioni(, the W€ US€ €ither versions or layers but not both.
base layeri() and the enhancement laye).(Thus for any Motlvateq by the above theorem, in the foIIowmg sec-
given video, there are* = 16 different combinations of tions we will propose and examine some strategies for

objects that can be put in the cache, including putting §§Ching layer and version objects. But itis also useful to

object in the cache. This is a daunting number of combpake a few additionaDbservationsabout extreme cases:

nations to analyze. Fortunately, without loss of generalitl. For a given video if all (or “nearly all”) requests are for

we may restrict ourselves to only five of the combinationé€ low—quality version (and none or “nearly none” are for
Theorem 1:There is an optimal caching configuratiorin€ high—quality version), then we would either cache the

such that for each video one of the following five objedPW—quality version or cache no objects for that video, i.e.

combinations is usedi, {i}, {}, {b}, or {b, e}. In other fOr object combination we would use eithigr; or (.

words, for each given video we either cache just the lov- Similarly, if for a given video if all (or “nearly all’)

quality version, just the high—quality version, just theéa "€quests are for the high—quality version, we would use

layer, the base and enhancement layers together, or no@ther{n} or 0.

jects at all. 3. If there is no overhead for layered encoding, that is, if

Proof: Because of the decoding constraint for lay?t (™) = On(m) = 0, then for videomn we would only
ered video, we can rule out all combinations that inclade!S€ 1ayers; in particular, we would use eitter{b} or
but notb. {b, e}

Now consider{b, #}. Note that Rate Assumptions 3 However, when(:) there is layering overhead, arfti)
and 1 together imply that,(m) > r.(m). Hence request rates for low— and high—quality versions are both
ro(m) + rh(m) > rp(m) + re(m). It follows from this Significant, then it is not obvious whether we should use

last expression that we can replace the combinatiorh } versions or layers; furthgrmore, for some video; it may
with {b, ¢} and use less storage while still satisfying afpe preferable to use versions whereas for others it may be

requests at the proxy for the video. Thus we can rule Jfieferable to use layers.
{b, h}.

Now consider{b, [}, {b, I, e}, {b, I, h},{b, I, h, e}.
By caching the base layer, we satisfy all low—quality re- We start by modeling the steady—state cache perfor-
quests and we partially satisfy higher quality requestsance using a static caching model. With this model, we
(only need to get enhancement layer from network). #ssume that the request pattern is kn@aapriori and does
we additionally cache the low—quality version, we takeot change dynamically. Suppose that thereMdrgideos.
up more storage and we do not satisfy more reque§sppose that requests for video streams arrive according to
for low—quality video. Combining this observation witha Poisson process with ratgrequests/hour). Letdenote
rp(m) > r.(m) implies that if we cache the base layetthe requested quality level with= 0 indicating a request
then there is no need to also cache the low—quality layfar a low quality video, and = 1 indicating a request for a

[ll. KNOWN REQUESTDISTRIBUTION



high quality video. Lep(j,m), 7 =0, 1; m=1,..., M, we have already cached the low (or high) quality version
denote the probability that a given request is for fhe of a given video and the next largest probability is for a
quality stream of videan. As a proper mass distributiondifferent quality of the video, then we replace the low (or
thep(j,m)’s satisfyZ%:] Z}:Op(j, m) = 1. high) quality version of the video with the base and en-
The corollary to Theorem 1 suggests three cachimgincement layer of the video.
strategies, namely:
1'. Pure version caching, where we cache only video veX- \;qaq Caching Model
sions.
2. Pure layer caching, where we cache only video layers. In this section we develop an analytical model for the
3. Mixed caching, where we cache layers for some videggching and streaming of video layers and versions. We
and versions for others. derive expressions for the blocking probability of a client
For all three caching strategies we first order the requestjuest and the long run rate at which client requests are
probabilitiesp(j,m), 7 = 0, 1; m = 1,..., M in de- satisfied. To keep track of the objects in the cache we in-
creasing order. We then fill the cache by considering ti@duce a vector of cache indicatats= (c;,cs, ..., cun),
objects(j, m) that are the most requested. First, we put theith ¢, = {0}, {I}, {r}, {I, h}, {b}, or{b, e}, for
object (j, m) with the largest request probabiligf(j,m) m =1,..., M. ¢, indicates whether no object, the low—
into the cache. Next, we cache the objgttn) with the quality version, the high—quality version, both the low—
next largest probability(j, m), and so on. If at some pointand high—quality version, the base layer, or the base layer
(as the cache fills up) the object needed to satisfy the tegether with the enhancement layer is cached for video
quest with the next largest request probability does not #it. (We allow forc,, = {I, h} to accommodate pure ver-
into the remaining cache space, we skip this object and #ipn caching in our model; note, however, that by Theo-
to cache the objects with the next largest request probalpdm 1 it is sub—optimal to cache both the low— and high—
ities. quality version for a given videe:.) In our model we fo-
With pure version cachingve cache only versions of cus on the bottleneck link of capaci€y, that connects the
the videos. We cache the high quality version of vidgeroxy server to the origin servers. We model this link as a
m if the next largest probability)(j,m) is for the high stochastic knapsack [8]. Lét, (j,m), j =0, 1, m =
quality stream of videon (i.e.,; = 1). If the next largest 1,..., M, denote the link capacity required for satisfying
probability is for the low quality stream of videa, then a request for g—quality stream of videan, given that the
we cache the low quality version of videa. Note that object(s)c,, are cached for videan. Table Il gives the
with pure version caching we may end up caching both (j,m)’s for all possible combinations @f,, andj. We
high and low quality versions of the same video (whichssume that the lower rate versions are streamed over the
we know from Theorem 1 is sub—optimal). bottleneck link whenever a request cannot be satisfied by
With pure layer cachingwe cache only video layers.the cache; exceptin the case where the base layer is cached
If the next largest request probabilip(j, m) is for low and the high—quality stream is requested, in that case we
quality stream of videon (i.e., j = 0), then we cache stream the enhancement layer. Without loss of generality
the base layer of videm. On the other hand, if the nextwe assume that' and allb.,, (7, m)’s are positive integers.
largest probability is for the high quality stream of videdet be = (b, (j,m)), 7 =0, 1, m = 1,..., M, be the
m (i.e., j = 1), then we cache both base and enhanceector of the bandwidth requirements of the requests. Note
ment layer of videon. If the base layer has already beethat this vector ha@ M elements. Throughout we assume
cached, i.e., ip(0,m) > p(1,m), then we need to cachethat the client watches the entire stream without interrup-
the enhancement layer only. Due to decoding constraitibn, thus the bandwidth,, (j,m) is occupied forT'(m)
we never cache the enhancement layer of a given vidseconds. Let = (n(j,m)), j =0, 1, m =1,..., M,
without caching the corresponding base layer. be the vector of the numbers of ongoifigguality streams
With mixed cachingve cache the high quality versionof videom. Then(j, m)’s are non—negative integers. Let
of videom if the next largesp(j, m) is for the high qual- S¢ = {n : be - n < C} be the state space of the
ity stream of videan and no other object of the video hastochastic knapsack model of the bottleneck link, where
been cached. On the other hand, if the next largest proba-- n = Zn]‘le Z}:U be,, (4, m) - n(j, m). Furthermore,
bility is for the low quality stream of videa and no other let S¢(j, m) be the subset of states in which the knapsack
object of the video has been cached, theniyeache the (i.e., the bottleneck link) admits a stream with the band-
low version of videomn if r,(m) > r;(m), and(ii) cache width requirement,, (j, m). We haveS¢(j,m) = {n €
the base layer of video if r,(m) = r;(m). However, if S¢:be-n < C b, (j,m)}. The blocking probabilities



be,,(4:m) | em = {0} cm ={l} cm={h} cm=A{l b} cm={b} cm=1{b, e}
j=0 ri(m) 0 ri(m) 0 0 0
j=1 rr(m) rh(m) 0 0 Te(m) 0

TABLE Il

BANDWIDTH REQUIREMENT FOR STREAMINGj—QUALITY STREAM OF VIDEO m GIVEN CACHE CONFIGURATIONb,, (] m).

can be explicitly expressed as re(m) is then computed as(m) = [14+O0p(m)]-r,(m) —
' ry(m).
Be(g,m) =1~ Client requests arrive according to a Poisson process.
Znesc(j,m) [T, T = (p(Gm) @) /(n(f,m))! The average request arrival rateliss 270 requests/hour,

’ chosen to give a blocking probability of 2% whenr= 1.0.
The p(j,m)’s are determined as follows. Let,, m =
wherep(j, m) = Ap(j, m)T(m) is the load offered by re- 1, ..., M, denote the probability that a given client request
quests forj—quality streams of videa:. These blocking is for videom: (irrespective of whether the request is for the
probabilities can be efficiently calculated using the recupw quality stream or the high quality stream of the video).
sive Kaufman—Roberts algorithm [8, p. 23]. The expectdfe draw thep,,,'s from a Zipf distribution with parameter

blocking probability of a client’s request is given by ¢ = 1. Letq denote the probability that the request for a
given video is for the low quality stream of the video. We

! ' ' fix ¢ as a system parameter in our numerical analysis. We
B(c) = Zp(]am)BC(]am)- setp(0,m) = q- pm andp(1,m) = (1 — q) - pm.
' The cache size is set @ = 200 Gbytes and the link
The long run throughput, i.e., the long run rate at whiatapacity isC' = 150 Mbps. For a given realization of the
client requests are satisfied is given by layer and version rates;(m), ry(m), ry(m), r.(m)) as
well as video lengthg’(m), m = 1,..., M, we apply the
Mo ) ) three outlined caching strategies to obtain the cache indi-
TH(c)=X- Z Zp(],m)(l — Be(j,m)). catorsc,,, m = 1,...,M. With these cache indicators

m=ti=0 we calculate the normalized throughput using the stochas-

We define the normalized throughplifd,, (c) as the ratio tic knapsack gnalysis introduc'ed 'in the prgvious section.
of the rate of satisfied requests to the total request arriVye run many independent replications of this procedure to

2omese T, T (o(m)) "G f(n(m))!

rate, i.e.TH,(c) = TH(c)/\. obtain confidence intervals for the normalized throughput.
For every independent replication we draw a new indepen-
B. Numerical Results dent set of layer and version rates and video lengths. We

We assume that there afd = 1.000 different videos. rePeat this procedure until the 95% confidence interval of

For a given videom we generate the version and Iaye?he nqrmalized throughput is less than 1% of the corre-
rates as follows. The rate of the high quality versigr) SPonding sample mean.
is drawn randomly from a uniform distribution between 2 In Fig. 2 we plot the normalized throughput as a func-
and 6 Mbps with a granularity of 0.1 Mbps and an averagien of the probability of a low quality requegt The re-
of 4 Mbps. The rate of the low quality version(m) is sults show that if no overhead is incurred in generating
uniformly drawn between.5 - r (m) and0.7 - r, (m) with  layered videos (i.e.0, = 0), then pure layer caching
an average of.6 - r,(m). The length of the vide@'(m) is the best strategy as suggested by Observation 3 above.
is drawn from an exponential distribution with an averagéaching layers is also favorable when the requests are non-
length of one hour. homogeneous)(1 < ¢ < 1) and the overhead is low. We
We assume that the aggregate rate for the layered vide® that the throughput for pure layer caching increases
has an overhea@,,(m) over the high quality version, i.e.,monotonically as more requests are for low quality videos
rp(m) + re(m) = [1 + Op(m)] - rp(m). We consider two and decreases with increasing overhead. The throughput
cases:(i) rp(m) = ry(m), and(i7) r,(m) > r;(m), in for pure layer caching is strongly affected when the base
this case we vary,(m) betweenr;(m) and[1 + O, (m)]- layer includes overhead (i.e:; > ;). This can be con-
ri(m). With r,(m) fixed, the rate of the enhancement layesidered as the worst case and therefore, we always assume



caching for all cases and offers the best overall perfor-
mance. It performs as well as pure layer caching when
the overhead is zero and as well as pure version caching
whenO,, = 0.5. Since the smalles is0.5 -y, O, = 0.5

is the largest overhead incurred in creating layered video
while meeting Rate Assumption 3.

Fig. 3 gives the normalized throughput as a function of
the overhead);, of layered encoding. We can clearly see
that mixed caching gives better performance than pure ver-
07l e | sion caching and pure layer caching for the range of over-
—=— Layer (Q=0.1) || head. Its performance is less sensitive to the overhead than
—8— Mixed (O,=0.1) .

L R[] Pure er caching. .
0.6 ! ! ! I The superiority of mixed caching is independent of the

0 0.2 0.4 06 08 1 cache size and the link capacity. In Fig. 4 we plot the nor-

Probability of low quality request (a) malized throughput as a function of the cache sizand
the link capacityC'. The cache size is chosen betwéer
45 and 900 Gbytes or between 2.5% and 50% of the total
video data. Given the average video len@th, (in sec-
onds), the average rate of a videg, (in bit/sec), and the
client request rate\ (in requests/second), we would need
on the averag€' = T4 - Tavg - A Mbps of bandwidth to
stream all the requested videos. We varied the link capac-
ity betweenC' = 10 and 160 Mbps or between 1% and 16%
of the total requested video bit rate.

Both figures show that in all cases mixed caching of-
fers the best overall performance. It shows that mixed
07k S | caching gives similar perfprmance to pure layer caching
. kﬁigé(( ::06_11)) for small overhead and similar performance to the pure

--x - Layer (QF0.5) version caching fo), = 0.5.
06 | | [ 2 Mg (Go09) In summary, the results with static caching model show
0 0.2 0.4 0.6 08 ! that a mixed caching strategy can strike a good balance
Probability of low qualty request (q) between pure layer caching and pure version caching.

Normalized throughput

(a) Ty =1

Normalized throughput

©)r > IV. ADAPTIVE CACHING

Fig. 2. Static caching scenario with varying probabilitylof/ With the static caching model, the request distribution
quality requests. is assumed to be known beforehand. However, in practice,
the actual request distribution may not be known. When
the distribution is unknown, we need to make caching
and replacement decisions on-the—fly. Moreover, in most
Pure version caching is only favorable in case of hideo distribution systems, new videos are being continu-
mogeneous request quality, i.e., all requests are eithier #fly released. As the video popularities change, providers
low quality (7 = 0) or for high quality streamsg(= 1). replace the least popular videos in their systems with new
The largest throughput is achieved if all requests are fgigeos. In this section we will consider adaptively caching
low quality streams. This is expected because in this sggrd replacing videos when the request distribution is un-
nario more videos are cached and hence the cache hit [ggwn and new videos are being continuously released.
is higher compared to a scenario where all requests areygé will compare the performance differences of static
high quality streams. The throughput is lowest when th@ching (with known distributions) and adaptive caching,
requests are non—homogeneous as sometimes we neeghtPidentify the factors causing the differences. We will
cache both the low— and the high—quality version. also investigate whether the basic observations of Section
The results indicate that mixed caching strikes a go@dstill apply.
balance between pure layer caching and pure versiorin order to allow for direct comparison with the static

ry > ry in future plots.
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Fig. 3. Static caching with varying amount of overhead otlegd encoding.

caching scenario, we model the dynamic request distidw version in the cache or not. Likewise, we cache the
bution as follows. We start with the same 1000 videdew—quality version if the low quality video is requested
and generate requests in a similar fashion as in the stai@ that version is not in the cache. Again, we do it re-
caching scenario. However, in this adaptive model, we agrdless of whether we have the high—quality version in
sume that a fresh set of videos is made available periotlie cache or not. Therefore, we can have both high— and
cally and the least popular videos are replaced by this nlaw—quality versions in the cache (which we know from
set of videos. We assume that 1 to 50 new videos are Tdieorem 1 is suboptimal).

leased every week and that the exact number of new videogyith pure layer cachingwe cache both base and en-

is uniformly distributed between 1 and 50. The charagmncement layer if the high quality video is requested and
teristics of these new videos follow the same distributioe video is not in the cache. If we already have the base
as used in Section llI-B. Once the least popular videgyer, then we only stream the enhancement layer from the
are replaced by these new videos, the popularity of &lligin server and cache it. We stream the base layer from
videos in the system are re—shuffled and requests are g@@-origin server and cache it if the request is for low qual-

erated based on the new popularity distribution. Upon r@y video and the base layer is not cached. During replace-

shuffling, we also evict all currently cached objects frohent, we remove the enhancement layer before the base
the videos that have been replaced. If a stream is currengyer.

using the objects, then we remove the objects as soon

. L &Nith mixed cachingwe have a similar objective as in
the ongoing stream finishes.

the static caching model. We basically want to reduce the

Now, we explain the caching strategies. We start witesource usage by mixing layers and versions in the cache.
an empty cache and cache the layer or version of a vidgere, we consider two simple heuristics to illustrate our
as it is requested and streamed to the client. If the cadiiglings.

is full, then we replace the video in the cache following Thefirst heuristiccorresponds exactly to mixed caching

aleast recently used (LRUplacement strategy. We reyy the static model. Its objective is to replace the caching

place videos in the cache until enough space is obtainggly,oih high and low version of a video with the layers of
In all strategies, we do not replace a video object from thee yigeo since they use less resources,4s) +r, (m) <
cach(_e if the object is c_urrently being used for stream_ir}%(m) + r,(m). The caching proceeds as follows. For the
the video. In the following we describe the three cachings request we stream and cache the version of the video.
strategies identified in Section Iil. So, if the request is for high—quality video, we stream and
With pure version cachingwe cache the high—quality cache the high—quality version of the video. If the request
version if the high quality video is requested and that ves for the low—quality video, then we stream and cache the
sion is not in the cache regardless of whether we have tbe—quality version ifr,(m) > r;(m), or the base layer
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we will start again with the streaming and caching of ver-
sions for the next request. The motivation is that if a video
object can be removed from the cache, then the video ob-
ject is probably not very popular. So, it is better to start
again with versions.

The second heuristigs similar to the first heuristic, ex-
cept that for the first request we stream the version of the
video but we danot cache it. So, if the request is for high
quality video, then we stream the high—quality version of
the video but do not cache it, and if it is for low—quality
video, then we stream the low—quality version of the video
but do not cache it. If there is a second request for the same
video then we cache layers of the video. If the second re-
quest is for high—quality video then we stream and cache
both base and enhancement layers. If it is for low—quality
video, then we stream and cache the base layer only. In this
way, we stream versions but never cache them. Instead,
we cache only layers. The motivation of this heuristic is to
avoid caching objects for videos which are requested once
only. Moreover, for videos which are requested more than
once, caching video layers can serve requests of different
quality while using less resources. This caching strategy
requires the proxy to keep track of videos that have been
previously streamed. If all layers of a video are removed
from the cache, then we will start again, streaming but
not caching versions, and caching layers upon second re-
quests.

A. Numerical Results

We now present simulation results for adaptive caching.
We use the same distributions for the layer and version
rates as well as the video lengths as were used in Sec-
tion 111-B. While we evaluated the normalized throughput
with the stochastic knapsack analysis in Section IlI-B, we
now obtain the normalized throughput from simulations of
the cache operation. We use sequential simulat®priq
stop a simulation run automatically once the 95% confi-
dence interval is reached or it has run 6 seconds. We

if ro(m) = r(m). If there is a second request for differthen repeat the simulation by using different seeds. This
ent quality level of the same video, then we try to satisgnsures a different mixture of videos and hence cache com-
the request with layers and remove the version from tipesition. The final results are obtained by averaging the
cache. Otherwise, we proceed with pure version cachinglues from all runs. The simulation run are repeated un-
In replacing the version by layers, we reject the requestthe final results with 95% confidence intervals across
and keep the version if we do not have enough link capatifferent video mixtures are reached.

ity to stream the layers. Moreover, since we do not wantFig. 5 gives the normalized throughput as a function
to interrupt ongoing streams, we cannot remove the vef the probability of a low quality requesgt The figure
sion if it is being used, but we still cache the layers. Onahows that pure version caching is only favorable in case of
we have cached the layers, the version will be removedta@mogeneous requests. For heterogeneous requests, pure
soon as the ongoing streams using that version are tertairer caching offers better performance than pure version
nated. If both the base and enhancement layers of a videahing, especially when the layering overhead is low and
are removed from the cache (by LRU replacement), than overhead is incurred in creating the base layer. As with
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eral the throughput for adaptive caching is smaller than

1 g~ . | | the throughput for static caching. This is mainly because
095 H = the request pattern is not knovenpriori in the adaptive
—a caching model. In adaptive caching, videos are (1) cached
5 09pxs as requests arrive, and (2) evicted from the cache when
S oss e there is not enough space for new video objects. Thus
§ 05 the order of the request arrivals has a strong impact on
&7 the cache composition, whereas the cache composition is
E o075 exclusively based on the stream popularities in the static
(=] . . .
2 o7 caching model. The difference in performance between
static caching and adaptive caching widens as the average
0.65 request arrival rate\ increases, as is illustrated in Fig. 6.
0.6 This can be explained as follows. Consider a cache with a
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caching ¢ = 0.4).

large request arrival rate. and suppose that a “mistake” has
been made by caching a moderately popular object. With a
Fig. 5. Adaptive caching for varying probability of low qitgl large request arrival rate even a moderately popular object
request. could receive enough requests to have continuously one or
more ongoing streams. These ongoing streams, however,
keep the object in the cache and prevent more popular ob-
the static model, we see that mixed caching — using bg#tts (which would have been cached in the known request
heuristics 1 and 2— provides a good balance between pyf&tribution scenario) from entering the cache.
layer and pure version caching. It performs better thangig, 7 gives the normalized throughput as a function
pure layer caching for small overhead and as well as p@ethe amount of overhead incurred in layered encoding.
version caching for large overhead. We also observe thgk observe that heuristic 2 offers the best overall perfor-
heuristic 2 gives excellent results for a small layered efrance. However, similar to pure layer caching, it is highly
coding overhead. Note that heuristic 2 can be considerghsitive to the overhead. On the other hand, heuristic 1
a variation of pure layer caching where we require to s@@haves similar to pure version caching and is hence less
two requests before caching layers of a video. Throughoygnsitive to the overhead.
heuristic 2 performs much better than pure layer caching.The effects of varying the cache size and link capac-
This demonstrates the importance of weeding out the ongron the normalized throughput are shown in Fig. 8.
timer requests. Comparing Figs. 8(a) and 8(b) with Figs. 4(a) and 4(b) we
Comparing the plots with Fig. 2 we notice that in gersee that the normalized throughput does not grow as fast as

(b) Ty > T
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in the static caching model for small cache sizes and small o laerla=01)

link capacities. This is again due to the fact that without o.ss |~ \xeq 2 (@70 -

a priori knowledge of the request distribution the order ofs - Layer (€ a-:%)_s)
the request arrivals has a strong impact on the cache cor&- 08 -« - Mixed 2 (G=05) .
position. Also, moderately popular objects tend to keep thg
few extremely popular objects from being cached. Not& 075
again that by weeding out one—timer requests, heuristic@

achieves a higher throughput than the other strategies. 2

0.7 -

V. CONCLUSION 065

In this paper we have studied pure versions, pure layers, g6
and mixed distribution strategies. We found that mixed 0
distribution strikes a good balance to offer the best overal
performance. Our study leads to the following guidelines
for distributing multi-quality video in the Internet:

1. Caches and CDN servers should be partially pre-fillguy. 8. Adaptive caching with varying cache size and link ca-
with the most popular videos. If there are requests for both pacity ; = 0.4).
quality levels of a popular video, than the server should
cache both the base and the enhancement layer of the vixilﬁ
(rather than use versions). It is important to pre-fill the .

. 4 . . ect many of the conclusions to be even more pronounced
cache with the popular videos; otherwise, contlnuousg :

. . r three or more quality levels.

streaming moderately-popular videos may prevent popu-
lar videos from getting stored in the cache.
2. For a first-time request of a video with unknown popu- .
larity, the origin server should stream the requested quBliL T- Abdelzaher and N. Bhatti, “Web server gos managemgnt b
. . adaptive content delivery,” iRroc. of International Workshop on
ity level as aversion and the proxy should not cache the 5,5 may 1999,
version. If the video experiences multiple requests, thgn w. Ma, I. Bedner, G. Chang, A. Kuchinsky, and H.J. Zhangd, *
layers should be streamed and stored in the cache. framework for adaptive content delivery in heterogenecetsvork
3. Although we should use versions to stream first-time gg\gcr)onments,“ inProc. of MMCN 2000San Jose, CA, January
requests from origin server to client, we sh_o_uld_ not cac{! K. Chandra and A. Reibman, “Modeling one- and two-layariv
versions (unless all the requests for a specific video are

_ Or able bit rate video,"lEEE/ACM Trans. on Networkingol. 7, no.
one quality level). 3, pp. 398-413, June 1999.

Link capacity (%total)

(b) varying link capacity

8 focus of this study was on two quality levels. We ex-
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