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3-D Model-Based Vehicle Tracking
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Abstract—This paper aims at tracking vehicles from monocular
intensity image sequences and presents an efficient and robust ap-
proach to three-dimensional (3-D) model-based vehicle tracking.
Under the weak perspective assumption and the ground-plane
constraint, the movements of model projection in the two-di-
mensional image plane can be decomposed into two motions:
translation and rotation. They are the results of the corresponding
movements of 3-D translation on the ground plane (GP) and
rotation around the normal of the GP, which can be determined
separately. A new metric based on point-to-line segment distance
is proposed to evaluate the similarity between an image region and
an instantiation of a 3-D vehicle model under a given pose. Based
on this, we provide an efficient pose refinement method to refine
the vehicle’s pose parameters. An improved EKF is also proposed
to track and to predict vehicle motion with a precise kinematics
model. Experimental results with both indoor and outdoor data
show that the algorithm obtains desirable performance even under
severe occlusion and clutter.

Index Terms—Model-based vision, occlusion reasoning, pose re-
finement, tracking filter, traffic surveillance.

1. INTRODUCTION

N THE LAST two decades, visual traffic surveillance has at-

tracted more and more interest in the area of computer vision
because of its tremendous application prospect. Efficient and ro-
bust vehicle localization and tracking from monocular intensity
image sequences play a key role in traffic surveillance, and can
provide intermediate results to derive semantic descriptions for
moving vehicles in traffic scenes, such as “Car no. 2 turned left
at the junction,” “The white car stopped in the park,” etc. Based
on these descriptions, not only can routine management be per-
formed, but also abnormal events can be detected and control
decisions be made in real time.

In the tracking and localization process, experience sug-
gests that better performance can be obtained by exploiting
task-based a priori knowledge. In most traffic scenarios, the
target objects are known and three-dimensional (3-D) geo-
metric descriptions for these objects can be established in
advance through measurement, CAD models or computer
vision techniques (i.e., structure from motion [3]). In this
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Fig. 1. Schematic diagram of a model-based vehicle tracking system.
paper, we concentrate on the 3-D model-based vehicle tracking
problem and we assume that the geometric descriptions (for
example, 3-D wireframe models) of vehicles have already been
established. We present a 3-D wireframe model-based vehicle
tracking approach. As in our previous work, the ground-plane
constraint (GPC) [1] is exploited (that is, vehicles are con-
strained to be in contact with the ground plane (GP) under
normal conditions). The number of degrees of freedom (dof)
of vehicle pose is, thus, reduced from 6 to 3, which can be
described by the location (X,Y") on the GP and the orientation
() about the normal of the GP.

The work described in this paper is part of a vision-based ve-
hicle tracking system for automatic monitoring and surveillance
of road traffic. A schematic diagram of the system is shown
in Fig. 1. We assume that the camera is static and calibrated,
and 3-D wireframe models of vehicles have already been estab-
lished. In our system, image sequences captured from a CCTV
camera are first fed into the motion detection module to identify
image regions where significant motion occurs. These regions
are called regions of interest (ROI) because they are likely to
contain road vehicles. For each detected ROl in a specific frame,
either the predictive tracking module or the pose initialization
module is activated according to whether it is occurring for the
first time. An initial pose for the vehicle in the ROI is gener-
ated in both cases, which is further refined by the pose refine-
ment module to deliver the final result. This paper concentrates
on the tracking module and the pose refinement algorithm (the
small dotted block in Fig. 1), though advances in other parts of
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the system have also been made. Details related to the pose ini-
tialization algorithm can be found in our previous paper [1], [2].

The remainder of the paper is organized as follows. In Sec-
tion II, we introduce some previous related approaches. A new
pose evaluation function is defined in Section III. Section I'V fo-
cuses on pose refinement, where we refine the pose parameters
by an iterative processe. A new predictive tracking filter with a
vehicle motion model is provided in Section V. In Section VI, we
introduce a simple occlusion reasoning strategy and show how
to actively crop the model projection to allow matching under
occlusion. Experimental results and discussions are presented
in Section VII.

II. PREVIOUS RELATED WORK

The aim of model-based localization is to derive an object’s
3-D pose by mapping image data to corresponding model
descriptions. This involves issues such as how to choose appro-
priate features in the image and model domains, respectively,
and how to match these features together. Previous work in this
area includes graph matching [5], indexing and invariants [6],
viewpoint consistency constraint [7], gradient-based approach
[2], [8], [9], self-similarity [10], etc., which are based on
matching sets of two-dimensional (2-D) image features (such
as points, line segments, and conic sections) and sets of cor-
responding 3-D features. Optical flow has also been exploited
[11].

In many approaches, it is necessary to establish the corre-
spondence between the image features and the model features
[12], which is far from trivial [1]. However, hypothesis driven
approaches can successfully avoid the feature correspondence
problem, as the matching can be implicitly determined as a
byproduct of the hypothesis [13]. The approach presented in this
paper is of this category.

How to generate, verify and refine a hypothesis (hypothetical
pose) plays a key role here. In some previous work [1], [9], the
pose verification process is related to the definition of a metric
to measure the similarity between an image and a 3-D model
instantiation.

Another issue in object tracking is occlusion. Model-based
approaches essentially have an advantage in dealing with oc-
clusion due to the explicit supervision of 3-D models, as shown
in previous work [1], [9]. For real applications in traffic surveil-
lance, it is inadequate. Thus, we introduce some special occlu-
sion processing strategies as is done by Koller et al. in their 2-D
contour tracking algorithm [14]. Frank ez al. [15], [16] and Haag
et al. [17] have also proposed some valuable ideas about the
handling of occlusion. In this paper, we only adopt a simple but
effective strategy for occlusion handling which avoids explicit
scene modeling as required in [15]-[17].

The Kalman filter and the extended Kalman filter (EKF) are
widely used in visual tracking systems [9], [14], [18]-[23], be-
cause they are linear recursive filters which can be implemented
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in real time, and under certain conditions the Kalman filter is
optimal [24]. In [14], a visual vehicle tracking system using
Kalman filter is discussed, and in Koller et al. [9], an iterated
extended Kalman filter (IEKF) is used. Koller et al. [9] also
adopt a simple model that assumes that the car carries out a cir-
cular motion with constant translational and constant angular
velocity. However, the EKF needs a precise dynamic model and
prior knowledge about the statistical characteristics of the mea-
surement noise. Therefore, as claimed by Maybank et al. [25],
[26], the traditional EKF does not perform well when the car
carries out a complicated maneuver (in passing, one should also
note that Haag er al. [27] argued that IEKF can obtain reason-
ably accurate predictions under a high sampling rate such as 50
half-frames per second, but, in fact, most existing 3-D visual
tracking algorithms can not work at such a high speed because
of their high computational cost; thus, we would rather follow
the argument of Maybank e? al.).

To overcome the deficiencies of the traditional EKF, May-
bank et al. [25], [26] have proposed a covariance-updating filter
(CUF) in which the mean and the covariance of the system states
are propagated with errors of order O(#*). However, the CUF
is still sensitive to the uncertainty of motion model and fails
when the car carries out a complicated motion. In fact, the dy-
namic model changes over time, so a simple Brownian motion
cannot easily model the change of steering and acceleration.
Furthermore, the statistical characteristics of the noise are often
unknown.

Monte Carlo filters [28] are also widely adopted in this area,
such as the bootstrap filter [29], and condensation [30]. Because
of the sampling required by Monte Carlo filters, their computa-
tional cost is much higher than a Kalman filter, which limits their
application in real-time 3-D visual object tracking.

III. POSE EVALUATION

For pose refinement, a pose evaluation function which mea-
sures the quality of a given pose must be defined. In this section,
we introduce a simple pose evaluation function based on all the
edge points in the ROI extracted by the Canny operator.

A. Point-to-Line Segment (PLS) Distance

Given a point ¢ and a line segment [ with endpoints b; and
bo, let a’ be the orthogonal projection of @ onto the line through
b1 and b,. The PLS distance between a and [ is defined as (see
Fig. 2) (1), shown at the bottom of the page.

The PLS distance has an explicit physical meaning in that it
is the minimum distance that ¢ must move in order to exactly
lie on [.

B. Pose Evaluation Function

Based on the PLS distance, we can define a metric to evaluate
the similarity between an image region and a model projection

jaa|,

if the projection a’ of a lies between by and b
D(a,l) = min _|ab|, otherwise
be{b1,b2}

ey
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Fig. 2. PLS distance between a point and a line segment.

and, hence, the quality of the corresponding pose. Given an
image region with edge point set I = {I; ;. } and a model projec-
tion under a given pose with 2-D line segment set L = {L,,|1 <
p < N}, the pose evaluation function is defined as

H(I,L) =3 min(G - 7ip) - DT Lp)* @)
7.k

where D(I; x, L,) is the PLS distance defined in Fig. 1, §;
denotes the unit image gradient vector at point I; ; (In the im-
plementation of Canny operator, §; », can be simultaneously es-
timated.) and 7,, denotes the unit normal of the line segment L,,.

Careful readers may find that the basic idea here is somewhat
similar to the Chamfer distance [31] in that it utilizes the form
of quadratic sum to improve its robustness to noise compared
to the traditional Hausdorff distance [32], [33]. Another similar
method is the iterative closest point (ICP) algorithm [34] which
uses closest point pairs to measure the similarity between two
point sets. All of these distances are some formulations of topo-
logical distance between two point sets.

This evaluation function can effectively evaluate the simi-
larity between an image region and a model projection. Fig. 3
shows an example of the evaluation function, where (a) is an
image containing ROI and (b) the surface of the pose evalua-
tion function around the model instantiation in (a), where the
evaluation function is reversely normalized to 0—1. It is obvious
that the surface of such an evaluation function is smooth and
the peak of the function is very conspicuous, indicating that the
evaluation function has desirable properties for optimization. A
comparison with the previous evaluation function from Reading
can be found in [35].

IV. POSE REFINEMENT
A. Decomposition of the Pose Refinement Process

The aim of the pose refinement process is to start from an
initial pose and refine it gradually to approximate the correct
pose of the target. Therefore, this process can be considered as a
series of pose evolutions, which correspond to a series of virtual
motions of the vehicle from the initial pose to the refined pose
in the 3-D space. An arbitrary 3-D motion of a rigid object can
be separated into two independent motions: translation of the
centroid and rotation around the centroid.

Under the GPC, the translation is limited to be parallel to the
GP, and the rotation is about the vehicle’s central axis perpendic-
ular to the GP. Under the weak perspective assumption (which
is valid in most traffic scenes because the camera is relatively
far away from the targets), the problem, thus, becomes one of
finding parameters for two kinds of motions (translation and ro-
tation) to arrive at a best match between the image region and
the model projection, and can be resolved alternatively.
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Fig. 3. Illustration of pose evaluation function. (a) An image containing ROI.
(b) Surface of the evaluation function.

B. Determination of Translation Parameters

When the model projection translates on the 2-D image plane
by an amount of (u, v), the new model projection line segment
setis L' = {L}|1 < p < N}, where Lj is the counterpart of
L, after translation. If L,, is represented by the equation a,j —
k+b, = 0, the translated version becomes L;,: a,j — k + (b, —
apu + v) = 0. The pose evaluation function between the image
region I and the translated model projection L is

H(LLL) = 3 min((G - ) - D L) ()
J.k

The determination of translation parameters is equivalent to
finding a translation vector (u, v) in the image plane to optimize
the pose evaluation function H (I, L) defined in (3) to reach its
minimum. For each line segment L,,, we define a subset of I as

I, ={Lr€I|D(I,L,) = mTinD(I]-,k,Ln)}. 4)

For the sake of simplicity, we assume that [, = I, (in reality,
the assumption does not strictly hold, but experimental results
show that even if some points are misclassified after translation,
the result will not be impaired severely). By introducing this as-
sumption to fix the point classification results caused by the min
function, we can easily obtain the analytic form of the deriva-
tive of the pose evaluation function. In fact, we can see that (3)
yields a quadratic function H(I, L) = ayu® + asv? + 2azuv +
2a4u+ 2a5v + ag, where all the coefficients are independent of
the value of (u,v).

The new pose evaluation function in (3) reaches its minimum
value when its partial derivatives are zero. Finally, we obtain the
closed-form solution as follows:

= (02(14 - a3a5)7 v — (alas - 03(14). (5)

(a3 — ajaz) (a3 — ajaz)

Multiple iterations of the above algorithm can be performed
to compensate for the side effects of the assumption 7, = I, and
improve the precision of the solution. As the resultant pose is
drawn closer to the correct pose, the misclassification of points
inl zl> caused by this assumption will gradually diminish as seen
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in the experimental results. Once u and v are obtained, the trans-
lation parameters can easily be determined using the GPC and
known camera parameters. Like similar existing methods [36],
it is very hard to prove in theory that such an iterative scheme
is guaranteed to converge to the global optimal point. However,
experiments show that this scheme can often obtain very good
solution only after 3-5 iterations.

C. Determination of Rotation Parameter

1) Geometry-Based Method: We first give the definitions of
some coordinate systems that are used. There are three 3-D co-
ordinate systems in the following analysis: model coordinate
system (M), world coordinate system ()})), and camera coor-
dinate system (C).

The transform between ¥V and M consists of rotation matrix
R, and translation vector t; which is obtained from the process
described in Section IV-B. The transform between C and W
consists of rotation matrix R and translation vector t; which
are determined by camera calibration. The composite transform
between C and M consists of rotation matrix R = RoR and
translation vector t = Rot; + to.

We define the origin in M to be the vehicle’s centroid and
the XOY plane in M to be parallel to the GP. Therefore, the
rotation axis becomes the Z axis in M. To determine the rota-
tion parameter Af, we try to establish some correspondences
between angles in the image plane and angles in the vehicle
model. If the orientation of the tracked vehicle at current and
last image frame are marked as 6, and 6, respectively, the rota-
tion parameter Af can be defined as the difference between 6y,
and 0,(A6 = 6, — 6,). When the vehicle rotates by angle A#f,
the projection of a known angle in the vehicle model will vary
with Ae. This variation provides enough information to com-
pute the rotation angle Af.

For an arbitrary point Ppq(X a1, Y1, Zaq) in the model co-
ordinate system, the change in its 3-D world coordinates due to
rotation Af is given by

AXyy cosAf—1 —sinAf O X m
AYw | = R, sin Ad cosAfd—1 0 Ym
AZw 0 0 0 7 m

where R; depends on 6, which has been determined at last
frame.
The weak perspective projection equation is

/ XW
ul |a 0 0 Uo
L}]—[O e 0} Ry }Z/W + ty -I-[UO} @)
w

where ug and vg are the intrinsic parameters of the camera. For
a weak perspective projection, we assume that o’ and [’ are
constants.

Combining (6) and (7), we can obtain the change in the 2-D
image coordinates of point Py on the image plane

Au=0a'((r1oXpm — r11Y0) sin Af

+ (r11 X m + m12Y M) (cos Af — 1)) (8)
Av =o' (192X pm — r21Y ) sin Af

+ (ro1 X m + r22Y A1) (cos A — 1)) )
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Fig. 4. Angle defined by three points on the image plane.

where r11, 712, 721, T22 are the coefficients of rotation matrix
R, Au and Aw are the variation of point Py4’s projection on
the image plane due to rotation Af.

Consider a set of three points (X1, Y1, Zam1)s
(Xam2, Y2, Zaa2) and (X a3, Yaas, Zaq3) whose  sup-
porting plane is nonparallel to the GP. Their projection points
(u1,v1), (ug,v2) and (ug,vs) define an angle on the image
plane (see Fig. 4)

(ug—uq,v2—v1) (uz—uy,v3—v1)

cosp =

| (uz—’ul,vz—vl) || (ua—’ula”s—vl) |

Let ¢; = 0f/Ju;, d; = Of /Ov;. Then the differential of the
function is
3
—sin pdp = Z(cidui + d;dv;).
=1

(10)

By substituting difference for differential, the above equation

can be rewritten as
3

Z(CzAul + dlA’Ul)
=1

From (8) and (9), we can see that u; and v; G = 1, 2, 3)
only consist of linear combinations of sin Aé and cos Af. After
dividing by the coefficient of cos Af, a very simple equation
cos A + ksin A = g is acquired. It is solvable if and only if
lg] < (1 4 k%)Y/2.1f it is solvable, its solution in [—7/2, 7/2]
(the vehicle’s rotation angle between two consecutive frames
rarely exceed this range) is

—sin pAp = (11)

N — arcsin \/_> . (12)

Since all the coefficients are independent of the angle A#f
and can be determined in advance, the solution here is also
closed-form. The point (u,v) on the image plane is used in
the procedure described above, but we do not need to know the
correspondences between the image edge points and the model
vertices, only the correspondences between image angles and
model angles are needed.

From the above derivation, we find that in order to determine
the rotation parameter, all the information that we need is the
angle defined by three known points in the image plane; loca-
tions of these points are not utilized at all. There are many angles
satisfying this condition in a ROI containing a vehicle, because
all the vertices in the 3-D model are known. In the rest of this
subsection, we discuss how to extract such an angle in the image.

We only consider the neighborhoods of vertices since we need
not know their exact locations. For a specific vertex, we deem
that the vertex neighborhood constraint (VNC) is valid, which
is stated as follows: For a vertex ) that is visible from the view-
point, if the set of image lines extracted in its neighborhood is
denoted by Ly, the set of model projection lines starting from
this vertex is denoted by L, there must exist a subset L¢ of set

Af = sgn(k) - (arcsin
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L which satisfies the following: 1) L¢ has the same cardinality
as Ljs (cardinality is the number of elements in a set); 2) there
is a one-to-one mapping h : a = b < |a — b| < 6 between L
and Ly, where a and b are the slope angle of elements in set
L¢ and Ly, respectively.

Based on the VNC, the extraction of angles defined by three
known points in the image can be described as follows: line ex-
traction is performed on the neighborhood (typically 16 x 16) of
a specific vertex to determine set Lj; set Lj is obtained from
model projection; subset L¢ is chosen from Ly by establishing
one-to-one mapping h between L and Lj,. The angles consti-
tuted by every two lines in L are precisely what we need, be-
cause h describes the correspondences among lines in Lo and
L M-

In theory, one such angle is adequate to compute the rotation
parameter and we do not need to perform this process on every
angle in the 3-D model. Instead, we only focus on those angles
whose vertices are incident to several long edges, such as the
incident vertices of the roof and the front window, or the side
vertices of the bonnet of a car.

2) Small-Range Search: Due to the presence of image noise,
the edge points (u1,v1), (u2,v2) and (uz,v3) are often noisy,
and the rotation angle recovered in Section IV-C.I may be noisy.
Therefore, a small-range search of pose parameter A6 (the ori-
entation angle) may be introduced, if necessary, to further refine
the pose by optimizing the pose evaluation function defined in
(2) along the A# axis of the pose parameter space.

In addition, the translation parameters can be further refined
by applying the process described in Section IV-B again after
the rotation parameters have been estimated. When the initial
pose is relatively far from the ground truth, the first time esti-
mated translation parameters are often not perfect. In this case,
this further refinement step would be necessary.

V. VEHICLE TRACKING

A. Motion Model

In general, the performance of tracking also depends on the
structure of tracking filters that contain the dynamic model for
the car motion. The more accurate the dynamic model, the better
the performance of the tracker. In this subsection, we describe
the motion model used in our system. Koller et al. [9] introduce
a simple circular motion model. A more precise dynamic model
is studied in Maybank et al. [26]. The car is controlled by the
driver by varying the steering angle ¢ and changing the speed
v. In this paper, we use a two-point-bicycle model to describe
the motion of the car. As shown in Fig. 5, (z,y) is the position
of the car’s centroid on the GP, v is the translational speed of
the rear wheel, 6 is the orientation of the whole car, 1 is the
steering angle of the front wheel’s hub, and [ is the wheelbase
of the car (typically [ ~ 2.5 m). In this model, it is assumed that
the vehicle is rigid, so the distance between the front wheel and
the rear wheel does not change over time. It is also assumed that
the wheels of the car cannot slip sideways.

Therefore, the motion can be modeled by a dynamic process
X = [z,y,v,0,%]T, where X is the state vector and the state
space is five-dimensional. We assume that the measurement
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Fig. 5. Bicycle model of vehicle motion.

noise e is white noise. The dynamic model of the motion can
then be described as follows:

s v 2 7.2 cos 1) cos f+sin 1 sin f
T = 5ot v 1+ 3cos?y

\/sin2 P+4 cos? Y

. v 9 /.2 cos ) sin #+sin v cos
Y= 2COSw\/l—f—3cos P

\/sin2 P +4 cos? 1)

v=a (13)
) v-tan

)= o

P ="0

In this dynamic model, a and b are used to describe the be-
havior of the driver. a reflects acceleration, braking, or change of
gear; b represents the turn of the steering wheel. a and b are the
parameters which depend on the driver’s behavior and cannot be
modeled easily. In our system, we do not explicitly model them,
and only estimate them over time by introducing an orthogo-
nality constraint which will be described in the next subsection.

B. Motion Tracking

Our filter is based on EKF. In order to improve the robust-
ness of the filter against the model’s inaccuracy, we modify the
EKF by adding a new objective function [37]. The same objec-
tive function was used elsewhere by Zhou et al. [38] in the field
of control system’s diagnosis. The idea is that once the model
has changed, the residual error series would change immedi-
ately, and then we adapt the filter to satisfy the orthogonality
condition (just like white noise) in order that the filter’s esti-
mated states can track the system’s real states quickly and ac-
curately. If the model’s parameters match the real system, the
orthogonality condition will be self-satisfying for the EKF. We
assume that the measurement noise is white noise, and if the
parameters can be estimated properly, the residual error process
should be white noise too. But if the model changes over time,
the traditional EKF’s residual errors do not satisfy the orthog-
onality constraint, and this indicates that the estimated param-
eters are not accurate. We adapt the filter to make sure that the
residual error series has similar characteristics as white noise in
order that the estimated states of the filter can track the system’s
states as quickly as system parameters change. For a real non-
linear system, the orthogonality condition can only be satisfied
approximately.

We can adapt the filter to satisfy the orthogonality condition
by adjusting the EKF’s gain matrix on-line. This is achieved by
using a fading parameter. The covariance matrix prediction is
updated to

Pri1je = Mot Fe(Xpe) Pep FD (X)) + Vi (14)
where A is the fading parameter, P is covariance matrix, F'is a
discrete form of f(X) and V} is the covariance of the measure-
ment error. The suboptimal estimation of A is discussed in [39].
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(b) occlusion at time r+4r

Fig. 6. Simple illustration of occlusion detection.

In fact, this means to find a tradeoff between the observation and
the prediction of system model.

VI. OCCLUSION REASONING

Up until now, we have described our pose refinement and
tracking algorithm, but a practical visual tracking system
should have certain ability to handle occlusion, because oc-
clusions widely exist in the real world. Although model-based
approaches are capable of dealing with occlusion due to the
explicit supervision of models, most existing work focuses
on the approaches’ inherent robustness to the loss of image
information caused by occlusion. We believe that a special
occlusion reasoning strategy should be explicitly incorporated
into the pose refinement algorithm to guarantee its performance
under varying occlusion conditions.

In this paper, a simple occlusion reasoning strategy is
presented which can actively crop the model projection to
be matched when occlusion is detected. The basic idea is to
determine a visible area for the model instantiation and only
allow the model projection in the visible area to participate
in matching. This can simply be performed by comparing
the locations and sizes of ROIs in consecutive frames, see
Fig. 6. In general, there is no need to constrain the visible
area to accurately reflect the vehicle’s real appearance under
occlusion. It is sufficient to ensure that the marked visible area
contains enough information for pose refinement. We will show
examples in Section VII (Fig. 8) to demonstrate that this simple
strategy is effective in handling occlusion.

In the future, we intend to develop a new and integrated
framework to handle various occlusion situations.

VII. EXPERIMENTAL RESULTS

Numerous experiments have been conducted and experi-
mental results are presented in this section to demonstrate the
performance of the proposed pose refinement and tracking
algorithms. Motion detection is first performed on each frame
to obtain ROIs that contain significant motion. Edge points in
these ROIs are extracted using the Canny operator. Localization
and tracking of vehicles are then performed based on these
edge points. Due to space constraints, only a limited number of
typical cases are given in the following.

1) Occluded Car: We also tested the proposed tracking
algorithm with explicit occlusion reasoning on an image se-
quence that contains significant occlusion to demonstrate the
algorithm’s robustness to occlusion. The results obtained from
this image sequence are shown in Fig. 7. The experimental
results show that even if the vehicle is severely occluded, robust
results can still be achieved due to the incorporation of the
occlusion reasoning strategy. Special attention should be paid to
the resultant pose from frame 120 to frame 200, where the toy
car is severely occluded and occupies only a small region in the
image, which constitutes a heavy challenge to the refinement
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Frame 150 §

Frame 230

Frame 270 Fai

,,,';;g;;;;;;;' i’

(b)

Fig. 8. Surfaces of evaluation functions for frame 200 in Fig. 7 where
the vehicle is under occlusion. (a) The surface of evaluation function with
explicit occlusion reasoning. (b) The surface of function without any occlusion
reasoning.

algorithm. After frame 260, parts of the toy car are outside the
field of view, but the tracker continues to work well.

The essential reason for the successful tracking at these
frames lies in the successful use of occlusion reasoning. For
example, in Fig. 8, (a) is the surface of evaluation function with
explicit occlusion reasoning on Frame 200 in Fig. 7, and (b) is
the surface of function without any occlusion reasoning. It is
easy to see that the pose evaluation function with occlusion rea-
soning produces much smoother surface and more significant
peak than the other one.

A. Real World Sequence

1) Small Viewing Angle Sequence: In order to further test
our algorithm, several real world sequences are utilized. In this
subsection, we present the tracking result in an image sequence
of a parking area with a small viewing angle shown in Fig. 9.
In this scene, a black saloon is tracked. Although the car is of
distinct intensity from the background, the skeleton of the car
is not well defined in the image because all parts of the car are
black. As we know, a basic assumption behind 3-D wire-frame
model-based algorithms is that vehicles can be represented by
their skeletons. Thus, it is a big challenge for wire-frame model-
based methods to track a car without a clear skeleton in an
image sequence. In addition, perspective projection with small
viewing angle will increase tracking difficulty for its inherent
uncertainty [9]. Despite of these difficulties, we can still obtain
accurate results as shown in Fig. 9. The resultant trajectory of
the tracked vehicle on GP is shown in Fig. 10, where the vari-
ances of vehicle’s pose parameters (z,y, ) were estimated as
0, = 0.093m, 0, = 0.171 mand oy = 0.017 rad, respectively,
by our tracking filter. From this, we can see that the tracker can
track the vehicle very stably under a small viewing angle.
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Fig. 10. Resultant trajectory of tracked vehicle in Fig. 9 as shown on GP.

2) Road Scenario: Besides the parking lot scenario de-
scribed above, our algorithm is also widely tested in real world
city roads. In the tested sequences, all typical vehicle behaviors
in city roads have been covered. In Fig. 11, a digital camera
is installed to watch a city road for a long time at frame rate
of 15 frames/s. It is worthy to point out the results of frame
#14 004 and frame #15 160 where the parts of the vehicles are
partially overlapped by a tree. The branches of the tree often
bring a lot of clutter edge points which is a big challenge for
the tracking algorithms using edge points as its observation in
the image. In frame #14 004 and frame #15160, our algorithm
can work very well which depends on two aspects. One is the
good prediction of our tracking algorithm which can reduce
the possibility of falling into a local minimum, and the other is
that most of the edge points still elicit positive values for the
algorithm. The overall variances of the parameters (z,y, §) are
(0.53 m, 0.39 m, 0.05 rad) which is much larger than the small
view angle sequence described in the above subsection. One of
important factors which influence the performance is that the
wire-frame model. On the city road, there are too many types
of vehicle. Even for the saloon car, we can find more than ten
types in the sequences. On the other hand, the number of our
stored models is relatively very small. In practice, we apply one
saloon model for all saloon cars. Sometime, the model can not
precisely match the moving car which degrades the system’s
performance. The model acquirement will be discussed in
the next subsection again as a weakness of 3-D model-based
algorithms.

B. Discussion and Comparison

Noise and complex lighting condition are two key adverse
factors in the performance of most vision algorithms. In this
subsection, we will discuss the advantages and the limitations
of our algorithm under different noise and lighting conditions.

Our method is based on a natural intuition that a vehicle
can be represented by its skeleton, namely a wire-frame model,
which has been widely used in our daily life. Based on this ob-
servation, the pose evaluation can be performed by matching
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Fig. 12. Pose evaluation function for a car with low resolution image. (a) The
low resolution image with a rectangular ROI, (b) edge points in the ROI, and
(c) the surface of the pose evaluation function.

the projection of the wire-frame model with the image edges in
a ROL. It is well known that image edges are less sensitive to
lighting changes than other image features. This characteristic
guarantees the algorithm’s robustness under different lighting
conditions and different levels of image quality. In Fig. 12, an
example is presented to support our claim where the quality of
the image has been largely reduced by applying a heavy com-
pression with JPEG. From Fig. 12(c), we can see that the algo-
rithm can work very well under this situation because the edge
points extracted in the ROI [Fig. 12(b)] can still provide enough
information for our pose evaluation.

However, our wireframe model-based algorithm also brings
some limitations. Structural clutters which are not distinct
from vehicle skeletons will influence the performance of the
algorithm. In the worst cases, these clutters can make the refine
process fall into a local minimum. For example, in Fig. 13,
we show a vehicle is occluded by serious clutters. Since the
vehicle’s skeleton is totally submerged by clutters, the pose
evaluation fails. We can find that most of these clutters are part
of the static background. Fortunately, in our algorithm, only the
edges in the ROI are involved in the pose estimation, and a good
ROI detection step can largely eliminate such clutters. In other
words, we can determine whether each detected edge point
belongs to the foreground or the background by exploiting the
motion information, and the pose evaluation can be preformed
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(c)

Fig. 13. Pose evaluation function for a car with serious clutters. (a) Car image
with occlusion and clutters, (b) edge points in the ROI, and (c) the surface of
the pose evaluation function.

Fig. 14. Pose evaluation function for a car under occlusion. (a) Car image with
occlusion, (b) edge points around the car, (c) foreground edge points, (d) the
surface of the pose evaluation function based on edge points around the car, and
(e) the surface of the pose evaluation function based on foreground edge points.

Fig. 15. Evaluation function surfaces for frame #14004. (a) Surface of
ICONIC function. (b) Surface of our proposed PLS function.

only by the foreground edge points. In Fig. 14(a), a moving
car is occluded by a parked car, and the edge points around
the moving car is shown in Fig. 14(b). If we use all these
edge points to calculate the pose evaluation function, the pose
evaluation function would contain some local minimums as
shown in Fig. 14(d). On the other hand, Fig. 14(c) and (e) shows
the foreground edge points and their result pose evaluation
function which has a smooth surface and a significant peak.

Sometimes, a wire-frame model can not precisely depict an
object (e.g., a modern roadster) whose surface is a very smooth
curved face without any significant edges and corners. Our wire-
frame model-based method may not suitable for such kind of
objects. In addition, the model acquirement for these smooth
objects is also not a trivial task.

Comparing to other methods is always a good way to illus-
trate the strengths and weaknesses of an algorithm. Here, we
compare our proposed PLS function to the evaluation function
named ICONIC from Reading [1], [2] where the gradient in-
formation around the projection of wireframe model is utilized.
Both methods are tested in the toy scene and real world scenarios
under different conditions. First, we focus on the smoothness
of surface, because it is always one of desirable properties for
optimization. By analyzing the results, we found that the sur-
faces of PLS evaluation function are much smoother than the
ICONIC. Fig. 15 shows a typical example where the surfaces
are from evaluation of frame #14 004. The reason might be that
the quadratic form of PLS makes it much smooth.
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VIII. CONCLUSION

The work described in this paper forms part of a visual traffic
surveillance system which is intended to smoothly track vehicles
in traffic scenes and to analyze the behavior of vehicles. We have
presented algorithms for two important issues of the system,
namely pose refinement and vehicle tracking. Under the weak
perspective and GPC assumption, we can refine translation
parameters and rotation parameters, respectively. Closed-form
solutions to both subproblems are obtained, thus reducing the
computational cost of our model-based approach. We also
improve the widely used EKF by adding an orthogonality
condition to the estimated measurement errors. This reduces
the sensitivity to the model uncertainty, and extends the car
motion model for obtaining a good prediction performance
in vehicle tracking. In addition, a simple partial match-based
occlusion reasoning strategy is explicitly integrated in the pose
refinement procedure, which aims to detect the occurrences
of occlusion and actively modify the model to accommodate
the resulting changes in vehicles’ appearances. Experimental
results have shown that that the presented algorithms work
well even under partial occlusion.
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