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Data aggregation in wireless sensor networks is employed to reduce the communication overhead and
prolong the network lifetime. However, an adversary may compromise some sensor nodes, and use them
to forge false values as the aggregation result. Previous secure data aggregation schemes have tackled
this problem from different angles. The goal of those algorithms is to ensure that the Base Station (BS)
does not accept any forged aggregation results. But none of them have tried to detect the nodes that
inject into the network bogus aggregation results. Moreover, most of them usually have a communication
overhead that is (at best) logarithmic per node. In this paper, we propose a secure and energy-efficient
data aggregation scheme that can detect the malicious nodes with a constant per node communication
overhead. In our solution, all aggregation results are signed with the private keys of the aggregators so
that they cannot be altered by others. Nodes on each link additionally use their pairwise shared key for
secure communications. Each node receives the aggregation results from its parent (sent by the parent
of its parent) and its siblings (via its parent node), and verifies the aggregation result of the parent node.
Theoretical analysis on energy consumption and communication overhead accords with our comparison
based simulation study over random data aggregation trees.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Wireless sensor networks (WSNs) are becoming increasingly
popular to provide solutions to many security-critical applications
such as wildfire tracking, military surveillance, and homeland se-
curity [1]. In sensor networks, thousands of sensor nodes collec-
tively monitor an area. As all the sensor nodes in an area usually
detect common phenomena, there is high redundancy in the raw
data. To save energy and prolong network lifetime, an efficient way
is to aggregate the raw data before they are transmitted to the base
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station as the sensor nodes are resource limited and energy con-
strained.

Data aggregation [2-6] is an essential paradigm to eliminate
data redundancy and reduce energy consumption. During a typi-
cal data aggregation process, sensor nodes are organized into a hi-
erarchical tree rooted at the base station. The non-leaf nodes act
as aggregators, fusing data collected from their child nodes and
forwarding the aggregated results towards the BS. However, data
aggregation is challengeable in some applications due to the fact
that the sensor nodes are vulnerable to physical tampering, which
may lead to the failure of data aggregation. The sensor nodes are
often deployed in hostile and unattended environments, and are
not made tamper-proof due to cost considerations. So they might
be captured by an adversary, which may arbitrarily tamper with
the data to achieve its own purpose. Therefore, an important issue
in applying data aggregation is to avoid such tampering so that the
base station can get the correct data aggregation result.
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To meet this challenge, some work has been done [7-12] in the
area of secure data aggregation. For example, Chan et al. [7] put
forward a secure hierarchical in-network aggregation scheme that
provides favorable and impressive security properties. This scheme
can verify whether or not tampering has occurred on the path
between a leaf and the root [7]. Nevertheless, it cannot pinpoint
the exact node where the tampering has happened in the case of
tampering. To the best of our knowledge, none of the existing work
is able to identify the nodes that tamper with the intermediate
aggregation results.

To overcome this deficiency, we present a secure and energy-
efficient data aggregation scheme termed MAI [13] to effectively
locate the malicious aggregators in wireless sensor networks.
To accomplish malicious aggregator identification, MAI performs
aggregation recalculation. Since data aggregation is executed on
the path from a leaf node to the base station, each node can
verify its parent’s aggregation by recalculating the aggregation
result according to the results obtained from its siblings. If an
inconsistency occurs, the parent node is flagged as a malicious
node; otherwise, it is a normal one. Another characteristic of the
scheme is that the aggregation and verification can be executed
interactively. A parent node executes data aggregation only after
the verification on its child nodes is completed. If any child node
is identified to be malicious, the aggregation stops. This can avoid
unnecessary wrong data transmissions and further reduce the
energy consumption. Moreover, the verification procedure is a
localized one, which results in a low communication overhead.

The rest of the paper is organized as follows: In Section 2, we
overview some related work on secure data aggregation. Section 3
describes our system model and the attack model. In Section 4,
we give a detailed description on the proposed MAI. Theoretical
analysis and discussions are also presented in this section to
further explain our scheme. Section 6 reports the simulation
results. Finally, we summarize our work and conclude the paper
in Section 7.

2. Related work

Data aggregation has the benefit to achieve bandwidth and en-
ergy efficiency. There has been extensive research [ 14-16] on data
aggregation in various application scenarios. These aggregation
schemes have been designed without security in mind. However,
wireless sensor networks are likely to be deployed in hostile en-
vironments such as the battlefield, where an adversary may com-
promise nodes and manipulate the data.

Secure data aggregation [17,18] is a hot research problem
in some applications. Basically, there are two types of aggrega-
tion models, i.e., the single-aggregator model and the multiple-
aggregator model.

The authors in [8,9] investigated secure data aggregation for the
single-aggregator model. The secure information aggregation (SIA)
protocol presented by Przydatek et al. [8] was the first one to pro-
pose the aggregate-commit-prove framework. In this model, the
BS is the only aggregator. Du et al. [9] proposed a scheme using
multiple witness nodes as additional aggregators to verify the in-
tegrity of the aggregated result. As for the single-aggregator model,
the corresponding schemes do not provide per-hop aggregation.

The multiple-aggregator model employs more than one aggre-
gator. Hu and Evans [12] presented a secure aggregation proto-
col that is resilient to single aggregator compromise. However,
this protocol cannot deal with the situation where there exist two
consecutive colluding compromised aggregator nodes in the tree.
Yang et al. [ 10] proposed SDAP, which utilizes a novel probabilistic
grouping technique to dynamically subdivide an aggregation tree
into subtrees of similar sizes, each of which reports its aggregation
result. Suspicious groups participate in an attestation process to
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Fig. 1. An example aggregation tree.

prove the correctness of its group aggregation. Due to the statisti-
cal nature, SDAP may not be able to detect the attacks that slightly
change the intermediate aggregation results.

In the privacy-preservation domain, Castelluccia et al. [19]
proposed a new homomorphic encryption scheme in which the
aggregation is carried out by aggregating the encrypted data at in-
termediate sensors without decrypting them, resulting in a higher
level privacy. He et al. [20] proposed two privacy-preserving data
aggregation schemes CPDA and SMART for additive aggregation
functions.

3. Network model and attack model

In this section, we introduce the preliminary knowledge, in-
cluding the network model and the attack model.

3.1. Network model

We model a wireless sensor network as a graph consisting of a
set of n resource-limited sensor nodes U = {uq, u, ..., u,}, each
of which has an unique identifier ID,,. In addition, a resource-
enhanced BS R is deployed to connect the sensor network to
the outside infrastructure, e.g. the Internet. We assume that a
topological tree rooted at R is constructed to perform the data
aggregation. There are three types of nodes in the sensor network:
leaf nodes, intermediate nodes, and the base station. The leaf nodes
are collecting sensor readings. An intermediate node acts as an
aggregator, aggregating the data transmitted from its child nodes
and forwarding the aggregation result to its parent node. The base
station is the node where the final result is aggregated. An example
of such an aggregation tree is shown in Fig. 1. One method for
constructing such an aggregation tree can be found in TAG [6].

Our scheme assumes that the network utilizes an identity-
based public key crypto-system, which is also used in [21]. Each
sensor node u € U is deployed with a private key, K 1 and other
nodes can calculate u’s public key based on its ID, i.e., K, = f(ID,,).
Traditionally, it is assumed that public key systems exceed the
memory and computational capacity of the sensor nodes. However,
public key cryptography on new sensor hardware may not be as
prohibitive as is traditionally assumed [21].

We further assume that the sensor nodes have the ability to
perform symmetric-key encryption and decryption as well as to
compute a collision-resistant cryptographic hash function. We also
assume that there is a reliable transmission mechanism such that
the packets transmitted in our scheme will not be lost.

3.2. Attack model

In this paper, we focus on defending against the attacks
tampering with the intermediate aggregation results to make the
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BS accept a false value. In many situations, aggregation results
received by the BS provide a basis for critical decisions; hence,
false or biased aggregation may cause catastrophic consequences.
Without loss of generality, we assume that all the intermediate
nodes are aggregators. We claim that our analysis can be easily
extended to the case in which only some of the intermediate nodes
are aggregators. The goal of our design is to localize the exact
aggregator(s) that performs the malicious tampering.

In this paper, we do not consider the value changing attack
where a compromised node forges a false reading on its own
behalf. As indicated in [10,12], the impact of such an attack
is usually limited. Besides, such a compromised node is more
likely a faulty sensor node. Some other studies have targeted the
identification of faulty sensors [22-24].

4. Secure and energy-efficient data aggregation with malicious
aggregator identification

In this section, we present a secure and energy-efficient data
aggregation with malicious aggregator identification (MAI). For
simplicity, we describe our scheme for the SUM aggregation
function. However, our design supports various other aggregation
functions such as MAX/MIN, MEAN, COUNT, and so on. We apply
our scheme on the aggregation tree shown in Fig. 1.

4.1. Aggregation commitment

Before describing the details of the proposed scheme, we
first introduce the format of the packets transmitted during the
aggregation. Each node has an associated packet to represent
its data that is transmitted to its parent. Such a packet has the
following format:

(id, count, value, signature)

where id is the node’s ID, count is the number of leaves in the sub-
tree rooted at this node, value is the aggregation result computed
over all the leaves in the subtree, and signature is a commitment
computed by the node using its private key. We call the signature
a proof. If an adversary compromises an aggregator and wants to
send an invalid aggregation result, it has to forge the proof on the
invalid result.
The packet for node u; can be inductively expressed as:

(ui, G, Vi, Si)

where S; = {H(u,4||C,-||V,-)}KL;1 and H (u;||G;||V;) is a cryptographic
hash function over the packet value.

If u; is a leaf node, then G = 1and V; = r,, where r, is
the data collected by node u;. If u; is an intermediate node having
child nodes v; (j = 1,2,..., k) with packets (vj, G;, V}, S;), then
G = Zjl;l G Vi= Zjl';l V.

The pairwise key shared between u; and its parent node is used
to encrypt the packet. This encryption in practice provides not only
confidentiality but also authentication. Using encryption saves the
bandwidth that will otherwise be used for an additional message
authentication code (MAC) [10].

Since there exist three types of nodes in the sensor network,
we will respectively introduce the aggregation process executed
on each type of the nodes.

(1) Leaf node aggregation: Data aggregation starts from the leaf
nodes towards the BS. Since a leaf node does not need to do
aggregation, the value in its packet is just the sensor reading. For
example, in the case of Fig. 1, the leaf node s sends to its parent v
the following packet:

s— (s, 1, (HGsI)IKT)

where || denotes the stream concatenation and r; is the sensor
reading by node s. This packet is encrypted using the pairwise key
shared between s and v.

(2) Intermediate node aggregation: When an intermediate node
receives an aggregated report from one of its children, it verifies
the signature of the report and keeps a copy locally (used by
the aggregation verification phase) before further aggregation is
performed. More specifically, an intermediate node first decrypts
the report using its pairwise key shared with its child node. It
then performs some simple checking on the validity of the report.
The value of each item should fall in a certain range, and the
verification signature should be matched with that of the report.
The signature of the report is verifiable because the intermediate
node can calculate the public keys of its child nodes using their
IDs. If the report does not pass this check, the packet will be
discarded; otherwise, the readings of all the reports received from
its children will be aggregated. A new count is calculated as the sum
of the count values in all the received reports. Furthermore, a new
signature is calculated and attached to the end. For the example
shown in Fig. 1, node w is the parent of node v. The packet that v
sends to w is shown as follows:

v — w(v,2,Agg,. (Hl2|Agg,)}K, ')

where “2” is the count value summed over the count values of s
and s’, and Agg, is the aggregation value over r; and ry. Similarly,
node w sends a packet to its parent x in such a format:

w— x: (w,4,Agg,, (Hw|4l|Agg,)}K, ).

Each of these packets is encrypted with the pairwise key shared
between the corresponding sender and its parent.

(3) BS aggregation: After the BS receives the aggregated data
from all its children, it decrypts them, verifies their signatures
and stores them locally. Then it computes the final aggregation
result just like a regular intermediate node does. As such, the final
aggregation result in the BS for the example shown in Fig. 1 is as
follows:

BS : (R, 18, Aggy, {H(R||18Aggp)}K; ).

4.2. Aggregation verification

The purpose of our scheme is to enable each sensor node
to independently verify whether or not its parent has done the
right aggregation operation. The verification is performed by
recalculating the aggregation result using its own value and the
values from all its siblings, then comparing the calculated result
with the one of its parent. If an inconsistency occurs at a parent
node, the parent node is identified as a malicious node.

Before we present the details of our verification procedure,
a high level overview of the process is introduced as follows.
First, each sensor node gets the values of all its siblings (called
sibling values) and the aggregation result of its parent node. Then
it independently verifies whether or not its parent’s aggregation
result equals the recalculated one based on its own value and the
received sibling values. If not, an alarm is raised (for example, using
broadcast) to warn the entire network that the parent node is
malicious, and the malicious node can be evicted from the network
through a certain method. If no alarm is raised, all the aggregation
operations are correct, and the final aggregation result can be
accepted by the BS.

In what follows, we will present the detailed design of the
proposed scheme.

(1) Dissemination of the sibling packets: To enable verification,
each sensor node must get the values of its siblings in order to
recalculate the aggregated value of its parent. Thus, each parent
node is required to distribute the copies of the sibling packets to all
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child nodes. Upon receiving the sibling packets, each node verifies
their signatures, which are employed to ensure that the parent
node cannot tamper with the packets of its child nodes because
it does not know the private keys of its children.

(2) Dissemination of parent packets: To determine whether the
aggregation operation is correct or not, the child nodes need
to know the original aggregation result obtained by its parent
node. However, a malicious parent node may tamper with the
aggregation result in the aggregation phase, but send a correct
result to its child nodes in the verification phase so that it can avoid
being detected. In our scheme, the grandparent nodes are involved,
which prevent the parent nodes from transmitting different values.
Actually, it is the grandparent nodes that send the parent nodes’
aggregated values to the child nodes.

As shown in the example (Fig. 1), w is the grandparent node, v
is the parent node, and s is the child node. The packet w receives
from v is shown as follows:

v — w(v, 2, Agg,, {H(v||2]|Agg,)}K, ).

This packet should be sent to the child node s in the verification
phase. First, w encrypts the signature of v using its own private
key. In other words, the signature of w in this packet is calculated
over v’s signature.

w — v(v, 2, Agg,, [{H(|12]lAgg,)}K, 1K, ")

v verifies the signature and then sends the packet to s and s'.

The reason for the second signature involving two private keys
is to make sure that neither the grandparent node nor the parent
node can tamper with the packet, so that the packet must be the
original one obtained in the aggregation phase.

(3) Verification of the parent’s aggregation: After each sensor
node gets its sibling values and its parent value, it can verify the
parent’s aggregation if all the packets pass the verifications on their
signatures.

Each sensor node runs the same process as carried out by
its parent to derive the aggregation result. This is executable as
the sibling values provide all the necessary data to perform the
aggregation. Once it has computed the parent aggregation result,
it compares the newly derived result against the one previously
received from its grandparent. If these two results are not identical,
the child node immediately raises an alarm telling other nodes in
the network that its parent node is malicious. Only when all the
verification succeeds, the BS accepts the aggregation result.

4.3. Theoretical analysis on communication overhead

In this section, we analyze the communication overhead of our
scheme and compare it with the Secure Hierarchical In-network
Aggregation scheme (SHIA for short) proposed by Chan et al. [7].
SHIA is selected for comparison because it is the most related and
it represents the state of the art.

Since both schemes perform similar aggregation operations,
the communication overhead in the aggregation phase is also
similar. Thus we only compare the communication overhead in
the verification phase. To accurately measure the overhead, we use
the metric packet * hop, because the communication overhead is
proportional to the transmission distance as each packet needs to
travel several hops to arrive at the destination node. Therefore we
sum up all the traveled hops for each packet as the communication
overhead in the whole network.

Before we present our analytical results, we give two definitions
defining the communication overhead and the off-path nodes:

Definition 1. Suppose there exista set of packets {p;|j = 1,2...z}
used for verification purposes. If the packet p; needs to travel h;
hops, then the communication overhead is calculated by 25:1 h;.

Definition 2. The set of off-path nodes [7] for a node u in a tree is
the set of all the siblings of each of the nodes on the path from u to
the root of the tree (the path is inclusive of u).

Fig. 2 shows an example of the off-path nodes for node u. The
off-path nodes for node u are highlighted in bold. The path from u
to the root is shaded as gray.

We assume that the aggregation tree is a complete tree with a
height of h and a degree of d; hence, we have n = ZL d'. Note
that our aggregation tree is rooted at the BS, and we assume that
the height of the BS is 0.

A high level overview on the verification procedure of SHIA is
summarized as follows. First, the root node’s aggregation results
from the aggregation phase are broadcasted to every sensor node
in the network. To enable the verification, each leaf node must
receive all of its off-path values. Once a leaf node has received
all of its off-path values, it derives the value of the root node via
the computation procedure used in the aggregation phase. It is
able to do so since the off-path values provide all the necessary
information to perform the computation [7]. Then it compares the
derived result against the broadcasted one. If they are identical,
no tampering occurs on the path from the root to this leaf node;
otherwise, the verification fails.

In SHIA, the communication overhead consists of two parts: the
dissemination of the root value, and the dissemination of the off-
path values. The root value will be sent to the entire sensor network
using authenticated broadcasts, which incurs a communication
overhead of n as there are n sensor nodes in the network. Hence,
the communication overhead in this phase can be computed as
i, d

With the knowledge of the root value, each leaf node must
receive all its off-path values to enable the verification. As
described in [7], the process of dissemination of the off-path
values is as follows: Assume that an intermediate node ¢ in the
aggregation tree has two children u; and u,. To disseminate the
off-path values, t sends the packets aggregated at u; to u;, and vice
versa. Node t also sends any packet received from its parent to both
children. See Fig. 3 for an illustration of the process. Once a node
has received all the packets of its off-path nodes, it can proceed to
the verification step.

In SHIA, the packets of every senor node will be sent to its sibling
nodes and forwarded along the trees rooted at the sibling nodes
until they reach the leaf nodes. Therefore the communication
overhead can be calculated by Y, (d' - Y"1 ).

Thus the total communication overhead needed in the verifica-
tion phase of SHIA is:

h h h—i
dod+) (d" : Zw)
i=1 i=1 Jj=0
(h+ Dd"*? — (h + 2)d"*+! — d* + 2d
N (1—dy?
= O®(nlogn).! (1)

In our scheme MAI, the communication overhead for the
verification process also consists of two parts: the dissemination
of the sibling values and the dissemination of the parent value.

To derive the parent aggregation result, each child node needs
to get its sibling values, which indicates that each node needs to
receive (d— 1) packets in the phase of disseminating sibling values.
Since there are n nodes in the tree, the communication overhead
for this step can be calculated as n(d — 1).

1 hcanbe approximated by log n.
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Fig. 2. The off-path nodes of u are highlighted in bold.

Fig. 3. Dissemination of the off-path packets.

To compare the derived aggregation result in an intermediate
node with the one computed at the aggregation phase, the
parent value should be disseminated to its child nodes. As every
intermediate node has d children, and the parent value is sent from
its grandparent, the dissemination of each parent value involves
(d + 1) communication overhead. Since there are (n — d") parent
nodes, the communication overhead of disseminating the parent
values can be computed by (d + 1)(n — d").

Therefore, the total communication overhead for the verifica-
tion process in our MAI is calculated as follows:

nd—1D)+d+Dn—=d") =2nd—d"*" —d"
dh+2 + dh _ 2d2
d—1
= o). (2)

From Egs. (2) and (1), we can easily see that the overhead of
MAL is less than that of SHIA. This is because the verification of our
scheme occurs in every parent-children connection essentially,
and the reports used for verification are transmitted only within
this scope, which can avoid transmitting them too far away.
However, the whole network is involved for verification in the SHIA
scheme. To make sure every leaf node gets its off-path values, all
reports should be transmitted to the leaf nodes, which means that
every report needs to travel many hops when the tree is high.
This incurs extra communication overhead. Hence, our scheme
is much more communicationally efficient than SHIA. Moreover,
the advantage will be more obvious with the increase of the tree
height.

4.4. Discussion

When a sensor network is organized into a tree topology
structure, the aggregation result of every intermediate node is
based on its child nodes’ data. To verify that no tampering with the
aggregation result at the intermediate node has occurred, let its
child nodes do the same aggregation execution and then compare
the result derived by the child nodes with the one computed
by the parent node. In order to accurately identify the point at
which forged aggregation results happen, we limit the commit-
and-verify scope to every parent-children connection, and verify
each intermediate aggregation result. Once there is malicious
tampering at any intermediate node, we can immediately find
the inconsistency between the committed aggregate and the
reconstructed aggregate. In this way, we have accomplished the
target of malicious node identification.

Our scheme also ensures that once an intermediate node has
committed its aggregation result, which is to be verified later, all
involved data must be the original data. This is because every
report is sent only once from the original source and a signature
is attached to each report. The signature is computed using the
private key that is only known to the source, such that the report
cannot be forged when it is kept at other nodes.

MAI consists of two phases: the aggregation commitment phase
and the aggregation verification phase. Actually, the verification
phase does not need to wait for the completion of the aggregation
phase. These two phases can be executed interactively. After each
grandparent node receives a packet from its child node, it may not
execute the aggregation immediately. Instead, it asks its grandchild
nodes to do the verification on the received packet first. Only if the
verification succeeds, the grandparent node will accept the packet
and do further aggregation; otherwise, the aggregation will stop.
If the verification fails, it is an indication that the received packet
is forged and the sending node is malicious. Such a false report,
if undetected, would be forwarded to the higher level, which can
cause not only the deviation in the final aggregation result but also
the wastage of energy consumption. In our scheme, we detect such
a false report immediately after it is sent out. In this way, we can
decrease the damage of the malicious nodes and save energy.

5. Extension
5.1. Data collection at intermediate nodes

MAI assumes that only the leaf nodes collect sensor readings.
Extending our scheme to support the data collection at interme-
diate nodes results in another problem. The aggregation result at
each intermediate node will be based on the data of its child nodes
and its own data. We need to get the sensor reading collected by an
intermediate node to recalculate the aggregation result in the ver-
ification phase. However, the intermediate node may forge a false
reading of its own in the verification phase. In this case, even if the
intermediate node tempered with the aggregation result, it can es-
cape detection by just providing its child nodes a forged reading of
its own for verification, as long as the tampered aggregation result
is consistent with the sum of child nodes’ data and forged parent
node’s data. Such a node is more likely a faulty sensor, which can
be detected via various existing techniques [23,24]. Therefore to
extend MAI to handle the general case in which each intermedi-
ate node needs to aggregate not only the partial aggregated values
from its children but also its own reading, we can employ an exist-
ing scheme to verify whether or not a node forges false data as its
own reading. If not, the data aggregation and verification proceed;
otherwise, the node is signaled as malicious.

In fact, by combining our scheme with the faulty sensor
detection, we cannot only extend our work to more general case
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in which each node in the network collects data, but also prevent
the value changing attack, where a compromised node forges a
false reading on its own behalf. Firstly, we apply the faulty sensor
detection algorithm to filter out the false sensor readings, then we
deploy the malicious aggregator identification algorithm to detect
the exact aggregator(s) that tempered with aggregation result(s).

For detection of faulty sensors, we provide a brief introduction
of the algorithm in [24], which is effective, light and flexible
with only localized information available. In this paper, the faulty
sensors are also called outliers or outlying sensors.

For a dense network, each node broadcasts its sensor reading to
the direct neighbors. Let N(u) denote u’s one-hop neighborhood.
After the information collection phase, sensor u obtains the data set
E(u) = {ry|lu; € N(u)}, formed by its neighbors’ sensor readings.
In our consideration, sensors should behave similarly in the
close proximity. We explore the spatial correlation among the
neighboring nodes to detect the outlying reports. The detection is
conducted by computing the normalized distance between each
reading r; and the “center” of the data set E(u).

The mean u of E(u) is considered as the “center”. To compute
the normalized distance, the variance of E(u), denoted by % is also
needed. Let /1 and 62 be the estimates of u and o2, respectively. A
simple solution is as follows:

1
A — » 3
T INw) u;mu)r’ ©)
A2 1 ~N2
=—— v — )% 4
N =T u,.ezw(r' ) (4)

Such a method is simple but not reliable, since it is sensitive
to the presence of outliers. Thus, the Orthogonalized Gnanade-
sikan-Kettenring (OGK) estimators { and 62 [25] are employed,
as described below.

Treat E(u) = {ry|u; € N(u)} asasingle-variate sample set com-
ing from a distribution with mean p and variance o2, Let ug
and oy be the median and the MAD? of E(u), respectively. De-
fine a weight function W(z) = (1 — (z/c1)?)?I(|z| < ¢;) and a
p-function p(z) = min(z?, c2), where ¢; = 4.5 and ¢; = 3. Then
W, o2 can be estimated respectively by [26]:

> rW(my)
uieN (u) Ty, — Mo
hW=————— form=—— (5)
Z W (m;) I 0o
u;eN(u)
. o Ty — I
5= O Zp(“r ) ©)
IN(u)] wEN G 0o

OGK provides a robust estimate for the bulk of data when
there exists a small fraction of outliers in the sample data set. By
standardizing the data set E(u), ¥; can be obtained as follows [23]:

K ,  whereu; € N(u). (7)

Let y; denote the distance between each reading r,, and the
“center” of the data set. If the distance is larger than a predefined
threshold, the sensor u; is identified as a faulty sensor. For the
same sensor, there should be multiple neighbors reporting their
decisions regarding whether or not it is outlying. The majority vote
can be deployed to make the final decision.

5.2. Colluding attack

As discussed in Section 4.2, every child node needs to know its
parent node’s original aggregation result to determine whether the

2 MAD(Y) = median(|Y — median(Y)|).
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Fig. 4. A malicious parent node.
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Fig. 5. Grandparent nodes are involved.

parent node tampered with it or not. However, a malicious parent
node may tamper with the aggregation result in the aggregation
phase and send the tempered value to the grandparent node,
but send a correct value to its child nodes in the verification
phase. As indicated in Fig. 4, the parent node b, tampers with the
aggregation result 12, and sends 20 to grandparent node a in the
aggregation phase. To avoid being detected by the child nodes, the
parent node b, sends the correct value 12 to its child nodes in
the verification phase. To address this problem, the grandparent
nodes are involved. We let grandparent nodes send the parent
nodes’ values that they received in the aggregation phase to the
child nodes. As indicated in Fig. 5, the parent result is sent from
grandparent node a. And through attaching a signature signed by
both grandparent node and parent node using their private keys,
neither the grandparent nor the parent node can tamper with
the packet; otherwise, there will be an inconsistency between the
value and the signature.

To sum up, we let grandparent and parent nodes restrict each
other when they send the parent nodes’ aggregation results to the
child nodes for verification. But what if they collude with each
other? If they are both malicious, and they know each other’s
private key, the mechanism of signature will become inefficient or
even useless, because they can forge a value and also a signature
based on the forged value using the two private keys. As indicated
inFig. 6, parent node b, tampers with the aggregation result 12 and
sends 20 to grandparent node a in the aggregation phase, but the
child nodes get 12 for verification. The parent node can successfully
escape from detection. We call this attack “colluding attack”.

To address this security limitation, we propose a colluding
attack detection mechanism. The grandparent node a uses 20 as the
value of b, for aggregation. In the later verification phase, node a’s
aggregation result will be verified by its child nodes like by, b, and
bs. As stated in Section 4.2, the first step of aggregation verification
is dissemination of sibling packets. In this case, b,’s value will be
sent to b; and bs. Apparently, nodes b; and bz will get 20 as b,’s
value, because 20 is used in aggregation on node a. Node a surely
wants all the other child nodes to use 20 for verification so that
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Fig. 6. Colluding attack.

there will be no inconsistency which means node a passes the
verification.

Itis worth noticing that, in the above scenario, child nodes ¢, c3,
and c3 get 12 as by’s value, while their uncle nodes b; and b; get
20 as b,’s value. We take advantage of this property to further
address the colluding attack described above. Even if a child node
(like c1, c3, and c3) did not detect inconsistency, it needs to report
to BS the parent node’s value (like b, = 12). And BS also commands
the child nodes’ uncle nodes (like b; and b3) to report their sibling
nodes’ (by) values (like b, = 20). If there is inconsistency, the
colluding attack is detected.

5.3. Group keys alternative

Public key systems are assumed to be expensive in both storage
and computation cost for sensor networks. To address this concern,
group key mechanism can be used in this paper. For example, all
the child nodes can share the same group key, and use this key
for the signature and verification of the sibling nodes. The purpose
of the signature in child nodes’ packets is to make sure that the
parent nodes cannot tamper with the child nodes’ packets in the
dissemination of sibling packets phase. Because the parent nodes
do not know the group key of child nodes, the group key can
ensure that the packets of sibling nodes used for verification are
the packets used for aggregation.

In the verification of the parent packet, we use a parent private
key and a grandparent private key to encrypt the signature so that
neither the grandparent node nor the parent node can tamper with
the packet used for aggregation. To adopt the group key, we can
substitute the group key among parent and child nodes for the
parent private key, and also the group key among grandparent and
child nodes for the grandparent private key. Because grandparent
and parent nodes do not know each other’s key used to encrypt the
signature, they cannot tamper with the packet, but because child
nodes share the group keys with the grandparent node and parent
node, they can verify the signature.

To avoid the high overhead of securely and reliably dissemi-
nating group keys from a central key server, group keys can be
preloaded to the sensor nodes. Also some group key updating
mechanisms [27] can be used to deal with the problem of node
compromise, so that the adversary is prevented from using the cap-
tured keys.

5.4. Malicious child nodes

The verification is done by all the child nodes, however, due
to Byzantine failures, such as device malfunction or attacks, the
child nodes may be not reliable themselves. Some child nodes may
send false reports about the decision whether the parent node is
malicious or not. After we get the reports from all the child nodes,
we need to do a parallel fusion and make a correct decision in spite
of such Byzantine failure. This problem has been studied in [28].
And it is also our current research subject.
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Fig. 7. Communication overhead under different network scales.
6. Simulation evaluation

The previous analytical results are applicable to a balanced tree.
To evaluate the performance for more general cases, we conduct a
simulation study using the NS-2 simulator to compare MAI with
SHIA.

6.1. Simulation setup

In our experiments, the nodes are randomly distributed over
an area. After the network is organized into an aggregation tree,
we implement the two schemes on the same tree for various
networking scales. The network size n varies from 50 nodes to 250
nodes. For n < 100, the distributed area is a 200 x 200 m? field; for
100 < n < 200, the area is 300 x 300 m?; and for 200 < n < 250,
it is 400 x 400 m?2. For each simulated topology, we adjust the
communication range so that all the sensor nodes are included in
the aggregation tree. In our study, we consider an energy model
that sets 0.2818 W for sending or receiving a data packet per unit of
time, and 100 ] of total available battery power per node. The data
rate is 1 Mbps. We compare the communication overhead and the
energy consumption of MAI with those of SHIA and the results are
reported in the following subsection.

6.2. Simulation results

Fig. 7 shows the communication overhead of MAI and that of
SHIA under different network scales. We use packet*hop as the
metric. As can be seen from Fig. 7, the overhead of MAI is much
lower than that of SHIA. To further explore the dependence of the
performance on the size of the aggregation tree, we report the
average communication overhead per node in Fig. 8. As shown in
this figure, MAI outperforms SHIA in terms of the average amount
of communications. And MAI exhibits a little variance when n
ranges from 50 to 250. The communication overhead is closely
related to the network topology. It increases with the tree height
for SHIA because the off-path values need to transmit more hops
to reach the leaf nodes, and it increases with the tree degree
for MAI because the child nodes need to get more sibling values
to verify the parent node when the tree degree is large. In the
simulations, the nodes are randomly distributed in the area; hence,
the trees organized over the nodes also have different topologies
for different network scales. That is why the overhead increases
with the increase of the network size, but still fluctuates at some
points.

Figs. 9 and 10 illustrate the energy consumption under different
network scales. The percentage of the residual energy in the
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network with respect to the network size is shown in Fig. 9, from
which we can conclude that the SHIA scheme consumes energy at a
much faster pace. Fig. 10 reports the average energy consumption
per node. The results indicate that our scheme is more energy
efficient. This is because data transmissions contribute the major

portion of the power consumption for sensor nodes, and the
communication overhead of SHIA is higher than that of MAI
as discussed before. Because the energy consumption is closely
related to the communication overhead, our results show a general
trend of increasing with increasing the network size, with some
fluctuations at some points just like the results shown in Fig. 7.

In summary, the theoretical and simulation results both
indicate that our proposed MAI is more efficient and effective than
SHIA, as it can identify the malicious aggregators with a much
lower communication overhead.

7. Conclusions

In this paper, we propose a secure and energy-efficient data ag-
gregation scheme with malicious aggregator identification in wire-
less sensor networks. The goal of our proposed scheme is to make
sure that not only does the BS not accept forged aggregation re-
sults, but also the malicious aggregators tampering with the in-
termediate results can be identified. The adversarial aggregators,
after detection, can be evicted from the network, hence reducing
the damage of malicious aggregators. Theoretical analysis and ex-
tensive simulations have been conducted to evaluate our scheme.
The results indicate that our proposed scheme is more secure and
energy efficient than SHIA, a state-of-the-art secure hierarchical
in-network aggregation scheme proposed in [7]. Furthermore, we
provide some extension directions to refine our scheme.
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