
In Proceedings of the International Joint Conference on Arti�cial Intelligence (IJCAI), 1991Towards a Formal Theory of Communicationfor Multiagent SystemsMunindar P. Singh�Dept of Computer SciencesUniversity of TexasAustin, TX 78712-1188USA and Arti�cial Intelligence LabMCCAustin, TX 78759USAAbstractAgents in multiagent systems interact to a largeextent by communicating. Such communica-tion may be fruitfully studied from the pointof view of speech act theory. In order for mul-tiagent systems to be formally and rigorouslydesigned and analyzed, a semantics of speechacts that gives their objective model-theoreticconditions of satisfaction is needed. Howev-er, most research into multiagent systems thatdeals with communication provides only infor-mal descriptions of the di�erent message typesused. And this problem is not addressed atall by traditional speech act theory or by AIresearch into discourse understanding. I pro-vide a formal semantics for the major kinds ofspeech acts at a level that has not been consid-ered before. The resulting theory applies uni-formly to a wide range of multiagent systems.Some applications of this theory are outlined,and some of its theorems listed.1 IntroductionMultiagent systems are ubiquitous in Arti�cial Intelli-gence. Even in the simplest such systems, the epithetis justi�ed only if the agents involved interact with eachother in di�erent ways. One of the most natural ways inwhich intelligent interaction may occur is through com-munication, especially communication about action. A-gents may command, request, advise, or permit each oth-er to do certain actions. They may also promise actionsof their own, or prohibit those of others. When complexmultiagent systems are to be designed or analyzed a for-mal theory of the kinds of communication that may takeplace among agents would be crucial. Unfortunately,no theory is currently available that provides the objec-tive semantics of the messages exchanged. This paperdescribes research that has been done to �ll this void.This research uses ideas about the ability and intention-s of situated agents that were motivated and developedon independent grounds, albeit with a view to their �nal�This research was partially supported by the Microelec-tronics and Computer Technology Corporation, and by theNational Science Foundation (through grant # IRI-8945845to the Center for Cognitive Science, University of Texas).

application to this problem [Singh, 1991; Singh, 1990a; S-ingh, 1990b]. This connection to other theories is reasonto be reassured that this theory is not ad hoc, and willcoherently �t in a bigger picture. The theory presentedin this paper has rami�cations in several subareas of AI,notably, multiagent planning and action, autonomous a-gents, and cooperative work [Gasser and Huhns, 1989;Huhns, 1987].Traditionally, speech act theory classi�es communica-tions or messages into several kinds of illocutionary acts[Searle, 1969; Searle and Vanderveken, 1985]. These in-clude assertives, directives, commisives, permissives andprohibitives. Brie
y, assertives are statements of fac-t; directives are commands, requests or advice; commi-sives (e.g., promises) commit the speaker to a course ofaction; permissives issue permissions; and prohibitivestake them away. Classical logic applies only to the caseof assertives and considers only their truth and falsity.Therefore, it is inappropriate for other kinds of speechacts (Hamblin describes and criticizes several nonclassi-cal logics for commands [Hamblin, 1987, pp. 97{136], soI do not consider them here). Research in speech act the-ory, on the other hand, concentrates on describing theconditions under which a particular speech act (of what-ever form) may be said to have occurred [Grice, 1969;Searle, 1975]. The AI literature in this area too is con-cerned with the linguistic or discourse-related aspectsof this problem (e.g., for identifying the illocutionaryforce of indirect speech acts [Allen and Perrault, 1980],or de�ning their e�ects on the mutual beliefs of agents[Cohen and Levesque, 1988]).Of interest here is the orthogonal problem of formallydescribing the conditions of satisfaction for the di�erentkinds of speech acts. I take the view that communica-tion occurs because agents need to interact e�ectivelyand to in
uence each others' actions. While the illocu-tionary force of a speech act can be trivially determinedfrom the syntax (in an arti�cial language that our agentswould use), the objective conditions of the satisfaction ofa speech act are a part of the semantics. A formal seman-tics is important because (1) as designers and analyzers,we need a rigorous understanding of communication inthe systems we design; and (2) we would often like toembed a version of the semantics in the agents them-selves so they can use it in their reasoning about theirown (and others') speech acts.



The main original contributions of this paper are thefollowing: (1) It argues that there is a level of formalsemantics of speech acts that is distinct from both (a)what is traditionally considered their semantics, namely,the conditions under which they may be said to haveoccurred; and (b) their pragmatics, namely, the e�ectsthey may or ought to have on the speaker's and hearer'scognitive states. I.e., the proposed semantics di�ers fromboth the illocutionary and the perlocutionary aspects ofspeech acts. (2) This paper argues that the semantics ofspeech acts roughly corresponds to the conditions underwhich we would a�rm that the given speech act hadbeen satis�ed. (3) It is proposed that this semanticscan be captured in the usual model-theoretic frameworkby introducing di�erent operators that distinguish thesatisfaction of a speech act from its mere occurrence.(4) The actual de�nitions are to be given in terms ofthe intentions and know-how of the participants and thestate of the world (at some salient time or times).A problem not addressed here concerns the e�ects aspeech act has on the hearer. These depend on issueslike the social relationship of the agents or on matter-s of performance|these are not easy to describe, andare connected to processes of deliberation and belief re-vision [Perrault, 1987], rather than to the semantics ofcommunication per se. Perrault provides some postu-lates for such revision using default logic. His focus is onthe pragmatics of speech acts in natural language under-standing, rather than the semantics as considered here.In any case, a semantics would help clarify our intuitionseven about the pragmatic aspects of speech acts. As aclari�cation of my goals, note that the role of the pro-posed semantics is akin to that of classical semantics forassertives. Classical semantics only tells us when an as-sertive is objectively satis�ed|it makes no claims aboutwhen an assertive should actually be uttered or believed.Therefore, the focus here is on satisfaction conditions.The conditions of satisfaction for most kinds of speechacts di�er signi�cantly from those of assertives that areordinarily considered in logic. Assertives, being claim-s of fact, are true or false; other speech acts call for amore complex framework in which their felicity or suc-cess can be described. In the context of imperatives,Hamblin distinguishes between what he calls extensionaland whole-hearted satisfaction [Hamblin, 1987, pp. 153{157]. Brie
y, the former notion admits accidental suc-cess, while the latter does not. Hamblin realized thatthese were useful things that may be said of a speechact; however, his aim was simply to be able state pre-scriptive conditions on when what kind of imperativesought to be issued, and the philosophical problems thatarise when one is in a \quandary." Thus his focus seemsto have been pragmatic. I take advantage of some of hisideas, but make a �ner distinction and extend it to oth-er important kinds of speech acts here, formally relatingthem to intentions and know-how in the process. In x4.2,I address the problem of what kind of prescriptive con-straints on communication may be stated, but see thatas essentially supervenient on the semantics.In x2, I discuss three di�erent senses of satisfactionfor the �ve kinds of speech acts considered in this paper.In x3, I describe a theory of intentions and know-how,

and a formal model which I then use to formalize thedi�erent notions of satisfaction. In x4, I show how thistheory may be used in the design of multiagent systems,and list some useful theorems.2 Shades of SatisfactionAs remarked above, communication among agents in amultiagent system can be best understood by appeal-ing to speech act theory [Austin, 1962; Searle, 1969]. Inspeech act theory an \illocution" (which I identify witha message) is seen to have two parts: an illocutionaryforce and a proposition. The illocutionary force distin-guishes, e.g., a command from a promise; the proposi-tion describes the state of the world that is, respectively,commanded or promised. This suggests a simple syn-tax for messages in an arti�cial language. A message,m, is a pair hi; pi, where i identi�es the illocutionaryforce, and p the proposition. Here i is an atomic sym-bol from the set fdirective, commisive, permissive, pro-hibitive, assertiveg; and p is a logical formula.This much is quite standard even in the AI literaturethat deals with communication among agents [Huhns etal., 1990; Thomas et al., 1990]. However, none of theAI papers so far give a rigorous formal semantics formessages of di�erent illocutionary forces. This lacuna is�lled by this paper. But before I come to the formaliza-tion, I must discuss the di�erent senses of satisfaction ofspeech acts. The rest of this section extends the discus-sion in [Hamblin, 1987, pp. 153{157]. Note that thesedi�erent senses agree for the case of assertives.The propositional part of a message speci�es the stateof the world that the message is, in some sense, about.An assertive asserts of that state that it holds (i.e., cur-rently, though the proposition could be temporally in-dexed); a directive asks the hearer to bring that stateabout; a commisive commits the speaker to bringing itabout; and so on. Thus the satisfaction of a message de-pends both on its illocutionary force and its proposition.The di�erent notions of satisfaction are motivated usingdirectives; other speech acts are considered in x3.In the simplest sense of satisfaction, called extension-al satisfaction in [Hamblin, 1987, p. 153], a message issaid to be satis�ed (with only minor quali�cations) justif its proposition turns out to hold. E.g., a directive issatis�ed when the proposition becomes true. Extension-al satisfaction looks only at the immediate state of theworld|the proposition may have been made true acci-dentally, or for the \wrong reasons," but would still meetthe requirements for extensional satisfaction. This no-tion of satisfaction meets weak behavioral speci�cations;e.g., if the success of a speech act is part of a plan, thenwhen it succeeds the agent can legitimately proceed tothe next stage of the plan. However, this notion is notacceptable for complex systems because fortuitous cir-cumstances would not, in general, arise often in them.A system whose agents were designed on this basis wouldturn out to be not su�ciently robust|e.g., we would ex-pect a guarantee that some directives would be satis�edin a variety of circumstances, rather than that they oncewere. Also, it is of not much help practically, since ityields no insights about how the individual agents in amultiagent system ought to be designed.



This motivates the next sense of satisfaction, whole-hearted satisfaction. The whole-hearted satisfaction ofa directive requires not only that the speci�ed proposi-tion be made true, but be made true in a sure-�re man-ner. The concerned agent should not only bring aboutthe right state of the world, but know how to bring itabout and intend to bring it about (thus it would bringit about in a way that exploits its know-how). By usingwhole-hearted satisfaction, the designer can require thatan agent not issue two commands, which cannot bothbe whole-heartedly satis�ed (due to limited know-how),even if they can both be extensionally satis�ed.Even whole-hearted satisfaction admits cases wherethe relevant proposition was made true, but only be-cause it was going to be made true anyway, irrespectiveof whether the given speech act was performed. I.e., thespeech act was pointless and played no real role in its sat-isfaction. This happens when, for a directive, the hearerwas going to do the desired actions anyway. Often, itis useful to eliminate these conditions, so that the givenspeech act is really necessary. This requires that not on-ly must the proposition in the speech act be made truein a sure-�re way, it must be made true because of thatspeech act. This, relevant satisfaction, is the strongestnotion of satisfaction that I consider here.The taxonomy of speech acts of this paper is motivat-ed by the fact that permissives, prohibitives and direc-tives have di�erent satisfaction conditions (cf. [Bach andHarnish, 1979, pp. 39{54] and [Searle and Vanderveken,1985, ch. 9], where permissives and prohibitives arelumped together with directives). The more convention-or culture-oriented illocutionary forces (e.g., christen-ings, greetings) are not considered here. Interrogativesare semantically quite like directives, but need specialtreatment to allow for answers; they are not included inthis paper for reasons of space.3 Formalization of SatisfactionConditionsThe di�erent notions of satisfaction of speech acts de-pend on the de�nitions of know-how and intention. Aformal rigorous theory of situated know-how and inten-tions has already been developed and reported. Herethe same framework and technical de�nitions are usedto give an account of the di�erent sorts of satisfactionof several kinds of speech acts. This project has beeninspired by that of C. L. Hamblin, who died while writ-ing [Hamblin, 1987]. He argued that an account of im-peratives must be built on top of a theory of abilitiesand intentions, especially, one which is \. . .not hiddenin the mind, however, but expressed in action . . ." [Ham-blin, 1987, foreword by Belnap, p. viii]. He did not suchhave a formal theory of know-how and intentions, but Itake this advice seriously, and try to give a semantics ofseveral kinds of speech acts in terms of my earlier the-ory of intentions and know-how, where these concept-s are de�ned in terms of the actions of agents situat-ed in an objective model [Singh, 1990b; Singh, 1990a;Singh, 1991]. I brie
y describe that theory, and thenturn to the formal model.

3.1 Know-how and IntentionsThis theory of know-how and intentions is meant toapply to both traditional plan-based architectures andmodern situated ones. It uses the concept of strategiesas abstract descriptions of the agents' behavior. Strate-gies correspond to plans in traditional systems and to thearchitectural structure of reactive agents, as instantiatedat a given time. A strategy is simply the designer's de-scription of the agent and the way in which it behaves.An agent knows how to achieve A, if it can achieve Awhenever it so \intends." Let each agent have a strat-egy that it follows in the current situation. Intuitively,an agent knows how to achieve A relative to a strategyY , i� it possesses the skills required to follow Y in sucha way as to achieve A. Thus know-how is partitionedinto two components: the \ability" to have satisfactorystrategies, and the \ability" to follow them. Similarly, anagent intends to achieve A by performing a strategy Y ,i� it currently has strategy Y and the successful perfor-mance of Y by it entails A; i.e., i� the agent is trying toperform Y to achieve A. Note that having an intentiondoes not entail having the know-how to match it, andvice versa. Another important primitive is can-prevent,notated Kprev. This is related to know-how and applieswhen the given agent is able to perform actions so asto prevent the occurrence of the given condition. Forreasons of space, the technical details of [Singh, 1991;Singh, 1990a; Singh, 1990b] are not included here. Thepresentation below is self-contained, however.3.2 The Formal ModelThe formal model here is based on possible worlds. Eachpossible world has a branching history of times. Agentsin
uence the future by acting, but the outcome also de-pends on other events. A scenario at a given world andtime is any linear branch of the future beginning there|this corresponds to a particular run or trace of the givensystem. A subscenario is a triple, hS; t; t0i, which denotesa section of scenario S from time t to t0. The interpre-tation [[ ]] assigns sets of world-times pairs to predicates,for each possible tuple of their arguments; it assigns setsof subscenarios to each action, for each agent who mightdo it. Truth in the model, M , is de�ned relative to aworld w and a time t: M j=w;t p denotes that p is truein M at w and t. Another useful notion is of truth rela-tive to a scenario and a time in it (a scenario determinesthe world): M j=S;t p denotes that p is true in M on Sat t. The formal language here is the predicate calculus,augmented with temporal logic (used in x4.3), and threepredicates, `Khow,' `intends' and `Kprev,' each applyingto an agent, a strategy and a formula.Speech acts are, �rst of all, actions. For simplic-ity, they are seen as the actions of just their speak-ers, and occur over subscenarios. Let `says-to' be aparametrized speech act, to be used as `says-to(y;m).'This action will be seen as an action done by agent x.hts; thi 2 [[says-to(y;m)]]x means that agent x commu-nicated message m to agent y in the time from ts (thetime of speaking) to th (the time of hearing). This justsays that the message was successfully transmitted (itis possible to allow failed transmissions, but that is notuseful here). De�ne a new predicate `comm' that applies



to two agents, and a message. `Comm(x; y;m)' is trueat w; t just if x said (or started to say) m to y then. Atransmitted message may, of course, not be satis�able.In order to be able to talk of the di�erent kinds of satis-faction of messages, I introduce three operators: ESAT,WSAT and RSAT (collectively called SAT below) thatapply on formulas of the form `comm(x; y;m).' Theyrespectively state that the given message is extension-ally, whole-heartedly, and relevantly satis�ed. Now theconditions of truth are given for each of these three op-erators and for each of the possible illocutionary forces,relative to a scenario and a time.The de�nition of truth is standard for the classicaland temporal parts of the logic, and is not given here tosave space. For p not of the form SATq, M j=S;t p i�M j=w;t p, where S is a scenario at w; t. For p of theform SATq, it is convenient to give these de�nitions rela-tive to a scenario and time, rather than directly relativeto a world and time. We would like to de�ne M j=w;t pas M j=S;t p, where S is restricted in some way. S hasto be restricted because there is always (in practice) ascenario where SATq would fail. One natural restrictionis to scenarios compatible with the speaker's current in-tentions (or strategy). This ensures SATq as long as thespeaker's intentions do not change.3.3 Extensional SatisfactionExtensional satisfaction is de�ned relative to a scenari-o and a time in it (thus \future" means future withinthat scenario). A directive is satis�ed at a scenario andtime just if its proposition becomes true at a future timeon that scenario. A commisive too is satis�ed just if itsproposition becomes true at some future time on the giv-en scenario. An assertive is satis�ed just at those timeswhere its proposition is true. A permissive is satis�edon a scenario and time just if it is taken advantage ofsometimes in the future of that time on that scenario.A prohibitive is satis�ed just if it is never violated inthe future of the given time on the given scenario. Thusthe agents' intentions and know-how do not matter forextensional satisfaction.1. M j=S;t ESAT(comm(x; y; hdirective, pi)) i� (9t0 2S : t0 � t ^M j=S;t0 p)2. M j=S;t ESAT(comm(x; y; hcommisive, pi)) i� (9t0 2S : t0 � t ^M j=S;t0 p)3. M j=S;t ESAT(comm(x; y; hpermissive, pi)) i� (9t0 2S : t0 � t ^M j=S;t0 p)4. M j=S;t ESAT(comm(x; y; hprohibitive, pi)) if-f (8t0 2 S : t0 > t! M 6j=S;t0 p)5. M j=S;t ESAT(comm(x; y; hassertive, pi)) i�M j=S;tp3.4 Whole-hearted SatisfactionWhole-hearted satisfaction too is de�ned relative to a s-cenario and a time. A directive is satis�ed on a scenarioand time just if its proposition becomes true at a futuretime in that scenario, and all along the scenario fromthe given time to then, the hearer has the know-how,as well as the intention to achieve it. I.e., if the hear-er has a strategy (that it may be said to be following)

relative to which it has the know-how and the intentionto achieve p (as explained in x3.1). Similarly, a commi-sive is satis�ed just when its proposition becomes trueat some future time on the given scenario, and all alongthe scenario from the given time to then, the speakerhas the know-how to achieve it and also intends it. Thecondition for assertives is unchanged.A permissive is satis�ed at a scenario and a time just ifit is taken advantage of by the hearer at a future point onthat scenario. But when a permissive is taken advantageof, it allows the hearer to do actions at certain timesthat it could not have done before because they mightpossibly lead to the condition becoming true. Thus apermissive is satis�ed on a scenario on which the hearerdoes at least one action whose performance can lead toa situation where it is unable to prevent that conditionfrom occurring (i.e., the hearer can now risk letting thatcondition hold). Similarly, a prohibitive is satis�ed ata scenario and time just if none of the actions done bythe hearer on that scenario (in the future), can lead toa situation where the hearer would be unable to preventthe condition from occurring (i.e., the hearer does notrisk violating the prohibition).1. M j=S;t WSAT(comm(x; y; hdirective; pi)) i� (9t0 2S : t0 � t ^M j=S;t0 p ^ (8t00 : t � t00 < t0! (9Y :M j=S;t00 Khow(y; Y; p) ^ intends(y; Y; p))))2. M j=S;t WSAT(comm(x; y; hcommisive; pi)) if-f (9t0 2 S : t0 � t ^ M j=S;t0 p ^ (8t00 :t � t00 < t0! (9Y : M j=S;t00 Khow(x; Y; p) ^intends(x; Y; p))))3. M j=S;t WSAT(comm(x; y; hpermissive; pi)) if-f (9t0 2 S : t0 � t ^ (8a : (9t00 : hS; t0; t00i 2[[a]]y)! (9S0; t000 : t000 2 S0^hS0; t0; t000i 2 [[a]]y^(8Y :M 6j=S0;t000 Kprev(y; Y; p)))))4. M j=S;t WSAT(comm(x; y; hprohibitive; pi)) if-f (8t0 2 S : t0 > t! (8a : (9t00 : hS; t0; t00i 2[[a]]y)! (8S0; t000 : t000 2 S0 ^ hS0; t0; t000i 2[[a]]y! (9Y :M j=S0;t000 Kprev(y; Y; p)))))3.5 Relevant SatisfactionRelevant satisfaction is also de�ned relative to a scenarioand a time. It resembles the previous case, but di�ers inadding a requirement that roughly says that the givenspeech act is the true reason for its success. A directiveis satis�ed just when its proposition becomes true ata time in the future of the given time, and all alongthe scenario from the given time to then, the hearer hasthe know-how to achieve it, and furthermore that thisknow-how does not arise in at least one scenario that isa temporal alternative to the given one. The de�nitionfor commisives is analogous. The condition for assertivescontinues to be the same as before.A permissive is satis�ed at a scenario and a time just ifit is taken advantage of by the hearer at a future time onthe given scenario, with an additional requirement thatthat there be an alternative scenario to the given onewhere it is not taken advantage of. As before, when apermissive is taken advantage of, it is WSAT. However,in this case, it must also be the case that on at least oneother scenario, the permissive is not WSAT. Intuitively,this scenario is one of those where a stronger permission



is not in force. The condition for prohibitives parallelsthat for permissives. Let Sw;t be the set of all scenariosbeginning at w; t; below, let S 2 Sw;t.1. M j=S;t RSAT(comm(x; y;m)) i� M j=S;tWSAT(comm(x; y;m)) ^ (9S0 2 Sw;t : M 6j=S0;tWSAT(comm(x; y;m)))This de�nition could have been strengthened by addinga notion of the \closeness" of scenarios to each other, sothat we could say that S0 above was not just any scenariobut one of the ones closest to S. However, this idea isnot pursued in this paper.4 Applying the TheoryThe two main motivations for developing this theory areto provide a rigorous foundation for the design of mul-tiagent systems and to justify some prescriptive claimsabout how agents should communicate in them. Thistheory has given objective criteria to evaluate the cor-rectness of di�erent scenarios, or runs of a multiagen-t system. In design, the problem is to create a systemwhich allows only correct scenarios to be actualized. Pre-scriptive claims for agents tell them what to do giventheir beliefs and intentions, so that correct scenarios e-merge. I discuss these two problems below, and thensome important formal consequences of this theory.4.1 Designing Multiagent SystemsOne extension needed is to distinguish between messagesof the same major illocutionary force that are di�erentin some important respects. E.g., commands di�er fromrequests, since they presuppose authority on part of thespeaker, and can cause a change in the hearer's intention-s under a wider variety of circumstances than requests.A correct scenario with a command must WSAT it as adirective (assuming authority); one with a request mustWSAT it too, but only if some other conditions on co-operation are met. The designer needs to constrain theissuing of directives, and/or increase know-how and con-strain intentions so that the system actualizes only cor-rect scenarios. E.g., requiring that agents persist withtheir strategies for su�ciently long considerably simpli-�es generating runs that on which directives and com-misives are WSAT. Correctness must be ensured for allthe message types that can occur in the system.As an example, consider the contract net [Davis andSmith, 1983]. In its simplest form, a manager sends outa call for bids to all contractors|treat this as request-ing the hearer to bid and to promise that it will do thetask for a certain price (if it wants to bid). Contractorswho bid thus promise that if requested to do the taskand given their price, they will do it. The manager se-lects one contractor and requests it to do the task. Inany correct design for this protocol, the contractors musthave (at the appropriate times) (1) the know-how to an-swer correctly whether they will bid on a given task, andto promise as described above; and (2) the correspond-ing intentions. Thus the design goal reduces to ensuringconditions (1) and (2) for all the agents.The di�erent senses of SAT yield rigorous de�nitionsfor three kinds of correctness conditions for multiagentsystems. A scenario can be de�ned to be correct in the

sense of SAT if all the messages passed on it are satis-�ed in the same sense. In general terms, the designer'sgoal is to ensure that all runs that may be actualizedare correct. This reduces to the goal that the intentionsand know-hows of the agents are such that only correctscenarios are actualized. This is the sense of correctnessthat designers use in practice. They usually achieve thiskind of correctness by, e.g., hard-wiring the intentionto cooperate in their agents, or by setting up hierarchi-cal structures such that some directives (commands) arealways obeyed, and others (requests) obeyed wheneverthey do not con
ict with the hearer's current intentions.4.2 Normative Constraints on CommunicationThe objective criteria given above can be used to mo-tivate some normative constraints on communication a-mong the agents in a multiagent system. These con-straints could be used by the designer, and possibly bythe agents themselves to reason about the messages theyexchange. Note that these are just meant as weak con-straints, and may be easily overridden. If (some of) theseconstraints are obeyed, the scenarios that are actualizedare not just correct but also \good." Imposing these con-straints can simplify a design since certain good proper-ties can then be taken for granted.1. An agent should issue a directive only if its inten-tions are satis�ed (i.e., its current strategies are per-formed successfully) on all scenarios on which thedirective is WSAT. This is the converse of the def-inition for M j=w;t WSATq suggested in x3.2|thisensures that actions by the hearer will not renderthe speaker's own intentions impossible to achieve.2. All messages sent must be RSAT, where the quanti�-cation over scenarios is restricted to scenarios com-patible with the speaker's current intentions.3. Agents ought to persist with their strategies (i.e.,their strategy at a later time should be the appro-priate \tail" of their strategy at an earlier time).This not only simpli�es the WSAT and RSAT condi-tions for directives and commisives, but also simpli-�es the interactions among agents by, e.g., makingit easy for an issuer of a directive to not take on astrategy that would interfere with its compliance.4. All messages sent by one speaker must be mutual-ly consistent in the sense of being jointly satis�ableon at least some scenarios. E.g., di�erent directivesshould not clash with each other and prohibitivesshould not preclude the satisfaction of directivesand other prohibitives. This prevents many unac-ceptable situations, but can cause problems if someredundant permissions are issued, i.e., those thatmight never be used on some scenarios where thedirectives are met. So one should exclude (such)permissions from this constraint.4.3 Some TheoremsA useful feature of the present theory is that it bringsthe di�erent kinds of SAT within the fold of logic. In or-der to write some formal consequences of the precedingde�nitions, I will need to de�ne some temporal opera-tors. Here E means \in some scenario beginning at this



time"; A � :E:; pUq \q holds in the future and p holdsuntil then"; P \at a past time up to the beginning of thisscenario"; Fp � trueUp \eventually p"; and Gp � :F:p\always p" [Emerson, 1990]. E evaluated at a scenario isevaluated at the �rst point in that scenario.1. RSAT entails WSAT; WSAT entails ESAT.2. For a given scenario, ESAT(comm(x; y; hi; pi)) � Fpfor i 6= prohibitive. For prohibitives, it � G:p.3. RSAT(comm(x; y; hi; pi)) � WSAT(comm(x; y;hi; pi)) ^ E:WSAT(comm(x; y; hi; pi))This follows easily from the de�nition.4. WSAT(comm(x; y; hdirective,pi)) � ESAT(comm(x;y; hdirective,pi)) ^ (9Y : (Khow(y; Y; p)^ intends(y;Y; p)))UpA directive is WSAT i� it is ESAT and until it is,the hearer intends to and knows how to achieve it.5. WSAT(comm(x; y; hdirective,pi)) � ESAT(comm(x,y; hdirective,pi)) ^ ESAT(comm(x; y; hprohibitive,:(9Y : Khow(y; Y; p) ^ intends(y; Y; p)) ^ :Ppi))This is an important intuitive result since it showsthat a directive interpreted in the WSAT sense hasthe force of a directive in the ESAT sense conjoinedwith a prohibitive in the ESAT sense.5 ConclusionsNone of the extant theories of communication addressquite the same problem as I have addressed in this pa-per. The theory presented here re�nes and formalizessome intuitions about communication among agents. Istarted out with a set of obvious and well-known intu-itions about the nature of communication derived fromclassical speech act theory. However, I motivated andapproached an important problem that has not been ad-dressed in the literature on speech act theory, or evenin the AI literature. My commitment is stronger to thegeneral claims than to the speci�cs. However, using def-initions of the intentions and know-how of an agent, Iwas systematically able to give rigorous de�nitions ofthe conditions of satisfaction for speech acts of di�erentof illocutionary forces. These de�nitions capture manyof our intuitions about when, as speakers and hearers, webelieve that a given speech act has been satis�ed. Thistheory has applications in the design of multiagent sys-tems, where constraints on the know-how and intentionsof agents are derived from their desired communicativebehavior. It can also yield some well-motivated norma-tive constraints on communication among agents. Anadvantage of the formal approach is that this processcan be guided by the several theorems that exist.References[Allen and Perrault, 1980] James F. Allen and C. Ray-mond Perrault. Analyzing intention in utterances. Ar-ti�cial Intelligence, 15:143{178, 1980.[Austin, 1962] John L. Austin. How to do Things withWords. Clarendon, Oxford, UK, 1962.[Bach and Harnish, 1979] Kent Bach and Robert M.Harnish. Linguistic Communication and Speech Acts.MIT Press, Cambridge, MA, 1979.
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