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ABSTRACT
Two schemes proposed to cope with unrecoverable or latent
media errors and enhance the reliability of RAID systems
are examined. The first scheme is the established, widely
used disk scrubbing scheme, which operates by periodically
accessing disk drives to detect media-related unrecoverable
errors. These errors are subsequently corrected by rebuild-
ing the sectors affected. The second scheme is the recently
proposed intradisk redundancy scheme which uses a further
level of redundancy inside each disk, in addition to the RAID
redundancy across multiple disks. Analytic results are ob-
tained assuming Poisson arrivals of random I/O requests.
Our results demonstrate that the reliability improvement
due to disk scrubbing depends on the scrubbing frequency
and the workload of the system, and may not reach the
reliability level achieved by a simple IPC-based intra-disk
redundancy scheme, which is insensitive to the workload. In
fact, the IPC-based intra-disk redundancy scheme achieves
essentially the same reliability as that of a system operating
without unrecoverable sector errors. For heavy workloads,
the reliability achieved by the scrubbing scheme can be or-
ders of magnitude less than that of the intra-disk redun-
dancy scheme.

Categories and Subject Descriptors
B.3.2 [Memory Structures]: Design Styles—mass storage
(e.g., magnetic, optical, RAID); B.8.1 [Performance and
Reliability]: Reliability, Testing, and Fault-Tolerance; C.4
[Computer Systems Organization]: Performance of Sys-
tems—Fault tolerance; Modeling techniques

General Terms
Performance, Reliability
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Unrecoverable or latent sector errors, RAID, reliability anal-
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1. INTRODUCTION
Virtually all enterprise storage systems today make use of

a RAID (redundant array of independent disks) scheme [4,
12] to protect against failures of hard-disk drives (HDDs, or
disks). By far the most popular RAID scheme is currently
RAID 5, which tolerates one disk failure per group (or array)
of disks. Moreover, striping of user data and rotation of
parity data across the array result in faster parallel accesses
and better load balancing among the disks, respectively.

Total storage-system capacities tend to increase faster than
disk storage-densities, hence the total number of disks rises.
Moreover, disk reliability is not being improved accordingly.
Therefore, disk failures inevitably increase with total storage
capacity. The following trends in designing storage systems
tend to further aggravate the exposure to disk failures: First,
arrays grow in number of disks as a means to improve stor-
age efficiency. Hence the exposure is aggravated owing to a
higher risk of more simultaneous disk failures per array. Sec-
ond, smaller disks (in terms of capacity and form factor) are
used in the enterprise as a means to improve overall perfor-
mance. There is therefore a higher risk from the increased
total number of disks. Third, lower-cost components are
being adopted in the enterprise, most notably SATA drives
instead of FC and SCSI drives. SATA drives offer higher ca-
pacity per drive, but have a comparatively lower reliability
[9, 13].

Constant improvements to protect against disk failures
are therefore necessary. For instance, the RAID 6 scheme
allows up to two disks to fail simultaneously in an array
by storing two parity strips (stripe units) per stripe set [3,
5]. However, this increase in reliability reduces the storage
efficiency (compared with a RAID 5 array of the same size)
as well as the overall throughput performance, as each write
request also requires updating the two corresponding parity
units on different disks.

More precisely, failures are of the following two types: disk
failures necessitating a disk replacement, where all stored
data is considered lost, and errors in individual disk sectors
that cannot be recovered with a re-read or the sector-based
error-correction code (ECC). The percentage of drives that
develop such unrecoverable or latent sector errors increases
with disk capacity [13], which is particularly problematic
when combined with disk failures. For example, if a disk
fails in a RAID 5 array, the rebuild process must read all
the data on the remaining disks to rebuild the lost data on
a spare disk. During rebuild, an unrecoverable sector er-
ror on any of the remaining disks would lead to data loss.
The same problem occurs when two disks fail in a RAID 6



scheme. Typical data storage installations also include a
tape-based back-up or a disk-based mirrored copy at a re-
mote location. These mechanisms can be used to reconstruct
data lost because of unrecoverable errors. However, there is
a significant penalty in terms of latency and throughput.

Techniques such as disk scrubbing [16, 18] and intradisk
redundancy [6, 7] have been proposed to enhance the re-
liability of RAID systems. The established, widely used
disk scrubbing scheme periodically accesses disks to detect
media-related unrecoverable errors. The scrubbing process
identifies unrecoverable sector errors at an early stage and
attempts to correct them. Lost data are recovered using the
RAID capability, and are subsequently written to a good
disk location using the bad block relocation mechanism.
Thus, the scrubbing effectively reduces the probability of en-
countering unrecoverable sector errors. On the other hand,
the recently proposed, intra-disk redundancy scheme uses
a further level of redundancy inside each disk, in addition
to the RAID redundancy across multiple disks. It is based
on an interleaved parity-check coding scheme [7], which in-
curs only negligible I/O performance degradation and has
been developed to increase the reliability of disks in gen-
eral, but especially in the presence of multiple correlated
media errors on the same track or cylinder. This method
introduces an additional “dimension” of redundancy inside
each disk that is orthogonal to the usual RAID dimension
based on redundancy across multiple disks. The RAID re-
dundancy provides protection against disk failures, whereas
the intra-disk redundancy aims to protect against media-
related unrecoverable errors. Note that each of these two
schemes can also be applied in conjunction with any other
mechanism developed to reduce the number of unrecoverable
errors and thereby improve reliability. This implies that the
two schemes can also be used simultaneously.

Note that a disk drive only detects sector errors after
reading them, which implies that such errors might never
be detected if the corresponding sectors are not read. This
is addressed by disk scrubbing, which reduces unrecover-
able sector errors and works as follows: when a disk has
not been accessed for some period of time, a low-priority
scrubbing process is activated, which involves reading data
from the disk solely for the purpose of detecting corrupted
sectors. Therefore, the disk scrubbing process increases the
frequency with which data are read, and this provides earlier
error detection than would otherwise occur based on normal
operation. Unrecoverable sector errors are now detected by
both the normal read operations and the scrubbing read op-
erations. Detecting corrupted sectors at an early stage is
essential because they can be recovered using the RAID ca-
pability. If, however, they are detected during disk rebuild
and while the system is in critical mode of operation, this
would lead to data loss. In contrast, the intra-disk redun-
dancy scheme in this scenario has the capability of recov-
ering corrupted sectors, based on the intradisk redundant
parity sectors, and therefore prevent data loss. The intra-
disk redundancy scheme, however, does not provide an early
error detection and therefore the unrecoverable sector error
probability would be higher than that when scrubbing is
used. Furthermore, unlike scrubbing, it requires additional
capacity for storing the same amount of user data.

This paper addresses the following practical questions.
What are the reliability improvements achieved by the two
schemes considered? How close are the reliability levels

achieved to the absolute maximum one, which corresponds
to a system operating in the absence of unrecoverable sector
errors? What is the associated penalty on the I/O perfor-
mance due to the additional load generated by the schemes?
What is the capacity overhead of the intradisk redundancy
scheme due to the additional parity sectors used?

The key contributions of this paper are the following. A
new model is developed to evaluate the effectiveness of disk
scrubbing, i.e. the extent to which disk scrubbing reduces
the unrecoverable sector errors. The model developed cap-
tures the effect of spatial locality. For example, off-track
writes may result in a burst of hard sector failures on the
same track or cylinder of a disk. The probability of encoun-
tering unrecoverable sector errors is obtained analytically
assuming Poisson arrivals of random I/O requests, which
approximates the processing of disk requests from a large
number of sources. It is subsequently used in conjunction
with the model developed in [7] to derive the mean time
to data loss (MTTDL) of RAID 5 and RAID 6 systems in
the presence of unrecoverable errors and disk failures. An
assessment of the reliability improvement due to scrubbing
is subsequently conducted based on the MTTDL measure.
Furthermore, the effectiveness of the scrubbing scheme is
compared with that of the intradisk redundancy scheme.
Finally, the I/O and the throughput performance of these
schemes are evaluated by means of event-driven simulations
under a variety of workloads.

It has been noted that substantial academic and corpo-
rate research is based on results obtained by approximate
models rather than empirical data [17]. For this reason, we
also studied how the theoretical results obtained compare
with the empirical field results recently reported in [1, 13,
14, 17]. We have found that, for all measures considered,
the theoretical results obtained by the model proposed here
are in agreement with the empirical ones. This establishes
a confidence for the model presented, the results obtained,
and the conclusions drawn. As our results demonstrate, the
reliability improvement due to disk scrubbing depends on
the scrubbing frequency and the workload of the system,
and may not reach the reliability level achieved by the IPC-
based intra-disk redundancy scheme, which is insensitive to
the workload. In fact, the IPC-based intra-disk redundancy
scheme achieves essentially the same reliability as that of
a system operating in the absence of unrecoverable sector
errors. For heavy workloads, the reliability achieved by
the scrubbing scheme can be orders of magnitude less than
that of the intra-disk redundancy scheme. Moreover, the in-
creased load of the intra-disk redundancy scheme, attributed
to the longer writes due to the extra parity updates, only
slightly affects the reliability and I/O performance of the
system.

The remainder of the paper is organized as follows. Sec-
tion 2 provides a survey of the relevant literature on scrub-
bing and intra-disk redundancy schemes. Section 3 describes
the nature of unrecoverable errors. The basic intra-disk re-
dundancy scheme developed for increasing the reliability of
disks in the presence of unrecoverable errors and disk failures
is briefly reviewed in Section 5. The relevant performance
measures are considered in Section 6. The effect of disk
scrubbing on the frequency of unrecoverable sector errors
is evaluated analytically in Section 7. Closed-form expres-
sions for the probability of encountering unrecoverable sec-
tor errors are derived, and numerical results demonstrating



the effectiveness of the scrubbing scheme in reducing this
probability are presented. Section 8 presents numerical re-
sults demonstrating the effectiveness of the scrubbing and
intra-disk redundancy schemes in improving the reliability
of the system. The I/O response time and throughput per-
formance are evaluated by means of simulation in Section
9. Finally, we provide some relevant remarks in Section 10,
and we conclude in Section 11.

2. RELATED WORK
In hard-disk drives the errors that are attributed to the

read-back electronics and the magnetic medium originate
primarily from the electronics noise of the front-end circuitry
of the read channel, the non-ideal characteristics of the mag-
netic transitions (also known in the industry as media noise),
thermal asperities (particle contamination and disk asperi-
ties), and medium defects [11, 8]. Some of these errors are
recoverable through the error recovery procedure of a hard-
disk drive (re-read process, etc.), and some are unrecoverable
(hard errors). All these errors we classify as media errors
to differentiate them from other sources of errors, such as
firmware errors. Clearly, contamination is a prevalent cause
of failures in disk drives, but its extent and the sources of
errors related to it are highly dependent on the manufac-
turer and family of disk drives [19]. In this study, we con-
sider contamination-related mechanisms, and in particular,
thermal asperities due to contact of the head with the disk
surface or particle contaminants. We also consider the error
mechanisms related to transition noise (media noise), “high-
fly” writes, and off-track writes, which are of more generic
nature and not specific to the manufacturer and HDD fam-
ily. As these factors are related to the read/write operations,
the extent of the resulting errors depends on the amount of
data read and written. In contrast, the model presented in
[18] for assessing the disk scrubbing effect considers that sec-
tors become erroneous according to a given fixed rate that is
independent of the amount of data read/written and of the
hard sector error probability. This implies that if scrubbing
is not used, the probability of encountering an unrecoverable
error increases in time and approaches one. In practice, how-
ever, this probability remains very small. Our aim therefore
is to develop a more accurate model according to which the
write operations and the hard sector error probability influ-
ence the extent to which sectors become erroneous.

An evaluation of the impact of disk scrubbing on the mean
time to data loss (MTTDL) of a generic system has been pre-
sented in [2], where the term “auditing” was used instead.
As the emphasis of this work was on assessing the various
trade-offs rather than obtaining accurate expressions, a sim-
ple, abstract model was developed. This model accounts for
spatial overlap of damaged areas, but it does not account
for spatial locality of errors such as correlated media errors
on the same track or cylinder of a disk [1]. Consequently,
the expression derived for the MTTDL in the case of la-
tent errors with auditing is a coarse approximation. It, in
fact, underestimates the actual MTTDL because for a large
scrubbing period, this expression reduces to that obtained
for latent errors without auditing, which, as the authors
state, underestimates MTTDL. Furthermore, these expres-
sions refer to double-fault failure rates, which implies that
they could be used to assess the MTTDL of a RAID 5 sys-
tem, but not that of a RAID 6 system. Analytic expressions
for the MTTDL of RAID 5 and RAID 6 systems in the pres-

ence of unrecoverable errors and disk failures were derived
in [7]. These expressions, which also accounted for the ef-
fect of multiple correlated media errors, were used to obtain
the MTTDL of these RAID systems when the intra-disk re-
dundancy scheme is used. Here, we obtain the MTTDL
of RAID 5 and RAID 6 systems when scrubbing is used
by making use of those expressions as follows. The disk
scrubbing effectively reduces the length of the time that er-
rors remain latent, and therefore reduces the probability of
encountering unrecoverable sector errors. The higher the
scrubbing frequency, the higher the reduction. First, we an-
alytically evaluate the extent of this reduction by deriving
the adjusted probability of encountering an unrecoverable
error. We subsequently use this probability in conjunction
with the expressions mentioned above to obtain the MTTDL
of RAID 5 and RAID 6 systems in the presence of unrecov-
erable errors and disk failures when scrubbing is used. Note
also that in RAID systems, data loss occurs either when
the system is in the critical mode of operation and the re-
build process tries to read a corrupted sector, or when a read
request tries to read a corrupted sector that is spatially cor-
related with another corrupted sector or sectors. Typically,
the latter event is neglected because the probability of its oc-
currence is orders of magnitude less than that of the former
event.

3. UNRECOVERABLE ERRORS
The key problem with SATA drives is that unrecoverable

errors are ten times more likely than on SCSI/FC drives [9].
The unrecoverable bit error probability Pbit is estimated to
be 10−15 for SCSI and 10−14 for SATA drives. For a sec-
tor size of 512 bytes (the default for nearline disks), the
equivalent unrecoverable sector error probability is Psec ≈
Pbit×4096, which is 4.096×10−11 in the case of SATA drives.
The above information can be interpreted as follows. If on a
SATA disk 1014 bits, or equivalently 2.44×1010 sectors, are
written, one of these bits is expected to suffer an unrecov-
erable bit error, which implies that one of these sectors is
expected to suffer an unrecoverable sector error. Therefore,
the probability that a bit-write operation results in an unre-
coverable bit error is equal to Pbit. Similarly, the probability
Pw that a sector-write operation results in an unrecoverable
sector error is equal to Psec, i.e.,

Pw = Psec . (1)

This probability, however, accounts only for errors occur-
ring when data is written; transition noise (media noise), a
“high-fly”, or an off-track write operation could result in a
cluster of unrecoverable sector errors on a track of a disk
[8]. It does not account for errors due to contamination that
occur when data is read. In particular, sectors could become
unreadable during read operations owing to thermal asper-
ities, caused by contact between head and disk surface or
particle contaminants [19].

There is an important distinction, however, between the
types of errors described above. Unrecoverable sector er-
rors created by write operations remain latent, whereas un-
recoverable sector errors that occur when data is read are
recovered and subsequently written to good disk locations
using the bad block relocation mechanism. In the remain-
der, we therefore consider that a latent unrecoverable error
on a given sector at an arbitrary time is related to the write
process.



4. SCRUBBING SCHEME
Here we briefly review the scrubbing scheme. The scrub-

bing process identifies unrecoverable sector errors at an early
stage and attempts to correct them. The scrubbing process
is periodic in that sectors are scrubbed at fixed intervals.
Two different disk scrubbing schemes are considered: a se-
quential (or deterministic) and a random one.

According to the sequential scheme, the scrubbing pro-
cess reads and checks sectors in order, starting from the first
and then ending at the last. The process then starts over
by checking the first sector. The rate at which sectors are
checked is specified a priori. This rate and the disk capacity
determine the scrubbing period, i.e. the time required for a
complete check of all sectors of a disk. Note that any arbi-
trarily given sector is checked regularly, with the intervals
between successive checks being fixed and equal to the scrub-
bing period. Note that this also holds in the case of a deter-
ministic, not necessarily sequential, scrubbing scheme that
ensures that the whole disk is scrubbed within the scrubbing
period. For this reason, we refer to the deterministic scheme
in the remainder of the paper. The frequency at which any
arbitrarily given sector is checked is inversely proportional
to the scrubbing period.

According to the random scheme, the scrubbing process
checks randomly chosen sectors. Note that here, as in the
deterministic scheme, the number of sectors checked in a
scrubbing period is equal to the number of sectors contained
in a disk. However, in contrast to the deterministic scheme,
the random scheme does not guarantee that all sectors of
a disk are checked in a scrubbing period. It may well be
that some sectors will be checked multiple times, and other
sectors not at all.

5. INTRA-DISK REDUNDANCY SCHEME
Here we briefly review the intra-disk redundancy (IDR)

scheme presented in [6] and developed to increase the reli-
ability of disks in general, but especially to cope with the
adverse effect of the spatial locality of errors, such as corre-
lated media errors on the same track or cylinder of a disk
[1]. A number of n contiguous data sectors in a strip as well
as m redundant sectors derived from these data sectors are
grouped together, forming a segment. The redundant parity
sectors are obtained using a simple XOR-based interleaved
parity-check (IPC) coding scheme [7], which, for small un-
recoverable sector error probabilities not exceeding 10−8, is
shown to be as effective as the optimum, albeit more com-
plex, Reed–Solomon (RS) coding scheme. These parity sec-
tors are written simultaneously with the corresponding data
by a single I/O request, and therefore do not require extra
write operations. The traditional single-parity-check (SPC)
coding scheme corresponding to m = 1 is also considered.
The entire segment, comprising � data and parity sectors,
is stored contiguously on the same disk, where � = n + m.
Note that this scheme addresses the issue of spatial locality
of errors in that it can correct a single burst of m consecu-
tive sector errors occurring in a segment. However, unlike
the RS scheme, it in general does not have the capability of
correcting any m sector errors in a segment.

The size of a segment and the number of parity sectors in
a segment are chosen to be equal to � = 128 and m = 8, re-
spectively, to ensure sufficient degrees of storage efficiency,
performance and reliability. The choice of m = 8 is rea-

sonable given that recent empirical data indicate that the
median number of errors for error disks is 3 [1]. The stor-

age efficiency se(IDR) of the intra-disk redundancy scheme is
then given by (� − m)/�, which is equal to 94%.

6. SYSTEM ANALYSIS
The notation used for the purpose of our analysis is given

in Table 1. The parameters are divided into two sets, namely,
the set of independent and that of dependent parameters,
listed in the upper and lower part of the table, respectively.

The storage efficiency of the RAID scheme chosen is given
by

se(RAID) =
N − p

N
= 1 − p

N
, (2)

with

p =

(
1 for a RAID 5 system

2 for a RAID 6 system.
(3)

Note that the above expressions hold for a scheme not
using intra-disk redundancy. If an intra-disk redundancy
scheme is used, the overall storage efficiency of the entire
array (or system) is given by

se(RAID+IDR) = se(RAID) se(IDR)

=
“
1 − p

N

” “
1 − m

�

”
. (4)

The number of sectors in a disk, SD, is given by

SD =

—
Cd

S

�
, (5)

the ratio of disk drive capacity to sector size. Therefore the
number of data sectors, Sd, in a disk of a RAID array is
given by

Sd =
j
se(RAID) SD

k
, or Sd =

j
se(RAID+IDR) SD

k
, (6)

depending on whether intra-disk redundancy is used.
We assume that the I/O requests in a disk are random,

uniformly distributed across the disk, and arrive at a rate
of σ according to a Poisson process. This approximates the
processing of disk requests from a large number of sources.
Let R denote the request size (in number of sectors), Er the
number of unrecoverable sector errors due to contamination
that occur in the case of a read request, and Ew the number
of sectors that are erroneously written in the case of a write
request. Note that such errors may occur in clusters. Con-
sequently, the load h of a given data sector, or, equivalently,
the rate at which a data sector is read/written, is given by

h =
R̄ σ

Sd
, (7)

i.e. the ratio of the rate at which data sectors are read/written
to the number of data sectors contained in a disk. In the
remainder, unless otherwise indicated, the term sector will
only refer to the data sectors.

Note also that the probability Pw that a sector-write op-
eration results in an unrecoverable sector error is given by

Pw =
Ew

R̄
. (8)



Table 1: Notation of system parameters

Parameter Definition

N Number of disks per array group
nG Number of array groups in the system
Cd Disk drive capacity
S Sector size
� Number of sectors in a segment
m Number of parity sectors in a segment, number of interleaves, or interleaving depth
1/λ Mean time to failure for a disk
Pbit Probability of an unrecoverable bit error (data sheet specification)
Psec Probability of an unrecoverable sector error (data sheet specification)
Ts Scrubbing period for a disk
σ Rate of I/O requests in a disk (workload)
R The size of an I/O request
Er The number of unrecoverable sector errors due to contamination that occur by a read request
Ew The number of unrecoverable sector errors that occur by a write request
rw Ratio of write operations to read/write operations

h Rate at which a disk sector is read/written (load)

se(RAID) Storage efficiency of the RAID scheme

se(IDR) Storage efficiency of the intra-disk redundancy scheme

se(RAID+IDR) Overall storage efficiency of the entire system
SD Number of sectors in a disk
Sd Number of data sectors in a disk
1/μ Mean time to rebuild in critical mode for a RAID 5 array
1/μ1 Mean time to rebuild in degraded mode for a RAID 6 array
1/μ2 Mean time to rebuild in critical mode for a RAID 6 array
Pw Probability of an unrecoverable sector error due to a write operation
Ps(t) Probability of an unrecoverable error on a tagged sector at time t
Ps Probability of an unrecoverable error on a tagged sector at an arbitrary time
Pe Probability of an unrecoverable error on a tagged sector at an arbitrary time when scrubbing is not used

7. SCRUBBING ANALYSIS
Here we consider the effect of the scrubbing process and

derive the probability Ps of an unrecoverable error on a given
sector at an arbitrary point in time. Assuming that sectors
are read/written at random and according to a Poisson pro-
cess, closed-form expressions for Ps for the two scrubbing
schemes are obtained by the following propositions.

Proposition 1. For the deterministic scrubbing scheme,
it holds that

Ps =

„
1 − 1 − e−h Ts

h Ts

«
Pe , (9)

where

Pe = rwPw . (10)

Proof. See Appendix A.

Proposition 2. For the random scrubbing scheme, it holds
that

Ps =
h Ts

1 + h Ts
Pe , (11)

where Pe is given by (10).

Proof. See Appendix B.

Remark 1. For both scrubbing schemes, Ps depends only
on Pw, rw, and the product hTs, i.e. the ratio of the rate a
sector is read/written to the rate it is scrubbed.

Remark 2. From (9) and (11), it follows that the proba-
bility for an unrecoverable sector error for the deterministic
scheme is always smaller than that for the random scheme.
Furthermore, for small values of the product hTs such that
hTs � 1, these probabilities can be approximated by

Ps ≈ 1

2
Pe h Ts (12)

for the deterministic scrubbing scheme, and by

Ps ≈ Pe h Ts (13)

for the random scrubbing scheme.
Remark 3. The probability of an unrecoverable sector

error when scrubbing is not used, can be obtained by tak-
ing the limit Ts → ∞ in either (9) or (11), and is equal
to Ps = Pe. It therefore depends on the ratio of read to
write operations, but not on the workload. Increasing the
workload results in an increase of the read/write operations,
which on the one hand increases the unrecoverable sector
errors created, but on the other hand reduces the unrecov-
erable sector errors due to correction of existing ones.

Remark 4. From (10), it follows that Pe is bounded
above by the unrecoverable sector error probability Pw, which
corresponds to the case where only write operations are per-
formed and scrubbing is not used, i.e. Pe ≤ Pw. This, to-
gether with (9) and (11), implies that also Ps is bounded
above by Pw, regardless of the ratio of read to write opera-
tions, i.e.,

Ps ≤ Pe ≤ Pw . (14)
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(a) Deterministic scrubbing. (b) Random scrubbing.

Figure 1: Ps as a function of Ts for h = 10−1, 10−2, 10−3, 10−4, and 10−5 (read/write operations per sector per
day), and rw = 0.66.

7.1 Numerical Results
We consider SATA drives with Cd = 300 GB, S = 512

B, and data sheet specification Pbit = 10−14 and Psec =
4.096×10−11 . Based on this, and by making use of (5), the
probability that a disk contains at least one hard sector er-
ror is approximately equal to the product SD Psec, which is
equal to 2.4%. This result is in agreement with the empir-
ical data reported in [13, 1] where it is found that about
2% and 3.45% of the disks, respectively, ever developed a
latent sector error. From (1), it follows that the probability
Pw that a sector-write operation results in an unrecoverable
sector error is equal to 4.096×10−11 .

Figure 1 shows the unrecoverable sector error probability
Ps at an arbitrary time as a function of the scrubbing period
Ts for the deterministic and random scrubbing schemes, as
derived from (9) and (11). In the remainder, it is assumed
that the ratio of read to write operations is set to be 1:2,
i.e. there are 33.33% reads and 66.67% writes, which yields
rw = 0.66. Empirical data reported in [14] indicate a large
variation of this ratio. We consider a smaller number of read
operations than write operations because a front-end cache
reduces the number of read requests sent to the disks. The
horizontal solid line in the figures indicates Pw, the SATA
drive specification for unrecoverable sector errors. It can
be seen that, regardless of the load h (measured in days),
the use of scrubbing results in reduced unrecoverable sec-
tor error probabilities. Clearly, the smaller the scrubbing
period, the lower the unrecoverable sector error probability.
However, as Ts increases, Ps increases and approaches, ac-
cording to (9) and (11), Pe, the unrecoverable sector error
probability when disk scrubbing is not used. This value is
indicated by the horizontal dashed line and, according to
(14), is always less than or equal to Pw; it approaches Pw

when rw approaches one. As the load h increases, Ps also
increases because the higher the workload of the system,
the larger the number of write operations, and therefore the
larger the net number of additional unrecoverable sector er-
rors. According to Remark 2, the unrecoverable sector error
probability in the case of deterministic scrubbing is always
smaller than that when random scrubbing is used. In par-
ticular, for small values of Ts, it is practically half of that

Table 2: Parameter values

Parameter Value

1/λ 500,000 h
Cd 300 GB
N 8 (for RAID 5), 16 (for RAID 6)
1/μ 17.8 h
1/μ1 17.8 h
1/μ2 17.8 h
S 512 bytes = 4096 bits

Pw 4.096×10−11

Pe 2.731×10−11

when random scrubbing is used, as suggested by (13) and
(12). For this reason, it is the deterministic scrubbing that
is widely used in practice, and we therefore consider only
this scheme in the remainder of the paper.

8. RELIABILITY RESULTS
Here we analytically assess the effectiveness of the disk

scrubbing scheme in improving the reliability of RAID sys-
tems, and also compare it with the intradisk redundancy
scheme through illustrative examples. The reliability of a
RAID system is assessed in terms of the MTTDL, which
clearly depends on the size of the system. It turns out that
the MTTDL scales with the inverse of the system size. For
example, increasing the system size by a given factor will
result in an MTTDL decrease by the same factor. Conse-
quently, for the purpose of studying the behavior of the two
schemes, the choice of the system size is not essential. Also,
the conclusions drawn regarding the performance compari-
son are independent of the system size chosen. We proceed
by considering an installed base of systems using SATA disk
drives and storing 10 PB of user data. The corresponding
parameter values for the SATA disks, which are summarized
in Table 2, are obtained from [7].

We note that for disk drives running 24 hours a day, 7 days
a week, a mean time to failure (MTTF) of 500,000 hours
corresponds to an annualized failure rate (AFR) of 1.75%,



(a) RAID 5. (b) RAID 6.

Figure 2: MTTDL as a function of Ts for deterministic scrubbing and h = 10−1, 10−2, 10−3, 10−4, and 10−5

(read/write operations per sector per day), under correlated unrecoverable sector errors and rw = 0.66.

which is in agreement with the AFR of 1.7% observed for
drives that were in their first year of operation [13]. Further-
more, the data collected reveal that the failure rate does not
necessarily increase as disk utilization increases. In partic-
ular, after the first year, the AFR of high-utilization drives
is at most moderately higher than that of low-utilization
drives. Consequently, variation of the scrubbing period and
the workload is not expected to influence the MTTF of the
disks.

The effect of the spatial locality of correlated media errors
is also considered. Adopting the notation used in [7], let {bj}
denote the probability density function of the length j of a
typical burst of consecutive errors, and B̄ the correspond-
ing average length. Moreover, let Gn denote the probability
that the length of a burst is greater than or equal to n, i.e.
Gn �

P∞
j=n bj , for n = 1, 2, . . .. We now consider the fol-

lowing error-burst length distribution, based on actual data
collected from the field for a product that is currently being
shipped [7]:

b =[0.9812 0.016 0.0013 0.0003 0.0003 0.0002 0.0001

0.0001 0 0.0001 0 0.0001 0.0001 0 0.0001 0.0001]. (15)

Then, we have bursts of at most 16 sectors with B̄ = 1.0291,
B2 = 1.1771, and G9 = 0.0005. As the parameter m of the
IPC-based redundancy scheme is chosen to be equal to 8,
the probability that this scheme will not be able to correct
a single burst of consecutive errors occurring in a segment
is equal to G9, i.e. 0.0005. Note that the issue of spatial
locality of errors has been studied in [1]. For a nearline disk
family, the average number of neighboring errors within a
range of 10 KB (approx. 20 sectors) of an existing sector in
error is 0.17. It can be shown that, using the terminology
defined, this measure is given by B2/B̄ − 1, which, for the
error-burst length distribution given in (15), is equal to 0.14.

From (2), (3), and (4), it follows that the storage efficiency
of the entire system is independent of the RAID configura-
tion if the arrays in a RAID 6 system are twice the size
of those in a RAID 5 system. For a RAID 5 system with

N = 8, when no intra-disk redundancy is used, the required
number of arrays, nG, to store the user data is equal to
4762 (i.e. 10 PB/(7×300 GB)), whereas for a RAID 6 sys-
tem with N = 16, it is equal to 2381 (i.e. 10 PB/(14×300
GB)). The corresponding storage efficiency is equal to 7/8,
i.e. 0.875. For the IPC intra-disk redundancy scheme, with
a segment comprised of � = 128 sectors and m = 8 par-
ity sectors in a segment, the intra-disk storage efficiency is
equal to 0.94. Furthermore, the required number of arrays,
nG, for a RAID 5 configuration is obtained as the ratio of
4762 to the intra-disk storage efficiency and is equal to 5080.
Similarly, for a RAID 6 configuration, the required number
of arrays is equal to 2540. The overall storage efficiency is
obtained by (4) and is equal to 0.82.

The system reliability is assessed in terms of the MTTDL,
which is analytically obtained by the closed-form expressions
(Equations (37), (45) and (52)) derived in [7]. The MTTDL
corresponding to a RAID system operating in the absence
of unrecoverable sector errors is equal to 52,696 hours in the
case of the RAID 5 system and 4.9×107 hours in the case of
the RAID 6 system. These values are indicated in Figure 2
by the upper dashed lines. For the configuration considered,
and with Ps = Pe, it turns out that the presence of unrecov-
erable errors causes the MTTDL to decrease significantly,
namely, by more than two orders of magnitude, from 52,696
to 127 hours in the case of the RAID 5 system and from
4.9×107 to 1.2×105 hours in the case of the RAID 6 system.
Note that, according to Remark 3, this drastic MTTDL re-
duction is independent of the workload. Note also that the
MTTDL of a RAID 6 system in the presence of unrecover-
able errors is higher than that of a RAID 5 system operating
in the absence of unrecoverable sector errors. However, these
two MTTDL values are of the same order of magnitude. The
MTTDLs corresponding to the RAID 5 and RAID 6 systems
enhanced by the IPC-based intra-disk redundancy scheme
are derived based on the above mentioned analytic expres-
sions of [7], and are found to be equal to 40,760 and 3.8×107

hours, respectively. These values are indicated in Figure 2



by the lower dashed lines. Consequently, the IPC intra-disk
redundancy scheme improves the MTTDL by more than two
orders of magnitude, which practically eliminates the neg-
ative impact of unrecoverable sector errors. Note that by
taking into account the longer writes due to the extra par-
ity updates of the intra-disk redundancy scheme, according
to Remarks 3 and 4, the probability of unrecoverable sector
errors will increase but not exceed Pw. The MTTDL corre-
sponding to Ps = Pw is found to be equal to 37,491 hours for
the RAID 5 system, and 3.5×107 hours for the RAID 6 sys-
tem, indicated by the horizontal dotted line. Consequently,
the actual MTTDL will be in the small region between the
horizontal dashed and dotted lines, which, in turn, implies
that the reliability level is practically insensitive to the work-
load.

We now explore the effectiveness of disk scrubbing in im-
proving the reliability of RAID 5 and RAID 6 systems in
the presence of unrecoverable errors and disk failures. The
system reliability, in terms of the MTTDL, is analytically
obtained by substituting the value for the unrecoverable sec-
tor error probability Ps given by (9) into the closed-form
expressions derived in [7]. The effect of deterministic disk
scrubbing on the MTTDL when intra-disk redundancy is
not used can be seen in Figure 2 as a function of the scrub-
bing period. When the scrubbing period is extremely large,
the scrubbing scheme is not effective, and the MTTDL ap-
proaches that of a system without scrubbing. It can be
seen that, regardless of the workload and for both RAID 5
and RAID 6 systems, the MTTDL increases as the scrub-
bing period decreases. In particular, the MTTDL for small
scrubbing periods is more than two orders of magnitude
higher than that for large scrubbing periods. This is be-
cause frequent scrubbing results in reducing the probability
of unrecoverable sector errors. Thus, as Ts decreases, Ps also
decreases, and therefore the MTTDL increases, approaching
the maximum possible value (indicated by the upper dashed
line), which corresponds to the MTTDL of a RAID system
operating in the absence of unrecoverable sector errors.

When a disk is scrubbed every day and the load h is light,
not exceeding 0.001, the MTTDL is improved significantly
and approaches the upper dashed line, which implies that
the negative impact of the unrecoverable sector errors is
practically eliminated. When the load h is 0.01, however,
the MTTDL is improved by two orders of magnitude, but
does not reach the level achieved by the IPC-based intra-
disk redundancy scheme, indicated by the lower horizon-
tal dashed line. Furthermore, when the load h is 0.1, the
MTTDL is improved by only one order of magnitude, and is
therefore significantly less than the MTTDL obtained by the
intra-disk redundancy scheme. Note also that owing to the
physical operational constraints of the system, and as we will
see in the next section in more detail, the scrubbing period
cannot be arbitrarily small. This implies that the scrubbing
mechanism may not be able to reduce the number of un-
recoverable errors sufficiently and therefore eliminate their
negative impact on the MTTDL.

Clearly, as Figure 2 also captures areas that are not re-
alistic, we now proceed to identify the areas of practical
importance. According to [1], the scrubbing process scans
the entire surface of the media at least once every two weeks.
Consequently, a realistic scrubbing period should be between
one and 100 days. The corresponding region for Ts is indi-
cated in Figure 2 between the two vertical dashed lines.

A characterization of disk drive workloads in various sys-
tem environments is presented in [14]. The study of traces
in enterprise and consumer electronics environments reveals
that the mean interarrival times of I/O requests in a disk
are in the range of 56.0 to 246.6 ms. This implies that the
mean arrival rate of requests per disk per second, σ, is in the
range of 4.05 ≤ σ ≤ 17.57. The load h (measured in days)
is obtained as a function of σ by making use of (2), (3), (5),
(6), and (7), as follows:

h =
sreq · SD

Sd S
σ =

sreq · SD

se(RAID) Cd
σ

=
4 KB × (24 × 60 × 60)

7/8 × 300 GB
σ

= 0.0013 σ , (16)

where sreq is the size of a request, SD the number of seconds
in a day, and the product in the denominator of the fraction
is the disk capacity that is effectively used for user data
storage.

From the above, it now follows that the load h correspond-
ing to σ is in the range of 5.27×10−3 ≤ h ≤ 2.28×10−2. This
implies that the region of practical importance for h is the
one shown in Figure 2 between the solid curves correspond-
ing to h = 10−1 and 10−3.

By considering the above bounds for Ts and h, and in-
specting the area of practical interest, which is indicated by
the shaded region, we conclude that the scrubbing mech-
anism does not reduce the number of unrecoverable errors
sufficiently so as to eliminate their negative impact on the
MTTDL. For typical workloads and scrubbing frequencies,
the MTTDL can be improved significantly, but does not
reach the level achieved by the IPC-based intra-disk redun-
dancy scheme. This improved MTTDL can be smaller than
the MTTDL obtained by the intra-disk redundancy scheme
by two orders of magnitude.

Furthermore, we have found that the same conclusions
hold when the systems with intra-disk redundancy are com-
pared with systems employing scrubbing and having com-
parable storage efficiencies. A RAID 5 system with N = 6
and a RAID 6 system with N = 12 have a storage efficiency
of 0.83. The MTTDLs improve, as expected, but by only a
factor of approximately 8/6 = 1.33 and (16*15)/(12*11) =
1.81, respectively.

9. PERFORMANCE RESULTS
Here we study the performance impact of the determinis-

tic scrubbing scheme on the response time and the saturation
throughput of a RAID 5 system by using event-driven simu-
lations. We do not present results for a RAID 6 system be-
cause the conclusions drawn based on the results presented
below for a RAID 5 system apply equally in the case of a
RAID 6 system.

Most modern RAID controllers have a large battery-backed
cache that boosts the overall system performance by reduc-
ing the I/O requests to the disks and performing aggres-
sive read-ahead and write-behind. The response time of an
array as experienced by the end user can be dramatically
shortened by increasing the size of the array cache and se-
lecting the replacement strategy based on the characteris-
tics of workloads. As our main interest in the simulation
is the difference in performance of the RAID schemes con-
sidered, rather than caching mechanism or characteristics of



workloads, we start measuring the response time of requests
after caching, i.e., from the instant when they are sent to
the disks. Therefore, the saturation throughput measures
the maximum throughput between the front-end (cache) and
the back-end (disk array), assuming sufficient bandwidth in
between. The higher the saturation throughput, the better
the performance of the underlying RAID mechanism. Note
also that, in contrast to read operations, scrubbing opera-
tions do not require the transfer of data from disk to array
controller, unless the rare case in which an error is identified.

We have developed a lightweight event-driven simulator.
Various standard RAID simulators are publicly available in
the community, such as the CMU’s DiskSim [20], and the HP
Labs’ Pantheon [10] for disk arrays. With the advent of the
C++ standard library and the concept of generic program-
ming, particularly the standard template library (STL), de-
veloping a lightweight event-driven simulator from scratch
turns out to be an easier task than understanding and tai-
loring an existing large software package for our purpose.
We have also built an HDD module targeted for an indus-
try brand 300 GB SATA drive, following the approach de-
scribed in [15] and consulting the source code of DiskSim.
The disk-drive model captures major features such as zoned
cylinder allocation, mechanical positioning parameters such
as seek time, settling time, cylinder and head skew, as well
as rotational latency, data transfer latency, and buffering ef-
fects such as read ahead. The simulated response time of
the HDD exhibits a good match with its nominal specifica-
tion. We assume a first-come first-served (FCFS) scheduling
policy for serving the I/O requests at each disk. Actually,
we have tested several other disk-scheduling policies such
as SSTF, LOOK, and C-LOOK, and have found that the
scheduling policy does not change the relative performance
of disk scrubbing and intra-disk redundancy schemes.

We obtain the mean response time of a RAID 5 array con-
sisting of 8 SATA disks as a function of the scrubbing pe-
riod. We also evaluate the performance of the plain RAID 5
scheme as well as of the RAID 5 scheme enhanced by the
addition of the intra-disk redundancy scheme. For the intra-
disk redundancy scheme, we employ an IPC intra-disk re-
dundancy scheme with a segment size of 128 sectors, com-
prising 8 redundant sectors and 120 data sectors. We con-
sider the small-write scenario and use synthetic workloads
generating aligned 4-KB-small I/O requests with uniformly
distributed logical block addresses (LBAs). The ratio of
read to write is set to be 1:2, i.e. there are 33.33% reads and
66.67% writes. The request inter-arrival times are assumed
to be exponentially distributed.

Figure 3 shows the average response time of a RAID 5
system enhanced either by a scrubbing or an IPC-based
intra-disk redundancy scheme as a function of σ, which is
measured in I/O requests per disk per second. The increase
observed in the response times when RAID 5 is enhanced
by the IPC intra-disk redundancy scheme is minor for mean
arrival rates of less than 25 I/O requests per second. Also
the saturation throughput for RAID 5 is 30.25 I/O requests
per disk per second, whereas for RAID 5 enhanced by the
IPC intra-disk redundancy scheme it is 29.75 I/O requests
per disk per second, as indicated by the horizontal dashed
lines in Figure 4. This represents a minor, 2% degradation
in saturation throughput due to the IPC intra-disk redun-
dancy scheme and is incurred by the longer writes because of
the extra parity updates required. Similarly, a minor degra-
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dation in saturation throughput is observed when the scrub-
bing scheme is used with a large scrubbing period. For large
scrubbing periods, the additional workload due to scrub-
bing is negligible and therefore the mean response times are
practically unaffected. For example, for a scrubbing period
of 10 days (Ts = 10), Figure 3 shows that the mean response
times are slightly higher than the ones obtained when scrub-
bing is not used. As the scrubbing period Ts decreases, the
corresponding workload increases and, therefore, the mean
response time also increases. Furthermore, as Ts decreases,
the saturation throughput decreases, as shown in Figure 4.
For example, for a scrubbing period of one day, the satura-
tion throughput is 23.25 I/O requests per disk per second,
which is significantly less (78%) than that of the IPC intra-
disk redundancy scheme. For a scrubbing period of half a
day, the saturation throughput is 18.12 I/O requests per
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disk per second, which is almost only half of that of the
IPC intra-disk redundancy scheme. This implies that, for a
given workload, the scrubbing period cannot be arbitrarily
small. For example, for a workload of 19.23 I/O requests
per second the scrubbing period can be one day but not half
a day.

The fact that for a given workload the scrubbing period
cannot be arbitrarily small is also demonstrated in Figure 3.
For example, for a workload of 19.23 I/O requests per sec-
ond, which corresponds to a load h = 0.025, Figure 3 shows
again that the scrubbing period can be as low as one day,
but not half a day because as the total workload exceeds
the system capacity, the corresponding response time grows
to infinity. Although, for a smaller workload of 7.69 I/O
requests per second, which corresponds to a load h = 0.010,
the scrubbing period can be as low as half a day or even
a quarter of a day. Consequently, the scrubbing period is
lower bounded, with the bound depending on the workload
of the system. Note that for a workload of 19.23 I/O re-
quests per second (h = 0.025) and for a scrubbing period
of one day (Ts = 1), the average response time increases
from 0.059 to 0.103 seconds, as shown in Figure 5, but also
the reliability improves with the MTTDL increasing from
127 to 7780 hours, indicated by the square symbol in Fig-
ure 6. The resulting MTTDL is, however, still an order of
magnitude smaller than the 52,696 hours corresponding to
the MTTDL of the system operating in the absence of un-
recoverable sector errors. Similarly, for a smaller workload
of 7.69 I/O requests per second (h = 0.010) and for a scrub-
bing period of half a day (Ts = 0.5), the average response
time increases from 0.027 to 0.037 seconds, but also the re-
liability improves, with the MTTDL increasing from 127 to
24,855 hours, indicated by the triangle symbol in Figure 6.
But even in this case, the resulting MTTDL is considerably
lower than the target of 52,696 hours.

Note also that increasing the scrubbing period, and con-
sidering a realistic scrubbing period of one week, it practi-
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Figure 6: MTTDL as a function of Ts for determin-
istic scrubbing and h = 0.010 and 0.025, under corre-
lated unrecoverable sector errors and rw = 0.66.

cally eliminates the increase in the average response time,
but it causes the MTTDL to decrease significantly, namely,
to 1430 and 3320 hours for the workloads of 19.23 and 7.69
I/O requests per second, respectively.

From the above, it follows that the scrubbing period should
be chosen such that sufficient degrees of performance and
reliability are ensured. First, reducing the scrubbing pe-
riod results in an increased reliability, but also in an in-
creased penalty on the I/O performance. Therefore, a judi-
cious trade-off between these competing requirements needs
to be made. Second, the degrees of performance and reli-
ability provided are reduced as the workload of the system
increases. Consequently, under heavy workload conditions,
the scrubbing mechanism will not be able to provide the
desired level of reliability.

10. DISCUSSION
The current technological trend in hard-disk drives ex-

hibits strong evidence that the capacity is growing at a fast
pace, whereas the I/O performance improvement is moder-
ate. Ultimately, this would result in imposing more stringent
constraints on the scrubbing frequency, which in turn would
have a negative impact on the performance of future stor-
age systems. This trend clearly advocates the use of intra-
disk redundancy to cope with media-related unrecoverable
errors. On the other hand, in storage systems operating
under light loads, scrubbing can be employed to achieve a
reliability level which is close to the absolute maximum one,
even closer than that of the intra-disk redundancy.

Note that both, the scrubbing scheme and the intra-disk
redundancy scheme, can also be applied in conjunction with
any other mechanism developed to reduce the number of un-
recoverable errors and thereby improve reliability. This im-
plies that the two schemes can also be used simultaneously.
For example, in the case where the scrubbing scheme alone
cannot reach the desired level of reliability, introducing in
addition the intra-disk redundancy scheme could serve the
purpose. For the case studied in this paper, however, the



results obtained do not seem to justify the need for the con-
verse, as the intra-disk redundancy scheme alone already
provides a degree of reliability close to the optimal, with
minimal impact on the I/O system performance.

11. CONCLUSIONS
Today’s data storage systems are increasingly adopting

low-cost disk drives that have higher capacity but lower re-
liability, leading to more frequent rebuilds and to a higher
risk of unrecoverable media errors. The disk scrubbing and
intradisk redundancy schemes, which were developed to en-
hance the reliability of RAID systems, were considered. A
new model capturing the relation between the write oper-
ations and the appearance of hard sector errors was intro-
duced. The effect of disk scrubbing on reducing the fre-
quency of unrecoverable sector errors was assessed analyt-
ically under the assumption of Poisson arrivals of random
I/O requests. Closed-form expressions for the probability
of encountering unrecoverable sector errors were derived for
the deterministic and random scrubbing schemes. The ef-
fectiveness of the scrubbing scheme in improving the relia-
bility, in terms of the mean time to data loss, of RAID 5 and
RAID 6 systems in the presence of unrecoverable errors and
disk failures was explored, and also compared with that of
the intradisk redundancy scheme.

Our results demonstrate that the reliability improvement
due to disk scrubbing depends on the scrubbing frequency
and the workload of the system. In particular, for typi-
cal scrubbing frequencies and workloads, the reliability im-
provement due to disk scrubbing does not reach the level
achieved by the IPC-based intra-disk redundancy scheme,
which is insensitive to the workload. More specifically, for
the case of SATA drives considered, the IPC-based intra-disk
redundancy scheme essentially achieves the same reliability
as that of a system operating without unrecoverable sector
errors, but requires a small increase in capacity, on the or-
der of 6%, for storing the same amount of user data. For
heavy workloads, the reliability achieved by scrubbing can
be significantly less than that of the intra-disk redundancy
scheme. Furthermore, the associated penalty of disk scrub-
bing on the I/O performance can be significant, whereas that
of the IPC-based intra-disk redundancy scheme is minimal.
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APPENDIX

A. DETERMINISTIC SCRUBBING MODEL
Proof of Proposition 1:
Let us consider an arbitrary (tagged) sector, denoted by

SEC, of a disc. According to the definitions given in Table 1,
the probability of an unrecoverable sector error due to a
write operation on SEC is equal to Pw . Furthermore, Ps(t)
denotes the probability of an unrecoverable error on SEC
at time t, and Ps the probability of an unrecoverable error
on SEC at an arbitrary point in time. It is now assumed,
without loss of generality, that SEC is scrubbed at t = 0,
such that

Ps(0) = 0 . (17)

We proceed by assuming that the process according to
which sector SEC is read/written is Poisson with parameter
h given by (7). Consequently, the process according to which
sector SEC is read and the process according to which sector
SEC is written are Poisson with parameters hr and hw ,
respectively, given by

hr = (1 − rw)h , and hw = rw h , (18)

Thus, the probability qr that SEC is read within an in-
finitesimal interval dt is given by

qr � P (SEC is read within dt) = hr dt . (19)

If there is an unrecoverable error on SEC, the read opera-
tion will detect it and SEC will be subsequently corrected.
Similarly, the probability qw that SEC is written within an
infinitesimal interval dt is given by

qw � P (SEC is written within dt) = hw dt . (20)

According to our assumptions, with probability Pw the write
operation will cause an unrecoverable error on SEC. Con-
ditioning on these events, we obtain the probability of an
unrecoverable error on SEC at time t + dt as a function of
the probability of an unrecoverable error on SEC at time t
as follows:

Ps(t + dt)

= P (SEC written erroneously |SEC written within dt)

P (SEC written within dt)

+ P (SEC erroneous after read |SEC read within dt)

P (SEC read within dt)

+ P (SEC erroneous at t + dt|SEC not r/w within dt)

P (SEC not read or written within dt) . (21)

From the above, and using (19) and (20), (21) yields

Ps(t + dt) = Pw qw + 0 qr + Ps(t) (1 − qr − qw) , (22)

or

Ps(t + dt) − Ps(t)

dt
=

qw Pw − (qr + qw)Ps(t)

dt
. (23)

By taking the limit dt → 0, and using (18), (19), and (20),
(23) yields

P ′
s(t) � lim

dt→0

Ps(t + dt) − Ps(t)

dt
= hw Pw − h Ps(t) . (24)

Solving the differential equation (24) for Ps(t), and using
(17) and (18) yields

Ps(t) = rw Pw (1 − e−ht) , for 0 ≤ t < Ts . (25)

Considering the periodicity Ts of the scrubbing process,
and using (10), (25) yields

Ps(t) =
“
1 − e−h (t mod Ts)

”
Pe , for t ∈ R . (26)

Let us now consider an arbitrary point in time, t, and
define ω � t mod Ts, which implies that ω is uniformly
distributed in the interval [0, Ts). Thus,

Ps =
1

Ts

Z Ts

0

Ps(ω)dω . (27)

Substituting (26) into (27), after some manipulations, yields
(9).

B. RANDOM SCRUBBING MODEL
Proof of Proposition 2:
Although the scrubbing model considered here is differ-

ent from that considered in [18], it turns out that the result
sought can be derived based on that obtained in [18], un-
der the assumption that sectors are written at random and
according to a Poisson process. More specifically, the pa-
rameter τ used in [18, Sec. 1] represents the rate at which
a sector gets corrected, which, in that case, is equal to the
scrubbing rate. According to the model considered here,
however, a sector with an unrecoverable error gets corrected
by either a scrubbing operation, a read operation, or a suc-
cessful write operation. The rate of these events are 1/Ts,
hr, and hw(1− Pw), respectively. Consequently, in our case
τ = 1/Ts +hr +hw(1−Pw). Also, the parameter λbf used in
[18] expresses the rate at which a disk block gets corrupted.
Here, considering a sector rather than a block, the rate at
which a sector gets corrupted is equal to the product of hw,
the rate at which a given sector is written, and Pw, the prob-
ability that the write operation results in an unrecoverable
sector error.

For the case of random scrubbing, the probability of fail-
ure derived in [18, Sec. 4.1] is given by 1/(1 + τ/λbf ). By
making the following substitutions τ = 1/Ts + hr + hw(1 −
Pw) and λbf = hwPw into this expression, and using (10)
and (18), we obtain (11).
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