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EDITORIAL 
 
 
 
In this third edition of 2011, we bring forward issues from various dynamic computer science 
fields ranging from system performance, computer vision, artificial intelligence, software 
engineering, multimedia, pattern recognition, information retrieval, databases, security and 
networking among others. 
 
Considering the growing interest of academics worldwide to publish in IJCSI, we invite 
universities and institutions to partner with us to further encourage open-access publications. 
 
As always we thank all our reviewers for providing constructive comments on papers sent to 
them for review. This helps enormously in improving the quality of papers published in this 
issue. 
 
Google Scholar reported a large amount of cited papers published in IJCSI. We will continue to 
encourage the readers, authors and reviewers and the computer science scientific community and 
interested authors to continue citing papers published by the journal. 
 
It was with pleasure and a sense of satisfaction that we announced in mid March 2011 our 2-year 
Impact Factor which is evaluated at 0.242. For more information about this please see the FAQ 
section of the journal. 
 
Apart from availability of the full-texts from the journal website, all published papers are 
deposited in open-access repositories to make access easier and ensure continuous availability of 
the proceedings free of charge for all researchers. 
 
We are pleased to present IJCSI Volume 8, Issue 3, No 1, May 2011 (IJCSI Vol. 8, Issue 3, No. 
1). The acceptance rate for this issue is 33.6%. 
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Abstract 
The development of location-based systems and applications 
presents a number of challenges – including those of designing 
and developing for a range of heterogeneous mobile device types, 
the associated spectrum of programming languages, and the 
incorporation of spatial concepts into applied software solutions.  
This paper addresses these challenges by presenting a 
harmonised approach to the construction of GPS location-based 
applications that is based on Design Patterns.  The context of 
location-based systems is presented, followed by several design 
patterns - including the Observer and Bridge Design Patterns, 
which are described and applied to the application.  Finally the 
benefits of using Design Patterns in this framework-oriented 
approach are discussed and future related work in the area of 
systems design for mobile applications is outlined. 
Keywords: Reusable software, Object Orientation, Design 
Patterns, Mobile Applications, Location-Based Systems. 

1. Introduction 

The idea of design patterns came from a building architect 
Christopher Alexander who wrote a book “A Pattern 
Language: Towns, Buildings, Construction” in 1977 [1].  
The idea of what a pattern is, is summed up in the 
following quote by Alexander: “Each pattern describes a 
problem which occurs over and over again in our 
environment, and then describes the core of the solution to 
that problem, in such a way that you can use this solution 
a million times over, without ever doing it the same way 
twice.”  Design Patterns have been used in object-oriented 
design since the widely acclaimed book Design Patterns: 
Elements of Reusable Object-Oriented Software by 
Gamma, Helm, Johnson and Vlissides [2] commonly 
known as the Gang of Four.  It contains a description of 
the concepts of patterns, plus a catalog of 23 design 
patterns with their full documentation. They took 
Alexanders’ idea of a pattern and applied it to software 
Engineering.  Essentially a software design pattern is a 
piece of literature that describes a well tried out solution to 
a given problem in a given context.  As part of that 
description the essential elements are the pattern name, 
problem description, problem solution and any 
consequences of using the pattern.  The benefit of using 

patterns is to make the software more reusable - by 
building in quality attributes of software such as 
extensibility, maintainability and readability. The principle 
of design patterns therefore provides a basis for the 
development of specific schema based on systemic rigour 
at a low level of abstraction in systems modeling 
essentially providing a framework to encapsulate what are 
potentially complex application domains and the 
associated interactions between system components.  
These affordances provide the motivation for our paper 
that of conceptualising, capturing and modelling location-
based systems and dynamic spatial data associated with 
the design and development of location-based applications 
-such as those used in navigation systems, using the 
relatively formal construct of design patterns. 

2. Location-Based Systems and GPS 

Having introduced the subject of design patterns and the 
motivation, the application domain of location-based 
systems is presented.  This provides the basis for the 
subsequent articulation of design patterns and aims to 
demonstrate the transformation of a somewhat conceptual 
and abstract notion of space into an applied schema 
constructed using design patterns.  These provide the 
foundation for programmers to construct code that 
underpins location-based applications. 
 
Location-based systems are those which exploit and 
leverage the concept of mobility in context of local or 
remote environmental conditions and factors, and are 
founded on the core principle of anyplace as the driving 
rationale. Essentially, location-based systems deliver 
information that is relevant to users in context of their 
location at any particular point in time and where the focus 
or contextualisation of information and services is 
governed by location [3][4].  Furthermore, this 
information and the associated services can be defined as 
triggered or user-requested [4].  Developments in location-
based systems have been driven by regulatory 
requirements such as international legislation and a 
growing awareness of the commercial opportunities 
facilitated by exploiting the technical ability to provide 
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value-added information and  enhanced experience to 
mobile consumers, and through emerging demand levels, 
typical services and associated business models  [5]. 
Location-based systems are strongly coupled to the 
concept of context within mobile computing systems and 
form a special class of context-aware systems [6].  
Location is a determinant in that it contributes 
significantly to the universe of discourse created - 
essentially, all activities are hosted within a particular 
environmental location and context.  A key characteristic 
of location-based systems is the changing physical 
location of the mobile user, which may be continual - such 
as when in a moving vehicle or walking, or periodic - 
where there are periods of short-term or transient 
residency of the user in a location. 
 
Kakihara and Sorensen [7] discuss the view of spatial 
mobility as one dimension of mobility that is, ‘the most 
immediate aspect of mobility’ in that the physical 
locational space provides the immersive context for 
objects within that space.  This discussion further 
articulates three composite aspects – that of the mobility of 
objects, the mobility of symbols, and the mobility of space 
itself.  The dimensional aspects of location lead to a 
potentially more complex universe of discourse 
comprising the determination of object positioning within 
space (for example using co-ordinate geometry) where 
location identification is not only based on triangulation of 
co-ordinates - where each co-ordinate represents a 
particular dimension, but also based on time – where 
objects move through space and time.   In this case, 
objects can be deemed to possess an orthogonal property 
where different locations in time exist for those objects.   
 
The transformation of these spatial concepts into real-
world deployments of location-based systems is also 
evident.  Within the public sector there is 
acknowledgement of the unique features and advantages 
of mobile technologies to enhance engagement between 
governmental institutions and the citizens they serve 
through the development of innovative location-based 
services and new methods of interaction [8].  Specific 
examples of mobile location-based applications include 
those concerned with supporting front-line emergency 
services for public security and safety [6] with a range of 
associated improvement and efficiency gains being 
reported.  
 
Private sector interest in mobile location-based systems is 
underpinned by new commercial and revenue-generating 
opportunities evidenced primarily by numerous consumer-
oriented applications in a number of categories including 
navigation and travel, social networking, leisure and 
entertainment. For example, in September 2009 Apple, 

through its mobile application distribution channel - the 
'App Store', had twenty different categories of mobile 
applications with 268 applications within the 'travel' 
category, and a large number of applications across all 
categories that exploited the user's location profile as part 
of the application configuration.  
 
Supporting technology for location-based systems 
typically includes mobile network platforms for 
determining location including wide area systems such 
Cell Identification in mobile radio networks, Global 
Positioning Systems (GPS), and Broadband Satellites [5] 
and more localised sensor technologies such as WiFi 
(802.11), Bluetooth, and Radio Frequency Identification 
(RFID) [9].  Spatial databases provide the core repository 
infrastructure to host multi-dimensional data, with 
associated data models and query capabilities that enable 
location-based queries to be satisfied.  The end-to-end 
delivery of mobile location-based systems includes a 
number of stakeholders, each of which is critical to the 
operation of the complete system.  These include mobile 
network operators, content providers and aggregators, 
technology infrastructure providers, application service 
providers, and device manufacturers.  As the potential 
scope and opportunities offered by mobile location-based 
systems increase, there is a risk of increasing complexity 
leading to evaluation of suitable business models and 
frameworks and components that address the overall 
aggregation of services [10][11].  Whilst appreciating this 
increasing complexity at higher levels of abstraction in 
location-based systems, we posit that an equal focus and 
effort on the use of design patterns to formalize and 
structure the lower-level construction of such systems is of 
merit. 
 
The remainder of this section introduces the example of a 
GPS application as a component of a location-based 
system.  This illustration is subsequently developed and 
serves a vehicle for the articulation of the associated 
design patterns. 
 
The GPS application consists of reading data from a GPS 
receiver which constantly sends a stream of $GPRMC 
sentences to a GPS class.  An example of a sentence is: 
$GPRMC, 140036,A, 5226.5059, N, 00207.6806, W,2.0, 
064.64, 120710,001.0,E*34 where 194322 is the time of 
fix (14:00:36 UTC), A is a navigation receiver warning (A 
= OK, V = warning), 5226.5059,N is Latitude (52 deg. 
26.5059 min North), 00207.6806,W is Longitude (002 deg. 
07.6806 min West), 2.0 is Speed over ground (Knots), 
064.64 is Course Made Good( degrees), 120710 is Date of 
fix (12 July 2010), 001.0,E is the Magnetic variation (1.0 
deg East), *34 is the mandatory checksum. 
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The application then continually reads, parses and stores 
the sentences as records in a buffer. Those records are then 
available for the application to read. The application 
displays three views, a text view which as well as 
displaying the basic information in the GPS sentence also 
displays the distance travelled and average speed, a 
compass which uses the course made good part of the 
sentence (the user needs to be travelling at about 3knots for 
this to display a meaningful value) and a breadcrumb trail 
which shows the trail as well as minimum height, 
maximum height and the ascent (the difference between 
them) see Figure 1. 

 

 
Fig. 1. Different views from a GPS application 

 

3. Design Patterns Used in a GPS Application 

The principle design patterns used are the Observer, 
Strategy and Bridge design pattern.  What follows is a 
description of those patterns followed by an explanation of 
how those patterns can be applied to the GPS application. 

3.1 Observer Design Pattern 

The intent of the pattern as described by Gamma et al. is to 
define a one-to-many dependency between objects so that 
when one object state changes all the other objects are 
notified and change state accordingly.  The observer 
pattern can be applied in any of the following situations: 
When an abstraction has two aspects, one dependent on 
the others, encapsulating these aspects in separate objects 
lets you vary and reuse them independently; when a 
change to one object requires changing others, and you 
don’t know how many objects need to be changed; When 
an object should be able to notify others without making 
assumptions about who these objects are [2]. Figure 2 
shows a class diagram that represents the general case of 
the observer design pattern. 

 
 
 

 
 

 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The Observer Design Pattern 

 
The ConcreteSubject class contains the data (state) with 
associated get and set methods and a list of observers. 
There are methods to add or delete an observer, (attach 
and detach). The notifyObservers method iterates through 
the observers list in the ConcreteSubject class invoking the 
update method in each observer object.  The update 
method in the Observer object then gets the state (or data) 
of the Subject object.  The Observer pattern can be varied 
with respect to the update protocol.  The Pull model 
protocol (which we’ve just described) can be implemented 
in java by sending a changeEvent object to the observers 
(views) every time the data or state is changed in the 
Subject Object.  On receiving this object the views obtain 
the latest data from the subject by invoking the update 
method. Alternatively there is the Push model protocol - 
when data is changed, the Subject sends a message to the 
Observers saying that the data has changed and also sends 
an additional argument that describes the state change.  
This comes in as an argument to the update method, so the 
observer has already got the latest data without having to 
invoke the getState method of the Subject.   

3.2 Strategy Design Pattern 

The Strategy Pattern “defines a family of algorithms, 
encapsulates each one, and makes them interchangeable.  
The Strategy pattern lets the algorithm vary independently 
from clients that use it” [12].  Instead of using case 
statements to differentiate between different algorithms, a 
more flexible design is to encapsulate each transformation 
algorithm as a separate class. The class diagram for 
Strategy is shown in Figure 3. 
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Fig. 3. The Strategy Design Pattern 

3.3 Bridge Design Pattern 

A more flexible alternative to the strategy design pattern is 
the Bridge design pattern which allows you to vary the 
abstractions as well as the implementation by placing them 
into two different class hierarchies - see Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4. The Bridge Design Pattern 

4. Applying Patterns to a GPS Application 

4.1 Application of the Observer Design Pattern 

The GPS application lends itself to the observer design 
pattern.  The Subject or the data of the application is 
encapsulated by a Record class.  The Record class has 
attributes that reflect the information contained in the GPS 
sentence.  The three views (Figure 1) need to be updated 
every time the Record object changes its values.  Figure 5 
shows how the observer design pattern has been 
incorporated into the GPS application. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. The Observer Design Pattern Applied to a GPS  
Application 

 
The ConcreteSubject has a List of the three observers (the 
views as shown in Figure 1).  It also contains the state 
(record).  This record is constantly updated from the 
GPSreceiver. The views or observers need to be constantly 
refreshed with the current value of the record.  The 
ConcreteSubject invokes its own thread of execution (it 
implements the Runnable interface) with the run method.  
The run method takes the place of the notifyObservers 
method in the general case (Figure 2).  The run method 
iterates through the three observers and invokes their 
display method.  The observers have an object reference to 
the Subject passed to them in their constructor method and 
are then able to invoke the getState method of the Subject.  
This is essentially using the Pull model protocol.  The use 
of the Observer design pattern allows you to easily extend 
the application with further views if required and very 
little modification to the existing code making it a modular 
and robust design.  It decouples the data from the views. 
The Observer design pattern is the principle one used in 
MVC (model view controller) architecture.  The model is 
the data of the application, the views are different views of 
the data and are responsible for drawing that data on the 
screen and the control is responsible for handling the user 
input and then updating the model or the view.  In our 
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application the function of the control is split between the 
Subject which gets the record from a GPS class 
(record=getGPS().getRecord()) and the Observers which 
implement the CommandListener interface which can then 
receive user input commands . 
The application also has the ability to change the position 
format.  It can be changed to the OSGrid reference system 
which is the British national grid system, instead of lat and 
long, in which case the position format is displayed in 
terms of northings and eastings as found on an  
Ordnance Survey map - see figure 6. 
 

 

 

 

 
Fig. 6 A view showing the British National Grid reference system 

4.2 Application of the Bridge Design Pattern 

The calculation that transforms from a lat/long coordinate 
system to the OSgrid coordinate system is quite 
complicated and, in the future, when extending the 
application it might be deemed appropriate to include 
other geographical grid systems for transformation.  One 
way of implementing such a functional request might be to 
use a case statement and passing in a value which reflects 
the grid system to be chosen.  However, this design is 
inflexible and would involve a rewrite of the class that 
contained the case statement for each change made. A 
better way would be to use the Bridge design pattern.  In 
the GPS application, this is applied by creating a new class 
for each transformation algorithm - see Figure 7 making 
that part of the application easily extendable. 
 

 
Fig. 7. The Bridge Design Pattern applied to a GPS application 

5. Conclusions 

The use of design patterns brings many benefits in the 
software development process, especially in terms of code 
reuse and maintainability.  Much of the software that 
results offers the desirable properties of high cohesion and 
low coupling.  Many of the patterns are well documented 
and categorised according to different criteria - for 
example the Gang of Four categorises its patterns by scope 
(Object or Class) and their purpose (creational, structural 
or behavioural).  The key to successfully using design 
patterns is to learn and understand the pattern and to 
classify it in a meaningful way.  Once understood, using 
patterns become second nature and if well documented 
allows a design level of abstraction to be visible with the 
added benefits of improved communication between 
developers. 
 
The use of design patterns to underpin the development of 
application-specific components of location-based system 
warrants particular attention.  The increasing focus on the 
development and adoption of location-based systems 
provided fertile ground for developing schematic and 
reusable constructs that provide a vehicle for capturing 
conceptual aspects of location and the translation of these 
into applied and usable notation for sytem developers.  
Our focus on design patterns for location-based systems 
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has also been incorporated into a Masters level course in 
Mobile Applications and Systems where students are 
taught the conceptual basis of mobility and location-based 
systems, and the associated development of software 
underpinned by design patterns.  The approach to design 
patterns in this paper can be adopted by both scholars and 
practitioners in industry.  Our future work in this area is 
concerned with development of schematic constructs to 
model the multi-dimensional aspects of mobility – those of 
time, space, and context and to position these at different 
levels of abstraction within the system development 
process - such as design patterns at lower levels of 
abstraction, and enterprise architecture-based constructs at 
higher levels of abstraction.  In doing so, we aim to focus 
on a systemic and structured approach to the development 
of mobile applications and systems.  
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Abstract 
Despite the extensive use of the agent technology in the Supply 
Chain Management field, its integration with Advanced Planning 
and Scheduling (APS) tools still represents a promising field with 
several open research questions. Specifically, the literature falls 
short in providing an integrated framework to analyze, specify, 
design and implement simulation experiments covering the 
whole simulation cycle. Thus, this paper proposes an agent-based 
strategy to convert the ‘analysis’ models into ‘specification’ and 
‘design’ models combining two existing methodologies proposed 
in the literature. The first one is a recent and unique approach 
dedicated to the ‘analysis’ of agent-based APS systems. The 
second one is a well-established methodological framework to 
‘specify’ and ‘design’ agent-based supply chain systems. The 
proposed conversion strategy is original and is the first one 
allowing simulation analysts to integrate the whole simulation 
development process in the domain of distributed APS. 
Keywords: Advanced Planning and Scheduling (APS), Agent-
Based Simulation, Methodological Framework, Analysis, 
Specification and Design, FAMASS. 

1. Introduction 

Advanced Planning and Scheduling (APS) systems 
comprise a set of techniques for the supply chain planning 
over short, intermediate, and long-term time periods. They 
employ advanced mathematical algorithms or logic to 
perform optimization or simulation on finite capacity 
scheduling, sourcing, capital planning, resource planning, 
forecasting, demand management, and other. APS 
simultaneously considers a range of constraints and 
business rules to provide real-time planning and 

scheduling, decision support, available-to-promise, and 
capable-to-promise capabilities. In addition, these systems 
often generate and evaluate multiple ‘what-if’ scenarios 
[1]. 

The use of these sophisticated optimization approaches in 
complex real-life supply chain situations has recently 
become possible mainly due to the increased computing 
power of companies [2]. 

Despite the contribution of APS systems to the supply 
chain planning domain, some criticism exists in this area 
[3]. Traditional APSs are basically monolithic systems that 
cannot model and take into account the complex everyday 
interactions and information exchanges between partners. 
For example, APS systems are deficient in handling 
sophisticated interaction mechanisms that allow the 
implementation of delegation and coordination 
approaches, which are methodologies based on 
negotiation, and cooperation strategies [4, 5]. As a result, 
the focus on relationships in a multi-tier environment has 
only recently been claimed by the APS community [6]. 

To cope with this problem, recent advances in supply 
chain planning have arisen in the area of agent technology. 
This technology is able to capture the distributed nature of 
supply chain entities (e.g. customers, manufacturers, 
logistics operators etc.) and mimic their business 
behaviours (e.g. making advanced production decisions 
and negotiating with other supply chain members), thus 
supporting their collaborative planning process. Because 
of these abilities, among several others described in the 
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literature, agent-based supply chain systems have great 
potential for simulating complex and realistic scenarios [7, 
4; 9, 10, 11]. Distributed APS systems employing agent-
based technology are referred to in this paper as distributed 
APS systems [12]. 

Distributed APS systems are normally developed through 
the use of modelling and simulation frameworks and, 
usually, these frameworks provide principles, steps, 
methods and tools for creating a model. They help people 
understand the simulation problem to be modelled and 
translate it into a computing model normally used in 
simulation experiments in the supply chain planning area. 

In order to create such models, these frameworks guide 
simulation modellers through one or several development 
steps [13]. The first modelling step is analysis, where one 
defines an abstract description of the modelled supply 
chain planning system containing functional and non-
functional requirements. Next, during specification, the 
information derived from the analysis is translated into a 
formal model. As the analysis phase does not necessarily 
allow obtaining a formal model, the specification 
examines the analysis requirements and builds a model 
based on a formal approach. After, in the design phase one 
creates a data-processing model that describes the 
specification model in more detail. In the case of an agent-
based system, design models are close to how agents 
operate. Finally, during implementation, the design model 
is translated into a specific software platform or it is 
programmed [13]. 

The problem behind these modelling frameworks is that 
normally simulation systems are implemented as directed 
by pre-stated requirements with little explicit focus on 
system analysis, specification, design and implementation 
in an integrated manner [14]. According to a recent 
literature review [15], to the best of our knowledge there 
are no integrated modelling approaches covering the whole 
developed process in this area. Moreover, there is one 
unique ‘analysis’ modelling, the FAMASS (FORAC 
Architecture for Modelling Agent-based Simulations for 
Supply chain planning) framework, dedicated to the 
distributed APS domain, and which was proposed by us 
recently [21, 22, 23]. 

Despite its contribution to the literature, FAMASS is 
limited to the identification and mapping of functional 
requirements of distributed APS simulations, i.e. the 
‘analysis’ phase only. If the simulation analysts desire to 
go further in the modelling process, they have to employ 
another ‘specification’ and ‘design’ methodology. This can 
be laborious, since analysts need to thoroughly master 
FAMASS and another methodology. 

In order to facilitate FAMASS analysts in converting their 
analysis models into specification and design models, this 
paper proposes an agent-based deployment strategy. This 
strategy enlarges the FAMASS scope to the other 
modelling phases, thus covering the entire modelling 
cycle. By doing so, analysis can go smoother and quicker 
through this cycle. 

To do so, we were inspired by the specification and design 
principles of the Labarthe et al. [9] framework, a recent 
and largely cited development in the field of 
methodological agent-oriented framework for supply chain 
management simulation. Since the focus of this framework 
is on supply chain management as a general concept (and 
not specialized in APS systems), we had to perform some 
minor adaptations to this approach. Despite these 
adaptations, the main ideas of Labarthe et al. [9] are 
explicitly considered in the deployment strategy. The 
Labarthe et al. framework is adopted here because it 
covers the specification and design phases properly at the 
business and agent levels, just as FAMASS does, which 
facilitates the deployment process. 

This deployment strategy demonstrates that the analysis 
phase of FAMASS can be integrated with other existing 
approaches specialized in specification and design 
modelling. Furthermore, it allows us to avoid the research 
effort needed to develop a totally new specification and 
design methodology for the domain, although it would be 
suitable (and even desirable) for future research initiatives. 

This paper is organized as follows: a literature review in 
modelling and simulation for distributed APS systems is 
presented in Section 2. Section 3 introduces the FAMASS 
approach, while Section 4 summarizes the Labarthe et al. 
[9] framework. Next, the deployment process is explained 
in Section 5. Finally, Section 6 outlines some final 
remarks and suggests future work. 

2. Modelling and Simulation Frameworks for 
distributed APS 

The use of agent technology in Supply Chain Management 
is a fruitful field. From the inaugural work of Fox et al. 
[16] until today, a large variety of works have appeared to 
propose different ways of encapsulating supply chain 
entities and performing simulation experiments. 

Two types of modelling approaches can be identified in 
the literature. The first type proposes generic approaches 
for modelling agent-based supply chain systems in general 
terms, while the second type proposes a modelling 
framework that specifically takes into consideration 
Advanced Planning and Scheduling (APS) tools when 
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planning, i.e. the incorporate optimization procedures or 
finite capacity planning models when performing supply 
chain planning. APS systems emerged in the last decade to 
provide a suite of planning and scheduling modules for the 
firm’s internal supply chain, from the raw materials source 
to the consumers and covering decisions ranging from the 
strategic to the operational level [17]. 

In the first type of approach (general agent-based models), 
examples of relevant contributions include Labarthe et al. 
[9], Van der Zee, and Van der Vorst [18], MaMA-S [13]. 
One of the most cited works in the domain is Labarthe et 
al. [9], which propose a methodological framework for 
modelling customer-centric supply chains in the context of 
mass customization. They define a conceptual model for 
supply chain modelling and show how the multi-agent 
system can be implemented using predefined agent 
platforms. Van der Zee and Van der Vorst [18] propose an 
agent framework derived from an object-oriented approach 
to explicitly model control structures of supply chains. 
MaMA-S [13] provides a multi-agent methodology for a 
distributed industrial system, which is divided into five 
main phases and two support phases. The authors propose 
formal methods for the specification, design and 
implementation phases, but the analysis phase is not 
tackled by them. 

This second type of modelling approach provides more 
sophisticated models of supply chains by incorporating 
Advanced Planning and Scheduling routines [12]. These 
approaches, sometimes called d-APS systems (for 
distributed APS), are composed of semi-autonomous APS 
tools, each dedicated to a specialized planning area and 
that can act together in a collaborative manner employing 
sophisticated interaction schemas. 

Examples of this kind of work are Egri et al. [19], 
Lendermann et al. [20] and Swaminathan et al. [11]. Egri 
et al. [19] is a Gaia-based approach for modelling 
advanced distributed supply chain planning for mass 
customization. They develop a model for representing 
roles and interactions of agents based on the SCOR 
(Supply-Chain Operations Reference) model. Lendermann 
et al. [20] developed an approach to couple discrete-event 
simulation and APS for collaborative supply chain 
optimization, based on the HLA (High Level Architecture) 
technology for distributed simulation synchronization. 
Swaminathan et al. [11] provide a supply chain modelling 
framework containing a library of modular and reusable 
software components, which represents different kinds of 
supply chain agents, their constituent control elements and 
their interaction protocols. 

These simulation and modelling approaches have greatly 
contributed to the domain, however, in spite of these 

advances, there exists a relevant gap in this field related to 
the initial developing step of such simulation systems, the 
analysis phase [12]. Most of the researched works in the 
literature suggest approaches for specification and design, 
and some for implementation, but the analysis phase is not 
explicitly treated [12, 13, 14, 21]. Most of these works 
suppose that the analysis phase furnishes the necessary 
information and concentrate their discussions on further 
phases, mainly specification and design. The first work 
dedicated to the analysis of distributed APS systems using 
the agent-based paradigm is FAMASS [21]. Despite its 
contribution to the agent-based modelling of distributed 
APS systems, FAMASS does not cover the specification 
and design phases of the development process. This is an 
interesting research gap in the literature. Section 3 details 
the FAMASS approach for the analysis phase, while 
Section 4 presents a frequently cited method for 
specification and design of agent-based supply chain 
systems from Labarthe et al. [9]. Next, Section 5 combines 
these two approaches in order to create a deployment 
strategy to translate analysis models into specification and 
design. 

3. The FAMASS Approach 

The FAMASS (FORAC Architecture for Modelling 
Agent-based Simulation for Supply chain planning) is the 
first and unique modelling approach dedicated to the 
analysis phase of distributed APS simulations [21, 22, 23]. 
This approach was recently tested in Santa-Eulalia et al. 
[24]. 

It is organized into two abstraction levels: Supply 
chain: refers to the supply chain planning problem, i.e. the 
business viewpoint; Agent: the supply chain domain 
problem is translated into an agent-based view (Figure 1). 

At these two abstraction levels, four modelling approaches 
are proposed, namely the General Problem Analysis 
(GPA), the Distributed Planning Analysis (DPA), the 
Social Agent Organization Analysis (SAOA) and the 
Individual Agent Organization Analysis (IAOA), as 
schematized in Fig. 1.  
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Fig. 1: Four main modelling approaches proposed for analysis of supply 
chain and agent levels [23]. 
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These four modelling approaches are explained in the 
following subsections. 

3.1 General Problem Analysis (GPA) 

GPA is the first modelling effort where simulation 
analysts have to think about the simulation problems. The 
GPA is based on Santa-Eulalia et al. [12], in which a 
discussion about the simulation objective and the problem 
structure is provided. 

Basically, the GPA proposes that the simulation 
analysis has to take two main aspects into consideration: 
general aspects and experimental aspects. General aspects 
represent macro definitions of the simulation problem, 
including the object and environment to be simulated, the 
simulation questions, hypotheses and objectives. 
Experimental aspects are related to the design of 
experiments, where one defines the factors, uncertainties 
and key performance indicators of the simulation. 

These elements refer to the general definition of the 
simulation problem, according to what is desired to be 
studied, and it will guide the whole development process. 

This general definition is then organized through some 
formalisms from SysML (Systems Modeling Language) 
[25]. In this case, some Requirements Diagrams help the 
analysts organize the GPA. An example of how this can be 
done is provided in [23]. 

3.2 Distributed Planning Analysis (DPA) 

The DPA identifies what the desired supply chain 
planning entities are, as well as their roles. These entities 
are identified according to their mission in the supply chain 
and their planning functions at different decision levels. 

To identify the main supply chain planning entities, 
FAMASS employs the concepts of supply chain integration 
proposed by Shapiro [26]. The author states that supply 
chain management refers to integrated planning relying on 
three basic dimensions: i) Intertemporal dimension: refers 
to different decision levels, i.e. strategic, tactical and 
operational decision levels; ii) Functional dimension: 
stands for different planning functions in a supply chain, 
which can be related to procurement, manufacturing, 
distribution and sales; iii) Spatial dimension: refers to the 
fact that supply chains are composed of geographically 
dispersed units of analysis. 

This gives rise to the notion of a Supply Chain Block. A 
Supply Chain Block can be defined as a supply chain 
planning entity, which is a functional unit capable of: 
performing part of the supply chain planning decisions or 
their totality; or performing the execution of the supply 
chain decisions (part of them or their totality). These 
entities have a certain degree of autonomy and are able to 
interact with each other. Possible Supply Chain Blocks for 
covering the integrated supply chain planning dimensions 

are proposed in the framework of Fig. 2, which is called the 
supply chain planning cube. 
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Fig. 2: Supply Chain Planning Cube [23]. 

A vertical slice of the supply chain planning cube for 
one spatial unit of analysis (e.g. facilities) is similar to the 
planning matrix proposed by Meyr and Stadtler [27], 
except for the execution level. The supply chain planning 
cube is an evolution of the planning matrix, due to the fact 
that it represents the possibility of collaboration among 
different traditional APS systems. It also includes 
execution entities. 

Based on the supply chain cube, one has to perform 
requirements determination for the simulation aspects. This 
cube serves as a metamodel to help simulation analysts 
identify their simulation requirements. For example, the 
analysts decide which kind of Supply Chain Blocks will be 
needed in their simulation experiments, providing the basic 
architectural aspects of the simulation system. Then, their 
requirements are organized through UML-based use cases 
and requirements diagrams from SyML. An example of the 
DPA is provided in Santa-Eulalia et al. [23]. 

3.3 Social Agent Organization Analysis (SAOA) 

So far, the concept of Supply Chain Block has been 
used to represent entities responsible for part of the supply 
chain planning. Together they compose a population of 
entities interacting with each other, having a collective co-
existence within the planning system. When these entities 
incorporate attitudes, orientations and behaviours 
comprising the interests, needs or intentions of other 
Supply Chain Blocks, they can be seen as social entities. 
They can exhibit complex actions that take into account the 
collectivity. A way to represent social entities is to model 
them as agents, thus creating multi-agent societies. 

The general logic indicated that a Supply Chain Block 
can be directly translated into agents by adding agent 
abilities to them. This is based on the agentification 
definition of Shen et al. [28], who explain that the 
agentification process can be functional-based (i.e. white 
Supply Chain Block) or physical-based (i.e. gray Supply 
Chain Block). 
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However, in some situations a Supply Chain Block can 
be transformed into more than one agent, for example when 
specialization is required, in which case a planning agent 
can be specialized according to certain generic 
responsibility orientations, such as products, processors, 
processes or projects, to obtain faster or more precise 
responses for certain given situations. In other situations, 
apart from agents proceeding from the supply chain 
planning cube, different intermediary agents can be created 
to perform activities related to, e.g. the coordination of the 
agents’ society. In addition, the agentification process can 
also include the representation of information sources, 
interfaces and other services. 

The importance of this discussion relies on the notion 
that agentification is the basis for two mutually dependent 
aspects in agent-based systems which define the metamodel 
for the SAOA: 

• Social structures: represent the agent system 
architecture [24] characterizing the blueprint of 
relationships, giving a high level view of how groups 
solve problems and the role each agent plays within 
the structure. There are diverse types of social 
structures, such as hierarchical, federated and 
autonomous. 

• Social protocols: are agents’ abilities concerning social 
aspects, normally related to cooperation principles (i.e. 
agents have to cooperate in order to plan the entire 
supply chain). Diverse abilities can be considered, like 
communication, grouping and multiplication, 
coordination, collaboration by sharing tasks and 
resources and conflict resolution through negotiation 
and arbitration. 

Different social structures and protocols are provided in 
Santa-Eulalia [22]. 

Similar to the DPA, these two aspects of the SAOA 
serve as a metamodel to help simulation analysis identify 
their requirements for the simulation model. For example, 
different social protocols can be tested in the simulation. 
Then, requirements can be organized through agent-based 
use cases from AUML (Agent Unified Modelling 
Language) and requirements diagrams from SysML. An 
example of the SAOA is provided in Santa-Eulalia et al. 
[23]. 

3.4 Individual Agent Organization Analysis (IAOA) 

As mentioned by Ferber [29], the task of assigning roles 
to every individual agent is normally regarded as the last 
phase in constructing an organization. The logic is that as 
soon as one knows what the functions to be assigned are, 
one defines individual specializations. These local 
assignments influence social protocols functioning inside 
their respective social structures. In addition, it also 
influences the local performance of the supply chain 
planning entities. This is the main idea of the IAOA. 

At the individual level, agents can be organized 
according to different internal architectures but there is 
little consensus on how to conceive the internal 
architectures of agents [30] in the literature. In order to 
cope with this, the metamodel for the IAOA proposes that 
whatever the state of mind of an agent is (cognitive, 
reactive or hybrid), and whatever internal architecture an 
agent employs, an agent can be described simply according 
to its ‘abilities’. This is the central point when performing 
simulation. An ‘ability’ can be defined as the quality of 
being able to perform an action, or facilitate the action’s 
accomplishment. ‘Abilities’ allow for the implementation 
of actions and the determination of the system’s behaviour, 
as well as the determination of its related performance. 

Based on this notion, the metamodel defines two 
elements:  

• The Response Space: stands for a collection of general 
abilities available for the agents, including very simple 
reactive abilities or sophisticated cognitive ones. For 
example, one agent can have a simple ability to 
monitor the inventory levels of the supply chain, or a 
complex ability to perform production planning 
employing an optimization method. 

• Capacity to Produce an Adapted Response: represents 
the aptitude to choose which abilities have to be 
transformed into actions at a given time to respond to a 
given situation. This capacity can vary from 
elementary to complex. The simplest possible capacity 
is related to a reactive ‘if-then’ mechanism, where no 
cognition is necessary. For example, if the inventory 
level drops to a given threshold, the agent uses its 
procurement ability to start a procurement action. As 
the agent becomes more intelligent, more complex 
responses can be made for some given situations. For 
example, the linear “if-then” logic can be substituted 
by more complex approaches based on action 
optimization and learning. 

Based on these two elements of the metamodel, one can 
carry out requirements determination for the simulation 
model, selecting the desired requirements in terms of 
agents’ abilities. Similar to the SAOA, the IAOA’s 
requirements are organized through agent-based use cases 
from AUML and requirements diagrams from SysML [23]. 

FAMASS is detailed in Santa-Eulalia et al. [21, 22, 23]. 
An application of this approach is presented in Santa-
Eulalia et al. [24]. 

4. Labarthe et al.’s Methodological 
Framework 

The Labarthe et al. [9] framework is schematized in Fig. 3 
and is briefly described afterwards. 
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Fig. 3: Summarizing the Labarthes et al. [9] framework. 

The authors propose the modelling steps indicated in Fig. 
3. Their contribution corresponds to two abstraction levels: 
conceptual modelling and operational modelling. 
Conceptual modelling is performed in two steps, the 
Domain Model and the Conceptual Agent Model. 

4.1 Domain Model (DM) 

The Domain Model (DM) creates an abstraction of the 
supply chain. Inspired from the NetMAN approach [31, 
32], Labarthe et al. [9] create two sub-models: a Structural 
Model and a Dynamic Model. 

The Structural Model, which is based on responsibility 
networks [33], defines the structure of the supply chain, 
i.e. its ‘actors’ and their related responsibilities, and it also 
depicts the material flows among all ‘actors’. The 
Dynamic Model complements the Structural Model by 
defining the behaviour of each ‘actor’ and its related 
interaction modes. 

4.2 Conceptual Agent Model (CAM) 

The Conceptual Agent Model (CAM) remodels the 
Domain Model guided by the agentification process. From 
the Structural and Dynamic models, a unique agent model 
is created. A Conceptual Agent Model specifies the 
‘agents’, the ‘objects’ transacted between them and the 
nature of the agent’s interactions (‘physical interactions’ 
and ‘informational interactions’). In this case, each ‘actor’ 
specified in the Structural Model produces a specific 
agent. Also, any activity of an actor generates a specific 
agent in close interaction with the agent associated to the 
actor concerned, which is regrouped in the same partition. 
In addition, any exchange of information from the 
Dynamic Model generates a message-based informational 
interaction; and any material flow from the dynamic model 
leads to a physical type interaction.  

After, at the Operational Level, Labarthe et al. [9] 
proposes the Operational Agent Model (OAM). 

4.3 Operational Agent Model (OAM) 

The Operational Agent Model (OAM) is based on the 
Conceptual Agent Model, and it aims to build a computer 
model of the studied supply chain which will be later 
implemented on a simulation platform. First, the 
Operational Agent models the software architecture (at the 
social level). Next, it models the internal agent architecture 
(individual level), dealing with knowledge, behaviours and 
interactions among agents. 

After creating the Domain Model, the Conceptual Agent 
Model and the Operational Agent Model, a Multi-Agent 
System is implemented at the Exploitation level and a set 
of Experimental Plans supports the realization of 
simulation experiments (the black modelling approaches 
shown in Fig. 3). The author illustrated the Exploitation 
level though the implementation of a case study in a 
simulation environment. 

This is only a summarized review of Labarthe et al. [9]’s 
work. For further details about this framework and its 
applications, the reader is referred to Labarthe et al. [9, 35, 
36] and Labarthe [34]. 

5. The Deployment Process 

As explained in the introduction, the original framework of 
Labarthe et al. [9] had to be slightly adapted to be suitable 
to the distributed APS domain. 

The first adaptation occurs at the Domain Modelling. The 
main reason for not strictly employing the Labarthe et al. 
[9] Domain Model is because it is based on the 
responsibility network [33], which uses the definition of 
centre, i.e. a business entity – a decisional one – linked at 
the physical level by material flow. Centres do not 
correspond exactly to our semi-autonomous units, the 
Supply Chain Blocks (defined in subsection 3.2), which 
are based on the supply chain cube. We adapted the 
Labarthe et al. [9] model and thus proposed a modelling 
approach where the ‘centres’ are substituted by Supply 
Chain Blocks. 

Another relevant difference refers to the fact that we 
separate the Operating System (i.e. the Execution layer) 
and the Decision System (i.e. the Strategic, Tactical and 
Operational layers) in the Domain Model, which is not 
done in the Labarthe et al. [9] Domain Model. They 
distinguish these two layers later, in the Operational Agent 
Model. We decided to separate them earlier because both 
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systems have to be identified in regard to the supply chain 
cube introduced in subsection 3.2. If we did not consider 
entities of the Operating System at this step, the Domain 
Model would be incomplete for a distributed APS, 
according to the definition of the supply chain cube. 
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Fig. 4: Deploying process. 

Fig. 4 depicts the general idea of the deployment process. 
From the analysis phase, the Distributed Planning Analysis 
models are the basis for the creation of the Domain Model. 
The Domain Model represents the supply chain under 
study and how advanced planning decisions are 
articulated. Next, the Conceptual Agent Model is naturally 
created from the Domain Model, but the Social Agent 
Organization Analysis is also used as an important 
reference. The Social Agent Organization Analysis 
provides the Social Structures for the Conceptual Agent 
Model and it reflects the agentification process used 
during the Social Agent Organization Analysis. Finally, 
the Operational Agent Model is created from the 
Conceptual Agent Model. However, relevant information 
about social protocols requirements comes from the Social 
Agent Organization Analysis, while requirements 
concerning the agents’ abilities come from the Internal 
Agent Organization Analysis. 

It is interesting to note, in Fig. 4, that the Domain Model 
and Conceptual Agent Model roughly correspond to the 
specification phase, while the Operational Agent Model 
can be considered equivalent to the design phase. The 
Domain Model and Conceptual Agent Model are the first 
formal models to describe the supply chain and the agent 
domain. The Operational Agent Model is closely related to 
how agents operate. 

To sum up, FAMASS proposes a set of abstract notions 
for distributed APS systems, while Labarthe et al. [9] 
provide a formal and detailed description of how the 
system should work. 

The following subsection discusses the Domain Model 
generation. 

5.1 Domain Model (DM) 

The objective of the Domain Model is to identify what is 
to be modelled in the supply chain. As seen in Fig. 4, the 
Distributed Problem Analysis (DPA) can be translated 
directly into the Domain Model. 

Table 1 and Table 2 provide a translation strategy to create 
FAMASS Structural and Dynamic Models based on 
Labarthe et al. [9]. 

Table 1: Structural Model. 
Element Labarthe et al. FAMASS Counterpart 

Central 
elements 

Main element: a network of 
Centres [33] (roles and 
responsibilities) and their 
interactions. 
 
Roles: Processor, producer, 
assembler, fulfiller, distributor, 
retailer, transporters, 
customer. Roles define the 
nature of the responsibility 
set. 
 

Responsibilities: examples, 
packing, grouping, sales, etc. 

 
Organizational level: supply 
chain, enterprise, business 
unit, cells, resources. 

Main element: a network of 
Supply Chain Blocks and their 
interactions (interactions are 
simple representations of Supply 
Chain Block’s relations). A 
Supply Chain Block is used 
instead of centres. 
 
Roles: From the “spatial” axis of 
the supply chain cube 
(subsection 3.2), we identify the 
Supply Chain Blocks and their 
roles: vendors, facilities, clients 
and consumers. 
 
Responsibilities: one can 
identify responsibilities from the 
‘functional’ axis of the supply 
chain cube (subsection 3.2): 
procurement, manufacturing, 
distribution and sales. 
 

Organizational levels: strategic, 
tactic, operational, execution for 
vendors, facilities, clients and 
consumers (i.e., the 
intertemporal axis). 

Modelling 
formalism 

Responsibility networks of 
Montreuil and Lefrançois [33]. 

Class diagrams and class tables 
(from AUML – Agent Unified 
Modelling Language). The 
concept is the same as for 
responsibility network, but it is 
represented using AUML 
formalisms. Centres are classes; 
roles are roles in each class; 
responsibilities are operations in 
each class; organizational levels 
are stereotypes of the classes; 
business processes are 
operations in each class. 

Modelling 
process 

Identify decision elements of 
the supply chain and the 
physical interactions among 
them. 

We identify the elements from 
the execution and decision 
systems and we add only the 
physical interactions. 
Informational interactions are 
added in the dynamic model 
(later on in the modelling 
process). 
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Table 2: Dynamic Model. 
Element Labarthe et al. FAMASS Counterpart 

Central 
elements 

Describes (in time) the 
system behaviour and 
the elements that 
compose it. Uses the 
responsibility network to 
recognize [33] the 
coordination modes by 
identifying the physical 
and informational 
relations used according 
to the environmental 
stimulus. 

Describes the same 
elements, but with the 
possibility to add more 
information based on 
different experimental 
definitions, i.e. different 
configurations of the Supply 
Chain Blocks, and different 
performance indicators and 
uncertainties. 

Modelling 
formalism 

NetMan [31, 32] 
approach plus a 
representation of the 
decoupling point position.  
The decoupling point 
position is mentioned 
here because it is an 
important issue in the 
Labarthe et al. [9] 
framework. 

Class diagrams and class 
tables (AUML). All flows are 
represented by arrows. The 
decoupling point is 
represented in the class 
name. Centre models are 
represented by arrows as 
well. Stock holding (raw 
material, work-in-process or 
final products) is 
represented in the 
operations of each class. 

Modelling 
process 

Apart from the physical 
flow identified previously, 
the modelling process 
describes the 
informational flow 
exchanged according to 
the dynamics of the 
environment. 
Four informational flow 
types for coordination are 
identified: i) needs 
expression; ii) offers 
expression; iii) 
information about 
coordination; and iv) 
information sharing by 
models exchanges. In 
addition, the decoupling 
point is positioned and 
inventories are mapped 
(raw material, work-in-
process and final 
product). 
It identifies two models 
(for models exchange): 
the network model and 
the centre model. 

The same flows are 
identified, as well as 
inventory positions and 
decoupling point position. 
They are described in the 
class tables. 

 
The most important difference between Labarthe et al. [9] 
and FAMASS is the use of centre for the former and the 
use of Supply Chain Block for the latter. Supply Chain 
Block is used instead of centres in FAMASS because 
decision entities are central elements. Labarthe [34, p.119] 
explains that a centre represents a decision process, but 
centre definitions are closely associated to physical entities 
of the execution system, i.e. there is a direct relation 
between a centre and an entity of the execution system. 
Later in the Labarthe et al. [9] modelling process, the 
decision system is introduced more formally in the 
Operational Agent Model. We separate the decision 
system from the execution system in the Domain Model, 
since we know that they are relevant for experimental 

definitions in distributed APS systems. Another difference 
is related to the fact that we employ a unique modelling 
formalism based on an AUML approach, coherent with the 
analysis phase of FAMASS, which employs only UML-
inspired formalisms.  

The next sub-section transforms the Domain Model into a 
Conceptual Agent Model. 

5.2 Conceptual Agent Model (CAM) 

The Conceptual Agent Model represents the agentification 
process of the Labarthe et al. [9] approach. The 
agentification process defines the agent society based on 
the Domain Model, i.e. which agents are created from the 
centres (in our case, Supply Chain Block) and how they 
are organized. Labarthe et al. [9] propose rules for creating 
agents (i.e., each centre becomes an actor-agent and each 
centre activity becomes an activity-agent). As discussed 
before, FAMASS converts each Supply Chain Block into 
an agent. It also verifies whether some agents are 
extinguished (e.g. merged with another agent) or whether 
new agents are introduced (e.g. a mediator). This 
information is obtained during the Social Agent 
Organization Analysis (SAOA). 

As indicated in Fig. 4, the Conceptual Agent Model is 
generated from the Domain Model and the SAOA (in this 
case, the social structures). Using Labarthe et al. [9] rules, 
the Domain Model provides the basic classes’ definition 
and, using the SAOA, it can be verified if new agent 
classes are derived from the Domain Model and if 
different social structures have to be tested and considered 
in the Conceptual Agent Model. Social Protocols from 
SAOA are not used in Conceptual Agent Modelling. 

The Strategy for creating a Conceptual Agent Model is 
shown in Table 3. 
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Table 3: Conceptual Agent Models. 
Element Labarthe et al. FAMASS Counterpart 

Central 
elements 

Actor-agent: centre. 
 
Activity-agent: represents a 
process of transformation, 
distribution, or stock keeping. 
 
Object: products. 
 
Informational interaction: 
same as in Domain Model. 
 
Physical interaction: same as 
in Domain Model. 

Actor-agent: agents representing an 
organizational unit of the supply chain 
(i.e. vendors, facilities, clients or 
customers), related to the ‘spatial’ 
axis. Actor-agents group several other 
agents, the activity-agents. 
 
Activity-agent: agents from the 
decision system, representing the 
processes of procurement, 
manufacturing distribution and sales. 
These agents are at three different 
decision levels and they are related to 
the ‘functional’ axis. 
 
Objects: defined products. This is the 
first time products are specified. 
 
Information interactions: they come 
from the Domain Model. 
 
Physical Interactions: they come 
from the Domain Model. 

Modelling 
formalism 

A graphical modelling 
formalism [34] that models the 
two types of agents and their 
interactions. The CAM model 
is derived from the DM model. 

Adapted class diagrams, tables and 
package diagrams. The adaptation of 
the class diagrams refers to the 
insertion of objects (products), 
represented by simple square boxes in 
the link between two classes. 

Modelling 
process 

1. From centre to actor-
agent: each centre creates an 
actor-agent. 
 
2. Physical interactions 
between actor-agents: 
physical flow is specified by an 
arrow linking agents and 
indicating their respective 
exchanged objects. 
 
3. Informational interactions 
between actor-agents: similar 
to 2, but for information flow. 
 
4. Organizational frontiers 
definition: establishes the 
organization frontiers for the 
actor-agents and places the 
physical flows between the 
organizations. 
 
5. Definition of the activity-
agents: each activity of a 
centre is transformed into an 
activity-agent. 
 
6. Physical interactions 
between activity-agents: 
specify the physical flow 
between the activity-agents 
and their related objects 
exchanged. 
 
7. Informational interactions 
between activity-agents: 
same as 6, plus the interaction 
between actor-agents and 
activity-agents. 

Similar process, with the following 
differences: 
- Actor-agents and activity-agents: in 

the classes, use role definitions to 
indicate if it is an actor-agent or an 
activity-agent; 

- Interactions: links between classes. 

 
It is important to note that an actor-agent coordinates a 
population of other activity-agents in the Labarthe et al. 
[9] approach. In the case of FAMASS, we decided to use 
the notion of actor-agent only as an aggregation of agents 
inside the same organization using a package diagram. 

The next sub-section transforms the Conceptual Agent 
Model into an Operational Agent Model. 

5.3 Operational Agent Model (OAM) 

According to Labarthe [34], the OAM represents 
implementable models. These models involve a choice 
between two different agent architectures, i.e. the 
cognitive and the reactive architectures. We believe that 
most of the time it is not possible to completely distinguish 
cognitive agents from deliberative agents, meaning that 
normally agents can be seen as a hybrid state within the 
cognitive-reactive continuum. In Labarthe et al. [9]’s 
work, agents from the decision system assume a cognitive 
agent architecture, composing a cognitive agent society. 
Based on this society, the author then creates a reactive 
society responsible for the transformation process 
(execution system), linked with the cognitive society. 

As we believe that the agents from the decision system can 
also assume reactive behaviours (see subsection 3.2), we 
prefer not to use this agent architecture notation for the 
Operational Agent Model. Instead, we create two societies 
(decision agents and execution agents) from the 
Conceptual Agent Model and start to define all agents’ 
behaviours and agents’ protocols in detail, as done by 
Labarthe et al. [9], which is not contradictory to Labarthe 
et al.’s [9] work. As explained before, instead of 
separating into decision and execution societies at the 
Operational Agent Model, our approach does it at the 
beginning of the specification phase, i.e. at the Domain 
Model. 

In sum, our Operational Agent Model is generated from 
the Conceptual Agent Model, the Social Agent 
Organization Analysis and the Internal Agent Organization 
Analysis, as illustrated in Fig. 5. 

!"#$%&'(%)*+,#(-*
.'/#)*0!+.1*

2'(3#"-4%)*+,#(-*
.'/#)*02+.1*

5'36%)*+,#(-*
!$,%(67%&'(*
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+(%)8969*
0:+!+1*  

Fig. 5: Creating an Operational Agent Model. 

From the Conceptual Agent Model we represent two 
societies, the decision agents and the execution agents. 
This is the starting point of the Operational Agent Model. 
After, we obtain requirements about agent protocols from 
the Social Agent Organization Analysis, and we obtain 
requirements about agent abilities from the Internal Agent 
Organization Analysis. 
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Table 4 summarizes the deployment strategy for the 
Operational Agent Model. 

Table 4: Operational Agent Models. 
Element Labarthe et al. FAMASS Counterpart 

Central 
elements 

Multi-agent system architecture: 
a cognitive and a reactive agent 
society are represented. A cognitive 
agent, together with its 
corresponding reactive agent, form 
the ‘agent-actor’. It is a generic 
architecture to represent entities 
capable of taking their own 
decisions and acting accordingly. 
 
Specification of the software 
agent: knowledge, behaviour and 
interactions of each agent are 
defined. For the behaviours, the 
following entities are defined: a) 
external event: concerning the 
communication aspect with external 
entities of the multi-agent system; 
b) internal event: concerning 
internal activities of an agent; c) 
passive state: waiting state; d) 
active state, being an elementary 
action or a composite action. 

Multi-agent system 
architecture: cognitive 
agents are seen as decision 
agents (from the decision 
system); reactive agents are 
represented by execution 
agents (from the execution 
system). 
 
Specification of the 
software agent: same 
elements, i.e. knowledge, 
behaviour and interactions. 

Modelling 
formalism 

For the multi-agent system 
architecture, Labarthe [34] 
proposes his own graphical 
modelling formalism. For the 
specification of the software agent 
for cognitive behaviours, the Agent 
Behaviour Representation (ABR) 
formalism [37] is used. For reactive 
agent behaviours, AUML 
formalisms are used, specifically 
state charts. For interactions, 
protocol diagrams from AUML are 
used. 

We used only adapted 
diagrams from AUML. For 
behaviours and knowledge 
representation, we employ 
Activity Diagrams. For 
interactions, we use Protocol 
Diagrams. 
 

Modelling 
process 

1. Create a society of cognitive 
agents. Incorporate the 
informational flow. 

2. Create a society of reactive 
agents. Incorporate the physical 
flow and the related exchanged 
objects (products). 

3. Define the responsibility links 
between cognitive and reactive 
agents. 

5. Specify agent behaviour of the 
cognitive society using the Agent 
Behaviour Representation (ABR) 
formalism. 

6. Specify agent’s behaviour of the 
reactive society using statecharts. 

7. Specify agents’ interactions 
through protocol diagrams. 

Same process, but with 
different formalisms from 
AUML. 

 
The next sub-section provides some final remarks and 
conclusions about the proposed deployment strategy. 

6. Final Remarks and Future Works 

This paper presents a conversion strategy from the 
FAMASS analysis models into specification and design 
models inspired by the methodological agent-based 
framework of Labarthe et al. [9]. This strategy facilitates 
the FAMASS analysts in converting their models and 

going faster and smoother through the whole modelling 
process.  

In addition, this deployment strategy demonstrates that the 
analysis phase of FAMASS can be integrated with other 
existing approaches specialized in specification and design 
modelling. With this as an impetus, other methodological 
frameworks could be inspected in the future so as to verify 
that FAMASS concepts adhere to other frameworks. 

Furthermore, the proposed strategy allows us to avoid the 
research effort needed to develop a totally new 
specification and design methodology for the domain, 
although it would be suitable and desirable for future 
research initiatives. With regard to this, a forthcoming 
research effort will work on extending the FAMASS 
analysis approach, so as to cover the whole FAMASS life-
cycle from analysis to simulation. In this way the proposed 
deploying strategy launches the basis for this FAMASS-
extended version of a complete architecture to deal with 
agent-based simulations in the context of distributed APS 
systems. Future versions of the FAMASS approach are to 
be published shortly. 
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Abstract 

Facial expression classification is a kind of image classification 
and it has received much attention, in recent years. There are 
many approaches to solve these problems with aiming to increase 
efficient classification. One of famous suggestions is described 
as first step, project image to different spaces; second step, in 
each of these spaces, images are classified into responsive class 
and the last step, combine the above classified results into the 
final result. The advantages of this approach are to reflect fulfill 
and multiform of image classified. In this paper, we use 2D-PCA 
and its variants to project the pattern or image into different 
spaces with different grouping strategies. Then we develop a 
model which combines many Neural Networks applied for the 
last step. This model evaluates the reliability of each space and 
gives the final classification conclusion. Our model links many 
Neural Networks together, so we call it Multi Artificial Neural 
Network (MANN). We apply our proposal model for 6 basic 
facial expressions on JAFFE database consisting 213 images 
posed by 10 Japanese female models. 
Keywords: Facial Expression, Multi Artificial Neural Network 
(MANN), 2D-Principal Component Analysis (2D-PCA). 

1. Introduction 

There are many approaches apply for image classification. 
At the moment, the popular solution for this problem: 
using K-NN and K-Mean with the different measures, 
Support Vector Machine (SVM) and Artificial Neural 
Network (ANN). 
 
K-NN and K-Mean method is very suitable for 
classification problems, which have small pattern 
representation space. However, in large pattern 
representation space, the calculating cost is high. 
 
SVM method applies for pattern classification even with 
large representation space. In this approach, we need to 

define the hyper-plane for classification pattern [1]. For 
example, if we need to classify the pattern into L classes, 
SVM methods will need to specify 1+ 2+ … + (L-1) = L 
(L-1) / 2 hyper-plane. Thus, the number of hyper-planes 
will rate with the number of classification classes. This 
leads to: the time to create the hyper-plane high in case 
there are several classes (costs calculation).  
 
Besides, in the situation the patterns do not belong to any 
in the L given classes, SVM methods are not defined [2]. 
On the other hand, SVM will classify the pattern in a 
given class based on the calculation parameters. This is a 
wrong result classification.  
 
One other approach is popular at present is to use 
Artificial Neural Network for the pattern classification. 
Artificial Neural Network will be trained with the patterns 
to find the weight collection for the classification process 
[3]. This approach overcomes the disadvantage of SVM of 
using suitable threshold in the classification for outside 
pattern. If the patterns do not belong any in L given 
classes, the Artificial Neural Network identify and report 
results to the outside given classes.  
 
In this paper, we propose the Multi Artificial Neural 
Network (MANN) model to apply for image classification.  
 
Firstly, images are projected to difference spaces by Two 
Dimensional Principal Component Analysis (2D-PCA).  
 
Secondly, in each of these spaces, patterns are classified 
into responsive class using a Neural Network called Sub 
Neural Network (SNN) of MANN.  
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Lastly, we use MANN’s global frame (GF) consisting 
some Component Neural Network (CNN) to compose the 
classified result of all SNN.  
 

 Fig 1. Our Proposal Approach for Image Classification 

2. Background and Related Work 

There are a lot of approaches to classify the image 
featured by m vectors X= (v1, v2, ..., vm). Each of patterns 
is needed to classify in one of L classes: Ω = {Ωi | 1≤ i≤ 
L}. This is a general image classification problem [3] with 
parameters (m, L). 
 
 

 

Fig 2. Image with m feature vectors Classification 

First, the extraction stage featured in the image is 
performed. It could be used wavelet transform, or 
Principal Component Analysis (PCA). PCA known as one 
of the well-known approach for facial expression 
extraction, called “Eigenface” [3]. In traditional PCA, the 
face images must be converted into 1D vector which has 
problem with high dimensional vector space.  
 
Then, Yang et al. [12] has proposed an extension of PCA 
technique for face recognition using gray-level images. 
2D-PCA treats image as a matrix and computes directly on 
the so-called image covariance matrix without image-to-
vector transformation. The eigenvector estimates more 
accurate and computes the corresponding eigenvectors 
more efficiently than PCA. D. Zhang et al. [13] was 
proposed a method called Diagonal Principal Component 
Analysis (DiaPCA), which seeks the optimal projective 
vectors from diagonal face images and therefore the 
correlations between variations of rows and those of 
columns of images can be kept [3]. That is the reason why, 

in this paper, we used 2D-PCA (rows, columns and block-
based) and DiaPCA (diagonal-based0 for extracting facial 
feature to be the input of Neural Network. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Facial Feature Extraction 

 
Sub-Neural Network will classify the pattern based on the 
responsive feature. To compose the classified result, we 
can use the selection method, average combination method 
or build the reliability coefficients… 
 

 

Fig 4. Processing of Sub Neural Networks 

The selection method will choose only one of the 
classified results of a SNN to be the whole system’s final 
conclusion: 
 

P(Ωi | X) = Pk(Ωi | X) (k=1..m) (1) 
                              

Where, Pk(Ωi | X) is the image X’s classified result in the 
Ωi class based on a Sub Neural Network, P(Ωi | X) is the 
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pattern X’s final classified result in the Ωi. Clearly, this 
method is subjectivity and omitted information. 
The average combination method [4] uses the average 
function for all the classified result of all SNN: 

1

1( | ) ( | )
m

i k i
k

P X P Xm


  
 

 
(2) 

This method is not subjectivity but it set equal the 
importance of all image features. 
 

 

Fig 5. Average combination method 

On the other approach is building the reliability 
coefficients attached on each SNN’s output [4], [5]. We 
can use fuzzy logic, SVM, Hidden Markup Model (HMM) 
[6]… to build these coefficients:  

1

( | ) ( | )
m

i k k i
k

P X r P X


    
 

(3) 
 

 
Where, rk is the reliability coefficient of the kth Sub Neural 
Network. For example, the following model uses Genetics 
Algorithm to create these reliability coefficients. 

 

 

Fig 6. NN_GA model [4] 

In this paper, we propose to use Neural Network technique. 
In details, we use a global frame consisting of some 

CNN(s). The weights of CNN(s) evaluate the importance 
of SNN(s) like the reliability coefficients. Our model 
combines many Neural Networks, called Multi Artificial 
Neural Network (MANN). 

 

 

Fig 7. PCA and MANN combination 

3. Image Feature Extraction using 2D-PCA 

3.1 Two Dimensional Principal Component Analysis 
(2D-PCA) 
 
Assume that the training data set consists of N face images 
with size of m x n. X1, X2…, XN are the matrices of 
sample images. The 2D-PCA proposed by Yang et al. [2] 
is as follows: 

Step 1.  Obtain the average image X  of all training 
samples: 

 


N

i iX
N

X
1

1

 
 

(4) 
  
Step 2. Estimate the image covariance matrix 

   XXXX
N

C i

TN

i i   1

1  
(5) 

 
Step 3. Compute d orthonormal vectors W1, W2, …, 

Wd corresponding to the d largest eigenvalues of C. W1, 
W2,…, Wd  construct a d-dimensional projection subspace, 
which are the d optimal projection axes. 

 
Step 4. Project X1, X2…, XN on each vector W1, 

W2, …, Wd to obtain the principal component vectors: 
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i WAF 
 , i=1..d; j=1..N 

 
(6) 

 
Step 5. The reconstructed image of a sample image 

Aj is defined as: 
T

i

d

i

j
ijrecs WFA 


1)(  

 
(7) 

 
3.2     DiaPCA 

The DiaPCA extract the diagonal feature which reflects 
variations between rows and columns. For each face 
image in training set, the corresponding diagonal image is 
defined as follows: 

  
Fig 8. Extract the diagonal feature if rows ≤ columns 

 Fig 9. Extract the diagonal feature if rows > columns 

 

3.3     Facial Feature Extraction 

Facial feature extraction used 2D-PCA and its variants to 
project the pattern or image into different spaces with 
different grouping strategies. A facial image will be 
projected to 4 presentation spaces by PCA (column-based, 
row-based, diagonal-based, and block-based). Each of 
above presentation spaces extracts to the feature vectors.  

So a facial image will be presented by V1, V2, V3, V4. In 
particular, V1 is the feature vector of column-based image, 
V2 is the feature vector of row-based image, V3 is the 
feature vector of diagonal -based image and V4 is the 
feature vector of block -based image. 
 
Feature vectors (V1, V2, V3, V4 ) presents the difference 
orientation of original facial image. They are the input to 
Multi Artificial Neural Network (MANN), which 
generates the classified result. 
 

 
Fig 10. Facial Feature Extraction using 2D-PCA and DiaPCA 

3. Multi Artificial Neural Network for Image 
Classification 

3.1 The MANN structure 
 
Multi Artificial Neural Network (MANN), applying for 
pattern or image classification with parameters (m, L), has 
m Sub-Neural Network (SNN) and a global frame (GF) 
consisting L Component Neural Network (CNN). In 
particular, m is the number of feature vectors of image and 
L is the number of classes.  
 

Definition 1: SNN is a 3 layers (input, hidden, output) 
Neural Network. The number input nodes of SNN depend 
on the dimensions of feature vector. SNN has L (the 
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number classes) output nodes. The number of hidden node 
is experimentally determined. There are m (the number of 
feature vectors) SNN(s) in MANN model. The input of the 
ith SNN, symbol is SNNi, is the feature vector of an image. 
The output of SNNi is the classified result based on the ith 
feature vector of image. 

 
Definition 2: Global frame is frame consisting L 

Component Neural Network which compose the output of 
SNN(s). 

 
Definition 3: Collective vector kth, symbol Rk (k=1..L), 

is a vector joining the kth output of all SNN. The 
dimension of collective vector is m (the number of SNN).  

 

 
Fig 11. Create collective vector for CNN(s) 

 

Definition 4: CNN is a 3 layers (input, hidden, output) 
Neural Network. CNN has m (the number of dimensions 
of collective vector) input nodes, and 1 (the number 
classes) output nodes. The number of hidden node is 
experimentally determined. There are L CNN(s). The 
output of the jth CNN, symbols is CNNj, give the 
probability of  X in the jth class. 

 
Fig 12. MANN with parameters (m, L) 

3.2 The MANN training process 
 
The training process of MANN is separated in two phases. 
Phase (1) is to train SNN(s) one-by-one called local 
training. Phase (2) is to train CNN(s) in GF one-by-one 
called global training. 
 
In local training phase, we will train the SNN1 first. After 
that we will train SNN2, SNNm. 

 

 

Fig 13. SNN1 local training 

In the global training phase, we will train the CNN1 first. 
After that we will train CNN2,…, CNNL. 
 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     24 

 

 
Fig 14. CNN1 global training 

 
3.3 The MANN classification  
 
The classification process of pattern X using MANN is 
below: firstly, pattern X are extract to m feature vectors. 
The ith feature vector is the input of SNNi classifying 
pattern. Join all the kth output of all SNN to create the kth

 

(k=1..L) collective vector, symbol Rk.  
 
Rk is the input of CNNk. The output of CNNk is the kth 
output of MANN. It gives us the probability of X in the kth 
class. If the kth output is max in all output of MANN and 
bigger than the threshold. We conclude pattern X in the kth 
class. 

4. Six Basic Facial Expressions Classification  

In the above section, we explain the MANN in the general 
case with parameters (m, L) apply for image classification. 
Now we apply MANN model for six basic facial 
expression classifications. In fact that this is an 
experimental setup with MANN with (m=4, L=6).  
 
We use an automatic facial feature extraction system using 
2D-PCA (column-based, row-based and block based) and 
DiaPCA (diagonal-based).  
 

 
Fig 2.  2D-PCA and DiaPCA  

 
The column-based feature vector is the input for SNN1. 
The row-based feature vector is the input for SNN2. The 
diagonal-based feature vector h is the input for SNN3. The 
block-based feature vector is the input for SNN4. All 
SNN(s) are 6 output nodes matching to 6 basic facial 
expression (happiness, sadness, surprise, anger, disgust, 
fear) [12]. Our MANN has 6 CNN(s). They give the 
probability of the face in six basic facial expressions. It is 
easy to see that to build MANN model only use Neural 
Network technology to develop our system. 
 
We apply our proposal model for 6 basic facial 
expressions on JAFFE database consisting 213 images 
posed by 10 Japanese female models. The result of our 
experience sees below: 

Table 1. Facial Expression Classification Precision 

Classification Methods Precision of classification 
SNN1 81% 
SNN2 79% 
SNN3 86% 
SNN4 83% 

Average 89% 
MANN 93% 
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Fig 3. Facial Expression Classification Result 
 
It is a small experimental to check MANN model and need 
to improve our experimental system. Although the result 
classification is not high, the improvement of combination 
result shows the MANN’s feasibility such a new method 
combines.   
 
We need to integrate with another facial feature sequences 
extraction system to increase the classification precision. 

5. Conclusion 

In this paper, we explain 2D-PCA and DiaPCA for facial 
feature extraction. These features are the input of our 
proposal model Multi Artificial Neural Network (MANN) 
with parameters (m, L). In particular, m is the number of 
images’ feature vectors. L is the number of classes. 
MANN model has m Sub-Neural Network SNNi (i=1..m) 
and a Global Frame (GF) consisting L Components Neural 
Network CNNj (j=1..L).  
 
Each of SNN uses to process the responsive feature vector. 
Each of CNN use to combine the responsive element of 
SNN’s output vector. The weight coefficients in CNNj are 
as the reliability coefficients the SNN(s)’ the jth output. It 
means that the importance of the ever feature vector is 
determined after the training process. On the other hand, it 
depends on the image database and the desired 
classification. This MANN model applies for image 
classification. 
 
To experience the feasibility of MANN model, in this 
research, we propose the MANN model with parameters 
(m=4, L=3) apply for six basic facial expressions and test 
on JAFFE database. The experimental result shows that 
the proposed model improves the classified result 
compared with the selection and average combination 
method. 
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Abstract 
This paper proposes a handover scheme supporting Multi-
Protocol Label Switching (MPLS) in a Proxy Mobile IPv6 
(PMIPv6) domain that improves the mobility and gives Quality 
of Service (QoS) and Traffic Engineering (TE) capabilities in 
wireless access networks. The proposed scheme takes advantages 
of both PMIPv6 and MPLS. PMIPv6 was designed to provide 
NETwork-based Localized Mobility Management (NETLMM) 
support to a Mobile Node (MN); therefore, the MN does not 
perform any mobility related signaling, while MPLS is used as an 
alternative tunneling technology between the Mobile Access 
Gateway (MAG) and the Local Mobility Anchor (LMA)  
replacing the IP-in-IP tunnels with Label Switched Path (LSP) 
tunnels. It can also be integrated with other QoS architectures 
such as Differentiated Services (DiffServ) and/or Integrated 
Services (IntServ). In this study, we used MATLAB to perform 
an analysis to evaluate the impact of introducing MPLS 
technology in PMIPv6 domain based on handover latency, 
operational overhead and packet loss during the handover. This 
was compared with PMIPv6, and a PMIPv6/MPLS integration. 
We proved that the proposed scheme can give better performance 
than other schemes. 
Keywords: Localized Mobility Management, MPLS, PMIPv6, 
PMIPv6/MPLS, PM2PLS. 

1. Introduction 

Some host-based mobility management protocols such as 
Mobile IPv6 (MIPv6) [1] and its extensions (i.e. 
Hierarchical Mobile IPv6 (HMIPv6) [2] and Fast 
Handover in Mobile IPv6 (FMIPv6) [3]) have been 
standardized by the Internet Engineering Task Force (IETF) 
for Internet mobility support, but they have not widely 
deployed in real implementations [4]. One of the most 
important obstacles in order to deploy mobility protocols 
is the modification that must be done in the terminal 
(Mobile Host - MH). Proxy Mobile IPv6 has been 
proposed by the IETF NETLMM working group as a 
network-based mobility management protocol [5]. It 
allows the communication between the Mobile Node and 
the Correspondent Node (CN) while MN moves without 

its participation in any mobility signaling. On the other 
hand, Multiprotocol Label Switching is a forwarding 
technology that supports Quality of Service and Traffic 
Engineering capabilities in IP networks [6]. Furthermore, 
it provides fast and efficient forwarding by using labels 
swapping instead of IP forwarding.  
MPLS is being used by most network operators to carry IP 
traffic. Introduce network-based mobility capabilities in 
MPLS networks can be useful [7].  
There are few works that have handled the integration of 
PMIPv6 and MPLS. Recently, an IETF Internet Draft 
proposed MPLS tunnels (LSP tunnels) as an alternative to 
IP-in-IP tunnel between Local Mobility Anchor (LMA) 
and Mobile Access Gateway (MAG) [7]. The draft 
specifies two different labels: a classic MPLS label and 
Virtual Pipe (VP) labels as a way to differentiate traffic in 
the same tunnel. The authors focus on the management of 
VP labels rather than classic MPLS labels. The authors 
assume that there are LSPs established between the MAG 
and the LMA and use two labels for each packet; both 
labels are pushed by the Label Edge Router (LER). 
But, as mentioned in [8], the use of VP label is not strictly 
necessary because this label is only used to eliminate the 
necessity of the LMA to look up the network layer header 
in order to send packets to the CN. It adds 4 overhead 
bytes (VP label size) to the LSP tunnel (8 overhead bytes 
in total). Reference [8] makes a study of PMIPv6/MPLS 
on Wireless Mesh Network (WMN) with and without VP 
labels in terms of handover delay and operation overhead. 
Reference [9] makes a study in an Aeronautical 
Telecommunication Network (ATN) and uses VP labels in 
the same way of [7]. Reference [10] makes a quantitative 
and qualitative analysis of the PMIP/MPLS integration 
and other schemes, but they do not give details about 
design considerations, label management or architecture 
operation. 
This work proposes an integration of PMIPv6 and MPLS 
called PM2PLS. The integration is done in an overlay way 
[11] and the relationship between binding updates and 
LSPs setup is sequential. We do not consider necessary to 
use VP label since this label only divided traffic from 
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different operators (its use is optional). We use Resource 
Reservation Protocol – Traffic Engineering (RSVP-TE) 
[12] as label distribution protocol to establish a 
“bidirectional LSP” between the LMA and the MAG. 
Since a LSP in MPLS is unidirectional, we call 
“bidirectional LSP” to two LSP that do not necessarily 
follow the same upstream and downstream path but that 
the ingress Label Switch Router (LSR) in the LSP 
upstream is the egress LSR in the LSP downstream and 
vice verse. In future works, we want to integrate PM2PLS 
and QoS architectures such as IntServ and/or DiffServ in 
order to assure QoS in a mobility enabled MPLS access 
network where the MN is not based on MIPv6. 
 
The rest of the paper is organized as follows. Section 2 
presents an overview about PMIPv6 and MPLS. Section 3 
introduces the PMIPv6/MPLS integration called PM2PLS. 
Section 4 shows the performance analysis of PM2PLS on 
802.11 access network based on handover latency, 
operational overhead and packet loss during handover. 
Finally, we conclude in Section 5. 

2. Background 

2.1 Proxy Mobile IPv6 

PMIPv6 was designed to provide network-based mobility 
support to a MN in a topologically localized domain [5]; 
this means that the CN is exempted to participate in any 
mobility related signaling and all mobility control 
functions shift to the network. In this context, PMIPv6 
defined two new entities called Local Mobility Anchor and 
Mobile Access Gateway. The function of LMA is to 
maintain reachability to the MN and it is the topological 
anchor point for the MN’s home network prefix(es), this 
entity has a Binding Cache (BC) that links the MN with its 
current Proxy CoA (MAG’s address). MAG runs in the 
Access Router (AR) and is responsible for tracking the 
mobile node´s movements at the access link and for 
initiating binding registrations to the LMA; it also 
establishes a bidirectional tunnel with the LMA to enable 
the MN to use an address from its home network prefix 
(MN-HNP) and emulates the MN’s home link. This entity 
has a Binding Update List (BUL) which contains the MNs 
attached to it, and their corresponding LMAA (LMA’s 
address). Figure 1 shows a common PMIPv6 scenario with 
LMAs, MAGs, MNs, CN, tunnels between LMA and 
MAG and data flow.  
 
In a PMIPv6 domain, the options for establishing the 
tunnel between LMA and MAG are as follows: IPv6-In-
IPv6 [5], Generic Routing Encapsulation (GRE), IPv6-In-
IPv4 or IPv4-In-IPv4 [13]. 

 

Fig. 1   PMIPv6 scenario. 

2.1 Multi-Protocol Label Switching 

Conventional IP forwarding mechanisms are based on 
network reachability information. As a packet traverses the 
network, each router uses the IP header in the packet to 
obtain the forwarding information. This process is 
repeated at each router in the path, so the optimal 
forwarding is calculated again and again. MPLS [6] is a 
forwarding packets paradigm integrated with network-
layer routing. It is based on labels that assign packet flows 
to a Forwarding Equivalent Class (FEC). FEC has all 
information about the packet (e.g. destination, precedence, 
Virtual Private Network (VPN) membership, QoS 
information, route of the packet, etc.), once a packet is 
assigned to a FEC no further analysis is done by 
subsequent routers, all forwarding is driven by the labels. 
All packets with the same FEC use the same virtual circuit 
called Label Switched Path (LSP). To deploy MPLS in an 
IP network, a label header is inserted between layer two 
and layer three headers as shown in Figure 2. The MPLS 
header is composed by: 20-bit label field, 3-bit initially 
defined as EXPerimental and current used as Traffic Class 
(TC) field [15], 1-bit Bottom of Stack (S) field, and 8-bit 
Time to Live (TTL) field. MPLS also offers a traffic 
engineering capabilities that provides better use of the 
network resources.   

MPLS consists of two fundamentals components: The 
FEC-to-NHLFE mapping (FTN) which forwards unlabeled 
packets, this function is running in the ingress router (LER, 
Label Edge Router) and mapping between IP packets and 
FEC must be performed by the LER. And the Incoming 
Label Mapping (ILM) that makes a Label-to-NHLFE 
mapping to forward labeled packets.   
The RFC 3031 defines a “LSP Tunnel” as follows:  “It is 
possible to implement a tunnel as a LSP, and use label 
switching rather than network layer encapsulation to cause 
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the packet to travel through the tunnel” [6]. The packets 
that are sent through the LSP tunnel constitute a FEC. 
 

 

Fig. 2   MPLS header format. 

3. PMIPv6 and MPLS Integration 

We propose a PMIPv6/MPLS architecture called PM2PLS. 
First, we give previous concepts on the integration of 
MPLS and MIPv6 (and its extensions), then, we describe 
the design considerations, MAG and LMA operation and 
finally, the signaling flow between components is 
described. 

3.1 Previous Concepts 

Previous works on integrating MIPv6, HMIPv6 and/or 
FMIPv6 in MPLS networks consider two models for doing 
that: integrated or overlay [11]. In the integrated model, 
some processes are united; in the overlay one, processes 
and information are separated as long as possible. We 
choose to use the overlay model since it allows an easy 
integration with current deployed MPLS networks.   
Another important item in previous integrations is the 
relationship between binding updates and LSPs setup. 
There are two proposes. The first one is to make the LSP 
setup in an encapsulated way [11] which means that the 
LSP establishment is initialized after a Binding Update 
(BU) message arrives to the Home Agent (HA), Mobility 
Anchor Point (MAP) or Regional Gateway (RG) but the 
Binding Acknowledgment (BA) is sent after a LSP setup 
process is finished. The other method is called “sequential” 
where the LSP setup is initialized after a successful 
binding update process finished [11]. It means that the 
LSP setup is initialized when a BA message arrives to CN, 
Foreign Agent (FA) or Access Router (AR). Reference 
[11] concluded that sequential way has better handover 
performance than encapsulated one. In our scheme the 
relationship between binding updates and LSP setup can 
be viewed as “sequential”, but we optimized the LSP setup 
since the process is initialized in the LMA after the Proxy 
Binding Update (PBU) message has been accepted and 
Proxy Binding Acknowledgment (PBA) message sent, it 
does not wait for PBA arrives to the MAG since we 
consider that it is not necessary.    

3.2 Design Considerations 

We give the design considerations for the PM2PLS 
architecture in this subsection. 

 
 We used LSP tunnels as specified in [6], [12]. The 

LSP Tunnel must be “bidirectional” between MAG 
and LMA (two LSP Tunnels established by RSVP-
TE, one from LMA to MAG and other between MAG 
and LMA). Note that the upstream LSP not 
necessarily follows the same path that downstream 
LSP. This “bidirectional” LSP Tunnel must be used 
for forwarding the mobile nodes’ data traffic between 
MAG and LMA. It can also be used for sending PBU 
and PBA between MAG and LMA.   

 The LSP setup could be pre-established or 
dynamically assigned. In a dynamic way, the LSP 
would be setup only once, when the first MN arrives 
to specific  MAG, the follows MNs can used the 
established LSP, if it is necessary to re-evaluated the 
LSP capabilities, it should be performed by RSVP-TE 
techniques. It also improves the Proxy Binding 
Update and Proxy Binding Acknowledgment 
messages delivery of sub-sequence location updates.    

 The introduction of network-based mobility in MPLS 
networks should be in an overlay way. It means that 
data base will not be integrated between PMIPv6 and 
MPLS. The BC, BUL and the Label Forwarding 
Information Base (LFIB) should be maintained 
separately. But a relationship between processes 
sequence should be performed and the information 
should be shared. 

 The MN should be IPv6-Base. We only consider the 
use of IPv6 MN-HoA since the process of address 
configuration in IPv4 is too large, instead IPv6 
supports stateless address configuration. 

 The Transport Network could be IPv6 or IPv4. 
 The traffic in the same MAG is managed for itself.  
 The wireless access network that we consider in this 

study is 802.11. It is necessary to define the Access 
Network (AN) type because of the analysis that will 
be described, but it does not imply that others access 
technologies as Long Term Evolution (LTE), WiMax 
or 3G Networks couldn’t be used with PM2PLS. 

 This architecture cannot support multicast traffic. 
 Penultimate hop popping is desirable. It should be 

used, since the packet processing at the last hop (in 
the MPLS domain) would be optimized. It avoids 
double processing in the last hop (i.e. MPLS and IP 
header processing). 

 Label merging and aggregation are undesirable. Those 
constraints allow having unique label per LSP and 
more than one LSP for the same FEC, respectively 
(e.g. it is useful when we want to introduce load 
balancing between the LMA and a specific MAG). 
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3.3 Architecture Components 

The architecture components shown in Figure 3 are 
described. Figure 4 gives the protocol stack of PM2PLS 
entities and the signaling flow between them when a 
handover occurs is shown in Figure 5. 
 MAG/LER: It is an entity which has the MAG (from 

PMIPv6) and LER (from MPLS) functionality inside 
its protocol stack. 

 LMA/LER: It is an entity which has the LMA (from 
PMIPv6) and LER (from MPLS) functionality inside 
its protocol stack. 

 LSR: It is a MPLS router as specified in [6]. 
 MN: It is a mobile node which implements IPv6. 
 CN: It is a mobile/fixed node which implements IPv6 

or IPv4. 
 

 

Fig. 3   PM2PLS scenario. 

 

Fig. 4   Protocols stack of PM2PLS components 

3.4 LMA/LER Operation 

When a PBU message is received by the LMA, it 
processes the message as specified in [5], after PBU is 
accepted and the PBA is sent, immediately the LMA 

verifies if it is assigned the MN’s PCoA to a FEC (there 
are LSP tunnel between LMA and MN’s MAG). If an 
entry already exists with the MN-PCoA as FEC, it does 
not need to setup the LSP, since a LSP Tunnel already 
exists, If not a RSVP Path message are generated from 
LMA to MAG to setup the LSP between LMA and MAG. 
When the LSP setup process is finished (Path and Resv 
RSVP messages are received and processed) and the LMA 
had assigned a label to that FEC, it should have a entry in 
the LFIB with the FEC assign to the tunnel between LMA 
and MAG. Periodically, the LSP capability should be 
evaluated in order to assure that the traffic across the LSP 
is being satisfied. 
 

 

Fig. 5   Signaling flow in PM2PLS. 

3.5 MAG/LER Operation 

When a PBA message is received by the MAG with a 
status field set to zero (accepted), it processes the message 
in the same way as specified in [5], and then a RSVP Path 
message is generated from MAG to LMA to setup the LSP 
between MAG and LMA. If an entry already exists with 
MN´s LMA as a FEC, it does not need to setup the LSP, 
since it already exists. Periodically, the LSP capability 
should be evaluated in order to assure that the traffic 
across the LSP is being satisfied. 
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3.6 Handover Procedure 

When roaming for first time in a PMIPv6/MPLS domain, 
the MN obtains a MN-HoA based on its HNP and keeps it 
as long as stays in the PMIPv6 domain. This means that 
the MN only executes the address configuration and 
Duplicate Address Detection (DAD) once.  
The handover process in PM2PLS scenario is as follows. 
When the MN moves from a MAG/LER to another 
MAG/LER in the same domain, first the MN detaches 
from a Access Point (AP) in a previous MAG/LER 
(pMAG/LER) area and attaches to a AP in new MAG/LER 
(nMAG/LER) area, at this moment nMAG/LER knows the 
MN-ID and other information by layer 2 procedures (Note 
that in PMIPv6 it is not necessary to wait for a Router 
Solicitation message (RtSol), this message can be sent by 
the MN at any time during the handover process). 
nMAG/LER performs a MN’s authentication, and then 
sends a PBU to the LMA. Upon receiving the PBU 
message, the LMA follows the procedure described in 
section 3.4, it generates a PBA messages and if it is 
necessary to send RSVP Path message. The MAG on 
receiving the PBA message follows the procedure 
described in section 3.5. It updates its Binding Update List 
and sends a RSVP-Path if it is necessary. Finally, the 
sends a Router Advertisement (RtrAdv) message 
containing the MN’s HNP, and this will ensure the MN 
will not detect any change with respect to the layer 3 
attachment of its interface (it retains the configured 
address). 

3.7 Example of LFIBs in PM2PLS Nodes 

Based on Figure 3, we give an example of the Label 
Forwarding Information Base (LFIB) of each node in the 
PM2PLS scenario. In this example, we use penultimate 
hop popping and assume that the upstream LSP has the 
same path (the same nodes) of the downstream LSP. We 
show the content of the LFIB in LMA1/LER4 (Table 1), 
MAG1/LER1 (Table 2), MAG2/LER2 (Table 3), 
MAG3/LER3 (Table 4), LSR1 (Table 5), LSR2 (Table 6), 
and LSR3 (Table 7). 

4. Performance Analysis 

In this section we analyze the performance of PM2PLS on 
802.11 Wireless LAN (WLAN) access network based on 
handover delay, attachment delay, operational overhead 
and packet loss during handover. We compared our 
proposal with single PMIPv6 and PMIPv6/MPLS in an 
encapsulated way as proposed in [8].  
 
 
 

Table 1: LMA1/LER4’s LFIB 

FEC In Label In IF Out Label Out IF 

LMA-MAG1 - - 20 2 

LMA-MAG2 - - 22 3 

LMA-MAG3 - - 27 3 

Table 2: MAG1/LER1’s LFIB 

FEC In Label In IF Out Label Out IF 

MAG1-LMA - - 40 2 

Table 3: MAG2/LER2’s LFIB 

FEC In Label In IF Out Label Out IF 

MAG2-LMA - - 55 2 

Table 4: MAG3/LER3’s LFIB 

FEC In Label In IF Out Label Out IF 

MAG3-LMA - - 60 2 

Table 5: LSR1’s LFIB 

FEC In Label In IF Out Label Out IF 

LMA-MAG1 20 1 15 2 

MAG1-LMA 35 2 - 1 

Table 6: LSR2’s LFIB 

FEC In Label In IF Out Label Out IF 

LMA-MAG1 15 1 - 2 

MAG1-LMA 40 2 35 1 

LMA-MAG2 32 4 - 3 

MAG2-LMA 55 3 50 4 

Table 7: LSR3’s LFIB 

FEC In Label In IF Out Label Out IF 

LMA-MAG2 22 1 32 3 

MAG2-LMA 50 3 - 1 

LMA-MAG3 27 1 - 2 

MAG3-LMA 60 2 - 1 

4.1 Handover Process in 802.11 

In order to study the handover performance of PM2PLS, 
we consider an 802.11 WLAN access to calculate the L2 
handover delay (that is when a MN attaches to a new 
Access Point (AP)). During the handover at layer two, the 
station cannot communicate with its current AP. The IEEE 
802.11 handover procedure involves at least three entities:  
the Station (MN in PM2PLS), the Old AP and the New AP. 
It is executed in three phases: Scanning (Active or 
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Passive), Authentication and Re-association as shown in 
Figure 6 [16]. The scanning phase in a handover process is 
attributed to mobility, when signal strength and the signal-
to-noise ratio are degraded the handover starts. At this 
point, the client cannot communicate with its current AP 
and it initializes the scanning phase. There are two 
methods in this phase: Active and Passive. In the passive 
method the station only waits to hear periodic beacons 
transmitted by neighbour APs in the new channel, in the 
active one, the station also sends probe message on each 
channel in its list and receives response of APs in its 
coverage range. When the station finds a new AP, it sends 
an authentication message, and once authenticated can 
send the re-association message. In this last phase includes 
the IAPP (Inter Access Point Protocol) [17] procedure to 
transfer context between Old AP and New AP. 
 

 

Fig. 6   802.11 handover process 

4.2 Total Handover Delay 

In this subsection we analyze the delay performance of the 
handover process for our PMIPv6/MPLS integration. The 
impact of handover on ongoing sessions is commonly 
characterized by handover delay, especially when we work 
with real time applications (e.g. Voice over IP, Video over 
Demand or IPTV) which are sensitive to packet delay and 
have important requirements of interruption time. For 
convenience, we define the parameters described in Table 
8. 

Table 8: Parameter descriptions/settings 

Parameter Description Value 

αRP IP router processing time. 0.2 ms 

αAAA-Server Processing time of AAA Server. 0.1 ms 

tx,y 
Time required for a message to pass 
through links from node x to node y.

N/A 

tWL Wireless link delay. 10 ms [4] 

tScanning Delay due to scanning phase of 802.11. 100 ms [16] 

TREG Registration or binding update delay. N/A 

tPBU Time of Proxy Binding Update message N/A 

tPBA Time of Proxy Binding Acknowledgment 
message

N/A 

TMD Mobility detection delay. 0 ms 

TL3HO L3 handover delay. N/A 

TL2HO L2 handover delay. 115 ms [4] 

THO Total handover delay. N/A 

TBi-LSP-Setup Delay due to bidirectional LSP setup.  N/A 

tAutentication Delay due to 802.11 authentication phase.  5 ms [16] 

tAssocciation Delay due to 802.11 association phase. 10 ms [16] 

tAP-MAG The delay between the AP and the MAG. 2 ms [4] 

tAAA-Resp Delay due to AAA response message. 1 ms 

tAAA-Req. Delay due to AAA request message.  1 ms 

TAAA Delay due to AAA procedure. 3 ms [4] 

n, m Number of hops between MAG-LMA and 
LMA-MAG respectively.

1-15 

 ோ௉ LSR processing time. 0.1 msߚ

ெ஺ீߚ  Processing time of MAG/LER router. 0.2 ms  

 ௅ெ஺ Processing time of LMA/LER router. 0.5 msߚ

ெ஺ீߙ  Processing time of MAG router. 0.2 ms [18] 

 ௅ெ஺ Processing time of LMA router. 0.5 ms [18]ߙ

 ௎௟ Upstream delay propagation in link l.  2 msܦ

 ஽௞ Downstream delay propagation in link k.  2 msܦ

λPR Send packet ratio 
170  

packets/sec [19] 

 

The general equation of the total handover delay in a 
Mobile IP protocols can be expressed as:   

THO= TL2HO + TMD + TL3HO.                             (1) 

TMD is the interval from when an MN finishes Layer 2 
handover to when it begins Layer 3 handover. In PM2PLS 
as in PMIPv6, as soon the MN is detected by the MAG 
with a L2 trigger, the L3 handover is initialized, so TMD 

can be considered zero. 

TL3HO in PM2PLS when a bidirectional LSP exists between 
MAG and LMA can be expressed as: 

TL3HO = TAAA+ TREG+ TRA,                          (2) 

where the AAA process delay is as follows: 
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TAAA = tAAA-Req. + tAAA-Resp. + αAAA-Server,               (3) 

the binding update delay can be expressed as: 
TREG = tPBU + tPBA + ߚLMA + ߚMAG                       (4) 

where 
tPBU = tMAG,LMA+ (n) ߚRP                                    (5) 

tMAG,LMA  ൌ ∑ ஽௞ ௡ܦ
௞ୀଵ                    (6) 

tPBA = tLMA,MAG + (m) ߚRP                                (7)  

tLMA,MAG  ൌ ∑  ௎௟ܦ
௠
௟ୀଵ                     (8) 

finally, 

TREG = ∑   ஽௞ܦ
௡
௞ୀଵ ൅ ∑  ௎௟ܦ

௠
௟ୀଵ  + (n+m) ߚRP + ߚLMA+ ߚMAG.                       

(9)             

When a bidirectional LSP is not established between 
MAG and LMA TL3HO can be calculated as follows: 

TL3HO = TAAA + TREG + TBi-LSP-Setup + TRA,        (10) 

where TAAA is the same as in (3), TRA is the same as in 
(16), and from (9) TREG can be expressed as: 

TREG = ∑   ஽௞ܦ
௡
௞ୀଵ ൅ ∑  ௎௟ܦ

௠
௟ୀଵ  + (n+m) ߙRP +   

 MAG.                     (11)ߙ+LMAߙ

The latency introduced by LSP setup between the LMA 
and the MAG and vice versa (TBi-LSP-Setup) in PM2PLS can 
be expressed as the delay of one LSP setup, since the 
LMA initializes LSP setup between LMA and MAG after 
accepting PBU and sending PBA to the MAG (The LMA 
does not need to wait nothing else). When PBA arrives to 
the MAG, it initializes the LSP setup with LMA. We 
assume that when a LSP setup between MAG and LMA 
finishes, the LSP between LMA and MAG is already 
established, since it initialized before MAG to LMA LSP: 

TBi-LSP-Setup = tRSVP-Resv + tRSVP-Path             (12) 

where 
tRSVP-Resv = tMAG,LMA + (n) ߙRP,                   (13) 

tRSVP-Path = tLMA,MAG + (m) ߙRP,                  (14) 

tMAG,LMA and tLMA,MAG are as in (6) and (8) respectively. 
Finally, TBI-LSP-Setup can be expressed as: 

TBi-LSP-Setup = ∑   ஽௞ܦ
௡
௞ୀଵ ൅ ∑  ௎௟ܦ

௠
௟ୀଵ  + (n+m) ߙRP . 

 (15) 

The delay by router advertisement message can be 
expressed as: 

TRA = tAP-MAG + tWL.                                     (16) 

The L2 handover delay in an 802.11 WLAN access 
network can be expressed as: 

TL2HO = tScanning + tAutentication + tAssocciation         (17) 

TL3HO in PMIPv6 is as in (2), with TAAA as in (3), TREG as 
in (11) and TRA as in (16). As mentioned above during a 
PMIPv6 handover is not executed neither Movement 
Detection (MD) nor Address Configuration (Included 
DAD). 

4.3 Packet Loss During Handover 

Packet Loss (PL) is defined as the sum of lost packets per 
MN during a handover. With (20) we can calculate the PL 
in a handover for a given MN. 
 

PL௉ெమ௉௅ௌ ൌ T௉ெమ௉௅ௌ ுை כ  λPR               (20) 

4.4 Operational Overhead 

The operational overhead of PM2PLS is 4 bytes per packet 
(MPLS header size). PM2PLS reduces significantly the 
operational overhead with respect to PMIPv6 which has an 
operational overhead of 40 bytes when uses IPv4 or IPv6 
in IPv6 encapsulation (over IPv6 Transport Network), 20 
bytes of overhead when uses IPv4 or IPv6 in IPv4 
encapsulation (over IPv4 Transport Network), 44 bytes 
when uses GRE tunnel over TN IPv6, or 24 bytes when 
uses GRE tunnel over IPv4 TN. A comparison of 
operational overhead between above schemes is 
summarized in Table 9. 

Table 9: Operational Overhead 
Scheme and Tummeling 

Mechanism 
Overhead 
per Packet Description 

PMIPv6 with IPv6 in IPv6 
Tunnel

40 IPv6 header 

PMIPv6 with IPv4 in IPv6 
Tunnel

40 IPv6 header 

PMIPv6 with IPv6 in IPv4 
Tunnel

20 IPv4 header 

PMIPv6 with IPv4 in IPv4 
Tunnel

20 IPv4 header 

PMIPv6 with GRE encapsulation 
(over TN IPv6) 

44 
IPv6 header + 
GRE header 

PMIPv6 with GRE encapsulation 
(over TN IPv4)

24 IPv4 header + 
GRE header

PMIPv6/MPLS with VP Label 
(over TN IPv4 or IPv6)

8 2 MPLS headers 

PM2PLS (over TN IPv4 or IPv6) 4 MPLS headers 

4.5 Simulation Results 

We compared PM2PLS, PMIPv6 [5] and PMIPv6/MPLS 
as proposed in [8]. We use typical values for parameters 
involved in above equations as shown in Table 8. Figure 6 
shows the impact of hops between the MAG and the LMA 
in the handover delay. It can be observed that the handover 
delay increases with the number of hops. PMIPv6/MPLS 
is the scheme most affected by the number of hops 
because it integrates the LSP setup in encapsulated way 
and does not optimize this process. PMIPv6 and PM2PLS 
with a bidirectional LSP established between new MAP 
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and LMA shown a comparable performance with slightly 
better response of PM2PLS when the number of hops 
increase because binding update messages (i.e. PBU and 
PBA) are sent through bidirectional LSP established 
between the MAG and the LMA instead of using IP 
forwarding. Figure 7 shows the total packet loss during 
handover for above schemes. Since packet loss during 
handover is proportional to the handover latency, PM2PLS 
also have the lowest packet loss ratio between compared 
schemes. For doing the packet loss simulation we consider 
a flow of VoIP [19].   
 

 

Fig. 7   802.11 handover process 

 

Fig. 8   Packet loss of PMIPv6, PMIPv6/MPLS, and PM2PLS during a 
handover. 

Conclusions 

We proposed an integration of MPLS and PMIPv6 called 
PM2PLS which optimizes the bidirectional LSP setup by 
integrating binding updates and bidirectional LSP setup in 

an optimized sequential way; we also used the LSP 
established between the MAG and the LMA for sending 
PBU and PBA messages when it exists. We compared the 
performance of PM2PLS with single PMIPv6 and 
PMIPv6/MPLS as specified in [8]. We demonstrated that 
PM2PLS has a lower handover delay than PMIPv6/MPLS, 
and slightly lower than the one of PMIPv6. The 
operational overhead in MPLS-based schemes is lower 
than single PMIPv6 schemes since uses LSPs instead of IP 
tunnelling. With MPLS integrated in a PMIPv6 domain, 
the access network can use intrinsic Quality of Service and 
Traffic Engineering capabilities of MPLS. It also allows 
the future use of DiffServ and/or IntServ in a 
PMIPv6/MPLS domain.  
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Abstract 
Language identification of written text in the domain of Latin-

script based languages is a well-studied research field. However, 

new challenges arise when it is applied to non-Latin-script based 

languages, especially for Asian languages' web pages. The 

objective of this paper is to propose and evaluate the 

effectiveness of adapting Universal Declaration of Human Rights 

and Biblical texts as a training corpus, together with two new 

heuristics to improve an n-gram based language identification 

algorithm for Asian languages. Extension of the training corpus 

produced improved accuracy. Improvement was also achieved by 

using byte-sequence based HTML parser and a HTML character 

entities converter. The performance of the algorithm was 

evaluated based on a written text corpus of 1,660 web pages, 

spanning 182 languages from Asia, Africa, the Americas, Europe 

and Oceania. Experimental result showed that the algorithm 

achieved a language identification accuracy rate of 94.04%. 

Keywords: Asian Language, Byte-Sequences, HTML Character 

Entities, N-gram, Non-Latin-Script, Language Identification. 

1. Introduction 

With the explosion of multi-lingual data on the Internet, 

the need and demand for an effective automated language 

identifier for web pages is further increased. Wikipedia, a 

rapidly growing multilingual Web-based encyclopedia on 

the Internet, can serve as a measure of the multilingualism 

of the Internet. We can see that the number of web pages 

and languages (both Latin-script and non-Latin-script 

based) has increased tremendously in recent years, as 

shown in Figure 1. 

 

Figure 1 Articles count and number of languages (Latin-script and non-

Latin-script based) on Wikipedia's language projects, 2001 to 2008. 

1.1 Unreliable HTML and XML’s Language 

Attribute 

The Hyper Text Markup Language (HTML) is the 

standard encoding scheme used to create and format a web 

page. In the latest HTML 4.01 specification, there is a lang 

attribute that defined to specify the base language of text 

in a web page. Similarly, the Extensible Markup Language 

(XML) 1.0 specification includes a special attribute named 

xml:lang that may be inserted into documents to specify 

the language used in the contents. However, the reality 

remains that many web pages do not make use of this 

attribute or, even worse, use it incorrectly and provide 

misleading information. 

 

Using the validation corpus in this study as a sample, we 

found that only 698 web pages out of 1,660 contain lang 

attribute, as shown in Table 1. When lang attribute is 

available, it does not always indicate the correct language 

of a web page. Table 1 shows that 72.49% of web pages 

with lang attribute produced correct language indication. 

Overall, only 30.48% of web pages in our sample 
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produced correct language identification result from lang 

attribute. Therefore, we are left with deducing information 

from the text to determine the language of a given web 

page. This is the domain of language identification. 

Table 1 Number of web pages with lang attribute and percentage of 

correct language identification using lang attribute as indicator, based on 

validation corpus of this study. 

 Correct 
Pages 

Total Pages Percent 
Correct 

Web pages with 
lang attribute 

506 698 72.49% 

Web pages without 
lang attribute 

0 962 0.00% 

Total 506 1660 30.48% 

1.2 Language Identification 

Language identification is the fundamental requirement 

prior to any language based processing. For example, in a 

fully automatic machine translation system, language 

identification is needed to detect the source language 

correctly before the source text can be translated to another 

language. Many studies of language identification on 

written text exists, for example, [Gold 1967] [William B. 

Cavnar 1994] [Dunning 1994] [Clive Souter 1994] 

[Michael John Martino 2001] [Izumi Suzuki 2002] 

[ÖLVECKÝ 2005] [Bruno Martins 2005], just to name a 

few. 

 

A comparative study on language identification methods 

for written text was reported in [Lena Grothe 2008]. Their 

paper compares three different approaches to generate 

language models and five different methods for language 

classification. 

 

The first approach generates language model based on 

"short words". It uses only words up to a specific length to 

construct the language model. The idea behind this 

approach is that language specific common words having 

mostly only marginal length.  [Grefenstette 1995] 

tokenized and extracted all words with a length up to five 

characters that occurred at least three times from one 

million characters of text for ten European languages.  

[Prager 1999] used still shorter words four or fewer 

characters, for thirteen Western European languages. 

 

The second approach generates language model is based 

on "frequent words". It uses a specified number of the 

most frequent words occurring in a text to construct the 

language model. For instance, the most frequent one 

hundred words were used in [Clive Souter 1994] and 

[Michael John Martino 2001], while [Eugene Ludovik 

1999] used the most frequent one thousand words. 

 

The third approach generates a language model based on 

"n-gram". An n-gram is a subsequence of N items from a 

given sequence.  [William B. Cavnar 1994] [Grefenstette 

1995] [Prager 1999] used a character-sequence based n-

gram method, while [Dunning 1994] used a byte-sequence 

based n-gram method. 

 

The generated language model is used as the input for 

language classification method. Many language 

classification methods had been proposed before, these 

include Ad-Hoc Ranking [William B. Cavnar 1994], 

Markov Chains in combination with Bayesian Decision 

Rules [Dunning 1994], Relative Entropy [Penelope Sibun 

1996], Vector Space Model [Prager 1999] and Monte 

Carlo sampling [Poutsma 2001]. 

 

Table 2 shows the information of five selected studies. 

Previous studies reported excellent results on a few 

selected Latin-script based languages. Japanese and 

Russian are the only two exceptional here. The Japanese 

language, written with the Japanese logographs and 

syllabaries, and Russian, written in the Cyrillic script, can 

be easily distinguished from the Latin-script based 

languages, and also from each other. However, the 

performance of language identification on non-Latin-script 

based languages remains unknown. 

 

Most studies in Table 2 are focusing on plain text content. 

There is only two previous study evaluate its language 

identification algorithm against web page. Although the 

proposed heuristics work well on Latin-script based web 

page, they might not able to effectively handling the non-

Latin-script based web page. Usually, non-Latin-script has 

different bits setting, while many non-Latin-scripts in Asia 

are encoded in legacy fonts. Besides, none of the studies 

mentioned about HTML entities, which indeed is 

commonly used in non-Latin-script based web page. 

 

As previous studies are focusing on Latin-script based 

languages, most of them adopted a training corpus with 

limited number of Latin-script based languages only. Thus, 

our research aims to improve language identification on a 

broader range of languages, especially for non-Latin-script 

and added support for web page content. The initial target 

is set at the 185 languages given in ISO 639-1. 

1.3 Hyper Text Markup Language and HTML Parser 

[Penelope Sibun 1996] states that language identification 

is a straightforward task. We argue that their claim is only 

true for language identification on Latin-script based plain 

text document. Web pages are different from plain text 

documents since they contain the HTML tags that are used 

to publish the document on the Web. In order to correctly 

identify the language of a web page, a HTML parser is 
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needed in order to remove the HTML tags and to extract 

the text content for language identification. 

 

An HTML parser usually processes text based on character 

sequences. The HTML parser read the content of a web 

page into character sequences, and then marked the blocks 

of HTML tags and the blocks of text content. At this stage, 

the HTML parser uses a character encoding scheme to 

encode the text. HTML parser usually depends on a few 

methods (describes in subsection Character and Byte-

sequence based HTML Parser) to determine the correct 

character encoding scheme to be used. If no valid 

character encoding is detected, the parser will apply a 

predefined default encoding. 

 

Today, a common approach is to use UTF-8 (a variable-

length character encoding for Unicode) as the default 

encoding, as the first 128 characters of Unicode map 

directly to their ASCII correspondents. However, using 

UTF-8 encoding on non-Latin-script based web pages 

might cause the application to apply a wrong character 

encoding scheme and thus return an encoded text that is 

different from its web origin. 

 

Using the validation corpus of this study as an example, 

we found that 191 web pages were with doubtful character 

encoding information. Table 3 shows an example of text 

rendered by wrongly character encoding. The authors only 

show one example as the reason for wrong character 

encoding is identical. 

1.4 Unicode and HTML Character Entities 

Unicode is a computing industry standard that allowing 

computers to represent and manipulate text expressed in 

most of the world's writing systems. The Unicode 

Consortium has the ambitious goal of eventually replacing 

existing character encoding schemes with Unicode, as 

many of the existing schemes are limited in size and scope. 

Unicode characters can be directly input into a web page if 

the user's system supports them. If not, HTML character 

entities provide an alternate way of entering Unicode 

characters into a web page. 

 

There are two types of HTML character entities. The first 

type is called character entity references, which take the 

form &EntityName;. An example is &copy; for the 

copyright symbol. The second type is referred as numeric 

character references, which takes the form &#N;, where N 

is either a decimal number (base 10) or a hexadecimal 

number for the Unicode code point. When N represents a 

hexadecimal number, it must be prefixed by x. An 

Table 2 Five selected language identification studies on written text with information of languages coverage, training corpus, validation corpus and 

accuracy of identification. 

Research Language Coverage Training Corpus Validation Corpus Percent Correct 

[William B. Cavnar 
1994] 

English, Portuguese, 
French, German, Italian, 
Spanish, Dutch, Polish 

Unspecified 3713 text sample from 
soc.culture newsgroup 

99.8% 

[Dunning 1994] Dutch, Polish A set of text samples 
from Consortium for 

Lexical Research 

Another set of text 
samples from 

Consortium for Lexical 
Research 

99.9% 

[Clive Souter 1994] Dutch/Friesian, English, 
French, Gaelic, German, 

Italian, Portuguese, 
Serbo-Croat, Spanish 

A set of text samples 
from Oxford Text 

Archive, each is 100 
kilobytes 

Another set of text 
samples from Oxford 

Text Archive 

94.0% 

[Poutsma 2001] Danish, Dutch, English, 
French, German, Italian, 
Norwegian, Portuguese, 

Spanish, Swedish 

90% of text samples 
from European Corpus 
Initiative Multilingual 

Corpus 

10% of text samples 
from European Corpus 
Initiative Multilingual 

Corpus 

Result in chart format 

[Bruno Martins 
2005] 

Danish, Dutch, English, 
Finnish, French, 
German, Italian, 

Japanese, Portuguese, 
Russian, Spanish, 

Swedish 

Text samples of 23 
languages collected from 
newsgroups and the Web 

Web pages of 12 
languages collected from 
newsgroups and the Web 

91.25% 

 

Table 3 Text rendered and language identification results on a selected web page with misleading charset information. 

Web Page HTML Parser (Character-sequence based) Web Origin 

Detected Charset Text 
Rendered 

Identified As Text Rendered Identified As 

chinese-05-
newscn.htm 

No Match, use 
default UTF-8 

???? English, Latin, Latin1 杭洲旅遊 Chinese, Simplified 
Chinese,GB2312 
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examples of these entities is &#21644; (base 10) or 

&#x548c; (base 16) for the Chinese and also Japanese 

character "和". 

 

Using HTML character entities, any system is able to input 

Unicode characters into a web page. However, this causes 

a problem for language identification as the language 

property is now represented by label and numeric 

references. In order to identify the language of an HTML 

character-entity-encoded web page, we propose a HTML 

character entity converter to translate such entities to the 

byte sequences of its corresponding Unicode code point. 

1.5 Organization of this paper 

The remaining of this paper is ordered in the following 

structure. The authors review related works in the next 

section. In Methodology section, the authors describe the 

language identification process and the new heuristics. In 

Data and Experiments section, the authors explain the 

nature and preparation of training and validation corpus; 

followed by description on how the experiments are setup 

and the purposes of them. In the Result and Discussion 

section, the authors present the results from the 

experiments. In the last section, the authors draw 

conclusions and propose a few areas for future work. 

2. Related Work 

2.1 Martin Algorithm 

In [Bruno Martins 2005], the authors discussed the 

problem of automatically identifying the language of a 

given web page. They claimed that web page is generally 

contained more spelling errors, multilingual and short text, 

therefore, it is harder for language identification on the 

web pages. They adapted the well-known n-gram based 

algorithm from [William B. Cavnar 1994], complemented 

it with a more efficient similarity measure [Lin 1998] and 

heuristics to better handle the web pages. The heuristics 

included the following six steps: 

i. Extract the text, the markup information, and 

meta-data. 

ii. Use meta-data information, if available and valid. 

iii. Filter common or automatically generated strings. 

For example, "This page uses frames". 

iv. Weight n-grams according to HTML markup. For 

example, n-grams in the title section have more 

weight than n-grams in meta-data section. 

v. Handle situations when there is insufficient data. 

When a web page has less than 40 characters, the 

system reports "unknown language". 

vi. Handle multilingualism and the "hard to decide" 

cases. When a document cannot be clearly 

classified to one language, the system will re-

apply the algorithm, and weight the largest text 

block as three times more important than the rest. 

 

In the experiment, they constructed 23 different language 

models from textual information extracted from 

newsgroups and the Web. They tested the algorithm using 

testing data in 12 different languages, namely Danish, 

Dutch, English, Finnish, French, German, Italian, Japanese, 

Portuguese, Russian, Spanish and Swedish, respectively. 

The total number of documents for testing is 6,000, with 

500 documents for each language. The testing data were 

crawled from on-line newspapers and Web portals. Overall, 

the best identification result returned accuracy of 91.25%, 

which was lower than other researches on text document. 

The authors believe that this is due to the much noisier 

nature of the text in web page. 

2.2 Suzuki Algorithm 

In [Izumi Suzuki 2002], the method is different from 

conventional n gram based methods in the way that its 

threshold for any categories is uniquely predetermined. 

For every identification task on target text, the method 

must be able to respond to either “correct answer” or 

“unable to detect”. The authors used two predetermined 

values to decide which answer should respond to a 

language identification task. The two predetermined values 

are UB (closer to the value 1) and LB (not close to the 

value 1), with a standard value of 0.95 and 0.92, 

respectively. The basic unit used in this algorithm is 

trigram. However, the authors refer to it as a 3-byte shift-

codon. 

 

In order to detect the correct language of a target text, the 

algorithm will generate a list of shift-codons from the 

target text. The target’s shift-codons will then compare to 

the list of shift-codons in training texts. If one of the 

matching rates is greater than UB, while the rest is less 

than LB, the algorithm will report that a “correct answer” 

has been found. The language of the training text with 

matching rate greater than UB is assumed to be language 

of the target text. By this method, the algorithm correctly 

identified all test data of English, German, Portuguese and 

Romanian languages. However, it failed to correctly 

identify the Spanish test data. 

3. Methodology 
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The general paradigm of language identification can be 

divided into two stages. First, a set of language model is 

generated from a training corpus during the training phase. 

Second, the system constructs a language model from the 

target document and compares it to all trained language 

models, in order to identify the language of the target 

document during the identification phase. The algorithm 

used in this study adopted this general paradigm; however, 

it contains two new heuristics to properly handle web 

pages. The first heuristic is to remove HTML tags in byte-

sequence stream. The second heuristics is to translate 

HTML character entities to byte sequences of their 

Unicode code point. The algorithm only takes text and 

HTML documents as valid input. The overall system flow 

of language identification process is shown in Figure 2. 

3.1 Byte-sequence based n-gram algorithm 

An n-gram is a sub sequence of N items from a longer 

sequence. An n-gram order 1 (i.e. N=1) is referred to as a 

monogram; n-gram order 2 as a bi-gram and n-gram order 

3 as a trigram. Any other is generally referred to as "N-

gram". This paper adapted the n-gram based algorithm 

proposed by [Izumi Suzuki 2002]. The algorithm generates 

language model from text document into trigrams of byte 

sequences. For example, the trigrams for the Japanese 

word "こんにちわ" (or 82 B1 82 F1 82 C9 82 BF 82 CD 

in the Shift-JIS character encoding scheme) are 

highlighted as follows: 

82 B1 82 F1 82 C9 82 BF 82 CD 

82 B1 82 F1 82 C9 82 BF 82 CD 

82 B1 82 F1 82 C9 82 BF 82 CD 

82 B1 82 F1 82 C9 82 BF 82 CD 

82 B1 82 F1 82 C9 82 BF 82 CD 

82 B1 82 F1 82 C9 82 BF 82 CD 

82 B1 82 F1 82 C9 82 BF 82 CD 

82 B1 82 F1 82 C9 82 BF 82 CD 

 

The language classification method is based on trigram 

frequency. The trigram distribution vector of training 

document has no frequency information. Only the target 

document has a frequency-weighted vector. In order to 

detect the correct language of a target document, the 

algorithm will generates a list of byte-sequence based 

trigrams from the target document, together with the 

frequency information of each trigram. The target 

document's trigrams will then be compared to the list of 

byte-sequence based trigrams in every training language 

model. If a target's trigram matches a trigram in the 

training language model, its frequency value is added to 

the matching counter. After all trigrams from target 

document have been compared to trigrams in training 

language model, the matching rate is calculated by 

dividing the final matching counter by the total number of 

target's trigrams. 

 

The matching process for detecting a language can be 

summarizing as below: 

i. Let N be the number of trigrams in target 

document. 

ii. All the trigrams from the target document u1, 

u2, ..., uN are listed. Let uj be the j
th

 trigram in the 

target language model. 

iii. Let Ti be the i
th

 language model in the training 

corpus. Ri (or R-values) is calculated from every 

i
th

 language model using equation (1), where Ri is 

the rate at which the set of trigrams in i
th

 language 

model of the training corpus appears in the target 

document. 

R𝑖 =  
𝑓 𝑢𝑗  

n

𝑛

𝑗=1
, where 𝑓 𝑢𝑗  =  

 1
 0
      

if
 
     

 𝑢𝑗 ∈ 𝑇𝑖

 Otherwise
 (1) 

3.2 Character and Byte-sequence based HTML 

Parser 

In order to correctly process a web page, a HTML parser 

must ascertain what character encoding scheme is used to 

encode the content. This section describes how to detect 

 

Figure 2 System flowchart for language identification process in this 
paper. 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No.1, May 2011 

ISSN (Online): 1694-0814 
www.IJCSI.org     52 

 

the character encoding in Hypertext Transfer Protocol 

(HTTP) header, XML or HTML. 

 

When a web page is transmitted via the HTTP, the Web 

server will sent the character encoding in the content-type 

field of the HTTP header, such as content-type :text/html; 

charset=UTF-8. The character encoding can also be 

declared within the web page itself. For XML, the 

declaration is at the beginning of the markup, for instance, 

<?xml version="1.0" encoding="utf-8"?> for HTML, the 

declaration is within the <meta> element, such as <meta 

http-equiv="content-type" content="text/html; 

charset=UTF-8">. If there is no valid character encoding 

information detected, a predefined character encoding 

scheme will be invoked. The default character encoding 

scheme varies depending on the localization of the 

application. In the case of conflict between multiple 

encoding declarations, precedence rules apply to determine 

which declaration shall be used. The precedence is as 

follows, with HTTP content-type being the highest priority: 

i. HTTP content-type 

ii. XML declaration 

iii. HTML Meta charset element 

 

Since information in the HTTP header overrides 

information in the web page, it is therefore important to 

ensure that the character encoding sent by the Web server 

is correct. However, in order to serve file or files using a 

different encoding than that specified in the Web server's 

default encoding, most Web serves allow the user to 

override the default encoding defined in HTTP content-

type. Table 4 illustrates all possible scenarios of character 

encoding scheme determination. 

 

Table 4 shows that misleading and missing character 

encoding information would probably lead to the wrong 

result. Therefore, it is quite possible that a character-

sequence based HTML parser might apply an incorrect 

character encoding scheme to web pages without valid 

character encoding information, especially on non-Latin-

script web pages. 

 

The HTML parser implemented in this paper is unique in 

that it processes the content of a web page based on byte 

sequences, thus avoiding the above mentioned problem. 

By using byte sequences, it eliminates the need to detect 

and apply character encoding scheme on the content 

extracted from the web page. The HTML parser parses the 

web page in a linear fashion. It searches for HTML tags 

from the beginning to the end of page. It looks for valid 

HTML start and end tags and marks all blocks of HTML 

tags. The parser removes all detected HTML blocks and 

return remaining content in byte sequences for language 

identification. The parser searches in sequence of bytes 

instead of characters. For example, in order to determine 

the locations of <body> and </body> tags in a web page, 

the parser searches for 3C 62 6F 64 79 3E and 3C 2F 62 

6F 64 79 3E, respectively. The parser keeps a list of byte-

sequence based HTML tags and uses them to remove 

HTML tag's blocks from the target web page. 

3.3 HTML Character Entity Converter 

The HTML character entity converter is designed to 

translate HTML entities to corresponding byte sequences 

of Unicode's code point. The converter is able to handle 

both character entity references and numeric character 

references. There are 252 character entity references 

defined in HTML version 4, which act as mnemonic 

aliases for certain characters. Our converter maintains a 

mapping table between the 252 character entity references 

and their represented byte sequences in hexadecimal 

number. When a character entity reference is detected by 

the converter, it replaces the entity with its associated byte 

sequences. 

 

For numeric character references, the converter performs a 

real time decoding process on it. The converter will 

convert the character reference from decimal (base 10) 

Table 4 Possible scenarios of character encoding scheme determination. 

Encoding in HTTP 
content-type 

Override HTTP 
server-side 
encoding 

Encoding in XML 
declaration 

Encoding in HTML 
meta charset element 

Default encoding 
by User's 

application 

Result of 
character 
encoding 
detection 

Correct No Any Any Any Correct 

Wrong  No Any Any Any Wrong 

Any Yes Correct Any Any Correct 

Any Yes Wrong Any Any Wrong 

Any  Yes Missing Correct Any Correct 

Any  Yes Missing Wrong Any Wrong 

Any  Yes Missing Missing Correct Correct 
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number to byte sequences if it detects the following pattern: 

character ampersand (&), followed by character number 

sign (#), followed by one or more decimal digits (zero 

through nine), and lastly followed by character semicolon 

(;). For example, &#65; (representing the Latin capital 

letter A). 

 

Similarly, the converter will convert the character 

reference from hexadecimal (base 16) number to byte 

sequences if it detects the following pattern: character 

ampersand (&), followed by character number sign (#), 

followed by character (x), followed by one or more 

hexadecimal digits (which are zero through nine, Latin 

capital letter A through F, and Latin small letter a through 

f), and lastly followed by character semicolon (;). For 

example, &#x41; (again representing the Latin capital 

letter A). 

 

Table 5 shows the byte sequences output by the HTML 

character entities converter, using an ampersand sign (&), 

a Greek small letter beta () and a Chinese character "平" 

as examples. These examples are carefully selected to 

show the different ways of conversion based on different 

number of byte order in UTF-8. 

4. Data and Experiments 

There are two sets of data used in this study. The first set 

is the training corpus, which contains training data used to 

train the language models. The second set is the validation 

corpus, which is a collection of web pages used as target 

documents in the experiments. 

4.1 Training Corpus 

In this paper, the authors prepared two sets of training data. 

The first set of training data is constructed from 565 

Universal Declaration of Human Rights (UDHR) texts 

collected from the Office of the High Commissioner for 

Human Rights (OHCHR) web site and Language 

Observatory Project (LOP). UDHR was selected as it is 

the most translated document in the world, according to 

the Guinness Book of Records. 

 

The OHCHR web site contained 394 translations in 

various languages. However, 80 of them are in Portable 

Document Format (PDF). As a result, only 314 languages 

were collected from OHCHR. The LOP contributed 18 

new languages. The total size of the first set of training 

data is 15,241,782 bytes. Individual file size ranged from 

4,012 to 55,059 bytes. From here onward this set of 

training data will be referred to as training corpus A. 

 

The second set of training data, training corpus B, 

increases the number of languages by 33. It contains 65 

(some are same language but in different encoding 

schemes) Biblical texts collected from the United Bible 

Societies (UBS). All files have similar content, but written 

in different languages, scripts and encodings. The total 

size of the second set of training data is 1,232,322 bytes. 

Individual file size ranged from 613 to 54,896 bytes. 

 

Most languages have more than one training file in the 

training corpora. This is because the same language can be 

written in different scripts and encodings. For example, the 

Chinese language has five training files in training corpus 

A. The five training files by language_script_encoding are: 

Chinese_Simplified_EUC-CN, Chinese_Simplified_HZ, 

Chinese_Simplified_UTF8, Chinese_Traditional_BIG5 

and Chinese_Traditional_UTF8. Likewise, a language 

might be covered by texts in training corpus A and B. 

 

Table 6 shows the number of languages, scripts, encodings 

and user-defined fonts of the training corpora, sorted 

according to geographical regions. The column header (A

∪B) represents the distinct number of languages, scripts, 

encodings and fonts in the corpora. 

 

From Table 6, we can observe that the Asian region is 

more diversity in its written languages. Asia has the 

highest number of scripts (writing systems), character 

Table 5 Example to show output of HTML character entities converter, based on three different types of HTML entities and each using different byte 
order. 

Char-
acter 

Character 
Entity 

References 

Numeric 
Character 

References 

Unicode 
Code Point 

UTF-8 Byte Order Output in Byte Sequences 

Byte-1 Byte-2 Byte-3 

& &amp; &#38; U+0026 0xxxxxxx   U+0026 
-> 00100110 

-> 0x26 

 &beta; &#946; U+03B2 110yyyxx 10xxxxxx  U+03B2 
-> 1100111010110010 

-> 0xCEB2 

平  &#x5e73; U+5E73 1110yyyy 10yyyyxx 10xxxxxx U+5E73 
-> 111001011011100110110011 

-> 0xE5B9B3 
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encoding schemes and user-defined fonts. Each of these 

factors makes language identification difficult. In the case 

of user-defined fonts, many of them do not comply with 

international standards, hence making language 

identification an even more challenging task. 

4.2 Validation Corpus 

The validation corpus is comprised of texts from web 

pages. The authors predefined three primary sources to 

search for web pages in different languages. These sources 

are Wikipedia, the iLoveLanguages gateway and online 

news/media portals. The source referred here is not 

necessarily a single web site. For example, a web portal 

might contain, or link to, many web sites. Table 7 shows 

more detailed information on each source. 

 

The rule for selection is to collect one web page per web 

site. The authors believe that in general a web site will 

apply the same character encoding scheme to the web 

pages it hosts. Thus, it would be redundant to collect more 

than one page from the same web site. For each language, 

we collected a maximum of 20 web pages. Popular 

languages like Arabic (ar), Chinese (zh), and English (en) 

are easy to find, while less popular languages, like Fula 

(ff), Limburgish (li), or Sanskrit (sa) are very difficult to 

find. 

 

The authors’ initial target was to cover all of the 185 

languages listed in ISO 369-1. However, three languages, 

namely Kanuri (kr), Luba-Katanga (lu) and South Ndebele 

(nr) could not be found from the sources, nor by using 

search engines on the Web. As a result, the final validation 

corpus used in the experiments contained 182 languages. 

There are 1,660 web pages in the validation corpus, 

occupying 76,149,358 bytes of storage. The authors did 

not normalize the size of collected web pages as the wide 

variation reflects the real situation on the Web. 

 

Each web page in the validation corpus has its filename in 

Table 6 Number of languages, scripts, encodings and user-defined font's information in training corpus A and B, sorted according to geographical region. 

 Language Script Encoding Font 

Training Corpus A B A∪B A B A∪B A B A∪B A B A∪B 

Africa 90 10 97 4 2 4 2 1 2 1 0 1 

Asia 79 27 92 28 17 32 13 4 14 17 6 23 

Caribbean 5 1 6 4 1 4 2 1 2 3 0 3 

Central America 7 0 7 1 0 1 2 0 2 0 0 0 

Europe 64 16 72 4 3 5 6 3 6 1 0 1 

Int. Aux. Language(IAL) 3 1 4 1 1 1 3 1 3 0 0 0 

Middle East 1 0 1 1 0 1 2 0 2 0 0 0 

North America 20 1 21 2 1 2 2 1 2 1 0 1 

Pacific Ocean 16 3 18 1 1 1 2 1 2 0 0 0 

South America 47 0 47 1 0 1 2 0 2 0 0 3 

Unique count   365   40   19   29 

 

Table 7 Information of defined Web's sources for collecting web pages for the validation corpus. 

Web Site Validation corpus 

No. of Pages Total Size (bytes) Min. (bytes) Max. (bytes) 

Wikipedia  171 7,511,972 601 146,131 

iLoveLanguages 103 790,934 3,634 18,445 

BBC 34 396,292 2,990 61,190 

China Radio 13 1,891,896 9,419 222,526 

Deutsche Welle 14 1,164,620 5,957 87,907 

The Voice of Russia 26 1,832,797 39,198 103,251 

Voice of America 22 1,791,145 9,674 87,574 

Kidon Media-Link & ABYZ News Links 1,277 60,769,702 135 1,048,314 

Total 1,660 76,149,358   
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the following format: language-index-source. Language 

indicates the language of the web page; index represents 

the accumulated number of texts in each language; and 

source indicates the original web site of the page. 

 

Unlike many researches listed in Table 2, our validation 

corpus is totally independent from the training corpus. By 

selecting validation sample files from different sources, 

the validation corpus evenly represents the language 

diversity on the web, while increasing its coverage on 

language, script, and encoding systems on the web, as 

wide as possible. 

4.3 Experiments 

Four experiments were performed. Each experiment was 

designed to show the baseline performance and the 

improvement achieved by using training data, the byte-

sequence based HTML parser, and the HTML character 

entity converter. Table 8 provides a summary of the 

conditions and results of each experiment. 

 

In the first experiment, we trained the language models 

using training corpus A. The HTML parser adapted in this 

experiment was based on character sequences, which relies 

on the mechanism, described in Section Character and 

Byte-sequence based HTML Parser and integrates the 

Mozilla Charset Detector algorithm to determine the 

character encoding scheme of a web page. If no valid 

character encoding scheme is detected, the parser uses its 

predefined default encoding, i.e., UTF-8 to encode 

extracted text. The HTML character entity converter was 

not used in this experiment. 

 

The second experiment was designed to evaluate the 

improvement achieved through the extension of the 

training corpus. Training corpus A and B were used to 

train the language models. The remaining settings are the 

same as in the first experiment. 

 

The third experiment applied the same settings as in the 

second experiment; except that the character-sequence 

based HTML parser was replaced by a byte-sequence 

based HTML parser. Besides evaluating the efficacy of the 

byte-sequence based HTML parser, the authors also 

analyzed the number of web pages with missing or invalid 

character encoding scheme information. 

 

The final experiment is designed to evaluate the efficacy 

of the HTML character entity converter. The converter is 

enabled while keeping the remaining settings the same as 

in the previous experiment. In addition, we also examined 

the number of web pages that are encoded with HTML 

character entities in the validation corpus. 

5. Results and Discussion 

The summarized evaluation results of all experiments are 

presented in Table 8, where different settings are used. The 

first column showed the result of Experiment one, while 

the following right columns shows the results of 

Experiments two, three and four, respectively. 

 

Experiment one was used as a base line for comparison. It 

adapted [Izumi Suzuki 2002] algorithm for language 

identification, but the correct language identification rate 

was only 74.76%. After manually inspecting the results 

and web pages, the authors found that 217 out of the 419 

(i.e., 1660-1241) wrongly identified web pages were due 

to the unavailability of corresponding language models. 

This evidence that training corpus A alone was inadequate 

led to the decision to expand the training corpus. As a 

result, the authors collected new training data from the 

United Bible Societies web site in order to increase the 

number of language models. 

5.1 Evaluation on Effectiveness of Training Corpus 

B 

After adding the new language models of training corpus 

B and repeating the identification process as Experiment 

two, the algorithm was able to increase its accuracy of 

language identification from 74.76% to 86.99%, i.e., a 

12.23 percent point improvement from the previous test. 

All of the 217 web pages wrongly identified due to 

unavailability of corresponding language models in 

Experiment one were correctly identified. However, there 

Table 8 Experiments' settings and language identification results. 

Experiment One Two Three Four 

Training corpus A A and B A and B A and B 

HTML parser Character-
sequence 

Character-
sequence 

Byte-sequence Byte-sequence 

HTML character entities 
converter 

Disabled Disabled Disabled Enabled 

Correct/Total 1,241/1,660 1,444/1,660 1,494/1,660 1,561/1,660 

Accuray rate 74.76% 86.99% 90.00% 94.04% 
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were 14 web pages that had been correctly identified 

before, but were wrongly identified in Experiment two due 

to the problem of over-training. Over-training problem 

occurs when a language model is over-trained by a larger 

training data size; and/or a newly trained language model 

affects the accuracy of other language models. Table 9 

shows the list of files that affected by this problem. 

5.2 Evaluation on character and byte-sequence based 

HTML Parser 

During the HTML parsing stage of Experiment two, the 

language identification process detected 1,466 web pages 

with valid charset information and 191 web pages with 

doubtful charset information. Of these 191 web pages, 

fourteen had "user-defined" charset and 177 were missing 

charset information.  

 

The character-sequence based HTML parser used in 

Experiment one and two was defined to use UTF-8 

encoding to encode web page without valid charset 

information. When investigated on web pages without 

valid charset information, it was found that the default 

UTF-8 character encoding scheme worked well on Latin-

script based languages, but did not work well for 11 non-

Latin-script based languages: Amharic, Arabic, Armenian, 

Belarusian, Bulgarian, Chinese, Greek, Hebrew, 

Macedonian, Russian and Ukrainian, respectively. Fifty 

wrong classifications occurred after applied UTF-8 to the 

text extracted from web pages belonging to those 

languages. Of those 50 pages, Africa(7), Asia(30), 

Europe(10), International Auxiliary Language(2) and 

Middle East(1). As a result, the byte-sequence based 

HTML parser was introduced in Experiment three. 

 

By eliminating the steps of guessing and applying charset 

to text using charset returned by the charset detector, the 

byte-sequence based parser was able to improve the 

accuracy of language identification in Experiment three to 

90.00%. All of the previously mentioned 50 web pages 

were identified correctly in Experiment three. 

5.3 Evaluation on HTML Character Entities 

Converter 

Experiment three miss-classified 166 web pages. Among 

those, 76 web pages are caused by HTML character 

entities problem. As a result, the HTML character entities 

converter was introduced in Experiment four. 

 

The accuracy of language identification in Experiment 

four is 94.04%. The HTML character entities converter 

improved the algorithm by correctly identified 67 out of 

the 76 (88.16%) HTML entities encoded web pages. There 

were 9 HTML entities encoded web pages not correctly 

identified, where 3 of them were due to untrained legacy 

font and the remaining 6 were miss identified to another 

closely related language, like Amharic identified as 

Tigrinya, Assamese identified as Bengali, Persian 

identified as Pashto, etc. 

 

Table 9 List of files in Validation Corpus that are correctly identified in Experiment one, but wrongly identified in Experiment two. 

File in VC Language Identification 

Experiment one Experiment two 

Language Script Encoding Language Script Encoding 

bosnian-15-svevijesti.ba  Bosnian Latin Latin2 Punjabi Gurmukhi UTF8 

indonesian-11-watchtower Indonesian Latin UTF8 Aceh Latin Latin1 

indonesian-19-pontianakpost Indonesian Latin UTF8 Malay Latin Latin1 

interlingua-01-wikipedia Interlingua Latin UTF8 Spanish Latin UTF8 

italian-13-rai.it Italian Latin UTF8 Aragonese Latin UTF8 

ndonga-01-wikipedia Nepali Devanagari UTF8 Kwanyama Latin UTF8 

persian_dari-08-afghanpaper  Persian-Dari Arabic UTF8 Pashto Arabic UTF8 

portuguese-11-acorianooriental Portuguese Latin Latin1 Galician Latin UTF8 

portuguese-13-diariodoalentejo Portuguese Latin Latin1 Galician Latin UTF8 

portuguese-18-falcaodominho.pt Portuguese Latin Latin1 Galician Latin UTF8 

serbian-10-watchtower_cyrillic Serbian Cyrillic UTF8 Macedonian Cyrillic UTF8 

tibetan-03-tibettimes.net Tibetan Tibetan UTF8 Dzongkha Tibetan UTF8 

zulu-01-wikipedia Zulu Latin Latin1 Ndebele Latin UTF8 

zulu-09-zulutop.africanvoices Zulu Latin Latin1 Ndebele Latin UTF8 
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Table 10 shows the language identification result based on 

writing systems. For Non-Latin-Script based languages, 

the algorithm achieved perfect score on Logographic and 

Syllabic systems based languages; its accuracy on Abjad 

(93.33%), and Non-Lain Alphabet (94.17%) based 

languages is acceptable. The worst performance come 

under Abugida system based languages due to many of 

their web pages encoded with legacy fonts. In case of 

Latin-Script based languages,. The algorithm achieved 

95.42% accuracy rate. 

6. Conclusion and Future Work 

The primary aim of this paper was to take into account the 

practical issues of language identification on non-Latin-

script based web pages, especially for Asia and Africa 

regions; and to propose corresponding methods to 

overcome the issues. In this paper we have shown that the 

adaption of UDHR and Biblical texts as training data are 

simple and yet effective ways of gathering data on a large 

variety of languages. An initial language identification 

accuracy rate of 86.99% was obtained based on testing 

1,660 web pages in 182 different languages. We proposed 

and discussed the importance of a byte-sequence based 

HTML parser and a HTML character entity converter for 

non-Latin-script web pages. The evaluation results showed 

that our algorithm with the two new heuristics was able to 

improve the accuracy of language identification from 

86.99% to 94.04%. 

 

The list of future work includes finding the optimal length 

for training data in order to avoid the over-training 

problem; improvement of language identification for 

closely related languages; extending the algorithm to 

handle multi-lingual web pages; and lastly, finding a 

method to effectively handle the user-defined font issue. 
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Abstract 
In this paper we propose a procedure for determining 0– or 1–
cover of an arbitrary line in a combinational circuit. When 
determining a cover we do not need Boolean expression for the 
line; only the circuit structure is used. Within the proposed 
procedure we use the tools of the cube theory, in particular, some 
operations defined on cubes. The procedure can be applied  for 
determining 0– and 1– covers of output lines in programmable 
logic devices. Basically, this procedure is a method for the 
analysis of a combinational circuit. 
Keywords: Combinational Circuit, Cover, Logical Relation, 
Cube. 

1. Introduction 

Traditionally, 0– or 1– cover of a line in a combinational 
circuit is determined using Boolean expression. There are 
well-known procedures for determining covers in the case 
when the function is given in the form of a minimal 
disjunctive normal form or minimal conjunctive normal 
form. In the case of disjunctive normal form a cube is 
associated to each elementary product and it represents the 
set of vectors on which this product has value 1. The 1–
cover is determined on the basis of the correspondence 
between elementary products and cubes. 
 
Getting 0– or 1– cover on the basis of truth table or Binary 
Decision Tree is a difficult task, especialy in the case of a 
great number of variables. 
 
Since we need Boolean expression for determining the 
cover of a line in a combinational circuit, some methods of 
minimization are quoted. 
 
The Quine–McCluskey method is a program–based 
method that is able to carry out the exhaustive search for 
removing shared variables. The Quine–McCluskey method 
is a two step method which comprises of finding Prime 
Implicants and selecting a minimal set of Prime Implicants 
[5]. Each Boolean function can be represented by its 

disjunctive normal form (DNF). A lot of Boolean function 
research has been devoted to minimal DNFs ([1], [8] and 
[9]). The generation of prime implicants (PIs) of a given 
function is an important first step in calculating its 
minimal DNF, and early interest in PIs  was mainly 
inspired by this problem.  
 
Generally, minimization of functions with a large number 
of input variables is a very time–consuming process and 
the results are often suboptimal. Most of the practical 
applications rely on heuristic minimization methods [6] 
with a complexity which is roughly quadratic in the 
number of products. 
 
Using general DT structure, a new worst case algorithm to 
compute all prime implicants is presented in [4]. This 
algorithm has a lower time complexity than the well–
known Quine–McCluskey algorithm and is the fastest 
corresponding worst case algorithm so far. 
 
A SOP representation based on a “ternary tree” is well 
known. Compared to BDDs where the size can grow 
exponentially with the number of input variables, size of 
ternary tree grows only linearly with the number of inputs 
in the worst case. The first simple ternary tree 
minimization algorithms were proposed in [2], [3].  
 
A method proposed  in [7] utilizes data derived from 
Monte–Carlo simulations for any Boolean function with 
different count of variables and product term complexities. 
The model allows design feasibility and performance 
analysis prior to the circuit realization. 

2. Preliminary considerations 

Our procedure for determining covers in combinational 
circuits uses cube theory and therefore we provide 
necessary definitions. 
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A cube is a vector a1a2...an, where ai0,1,X and   X is a 
variable of the set 0,1 (i=1,2,…,n). Hence, a cube is a 
set of vectors from 0,1n. Elements a1,a2,...,an are 
coordinates of the cube. A cube has rank r, if it contains r 
coordinates equal to X. A cube of rank r is called  r–cube. 
 
A set of cubes is called 0– cover (1– cover) of line i  if it 
contains all input vectors generating signal of value 0 
(value 1) on this line. 
 
Definition 1. The intersection of cubes A = a1a2...an and B 
= b1b2...bn  is the cube C = c1c2...cn, where ci = ai  bi, i = 
1,2,...,n. The intersection operation  is defined on the set  
0,1,X  by Table 1. In Table 1 the symbol    denotes 
that the operation  is not defined. The intersection of 
cubes A and B is defined, if for any ai and bi the 
intersection operation is defined, i.e. ai  bi  . 

Table 1: Operation   

 0 1 X 

0 0  0 

1  1 1 

X 0 1 X 
 

Definition 2. The cut of cube sets Q1  and Q2  is denoted 
by Q1  Q2 and is the set of all cuts of a cube from Q1 
with a cube from  Q2 . 
 
Definition 3. The union of cube sets Q1  and Q2  is 
denoted by Q1  Q2. It contains all cubes from both Q1  
and Q2 . 
 
Definition 4. A cube B = b1b2...bn  is said to be a part of 
the cube A = a1a2...an, if all vectors of B belong also to A. 
Obviously, B is a part of A only if for any ai  X we have 
ai =bi. 
 
Definition 5. If a cube B is a part of the cube A and if 
both cubes belong to the same set of cubes, then B can be 
deleted from the considered set of cubes. This 
modification is called  cube absorption. In particular, we 
say that A absorbs B. As noted, this is possible if for any ai 
 X we have ai =bi. 

 
Suppose that a cube generates a signal s0,1 at a line i 
in combinational circuit which will be denoted by i=s. We 
shall say that the cube satisfies relation i=s, i.e. represents 
its solution. 
 
Consider arbitrary lines i and j in combinational circuit. 

Let si,sj 0,1 be the signals at i and j, respectively. Then 
the following lemmas hold: 
 
Lemma 1. If cubes A and B satisfy relations i=si and j=sj 

respectively, then the cube C=A  B satisfies relation 
(i=si)  (j=sj). 
 
Proof. The proof follows from the fact that the cut of 
cubes is equivalent to the cut of sets of vectors represented 
by these cubes. 
 
Lemma 2. Let Si, Sj be sets of cubes satisfying i=si, j=sj, 
respectively, then all cubes of the set Si  Sj satisfy 
relation (i=si)  (j=sj), while all cubes of the set Si  Sj 
satisfy relation (i=si)  (j=sj). 
 
Proof. The proof immediately follows from the definition 
of the union and the cut of cube sets. 
 

Let (0)
i

uS  and (1)
i

uS  be cube sets generating signal 

values 0 and 1 on the input lines ui, i=1,2,...,n of a logical 
element, considered either separately or within a 
combinational circuit. Based on Lemma 2 and properties 
of logical elements, one can formulate the following 
corollaries. 
 
Corollary 1. In the case of elements OR and NOR the cut 

  (0)
nuS    ...   (0)

2uS    (0)
1u

S   represents the set of cubes 

generating on the output line v signal value 0 for element 
OR, and signal value 1 for element NOR. The union 

  (1)
nuS    ...   (1)

2uS   (1)
1u

S   represents the set of cubes 

generating on the output line v signal value 1 for element 
OR, and signal value 1 for element NOR. 
 
Corollary 2. In the case of elements AND or NAND the 

union   (1)
nuS    ...   (1)

2uS   (1)
1u

S   represents the set of 

cubes generating on the output line v signal value 1 for 
element AND, and signal value 0 for element NAND. The 

cut   (0)
nuS    ...   (0)

2uS    (0)
1u

S     represents the set of cubes 

generating on the output line v signal value 0 for element 
AND, and signal value 1 for element NAND. 

3. Determining a Cover  

0–  or 1– cover of input lines of the combinational circuit 
and of output lines of elements of the first level are 
determined directly (using basic rules for the logic 
elements). 
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0–  or 1– cover of an arbitrary line of the combinational 
circuit, which is an output line of an element of the second 
or higher level is determined by the following two steps: 
1. For an arbitrary line i, for which we want to determine 

a cover, we write logical relation defining conditions 
for generating the signal of given value. This logical 
relation is written on the basis of basic laws for the 
considered element. The left hand side of the relation 
determines signal values on all input lines of the 
element whose output line is the line i. For each line on 
the left hand side of the logical relation, we write a 
new logical relation defining conditions for generating 
the signal of expected value. We keep writing logical 
relations until we come to relations on whose left hand 
sides only input lines of the network or output lines of 
the first level appear. 

2. For each line in left hand sides of the relation 
determined in step 1 we determine the distance in the 
following way. Input lines of the combinational circuit 
have the greatest distance r. For all lines at distance r–1 
we determine cube sets generating expected signal 
values on these lines. Next, for all lines at distance r–2 
we determine cube sets generating expected signal 
values on these lines using cube sets obtained for lines 
at distance r–1. We continue in this way until we get 
the cover for line i.  

 
Example 1. Determine 1–cover of line i in the 
combinational circuit of Fig. 1. 

 

 

Fig. 1 Combinational circuit. 

1. Logical relation defining conditions for generating the 
signal of value 1 reads: 

 1)(i    1)g(   1)(f     (1) 
 

Signals f=1 and g=1 are defined on the left hand side of 
the relation. The following logical relations define 
conditions for generating signals f=1 and g=1: 

1)(f1)(c1)(b1)(a     (2) 
1)(g1)(e1)(d      (3) 

 
Since output lines a,b,c,e  of the first level and input line d 
have appeared on the left hand side of the above relations, 
we proceed to step 2. 
2. We determine distances for all lines appearing on the 
left hand side of logical  relations obtained in step 1. Input 
lines  of the circuit 1– 9 have the gratest distance. Lines 
a,b,c,d and e are at distance 2. Lines f and g are at distance 
1. 
 
We construct the table Table 2. 

Table 2: Line at distance 1 

 
 

Necessary signal values at lines at distance 1 are f=1 and 
g=1. 
 
By the relation Eq. (2) we get 1– cover of line f: 

 
 
By the relation Eq. (3) we get 1– cover of line g: 

 
 
By the relation Eq. (1) and using operation  we get 1–
cover of line i: 

 
 
If at least one cube can be deleted from a cover while the 
remaining cubes still form a cover, then the cover is 
redundant. In the other case the cover is irredundant. 
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The proposed procedure can be applied  to combinational 
circuits with branchings of input and internal lines as well. 
Programmable logic devices (PLA, PAL and ROM) 
represent two– level combinational circuits. A PLA whith 
n input lines, m internal lines and p output lines is 
represented in Fig.2. 

 

 

Fig. 2 Programmable logic array 

Programmable elements are denoted by symbol “”. We 
apply the following way of marking programmable points 
at PLA: 
(i,j1) - cross point of internal line i and a bit line 

 j1 in AND array (i=1,2,...,m, j=1,2,...,n) 
(i,j0) - cross point of internal line i and a bit line 

 j0 in AND array (i=1,2,...,m, j=1,2,...,n) 
 (i,j) -cross point between the lines i and j in OR 

 array (i=1,2,...,p, j=1,2,...,m) 
 
We propose the following procedure for determining 0– or 
1–cover of a given output line i(2)=1,2,...,p. 
 
1. We determine the set of test cubes Q2(i), i=1,2,…,p, 
which yields 0–  or 1– cover of the line i(2)=1,2,...,p, when 
applied on input lines of the OR array 1,2,...,m. We have 
i(2)=0 or i(2)=1, depending on whether 0–  or 1– cover is 
determined. When determining the set Q2(i), we assign the 
coordinate X (X0,1)  to input lines of the OR array 
1,2,...,m which do not have cross points with the line i(2).  
 
2. The values from the set Q2(i), i=1,2,…,p, obtained 
within step 1, are assigned using backtracking to output 
lines of the AND array i(1), i=1,2,…,m (when 
backtracking the signal complementation may occur). On 
the basis of signal values on the output lines of the AND 
array, the set of test cubes Q1(i), i=1,2,...,m, is directly 
determined. 
 
Using the cut  of cubes we have: 

Q= Q1(1) Q1(2) … Q1(m)   (4) 
 
Expanding the set of test cubes Q we obtain the input 
vectors representing 0–  or 1– cover of line i(2). 
 
Example 2. Determine 1– cover of line 1(2) for the PAL 
of Fig. 3. 
 

 

Fig. 3 Programmable array logic 

We assign signal values 1 to the points (1,1) and (1,2). We 
get test cubes set 

Q2(1)=11XX 
 
We go back towards output lines of the AND array and 
assign to these lines the values from Q2(1), as presented in 
Fig4. 

 

Fig. 4 Signals at output lines of the AND array 

For lines 1(1) and 2(1) we determine: 
Q1(1)=0XX Q1(2)=X00, X01, X10. 

 
We apply the cut of cubes: 

Q = Q1(1) Q1(2)=000, 001, 010. 
 
Vectors 000, 001 and 010 represent a 1– cover of line 1(2). 
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4. Conclusion 

The described procedure for determining covers is 
basically a method for the analysis of combinational 
circuits. When determining a cover we do not need an 
analitycal expression; only the circuit structure is used. In 
particular, we do not need disjunctive normal forms, what 
is of some theoretical and practical importance. The 
simplification is in the fact that the cover is determined by 
moving from inputs towards output lines  of the 
combinational circuit using only the operation of the cut of 
cubes. In addition, we present a procedure for determining 
covers of output lines  for programmable logic devices. 
Within proposed procedures the cube theory plays an 
essential role. 
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Abstract 
Knowledge mining is the process of deriving new and useful 
knowledge from vast volumes of data and background 
knowledge. Modern healthcare organizations regularly generate 
huge amount of electronic data stored in the databases. These 
data are a valuable resource for mining useful knowledge to help 
medical practitioners making appropriate and accurate decision 
on the diagnosis and treatment of diseases. In this paper, we 
propose the design of a novel medical expert system based on a 
logic-programming framework. The proposed system includes a 
knowledge-mining component as a repertoire of tools for 
discovering useful knowledge. The implementation of 
classification and association mining tools based on the higher 
order and meta-level programming schemes using Prolog has 
been presented to express the power of logic-based language. 
Such language also provides a pattern matching facility, which is 
an essential function for the development of knowledge-intensive 
tasks. Besides the major goal of medical decision support, the 
knowledge discovered by our logic-based knowledge-mining 
component can also be deployed as background knowledge to 
pre-treatment data from other sources as well as to guard the data 
repositories against constraint violation. A framework for 
knowledge deployment is also presented. 
 
Keywords: Knowledge Mining, Association Mining, Decision-
tree Induction, Higher-order Logic Programming, Medical 
Expert System. 

1. Introduction 

Knowledge is a valuable asset to most organizations as a 
substantial source to support better decisions and thus to 
enhance organizational competency. Researchers and 
practitioners in the area of knowledge management view 
knowledge in a broad sense as a state of mind, an object, a 
process, an access to information, or a capability [2, 13]. 
The term knowledge asset [24, 26] is used to refer to any 
organizational intangible property related to knowledge 
such as know-how, expertise, intellectual property. In 
clinical companies and computerized healthcare 
organizations knowledge assets include order sets, drug-

drug interaction rules, guidelines for practitioners, and 
clinical protocols [12]. 
 
Knowledge assets can be stored in data repositories either 
in implicit or explicit form. Explicit knowledge can be 
managed through the existing tools available in the current 
database technology. Implicit knowledge, on the contrary, 
is harder to achieve and retrieve. Specific tools and 
suitable environments are needed to extract such 
knowledge. 
 
Implicit knowledge acquisition can be achieved through 
the availability of the knowledge-mining system. 
Knowledge mining is the discovery of hidden knowledge 
stored possibly in various forms and places in large data 
repositories. In health and medical domains, knowledge 
has been discovered in different forms such as association 
rules, classification trees, clustering means, trend or 
temporal patterns [27]. The discovered knowledge 
facilitates expert decision support, diagnosis and 
prediction. It is the current trend in the design and 
development of decision support systems [3, 16, 20, 31] to 
incorporate knowledge discovery as a tool to extract 
implicit information. 
 
In this paper we present the design of a medical expert 
system and the implementation of knowledge mining 
component. Medical data mining is an emerging area of 
computational intelligence applied to automatically 
analyze electronic medical records and health databases. 
The non-hypothesis driven analysis approach of data 
mining technology can induce knowledge from clinical 
data repositories and health databases. Induced knowledge 
such as breast cancer recurrence conditions or diabetes 
implication is important not only to increase accurate 
diagnosis and successful treatment, but also to enhance 
safety and reduce medication-related errors. 
 
A rapid prototyping of the proposed system is 
demonstrated in the paper to highlight the fact that higher 
order and meta-level programming are suitable schemes to 
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implement a complex knowledge-intensive system. For 
such a complicated system program coding should be done 
declaratively at a high abstraction level to alleviate the 
burden of programmers and to ease reasoning about 
program semantics. 
 
The rest of this paper is organized as follows. Section 2 
provides some preliminaries on two major knowledge-
mining tasks, i.e. classification and association mining. 
Section 3 proposes the medical expert system design 
framework with the knowledge-mining component. 
Running examples on medical data set and the illustration 
on knowledge deployment are presented in Section 4. 
Section 5 discusses related work and then conclusions are 
drawn in Section 6. The implementation of knowledge-
mining component is presented in the Appendix. 

2. Preliminaries on Tree-based Classification 
and Association Mining 

Decision tree induction [21] is a popular method for 
mining knowledge from medical data and representing the 
result as a classifier tree. Popularity is due to the fact that 
mining result in a form of decision tree is interpretability, 
which is more concern among medical practitioners than a 
sophisticated method but lack of understandability. A 
decision tree is a hierarchical structure with each node 
contains decision attribute and node branches 
corresponding to different attribute values of the decision 
node. The goal of building decision tree is to partition data 
with mixing classes down the tree until each leaf node 
contains data with pure class. 
 
In order to build a decision tree, we need to choose the 
best attribute that contributes the most towards 
partitioning data to the purity groups. The metric to 
measure attribute’s ability to partition data into pure class 
is Info, which is the number of bits required to encode a 
data mixture. The metric Info of positive (p) and negative 
(n) data mixture can be calculates as:  

Info(P(p), P(n)) = P(p)log2P(p) P(n)log2P(n). 

The symbols P(p) and P(n) are probabilities of positive 
and negative data instances, respectively. The symbol p 
represents number of positive data instances, and n is the 
negative cases. To choose the best attribute we have to 
calculate information gain, which is the yield we obtained 
from choosing that attribute. The information gain 
calculation of data with two classes (positive and negative) 
is given as:  

Gain(Attribute) = Info{p/(p+n), n/(p+n)}   
i=1 to v {(pi+ni)/(p+n)} Info{ pi /( pi+ni), ni /( pi+ni) }.  

The information gain calculates yield on Info of data set 
before splitting and Info after choosing attribute with v 
splits. The gain value of each candidate attribute is 
calculated, and then the maximum one has been chosen to 
be the decision node. The process of data partitioning 
continues until the data subset has the same class label. 
 
Classification task based on decision-tree induction 
predicts the value of a target attribute or class, whereas 
association-mining task is a generalization of classification 
in that any attribute in the data set can be a target attribute. 
Association mining is the discovery of frequently occurred 
relationships or correlations between attributes (or items) 
in a database. Association mining problem can be 
decomposed as (1) find all sets of items that are frequent 
patterns, (2) use the frequent patterns to generate rules. Let 
I = {i1, i2, i3, ... , i m} be a set of m items and DB = { C1, C2, 
C3, ..., C n} be a database of n cases and each case contains 
items in I. 
 
A pattern is a set of items that occur in a case. The number 
of items in a pattern is called the length of the pattern. To 
search for all valid patterns of length 1 up to m in large 
database is computational expensive. For a set I of m 
different items, the search space of all distinct patterns can 
be as huge as 2m-1. To reduce the size of the search space, 
the support measurement has been introduced [1]. The 
function support(P) of a pattern P is defined as a number 
of cases in DB containing P. Thus,  

support(P) = |{T | T  DB,  P  T }|. 
 
A pattern P is called frequent pattern if the support value 
of P is not less than a predefined minimum support 
threshold minS. It is the minS constraint that helps 
reducing the computational complexity of frequent pattern 
generation. The minS metric has an anti-monotone 
property such that if the pattern contains an item that is not 
frequent, then none of the pattern’s supersets are frequent. 
This property helps reducing the search space of mining 
frequent patterns in algorithm Apriori [1]. In this paper we 
adopt this algorithm as a basis for our implementation of 
association mining engine. 

3. Medical Expert System Framework and the 
Knowledge Mining Engines 

3.1 System Architecture 

Health information is normally distributive and 
heterogeneous. Hence, we design the medical expert 
system (Figure 1) to include data integration component at 
the top level to collect data from distributed databases and 
also from documents in text format.  
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Fig. 1 Knowledge-mining component and a medical expert system 

framework. Double line arrows are process flow, whereas the dash line 
arrows are data flow. 

 
The data integration component has been designed to input 
and select data with natural language processing. Data at 
this stage are to be stored in a warehouse to support direct 
querying (through OLAP tools) as well as to perform 
analyzing with knowledge mining engine. 
 
Knowledge base in our design stores both induced 
knowledge in which its significance has to be evaluated by 
the domain expert, and background knowledge encoded 
from human experts. Knowledge inferring and reasoning 
is the module interfacing with medical practitioners and 
physicians at the front-end and accessing knowledge base 
at the back-end. The focus of this paper is on the 
implementation of knowledge-mining component, which 
currently contains classification and association mining 
engine. 

3.2 Classification Mining Tool 

Our classification mining engine is the implementation of 
decision-tree induction (ID3) algorithm [21]. The steps in 
our implementation are presented as follows: 
 

Algorithm 1 Classification mining engine 
     Input: a data set formatted as Prolog clauses 
     Output: a decision tree with node and edge structures 
(1)   Initialization 
       (1.1) Clear temporary knowledge base (KB) by 

removing all information regarding the 
predicates node, edge and current_node 

        (1.2) Set node counter = 0 
        (1.3) Scan data set to get information about data 

attributes, positive instances, negative instances, 
total data instances 

(2)   Building tree 
        (2.1) Increment node counter 
        (2.2) Repeat steps 2.2.1-2.2.4 until there is no more 

attributes left for creating decision attributes 
          (2.2.1)   Compute the Info value of each 

candidate attribute 
          (2.2.2)   Choose the attribute that yields minimum 

Info to be decision node  
          (2.2.3)   Assert edge and node information into 

the knowledge base 
          (2.2.4)   Split data instances along node branches 

        (2.3) Repeat steps 2.1 and 2.2 until the lists of 
positive and negative instances are empty 

        (2.4)  Output a tree structure that contains node and 
edge predicates 

 
The program source code is based on the syntax of SWI 
prolog (www.swi-prolog.org). 
main :-   

   init(AllAttr, EdgeList), % initialize node  

                            % and edge structures 
   getNode(N),       % get node sequence number 
   create_edge(N, AllAttr, EdgeList),  
                       % recursively create tree 
   print_model.        % print tree model 

 
Classification mining engine is composed of two files 
main and id3. The main module (main.pl) calls 
initialization procedure (init) and starts creating edges and 
nodes of the decision tree. The data (data.pl) to be used by 
main module to create decision tree is also in a format of 
Prolog file. The mining engine induces data model of two 
classes: positive (class = yes) and negative (class = no). 
Binary classification is a typical task in medical domain. 
The code can be easily modified to classify data with more 
than two classes. 

3.3 Association Mining Tool 

The implementation of association mining engine is based 
primarily on the concept of higher-order Horn clauses. 
Such concept has been utilized through the predicates 
maplist, include, and setof.  
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The extensive use of these predicates contributes 
significantly to program conciseness and the ease of 
program verification. The program produces frequent 
patterns as a set of co-occurring items. To generate a nice 
representation of association rule such as X => Y, the list 
L in the predicate association_mining has to be further 
processed. 
association_mining :-  
  min_support(V), % set minimum support 
  makeC1(C),      % create candidate 1-itemset 
  makeL(C,L),     % compute large itemset 
apriori_loop(L,1).  % recursively run apriori 
 

makeC1(Ans):- 
input(D),  % input data as a list 
allComb(1, ItemList, Ans2),  
            % make combination of itemset 
maplist(countSS(D),Ans2,Ans).  
            % scan database and pass countSS 
            % to maplist  
                          

makeC(N, ItemSet, Ans) :-  
input(D), allComb(2, ItemSet, Ans1), 
maplist(flatten, Ans1, Ans2), 
maplist(list_to_ord_set, Ans2, Ans3), 
list_to_set(Ans3, Ans4), 
include(len(N), Ans4, Ans5),  % include is  
            % also a higher-order predicate 
maplist(countSS(D), Ans5, Ans). 
            % scan database to find: List+N 

 

4. Running Examples and Knowledge 
Deployment 

To show the running examples of our program coding, we 
use the following simple medical data represented as a 
Prolog file.  
%% Data set: Allergy diagnosis 
    % Symptoms of disease and their possible values 
attribute( soreThroat,  [yes, no]). 
attribute( fever, [yes, no]). 
attribute( swollenGlands, [yes, no]). 
attribute( congestion, [yes, no]). 
attribute( headache, [yes, no]). 
attribute( class, [yes, no]). 
     % Data instances 
instance(1, class=no,   [soreThroat=yes, fever=yes, 

swollenGlands=yes, congestion=yes, 
headache=yes]). 

instance(2, class=yes, [soreThroat=no,   fever=no,   
swollenGlands=no,   congestion=yes, 
headache=yes]). 

instance(3, class=no,   [soreThroat=yes, fever=yes, 
swollenGlands=no,   congestion=yes, 
headache=no]). 

… 
 

Data as shown are patient records suffering from allergy 
(class=yes). There are ten patient records in this simple 
data set: patient IDs 2, 6, and 8 are those who are suffering 
from allergy, whereas patient IDs 1, 3, 4, 5, 7, 9, 10 are 
suffering from other diseases but has shown some basic 
symptoms similar to allergy patients. To induce 
classification model for allergy patients from this data, we 
have to save this data set as a Prolog file (data.pl) and 
include this file name at the header declaration of the main 
program. By calling predicate main, the system should 
respond as true. At this moment we can view the tree 
model by calling listing(node), then listing(edge) and get 
the following results. 

1 ?- main. 
true.  
2 ?- listing(node). 
:- dynamic user:node/2. 
user:node(1, [2, 6, 8]-[1, 3, 4, 5, 7, 9, 10]). 
user:node(2, []-[1, 3, 5, 9, 10]). 
user:node(3, [2, 6, 8]-[4, 7]). 
user:node(4, []-[4, 7]). 
user:node(5, [2, 6, 8]-[]). 
true. 
3 ?- listing(edge). 
:- dynamic user:edge/3. 
user:edge(0, root-nil, 1). 
user:edge(1, fever-yes, 2). 
user:edge(1, fever-no, 3). 
user:edge(3, swollenGlands-yes, 4). 
user:edge(3, swollenGlands-no, 5). 

           true. 
 
The node and edge structures have the following formats: 
      node(nodeID, [Positive_Cases]-[Negative_Cases]) 
      edge(ParentNode, EdgeLabel, ChildNode) 
 
The node structure is a tuple of nodeID and a mixture of 
positive and negative cases represented as a list pattern: 
[Positive_Cases]-[Negative_Cases]. Node 0 is a special 
node, representing root node of the tree. Node 1 contains a 
mixture of ten patients, whereas node 5 is a pure group of 
allergy patients. The edges leading from node 1 to node 5 
capture the model of allergy patients. Therefore, the 
classification result represents the following data model: 
      class(allergy) :- fever=no, swollenGlands=no. 
 
This model is represented as a Horn clause, thus, it 
provide flexibility of including this clause as a rule to 
select data in other group of patients who are suffering 
from throat infection. This kind of infection shows the 
same basic symptoms as allergy; therefore, screening data 
with the above rule can help focusing only on throat 
infection cases. 
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Applying the same data set with association mining and 
setting minimum support value = 50%, we got the 
following frequent patterns: 
    {fever=yes & class=no} 
    {fever=yes & congestion=yes}  
    {swollenGlands=no & congestion=yes} 
    {congestion=yes & headache=yes} 
    {congestion=yes & class=no} 
    {fever=yes & congestion=yes & class=no} 
 
The first pattern can be interpreted as association rule as 
“if patient has fever, that the patient does not suffer from 
allergy.” This kind of rule can help accurately diagnosing 
patients with symptoms very close to allergy.  
 
Knowledge Deployment: Example 1. 
We suggest that such discovered rules, after confirming 
their correctness by human experts, can be added into the 
database system as trigger rules (Figure 2). The triggers 
guard database content against any updates that violates 
the rules. Any attempt to insert violating data will raise an 
error message to draw attention from the database 
administrator. Such trigger rules are thus deployed as a 
tool to enforce database integrity checking. 
 
                                              induced rules 
   Trigger Generation                                          Mining  
       Component                                              Component 
 
  
                                                                          aggregated data 
 
  
        Trigger rules               Knowledge              Data 
 
 
Fig. 2 The framework of knowledge deployment as triggers in a medical 

database. 
 

 
Fig. 3 The content of automatically induced knowledge base. 

 
 

 
Fig. 4 Structure of a simple expert system shell with the induced 

knowledge base. 
 

 
Fig. 5 A snapshot of medical expert system inductively created from the 

allergy data set. 
 

Knowledge Deployment: Example 2. 
The induced knowledge once confirmed by the domain 
expert can be added to the knowledge base of the expert 
system shell. We illustrate the knowledge base that 
automatically created from the induced tree in Figure 3. 
This expert system shell has simple structure as 
diagrammatically shown in Figure 4. User can interact 
with the system through a line command as shown in 
Figure 5, in which the user can ask for further explanation 
by typing the ‘why’ command. 

5. Related Work 

In recent years we have witnessed increasing number of 
applications devising database technology and machine 
learning techniques to mine knowledge from biomedicine, 
clinical and health data. Roddick et al [22] discussed the 
two categories of mining techniques applied over medical 
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data: explanatory and exploratory. Explanatory mining 
refers to techniques that are used for the purpose of 
confirmation or making decisions. Exploratory mining is 
data investigation normally done at an early stage of data 
analysis in which an exact mining objective has not yet 
been set. 
 
Explanatory mining in medical data has been extensively 
studied in the past decade employing various learning 
techniques. Bojarczuk et al [4] applied genetic 
programming method with constrained syntax to discover 
classification rules from medical data sets. Thongkam et al 
[28] studied breast cancer survivability using AdaBoost 
algorithm. Ghazavi and Liao [9] proposed the idea of 
fuzzy modeling on selected features of medical data. 
Huang et al [11] introduced a system to apply mining 
techniques to discover rules from health examination data. 
Then they employed a case-based reasoning to support the 
chronic disease diagnosis and treatments. The recent work 
of Zhuang et al [31] also combined mining with case-
based reasoning, but applied a different mining method. 
They performed data clustering based on self-organizing 
maps in order to facilitate decision support on solving new 
cases of pathology test ordering problem. Biomedical 
discovery support systems are recently proposed by a 
number of researchers [5, 6, 10, 29, 30]. Some work [20, 
25] extended medical databases to the level of data 
warehouses. 
 
Exploratory, as oppose to explanatory, is rarely applied to 
medical domains. Among the rare cases, Nguyen et al [19] 
introduced knowledge visualization in the study of 
hepatitis patients. Palaniappan and Ling [20] applied the 
functionality of OLAP tools to improve visualization in 
data analysis. 
 
It can be seen from the literature that most medical 
knowledge discovery systems have applied only some 
mining techniques to discover hidden knowledge with the 
main purpose to support medical diagnosis [4, 14, 17]. 
Some researchers [3, 8, 15, 16] have extended the 
knowledge discovery aspect to the large scale of a medical 
decision support system. 
 
Our work is also in the main stream of medical decision 
support system development, but our methodology is 
different from those appeared in the literature. The system 
proposed in this paper is based on a logic-programming 
paradigm. The justification of our logic-based system is 
that the closed form of Horn clauses that treats program in 
the same way as data facilitates fusion of knowledge 
learned from different sources, which is a normal setting 
in medical domain. Knowledge reuse can easily practice in 
this framework.  

The declarative style of our implementation also eases the 
future extension of the proposed medical support system 
to cover the concepts of higher-order mining [23], i.e. 
mining from the discovered knowledge, and constraint 
mining [7], i.e. mining with some specified constraints to 
obtain relevant knowledge. 

6. Conclusions and Discussion 

Modern healthcare organizations generate huge amount of 
electronic data stored in heterogeneous databases. Data 
collected by hospitals and clinics are not yet turned into 
useful knowledge due to the lack of efficient analysis 
tools. We thus propose a rapid prototyping of automatic 
mining tools to induce knowledge from medical data. The 
induced knowledge is to be evaluated and integrated into 
the knowledge base of a medical expert system. 
Discovered knowledge facilitates the reuse of knowledge 
base among decision-support applications within 
organizations that own heterogeneous clinical and health 
databases. Direct application of the proposed system is for 
medical related decision-making. Other indirect but 
obvious application of such knowledge is to pre-process 
other data sets by grouping it into focused subset 
containing only relevant data instances. 
 
The main contribution of this work is our implementation 
of knowledge mining engines based on the concept of 
higher-order Horn clauses using Prolog language. Higher-
order programming has been originally appeared in 
functional languages in which functions can be passed as 
arguments to other functions and can also be returned 
from other functions. This style of programming has soon 
been ubiquitous in several modern programming 
languages such as Perl, PHP, and JavaScript. Higher order 
style of programming has shown the outstanding benefits 
of code reuse and high level of abstraction. This paper 
illustrates higher order programming techniques in SWI-
Prolog. The powerful feature of meta-level programming 
in Prolog facilitates the reuse of mining results represented 
as rules to be flexibly applied as conditional clauses in 
other applications.  
 
The plausible extensions of our current work are to add 
constraints into the knowledge mining method in order to 
limit the search space and therefore yield the most relevant 
and timely knowledge, and due to the uniform 
representation of Prolog’s statements as a clausal form, 
mining from the previously mined knowledge should be 
implemented naturally. We also plan to extend our system 
to work with stream data that normally occur in modern 
medical organizations. 
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Appendix 

The implementation of knowledge-mining component is 
based on the concept of higher-order and meta-
programming styles. Higher-order programming in Prolog 
refers to Horn clauses that can quantify over other 
predicate symbols [18]. Meta-level programming is also 
another powerful feature of Prolog. Data and program in 
Prolog take the same representational format; that is 
clausal form. Higher-order and meta-level clauses in the 
following source code are typed in bold face. 
 
/* Classification mining engine */ 
:- include('data.pl'). 
:- dynamic current_node/1, node/2, edge/3. 
 
main :-   
   init(AllAttr, EdgeList), 
   getNode(N),        % get node sequence number 
   create_edge(N, AllAttr, EdgeList),  
   print_model. 
     
init(AllAttr, [root-nil/PB-NB]) :-    
   retractall(node(_, _)), 
   retractall(current_node(_)),  
   retractall(edge(_, _, _)), 
   assert(current_node(0)),  
   findall(X, attribute(X, _), AllAttr1), 
   delete(AllAttr1, class, AllAttr), 
   findall(X2, instance(X2, class=yes, _), PB),                         
   findall(X3, instance(X3, class=no, _), NB). 
 
getNode(X) :-  
   current_node(X), X1 is X+1, 
   retractall(current_node(_)),    
   assert(current_node(X1)). 
 
create_edge(_, _, []) :- !. 
 
create_edge(_, [], _) :- !.  
 
create_edge(N, AllAttr, EdgeList) :-   
   create_nodes(N, AllAttr, EdgeList). 
 
create_nodes(_, _, []) :- !. 
 
create_nodes(_, [], _) :- !. 
 
create_nodes(N, AllAttr, [H1-H2/PB-NB|T]) :- 
   getNode(N1),    % get node sequence number N1 
   assert(edge(N, H1-H2, N1)), % H1-H2 is  
                               % a pattern 
   assert(node(N1, PB-NB)),   % PB-NB is  
                              % a pattern 
   append(PB, NB, AllInst),   
   ((PB \== [], NB \== []) ->  % if-condition 
                           % then clauses 
        (cand_node(AllAttr, AllInst, AllSplit),  
        best_attribute(AllSplit, [V, MinAttr, 
                                    Split]),  
 delete(AllAttr, MinAttr, Attr2), 
 create_edge( N1, Attr2, Split))   
       ;                  % else clause 
        true ), 
   create_nodes(N, AllAttr, T). 
% 

% select best attribute to be a decision node 
% 
best_attribute([], Min, Min). 
 
best_attribute([H|T], Min) :-   
   best_attribute(T, H, Min). 
 
best_attribute([H|T], Min0, Min) :-  
   H = [V, _, _ ],  
   Min0 = [V0, _, _ ], 
   ( V < V0 -> Min1 = H ; Min1 = Min0), 
   best_attribute(T, Min1, Min). 
 
% 
% generate candidate decision node 
% 
cand_node([], _, []) :- !. 
 
cand_node(_, [], []). 
 
cand_node([H|T], CurInstL, [[Val,H,SplitL]  
                              |OtherAttr]) :-   
   info(H, CurInstL, Val, SplitL),   
   cand_node(T, CurInstL, OtherAttr). 
 
% 
% compute Info of each candidate node 
% 
info(A, CurInstL, R, Split) :-  
   attribute(A,L), 
   maplist(concat3(A,=), L, L1),      
   suminfo(L1, CurInstL, R, Split).  
 
concat3(A,B,C,R) :-  
   atom_concat(A,B,R1),  
   atom_concat(R1,C,R). 
 
suminfo([],_,0,[]).  
 
suminfo([H|T], CurInstL, R, [Split | ST]) :- 
   AllBag = CurInstL, term_to_atom(H1, H), 
   findall(X1, (instance(X1, _, L1), 
                member(X1, CurInstL),     
                member(H1, L1)), BagGro), 
   findall(X2,(instance(X2, class=yes, L2),  
                member(X2, CurInstL),  
                member(H1, L2)), BagPos), 
   findall(X3,(instance(X3, class=no, L3),      
                member(X3, CurInstL), 
                member(H1, L3)), BagNeg),  
   (H11= H22) = H1,  
   length(AllBag, Nall),  
   length(BagGro, NGro),   
   length(BagPos, NPos),  
   length(BagNeg, NNeg),                    
   Split = H11-H22/BagPos-BagNeg, 
   suminfo(T, CurInstL, R1,ST),       
   ( NPos is 0 *-> L1 = 0;  
                  L1 is (log(NPos/NGro)/log(2)) ), 
   ( 0 is NNeg *-> L2 = 0;  
                  L2 is (log(NNeg/NGro)/log(2)) ), 
   ( NGro is 0 -> R= 999;  
                  R is (NGro/Nall)* 
                       (-(NPos/NGro)* 
                       L1- (NNeg/NGro)*L2)+R1).    
 
 
/* ========================= */ 
/* Association mining engine */ 
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/* ========================= */ 
association_mining:- 
  min_support(V),   % set minimum support 
  makeC1(C),  % create candidate 1-itemset 
makeL(C,L), % compute large itemset 
apriori_loop(L,1).  % recursively run apriori 
 

apriori_loop(L, N) :- % base case of recursion 
   length(L) is 1,!.   
 
apriori_loop(L, N) :- % inductive step 
  N1 is N+1,         
makeC(N1, L, C),  
makeL(C, Res), 

   apriori_loop(Res, N1). 
 
makeC1(Ans):- 

input(D), % input data as a list,  
          %  e.g. [[a], [a,b]] 
          % then make combination of itemset 
allComb(1, ItemList, Ans2),    
  % scan database and pass countSS to maplist 
maplist(countSS(D),Ans2,Ans).   

 
makeC(N, ItemSet, Ans) :- input(D), 

 allComb(2, ItemSet, Ans1), 
 maplist(flatten, Ans1, Ans2), 
 maplist(list_to_ord_set, Ans2, Ans3), 
 list_to_set(Ans3, Ans4), 
 include(len(N), Ans4, Ans5),    
                 % include is also a  
                 % higher-order predicate 
 maplist(countSS(D), Ans5, Ans).  
         % scan database to find: List+N 
 

makeL(C, Res):-   % for all large itemset creation 
                  % call higher-order predicates 
                  % include and maplist    

 include(filter, C, Ans),    
 maplist(head, Ans, Res).         
      

% 
% filter and head are for pattern matching of  
%   data format 
% 
filter(_+N):-  
   input(D),  
   length(D,I),  
   min_support(V),  
   N>=(V/100)*I. 
 
head(H+_, H).        
 
% 
% an arbitrary subset of the set containing  
% given number of elements 
% 
comb(0, _, []). 
 
comb(N, [X|T], [X|Comb]) :-  
   N>0, N1 is N-1,  
   comb(N1, T, Comb). 
 
comb(N, [_|T], Comb) :-  
   N>0,  
   comb(N, T, Comb). 
allComb(N, I, Ans) :-   
   setof(L, comb(N, I, L), Ans).   
 

countSubset(A, [], 0). 
 
countSubset(A, [B|X], N) :-  
   not(subset(A, B)),  
 
countSubset(A, X, N). 
 
countSubset(A, [B|X], N) :-  
   subset(A, B),  
   countSubset(A, X, N1),  
   N is N1+1. 
 
countSS(SL, S, S+N) :-  
   countSubset(S, SL, N). 
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Abstract 
 
 A proxy blind signature scheme is a special form of blind 
signature which allows a designated person called proxy 
signer to sign on behalf of two or more original signers 
without knowing the content of the message or document. 
It combines the advantages of proxy signature, blind 
signature and multi-signature scheme and satisfies the 
security properties of both proxy and blind signature 
scheme. Most of the exiting proxy blind signature schemes 
were developed based on the mathematical hard problems 
integer factorization (IFP) and simple discrete logarithm 
(DLP) which take sub-exponential time to solve. This 
paper describes an secure simple proxy blind signature 
scheme based on Elliptic Curve Discrete Logarithm 
Problem (ECDLP) takes fully-exponential time. This can 
be implemented in low power and small processor mobile 
devices such as smart card, PDA etc. Here also we 
describes implementation issues of various scalar 
multiplication for ECDLP  
 
Keywords: ECDLP, IFP, blind signature, proxy signature. 

1. Introduction 
Blind signature scheme was first introduced by Chaum 
[2]. It is a protocol for obtaining a signature from a signer, 
but the signer can neither learn the messages nor the 
signatures. The recipients obtain afterwards. In 1996, 
mamo et al proposed the concept of proxy signature [1]. In 
proxy signature scheme, the original signer delegates his 
signing capacity to a proxy signer who can sign a message 
submitted on behalf of the original signer. A verifier can 
validate its correctness and can distinguish between a 
normal signature and a proxy signature. A proxy blind 
signature scheme is a digital signature scheme that ensures 
the properties of proxy signature and blind signature. In a 
proxy blind signature, an original signer delegates his 
signing capacity to proxy signer.  

2. Preliminaries 

2.1 Notations 
 
Common notations used in this paper as follows: 
 

  p  : The order of underlying finite field. 

  pF  : the underlying  finite  field of order p  

  E: elliptic curve defined on finite field pF  with 

large order. 
  G: the group of elliptic curve points on E. 

  P: a point in )( pFE with order n, where n is a 

large prime number. 
  H (.): a secure one-way hash function. 
  d: the secret key of the original signer S to be 

chosen randomly from [1, n - 1]. 
  Q is the public key of the original signer S, 

where Q = d. Q. 
  k: Concatenation operation between two bit 

stings.  

3. Backgrounds 
In this section we brief overview of prime field, Elliptic 
Curve over that field and Elliptic Curve Discrete 
Logarithm Problem. 

3.1 The finite field pF  

Let p be a prime number. The finite field pF is comprised 

of the set of integers 0, 1, 2…. p-1 with the following 
arithmetic operations [4] [5] [6]: 
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 Addition: If a, b  pF , then a + b = r, where r is 

the remainder when a + b is divided by p and 0 
  r   p- 1. This is known as addition modulo p.  

 Multiplication: If a, b pF , then a.b = s, where s 

is the remainder when a.b is divided by p and 0 
  s   p-1. This is known as multiplication 
modulo p. 

 Inversion: If a is a non-zero element in pF , the 

inverse of a modulo p, denoted a¡1, is the unique 

integer c   pF  for which a.c = 1. 

3.2 Elliptic Curve over pF  

Let p ¸ 3 be a prime number. Let a, b  pF  be such that 

0274 23  ba in pF . An elliptic curve E over pF  

defined by the parameters a and b is the set of all solutions 

(x, y) ,  x, y   pF , to the equation baxxy  32  , 

together with an extra point O, the point at infinity. The 

set of points )( pFE forms an abelian group with the 

following addition rules [8]: 
 

1. Identity : P + O = O + P = P, for all P   )( pFE   

2. Negative: if P(x; y)   )( pFE  then (x, y) + (x,-y) 

= O, The point (x,-y) is dented as -P called 
negative of P. 

3. Point addition: Let P( ), 11 yx , Q ),( 22 yx    

)( pFE , then P + Q = R   )( pFE  and 

coordinate ),( 33 yx  of R is given by 

21
2

3 xxx   and 1313 )( yxxy   . 

        Where )(
)(

12

12
xx

yy


    

4. Point doubling: Let P( ), 11 yx   E(K) where P 

 -P then 2P = (x3; y3) 

where 1
2

1

2
1

3 2)2
3( xy

axx   and 

131
1

2
1

3 )(2
)3( yxxy

axy  . 

3.3 Elliptic Curve Discrete Logarithm 
Problem (ECDLP) 

Given an elliptic curve E defined over a finite field pF  ,a 

point P   )( pFE of order n, and a point Q   < P >, 

find the integer l  [0, n-1] such that Q = lP. The integer l 
is called discrete logarithm of Q to base P, denoted l = 

Qplog  [8].  

4. Proxy Signatures and Proxy Blind 
Signature 

A proxy blind signature is a digital signature scheme that 
ensures the properties of proxy signature and blind 
signature schemes. Proxy blind signature scheme is an 
extension of proxy blind signature, which allows a single 
designated proxy signer to generate a blind signature on 
behalf of group of original signers. A proxy blind 
signature scheme consists of the following three 
phases[9]: 
 

 Proxy key generation 
 Proxy blind multi-signature scheme 
 Signature verification 

 

5.  Security properties 
The security properties for a secure blind multi-signature 
scheme are as follows [9] 
 

 Distinguishability: The proxy blind multi-
signature must be distinguishable from the 
ordinary signature. 

 Strong unforgeability: Only the designated 
proxy signer can create the proxy blind signature 
for the original signer. 

 Non-repudiation: The proxy signer can not 
claim that the proxy signer is disputed or illegally 
signed by the original signer. 

 Verifiability: The proxy blind multi-signature 
can be verified by everyone. After verification, 
the verifier can be convinced of the original 
signer's agreement on the signed message.  

 Strong undeniably: Due to fact that the 
delegation information is signed by the original 
signer and the proxy signature are generated by 
the proxy signer's secret key. Both the signer can 
not deny their behavior. 

 Unlinkability: When the signer is revealed, the 
proxy signer can not identify the association 
between the message and the blind signature he 
generated. 

 Secret key dependencies: Proxy key or 
delegation pair can be computed only by the 
original signer's secret key. 

 Prevention of misuse : The proxy signer cannot 
use the proxy secret key for purposes other than 
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generating valid proxy signatures. In case of 
misuse, the responsibility of the proxy signer 
should be determined explicitly. 

6. Proposed Protocol 

The protocol involves three entities: Original signer S, 

Proxy signer sP  and verifier V.  It is described as follows. 

6.1 Proxy Phase 

 Proxy generation: The original signer S selects 
random integer k in the interval [1, n-1]. 

Computes R = k. P = ),( 11 yx  and r =  1x  mod n. 

Where 1x  is regarded as an integer between 0 

and q - 1. Then computes s = (d + k. r) mod n and 

computes PsQp . . 

 
 Proxy delivery: The original signer S sends (s, r) 

to the proxy signer  sP  and make pQ public. 

 
 Proxy Verification: After receiving the secret 

key pairs (s, r), the proxy signer sP  checks the 

validity of the secret key pairs (s, r) with the 
following equation. 

 

RrQPsQp ..                  (1) 

6.2 Signing Phase 
 The Proxy signer sP  chooses random integer t   

[1, n- 1] and computes U = t .P and sends it to the 
verifier V. 

 After receiving the verifier chooses 

randomly ,     [1 n-1] and computes the 

following 
 

                 pQPUR ..
~                     (2) 

                                  )
~

(~ MRHe                  (3) 

                                 nee mod)~(           (4) 

and verifier V sends e to the proxy signer sP . 

 After receiving e,  sP  computes the following 

                                nests mod).(~           (5) 

and sends it to V . 
  Now V computes 

nss p mod)~(                            (6) 

The tuples )~,,( esM p  is the proxy blind signature. 

6.3 Verification Phase 

The verifier V computes the following equation. 

             )).~.(( MQePsH pp           (7) 

and verifies the validity of proxy blind signature 

)~,,( esM p  with the equality e~ . 

7 Security Analyses 

7.1 Security Notions 

Theorem 1 It is infeasible for adversary A to derive 
signer's private key from all available public information. 
 
Proof: Assume that the adversary A wants to derive 
signer's private key d from his public key Q, he has to 
solve ECDLP problem which is computationally 
infeasible. Similarly, the adversary will encounter the 
same difficulty as she/he tries to obtain proxy signer's 
private key. 
 
Theorem 2 Proxy signature is distinguishable from 
original signer's normal signature. 
  
Proof: Since proxy key is different from original signer's 
private key and proxy keys created by different proxy 
signers are different from each other, any proxy signature 
is distinguishable from original signer's normal signature 
and different proxy signer's signature are distinguishable. 
 
Theorem 3 The scheme satisfies Unlinkability security 
requirement. 
 
Proof: In verification stage, the signer checks only 

whether )).~.(( MQePsH pp   holds. 

He does not know the original signer's private key and 
proxy signer's private key. Thus the signer knows neither 
the message nor the signature associated with the signature 
scheme. 

8. Correctness 
Theorem 4 The proxy blind signature )~,,( esM p  is 

universally verifiable by using the system Public 
parameters. 
 
Proof: The proof of correctness of the signature is verified 
as follows.  We have to prove that 
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9. Implémentation Issues 

In this section we have discussed implementation issues, 
i:e. efficiency and size of the hard-ware. The basic 
operation for Cryptographic Protocols based on ECDLP; it 
is easily performed via repeated group operation. One can 
visualize these operations in a hierarchical structure. Point 
multiplication is at top level. At the next lower level is the 
point operations, which are closely related to coordinates 
used to represent the points. The lowest level consists of 
finite field operations such as addition, subtraction, 
multiplication and inversion. 

9.1 Group Order 

The order of the elliptic curve group over the underlying 
field is an important security parameter. There are attacks 
(for example Pohlig-Hellman attack) which can be 
launched on ECC if the group order is not divisible by a 
very large prime. In fact the Pohlig-Hellman attack 
dictates that the group order for ECC should be product of 
a large prime multiplied by a small positive integer less 
than 4. This small number is called cofactor of the curve. 
Various algorithms have been proposed in literature (for 
example Kedlaya's algorithm for ECC and Schoof's 
algorithm for ECC) for efficiently counting the group 
order. The group order of an elliptic curve is given by 
Hasse's theorem. 
 
Theorem 5. Let E be an elliptic curve over a finite field 

pF of order q. Then the order )(# pFE   of the elliptic 

curve group is given by  
2/12||,1)(# qtwheretqFE p   

The parameter t is called trace of E over pF . An 

interesting fact is that given any integer, there exists an 

elliptic curve E over pF  such that tqFE p  1)(# . 

10. Point Representation and Cost of Group 
Operations 

Point addition and point doubling are two important 
operations in ECC. Inversion in a finite field is an 
expensive operation. To avoid these inversions, several 
point representations have been proposed in literature. The 
cost of point addition and doubling varies depending upon 
the representation of the group elements. In the current 
section, we will briefly deal with some point 
representations commonly used. Let [i], [m], [s], [a] stand 
for cost of a field element inversion, a multiplication, a 
squaring and an addition respectively. Field element 
addition is considered to be a very cheap operation. In 
binary fields, squaring is also quite cheaper than a 
multiplication. If the underlying field is represented in 
normal basis then squaring is almost for free. Inversion is 
considered to be 8 to 10 times costlier than a 
multiplication in binary fields. In prime field the I/M ratio 
is even more. It is reported to be between 30 and 40 . 

10.1 Elliptic Curves 

Point representation in ECC is a well studied area. In the 
following two sections we describe some of the point 
representation popularly used in implementations. Table 1. 
Cost of Group Operations in ECC for Various Point 
Representations for Characteristic > 3 
 
Coordinates Cost 

(Addition) 
Coordinates Cost 

 (Doubling) 

CCC

JJJ

PPP

AAA






 

][3][11

][4][12

][2][12

][1][2][1

sm

sm

sm

smi







 

CC

JJ

PP

AA






2

2

2

2

 

][4][5

][4][6

][3][7

][2][2][1

sm

sm

sm

smi







 

 
Fields of Characteristic > 3 Elliptic curves over fields of 
characteristic > 3 have equations of the form 

.32 baxxy   For such curves the following point 

representation methods are mostly used. 
 

1. In Standard Projective Coordinates the curve 
has equation of the form 

3232 bZaXZXZY    

The point )::( ZYX , with 0Z  in projective 

coordinates is the point (X/Z, Y/Z) in affine 
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coordinates. The point at infinity is represented 
by the point (0: 1: 0) and the inverse of (X: Y: Z) 
is the point (X: -Y: Z). 

 
2. In Jacobian Projective Coordinates the curve 

has equation of the form  
6432 bZaXZXZY  . 

The point, 0Z  in Jacobian coordinates 

correspond to the affine point )/,/( 32 ZYZX . 

The point at infinity is represented by the point 
(1: 1: 0) and the inverse of )::( ZYX  is the 

point )::( ZYX  . Point doubling becomes 

cheaper in Jacobian coordinates if the curve 
parameter a = -3.  

 
3. In Chudonovski Jacobian Coordinates, the 

Jacobian point )::( ZYX  is represented as 

)::::( 32 ZZZYX . Cost of point addition in 

Chudonovski Jacobian coordinates is the 
minimum among all representations.  

 
In Table 1, we present the cost of addition and 
doubling in the coordinate systems described above. 
In the table we use CJPA ,,,  for affine, projective, 

Jacobian and Chudnovski Jacobian respectively. 
By AA2 , we mean the doubling formula in 
which the input is in affine and so is the output. 
Similarly for addition and other coordinate systems.  
 
Fields of Characteri stic 2 We will consider only 
non-super singular curves. Elliptic curves (non-super 
singular) over binary fields have equations of the 

form baxxxyy  232 . For such curves the 

following point representation methods are mostly 
used.   

 
1. In Standard Projective Coordinates the curve 

has equation of the form  
3232 bZZaXXXYZZY   

The point )::( ZYX , with Z   0 in projective 

coordinates is the point (X=Z, Y=Z) in affine 
coordinates. The point at infinity is represented 
by the point (0: 1: 0) and the inverse of  

)::( ZYX  is the point (X: X + Y: Z).  

 
2. In Jacobian Projective Coordinates the curve 

has equation of the form  
62232 bZZaXXXYZY   

The point )::( ZYX , with Z   0 in Jacobian 

coordinates correspond to the affine point 

)/,/( 32 ZYZX . The point at infinity is 

represented by the point (1 : 1 : 0) and the inverse 
of )::( ZYX  is the point (X : X + Y : Z).  

 
3. In Lopez-Dahab Coordinates, the point 

)::( ZYX , with Z   0 represents the affine 

point )/,/( 2ZYZX . The equation of the 

elliptic curve in this representation is 

.42232 bZZaXZXXYZY   The point 
at infinity is represented by the point (1 : 0 : 0) 
and the inverse of (X : Y : Z) is the point (X : X + 
Y : Z).  

 
In Table 2 we present the cost of addition and doubling in 
the coordinate systems over binary fields. In the table we 
use A, P, J , L for affine, projective, Jacobian and Lopez-
Dahab respectively. The table follows the same notational 
convention as in last subsection. Note that in Table 2 we 
have neglected squaring also. That is because in binary 
fields squaring is a much cheaper operation than 
multiplication, if one point is in affine and the other is in 
projective or some other weighted co-ordinate, then point 
addition becomes relatively cheaper. This operation is 
called addition in mixed coordinates or mixed addition. In 
ECC, the base point is generally stored in affine 
coordinates to take advantage of mixed additions.  
Table 2. Cost of Group Operations in ECC for Various 
Point Representations in Even Characteristics  
Coordinates Cost 

(Addition) 
Coordinates Cost 

(Doubling) 

LLL

JJJ

PPP

AAA






 

][14

][14

][13

][2][1

m

m

m

mi 

 

LL

JJ

PP

AA






2

2

2

2

 

][4

][5

][3][7

][2][1

m

m

sm

mi




 

 

11. Scalar Multiplications 
In ECC, computationally the most expensive operation is 
scalar multiplication. It is also very important from 
security point of view. The implementation attacks 
generally target the computation of this operation to break 
the cryptosystem. Given a point X and a positive integer 
m, computation of m   X = X + …… (m times)….. + X is 
called the operation of scalar multiplication. In this section 
we briefly outline various scalar multiplication algorithms 
proposed in literature. We do not include multi scalar 
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multiplication methods (i.e. methods to compute (lP + 
mQ). Also, due to the vastness of the subject and space 
constraints we will elaborate only those methods which 
are discussed in depth in this dissertation. The basic 
algorithms to compute the scalar multiplication are the age 
old binary algorithms. They are believed to have been 
known to the Egyptians two thousand years ago. The two 
versions of DBL-AND-ADD algorithm are defined above. 
These algorithms invoke two functions ADD and DBL. 

ADD takes as input two points 1X  and  2X and return 

their sum 21 XX  , DBL takes as input one point X and 

computes its double 2X.  
_______________________________________________ 
Algorithm DBL-AND-ADD (Left-to-right binary method) 
_______________________________________________ 

Input: X, m ),....( 011 mmmk  

Output: mX. 

1. E = Xmk 1  

2. for i = k-2 down 0 
3.     E = DBL(E) 

4.    if 1im  

5.               E = ADD(E, X) 
6. return E 

_______________________________________________ 
_______________________________________________ 
Algorithm DBL-AND-ADD (Right-to-left binary method) 
_______________________________________________ 

Input :  X, m , ),....( 011 mmmk   

Output : mX.  
 

1. 0, 10  EXE  

2. for i = 0 to k-1 

3.      if 1im  

4.         ),( 101 EEADDE   

5.    )( 00 EDBLE   

6. return )( 1E  

 
Both the algorithms first convert the scalar multiplier m 
into binary. Suppose m has a n-bit representation with 
hamming weight h. Then, mX can be computed by n-1 
invocations of DBL and h - 1 invocations of ADD. Hence 
cost of the scalar multiplication is 

)(cos)(cos)1( ADDthDBLtn   .As the 

average value of h is n=2, on the average these algorithms 
require (n - 1) doubling and n=2 additions. As doublings 
are required more often than additions, attempts are made 
to reduce complexity of the doubling operation.  
 

The scalar multiplication is the dominant operation in 
ECC. Extensive research has been carried out to compute 
it efficiently and a lot of results have been reported in 
literature. To compute the scalar multiplication efficiently 
there are three main approaches. As is seen in the basic 
binary algorithms the efficiency is intimately connected to 
the efficiency of ADD and DBL algorithms. So the first 
approach is to compute group operations efficiently. The 
second approach is to use a representation of the scalar 
such that the number of invocation of group operation is 
reduced. The third approach is to use more hardware 
support (like memory for pre-computation) to compute it 
efficiently. In some proposals these have approaches have 
been successfully combined to yield very efficient 
algorithms. As noted in the above, the cost of ADD and 
DBL depend to a large extent on the choice of underlying 
field and the point representation. Hence the cost of scalar 
multiplication also depends upon these choices. Based on 
the underlying field more efficient operations have been 
proposed. Over binary fields for ECC, using a point 
halving algorithm instead of DBL has been proved to be 
very efficient. Over fields of characteristic 3, point tripling 
has been more efficient. There are proposals for using 
fancier algorithms like the ones efficiently computing 2P 
+ Q, 3P + Q etc. instead of ADD and DBL.  

12. Conclusions 

The security of the scheme is hardness of solving ECDLP. 
The primary reason for the attractiveness of ECC over 
systems such as RSA and DSA is that the best algorithm 
known for solving the underlying mathematical problem 
namely, the ECDLP takes fully exponential time. In 
contrast, sub-exponential time algorithms are known for 
underlying mathematical problems on which RSA and 
DSA are based, namely the integer factorization (IFP) and 
the discrete logarithm (DLP) problems. This means that 
the algorithms for solving the ECDLP become infeasible 
much more rapidly as the problem size increases more 
than those algorithms for the IFP and DLP. For this 
reason, ECC offers security equivalent to RSA and DSA 
while using far smaller key sizes. The benefits of this 
higher-strength per-bit include higher speeds, lower power 
consumption, bandwidth savings, storage efficiencies, and 
smaller certificates. This can be implemented in low 
power and small processor mobile devices such as smart 
card, PDA etc. In this proposed scheme it is infeasible for 
adversary to derive signer's private key from all available 
public information. This protocol also achieves the 
security like requirements distinguishability, strong 
unforgeability, non-repudiation, and unlinkability. 
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Abstract 

The use of the web in languages learning has been developed at 
very high speed these last years. Thus, we are witnessing many 
research and development projects set in universities and 
distance learning programs. However, the interest in research 
related to writing competence remains relatively low.  
Our proposed research examines the use of the web for studying 
English as a second foreign language at an Algerian university. 
One focus is on pedagogy: therefore, a major part of our research 
is on developing, evaluating, and analyzing writing 
comprehension activities, and then composing activities into a 
curriculum. 
The article starts with the presentation of language skills and 
reading comprehension. It then presents our approach of the use 
of the web for learning English as a second language. Finally a 
learner evaluation methodology is presented. The article ends 
with the conclusion and future trends. 
Keywords: Reading comprehension, E-learning, Assessment, 
Online Platform, Paper Submission. 

1. Introduction 

This article describes a web based approach, where the 
web is used for educational activities. The main focus of 
this article is on reading comprehension of foreign 
language.   
 
A new approach on the use of the web technology and 
how it was used in language learning, especially writing, 
is presented.   
 
One of the main goals in our research work is to explore 
what are the best web learning practices and activities are 
in terms of assisting and supporting learning to become a 
more meaningful process. Another goal is to explore from 
a pedagogical perspective the innovative future learning 
practices, which are related to the new forms of studying. 
 

2. Language Skills and Writing  

In order to understand the problem being considered in 
this article, it is of primary importance to know what are 
the capacities concerned during a learning process of a 
foreign language. We point out that the capacities in 
learning a language represent the various mental 
operations that have to be done by a listener, a reader, or a 
writer in an unconscious way, for example: to locate, 
discriminate or process the data. One distinguishes in the 
analytical diagram, basic capacities which correspond to 
linguistic activities and competence in communication that 
involve more complex capacities. 

2.1 Basic Language Skills 

The use of a language is based on four skills. Two of these 
skills are from comprehension domain. These are oral and 
written comprehension. The last two concern the oral and 
written expression (see Table 1).  A methodology can give 
the priority to one or two of these competences or it can 
aim at the teaching/learning of these four competences 
together or according to a given planned program.  

 
On one hand, the written expression paradoxically is the 
component in which the learner is evaluated more often. It 
is concerned with the most demanding phase of the 
learning by requiring an in depth knowledge of different 
capacities (spelling, grammatical, graphic, etc.). On the 
other hand, listening comprehension corresponds to the 
most frequent used competence and can be summarized in 
the formula "to hear and deduce a meaning". 
Chronologically, it is always the one that is confronted 
first, except in exceptional situations (people only or 
initially confronted with the writing, defective in hearing, 
study of a dead language (a language that is not in use any 
more), study of a language on the basis of the autodidact 
writing). 
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 Oral Written 
Comprehension Listening Reading 
Expression Speaking Writing 

Table 1: Basic languages skills 

2.2 Reading Comprehension 

Reading comprehension can be defined as the level of 
understanding of a passage or text. It can be improved by: 
Training the ability to self assesses comprehension, 
actively test comprehension using questionnaires, and by 
improving met cognition. Teaching conceptual and 
linguistic knowledge is also advantageous. Self 
assessment can be conducted by summarizing, and 
elaborative interrogation, and those skills will gradually 
become more automatic through practice. 

 
Reading comprehension skills separates the "passive" 
unskilled reader from the "active" readers. Skilled readers 
don't just read, they interact with the text. To help a 
beginning reader understand this concept, you might make 
them privy to the dialogue readers have with themselves 
while reading. Skilled readers, for instance: 

 Predict what will happen next in a story using 
clues presented in text 

 Create questions about the main idea, message, or 
plot of the text 

 Monitor understanding of the sequence, context, 
or characters 

 Clarify parts of the text which have confused 
them 

 Connect the events in the text to prior knowledge 
or experience. 

3. Related work  

There has been much work on online reading focusing on 
new interaction techniques [1] and [2] to support practices 
observed in fluent readers [3] and [4], such as annotation, 
clipping, skimming, fast navigation, and obtaining 
overviews.  Some work has studied the effect of 
presentation changes like hypertext appearance [5] on 
reading speed and comprehension. 
 
The findings support what other studies have found in 
terms of positive influence of online environment on 
students’ performances [6], [7], [8] and [9], but cannot be 
a substitution for them. The characteristics of online 
environment can increase students’ motivation, create 
highly interactive learning environments, provide a variety 

of learning activities, offer independence to users in the 
process of learning, improve learners’ self confidence, and 
encourage learners to learn in a better way with 
technology-based tools. 
 
Nowadays, most of the universities are asked to enhance 
of their personals’ skills in order to utilize the new 
technologies in their teaching activities in an efficient way 
[10]. One of the modern technologies is online learning 
environment which is a software application to be used to 
integrate technological and pedagogical features into a 
well-developed virtual learning environment [11], [12] 
and [13]. Students have easy access to course materials, 
take online tests and collaborate with class mates and 
teacher. 

4. Web-based application  

4.1 Software architecture  

The course management system is a web-based application 
with server-side processing of intensive requests. The 
environment provides the three principal users (teacher, 
learner, and administrator) a device, which has for primary 
functionality the availability and the remote access to 
pedagogical contents for language teaching, personalized 
learning and distance tutoring. The e-learning platform 
allows not only the downloading of the resources made 
available on line (using a standard navigator). 

 

Fig. 1 Basic architecture of the environment 
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3.2 Teacher’s interface 

The Environment requires appropriate models for 
structuring and delivering content to be used.  Different 
needs of learners require specific approaches. Then, we 
propose a model for structuring content that allows 
rendering for different users as well as presentation of the 
content in different levels of details according to didactic 
concepts like case study, definition, example, interaction, 
motivation, and directive. This approach allows adaptation 
of content (granularity of content, content selection based 
on didactic concepts) at run time to specific needs in a 
particular learning situation. 
 
The environment allows the teacher, via a dedicated 
interface, to make at the learners’ disposal a considerable 
large amount of textual documents, of excellent quality to 
read to. These documents are created by the teachers or 
recovered from Internet. The interface also makes it 
possible to the teacher to describe in the most complete 
possible way the files. Relative information to each file is: 
the name, the language, public concerned, expected 
pedagogic objectives, the period of accessibility, the 
source, copyright, etc. Thus documents prepared by the 
teacher are loaded in the database located on the platform 
server.  If the learner can put his/her own techniques and 
strategies to understand the reading comprehension, then 
the instructor role consists in helping him/her to develop 
and enrich the learning strategies.  

 

 

Fig. 2 Teacher interface 

 

 Fig. 3 Learner interface 

3.3 Learner’s interface 

Learners with laptops can enter the learning space, see 
published courses and take part in them via their browser. 
Users can collaborate with other learners or teachers via 
discussion forums and Chat areas. Web content is 
dynamically adapted to the small screens.  

 Collaboration Module locates people and provides for 
the transfer of documents and files between people 
logged into the environment. 

 Course Access Interface provides for updating lessons, 
homework, and other assignments as well as the 
transfer of documents between learners and teachers. 

 Communications tool launches a variety of 
communications options including text, audio and 
provides for 1-to-many, many-to-1, and 1-to-1 
communication. 

 Interactive Logbook a variety of service options 
including history access, and editing of user profiles 

3.4 Interactive Logbook 

The goal of the logbook is to set up an automatic book 
keeping information related to the learner’s activity while 
he/she carries out a scenario on a teaching object (date and 
duration of each connection, exercises for self evaluation, 
etc). This requires an effort of information structuring and 
an implementation within the platform. An exploitation of 
this information by learners can guide them through their 
training plan.  

The metaphor of the Interactive Logbook was conceived 
from the very traditional personal learning environment – 
a logbook, kept by learners to record lectures, laboratories, 
project notes and more besides. Although in many subjects, 
especially in the science disciplines, logbooks are still an 
integral part of courses, they are not well used by learners. 
Since many learning activities are taking place digitally: 
writing essays, analyzing data, browsing the web, online 
discussions - it doesn’t make sense to print or copy out the 
output for a paper based logbook.  

Although the interactive logbook extends to network 
capability and digital search, the name ‘logbook’ gives an 
impression of the flexibility and purpose of the tool. The 
Interactive Logbook seeks to provide a place in which 
personal information can be stored completely, privately 
and for all time. 
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By being integrated with the environment in which much 
of the learner’s activity takes place, physical time and 
effort barriers can also be reduced, made even lower by 
automated logging of basic documents and events (emails, 
documents, diary entries, etc.) [14]. Finally, a statistical 
analysis of logbooks of a group of learners that have done 
the same activity would give a synthetic vision of the 
group’s learning, and would be useful to all people 
involved in the learning. 

3.5 Communication and collaboration using mobile 
devices 

In the environment, learners have to find the same 
classical environment as they have in real life.  In this 
environment learners can ask for all questions whenever 
they need and they discuss a lot together of interesting or 
pointless subjects. 
 
The environment also support group communications by 
offering discussions, forums and shared workspaces where 
learners can exchange documents using podcasting tool.  
We distinguish between asynchronous and synchronous 
communication facilities.  Social contacts are a crucial 
point in learning situations. Learners should therefore be 
able to present themselves in a personal homepage with a 
photograph, a list of hobbies and other personal aspects. 
Such personal presentations are not toys, but they can help 
the learners to get into contact even more easily than in 
live classroom situations. There is a great potential in 
using mobile terminals for communication services. 
 
The communication and collaboration system launches a 
variety of communications options including text, audio, 
video, and whiteboard and provides for 1-to-many, many-
to-1, and 1-to-1 communication. It provides a powerful 
architecture for the development of new educational tools 
to enhance different modes of teaching and learning. It is 
ideally suited to mobile learning and able to integrate tools 
developed explicitly for mobile contexts. The opportunity 
is to leverage the platform to develop innovative tools that 
are applicable to (1) synchronous formal learning (e.g., 
classrooms) and (2) asynchronous informal learning (e.g., 
discussion in the cafeteria).  
 
There are a number of learning activities in formal 
educational environments (such as teacher-led classroom 
scenarios), which are ideally suited to mobile learning 
tools. Synchronous learning activities such as 
polling/voting and question and answer (where the system 
immediately collates all responses and presents an 
aggregate view of votes or answers to all learners) are 
ideal for pedagogically rich learning. 
 

Features which are unique to the system and which would 
enhance the learning include:  
 
 The ability to easily sequence activities into re-usable 

lesson plans (using a simple visual “drag and drop” 
lesson planner). 

 Recording of learner responses for later review by 
learners/teachers and the option for teachers to create 
“question & answer” activities with either anonymous 
or identified answers from learners (which provides a 
basis for more honest answers due to the lack of peer 
pressure). 
 

Informal learning scenarios (such as student discussion in 
a cafeteria) provide environments where mobile devices 
can support flexible, “on the fly” learning opportunities. 
Valuable learning activities in these contexts could be 
supported by a content sharing tool, and discussion forums 
and live chat/instant messaging for questions and 
responses to other learners or the teacher.  
 
Again, the environment provides unique features to 
support these activities by providing an environment to 
manage and deliver these tools in the context of 
asynchronous (and synchronous) informal learning, 
including recording of activities for later learner/teacher 
review, and creation of re-usable lesson plans (based 
around informal student learning using flexible toolsets). 

  4. Experimentation  

In Algeria, we evaluate the reading ability of student’s 
university by giving them reading comprehension tests. 
These tests typically consist of a short text followed by 
questions. Presumably, the tests are designed so that the 
reader must understand important aspects of the text to 
answer the questions correctly. For this reason, we believe 
that reading comprehension tests can be a valuable tool to 
assess the state of the art in natural language 
understanding. 
 
The main hypothesis of the present research study is as 
follow: the ongoing integration and utilization of the 
computer within the English language reading 
comprehension will firstly enhance the learners’ affect 
exemplified by high motivations, and self-confidence. 
Consequently, when learners are motivated, they learn 
better and acquire more knowledge.  
Secondly, empower the English teachers’ roles and 
responsibilities as active agents of pedagogical and 
technological change.  
The main objectives of the current work are to investigate, 
firstly, the validity of computer-assisted comprehension 
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reading and secondly, to attract both teachers and learners’ 
attention as to the crucial relevance of the urgent 
integration the computer in English language learning in 
Algerian university. This study was conducted in intranet-
based English language classroom with student of fifth 
year preparing the engineering degree of Computer 
Science Department in the Faculty of Engineering of the 
University of Batna, Algeria. Therefore, any obtained 
conclusions or results will apply of them. 
 
There is a myriad of appropriate methodologies for the 
study of different learning problems. The selection of one 
and the avoidance of other is not a simple task at all. The 
nature and purpose of the investigation and the population 
involved will help the research to which method to be 
dealt with. In our present research work which investigates 
the possibility to adopt and adapt the computer in English 
language as instructional means and the way it can affect 
positively the learners, we found it more convenient to opt 
for the experimental research methods.   
 
The Reading comprehension has come to be recognized as 
an active rather than a passive skill and its importance 
acknowledged in the acquisition of language. With the 
emergence of multimedia as teaching tools, it is being 
given renewed attention.  
 
To verify if comprehension is reached, the learners are 
invited to answer to short instructions written in English 
language, without required that they write them in the 
sentences forms. The tasks of comprehension credited on 
the marks-scale, which appears on the specific grid, 
provide for each support and are distributed to the learners 
[15]. 

4.1 Material 

Text has been used in an exploratory study with similar 
students, the findings of which showed the texts as 
suitable in terms of content and level. 
 
The text is general enough to be understood by students 
and do not require a deep specialist’s knowledge of the 
topic discussed. 
 
A set of multiple-choice comprehension questions was 
prepared for the text. All the questions were conceptual, 
focusing on main ideas and purpose of the writer, 
organization of the text. The multiple-choice format was 
chosen, despite much of the criticism on this method of 
testing, after a preliminary study with the open-ended 
format of questions which yielded too many divergent 
responses. 

4.2 Procedure 

Every student participated in two sessions separated by 2 
weeks. In the first session, the “Computer” text was used; 
in the second session, the “Network” text was used. In 
each session, the students of one group received the 
“computer” condition and other the “paper” condition. 
Thus, every student was exposed to the two contents 
(Computer and network), each content in one of two 
processing conditions (“paper” and “laptop”). In the first 
session, one group of the students used the paper sheets 
like support of work (reading and answering) for the 
“Computer text”; the other one used the laptops as work 
support for the “Network” text. In the second session, 
those students who had received the “laptop” condition in 
the first session received the “paper” condition for the 
“Computer” text, and those that had received the “paper” 
condition in the first session received the “laptop” 
condition for the “Network” text. The information 
concerning every session are summarized in the table 2.  
 
The test condition involved the following instructions:  
 
Read the following text. You have fifty minutes for this 
task. The conditions were explained to students who asked 
for clarification. The set of multiple-choice questions was 
distributed to the subjects with the text on their desks.  
 
After 5O min, all the materials were collected. The 
students has a good or a very good knowledge of 
computing and didn't know at all or a few about the 
principle application (two persons out of five knew a little 
its principle of working).  
 
The choice deliberated of this kind of people was 
conclusive because, contrary to beginners, they proved to 
be cooperative, and looked for testing the system, what 
helped us to identify the limits and weakness of this first 
version of the application.    
 
In our project, we proceeded to the experimentation of the 
understanding of English language by using our developed 
system.  In other words, we submit a text in English 
language to read, followed by exercises of Multiple 
Choice Question (MCQ) and True/False type on sheet of 
paper (classical method) for a group of users, and on a 
laptop for another group of users. The text to read and the 
exercises are elaborated by a specialist teacher at the 
department of English language of Batna University.  
 
The set of the proposed exercises are marked on 20 points.   
 
Our population is constituted of 20 students’ 4th year 
computing engineer distributed in two groups:   
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 10 students participate in this experimentation on 
sheets of paper. 

 10 students participate in this experimentation on 
laptop. 

 
The interest of this experimentation is to answer the 
following question: Does the use of sheet of paper in 
written comprehension is more efficient than the use of the 
laptop (H0 hypothesis)? To answer this question (H0 
hypothesis), Fisher statistical method is adopted.  
 
Among the 10 students, 5 students work in an individual 
way, two groups (formed of 2 and 3 students) work 
together, i.e. they collaborate to read and to understand the 
text and solve the proposed exercises together. The same 
thing is made for the experimentation on sheets of paper, 
but in that case, the students find the text and the exercises 
on a laptop and are marked in an automatic way. 
 
Every student participated in two sessions separated by 2 
weeks. In the first session, the “Computer” text was used; 
in the second session, the “Network” text was used. In 
each session, the students of one group received the 
“computer” condition and other the “paper” condition. 
Thus, every student was exposed to the two contents 
(Computer and network), each content in one of two 
processing conditions (“paper” and “laptop”). In the first 
session, one group of the students used the paper sheets 
like support of work (reading and answering) for the 
“Computer text”; the other one used the laptops as work 
support for the “Network” text. 
 
In the second session, those students who had received the 
“laptop” condition in the first session received the “paper” 
condition for the “Computer” text, and those that had 
received the “paper” condition in the first session received 
the “laptop” condition for the “Network” text. The 
information concerning every session are summarized in 
the table 2.  
 
The test condition involved the following instructions: 
Read the following text. You have fifty minutes for this 
task. The conditions were explained to students who asked 
for clarification. The set of multiple-choice questions was 
distributed to the subjects with the text on their desks. 
After 5O min, all the materials were collected. The 
students has a good or a very good knowledge of 
computing and didn't know at all or a few about the 
principle application (two persons out of five knew a little 
its principle of working).  
 
The choice deliberated of this kind of people was 
conclusive because, contrary to beginners, they proved to 
be cooperative, and looked for testing the system, what 

helped us to identify the limits and weakness of this first 
version of the application.    
 
In our project, we proceeded to the experimentation of the 
understanding of English language by using our developed 
system.  In other words, we submit a text in English 
language to read, followed by exercises of MCQ and 
True/False type on sheet of paper (classical method) for a 
group of users, and on a laptop for another group of users. 
The text to read and the exercises are elaborated by a 
specialist teacher at the department of English language of 
Batna University. The set of the proposed exercises are 
marked on 20 points.   
 
Our population is constituted of 20 students’ 4th year 
computing engineer distributed in two groups:   
 
10 students participate in this experimentation on sheets of 
paper.    
10 students participate in this experimentation on laptop. 
 
The interest of this experimentation is to answer the 
following question: Does the use of sheet of paper in 
written comprehension is more efficient than the use of the 
laptop (H0 hypothesis)? To answer this question (H0 
hypothesis), Fisher method is adopted [16].  
 
Among the 10 students, 5 students work in an individual 
way, two groups (formed of 2 and 3 students) work 
together, i.e. they collaborate to read and to understand the 
text and solve the proposed exercises together. The same 
thing is made for the experimentation on sheets of paper, 
but in that case, the students find the text and the exercises 
on a laptop and are marked in an automatic way. 

Table 2:  The groups of work  

Group 1 5 students working separately on laptop 

Group 2 5 students working separately on sheet of paper 
     
Group 1.s 

2 groups of students (2 or 3) working in 
collaboration on laptop 

Group 2.s 
2 groups of students working in collaboration on 
sheet of paper 

 

4.3 Statistic study 

Our main objective is to try to answer the following 
question:  “Is the traditional use of paper sheets as work 
support in the reading comprehension more effective than 
the use of the laptop concerning this population 
(assumption H0) ? “ 
 
By applying the Fisher method, one calculates the sum of 
square method, SS meth, and the sum of the residual, 
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SSres to reach the factor Fisher F. The results are available 
in figure 3 with: Degree of freedom = 3 and the critical 
point of Fisher F3,16 (0.05) = 3.23:   
From the obtained results we have F > F3,16 (0,05), 
therefore,  one rejects H0  i.e. the use of  laptop is more 
effective than the use of traditional paper sheets.   
 
One can note starting from the Fisher's result that the use 
of microcomputer by our learners helped us obtain a 
higher performance than working on the traditional 
paper sheet and we noted the collaborative learning with 
a help of a micro portable provided us with the better 
performances.   
 

 

Fig. 4 Fisher results 

By applying the Fisher method, one calculates the sum of 
square method, SS meth, and the sum of the residual, 
SSres to reach the factor Fisher F. The results are available 
in table 3 with: Degree of freedom = 3 and the critical 
point of Fisher F3,16 (0.05) = 3.23:   

From the obtained results we have F > F3,16 (0,05), 
therefore,  one rejects H0  i.e. the use of  laptop is more 
effective than the use of traditional paper sheets.   

One can note starting from the Fisher's result that the use 
of microcomputer by our learners helped us obtain a 
higher performance than working on the traditional 
paper sheet and we noted the collaborative learning with 
a help of a micro portable provided us with the better 
performances.   

4.3 Limitations 

The present study deals with four year learners’ poor 
reading performances at the department of Computer 
Science at Batna University.  Any conclusion drawn from 

the experiment will be limited to the targeted population 
only. 

 5. Future Trends  

We have started experimenting with the use of the 
environment in real teaching/learning situation. This 
experimentation allows us to collect information on the 
effective activities of the users. We can thus validate or 
question certain technical choices and determine with 
more precision the adaptations that have to be made to the 
integrated tools Feedback from a panel was very positive 
and the mobile aspect of environment was seen as a novel 
and interesting approach as a research tool.  A detailed 
evaluation of the effectiveness of the learning environment 
has yet to be completed. In prospect, the approach aims at 
developing in the learners other language skills, so that 
they can express themselves in foreign language. 

  6. Conclusion 

We presented in this paper an original approach for 
reading comprehension of English second foreign 
language by using web-based application. According to 
the study of the experimentation result, we can conclude 
that learning by computer doesn't stop evolving, and the 
learner finds a simple method of education.  
The obtained results supported our hypothesis that claims 
that the use of web based application can contribute in 
improving the students’ reading comprehension. 
Henceforth, we   recommend the generalization of this 
new technology in our schools and universities to allow 
students take a maximum advantage of it. 
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Abstract 
In this paper the problem of active fault tolerant control design 
for noisy systems described by Takagi-Sugeno fuzzy models is 
studied. The proposed control strategy is based on the known of 
the fault estimated and the error between the faulty system state 
and a reference system state. The considered systems are affected 
by actuator and sensor faults and have the weighting functions 
depending on the fault tolerant control. A mathematical 
transformation is used to conceive an augmented system in 
which all the faults affecting the initial system appear as actuator 
faults. Then, an adaptive proportional integral observer is used in 
order to estimate the state and the faults. The problem of 
conception of the proportional integral observer and of the fault 
tolerant control strategy is formulated in linear matrices 
inequalities which can be solved easily. To illustrate the 
proposed method, It is applied to the three tanks systems. 
Keywords: fault estimation, active fault tolerant control, 
proportional integral observer, nonlinear Takagi-Sugeno fuzzy 
models, actuator faults, sensor faults. 

1. Introduction 

State observers are always used to estimate system outputs 
by the known of the system model and some measures of 
the system control and output [27]. This estimation is 
compared to the measured value of the output to generate 
residuals. The residuals are used as reliable indicators of 
the process behavior. They are equal to zero if the system 
is not affected by faults. The residuals depend of faults if 
they are present.  There are three categories of faults 
detection methods: sensors faults detection, actuators 
faults detection and system faults detection. 
In most cases, processes are subjected to disturbances 
which have as origin the noises due to its environment and 
the model uncertainties. Moreover, sensors and/or 
actuators can be corrupted by different faults or failures. 
Many works are dealing with state estimation for systems 
with unknown inputs or parameter uncertainties.  In [37], 
Wang et al. propose an observer able to entirely 
reconstruct the state of a linear system in the presence of 
unknown inputs and in [28], to estimate the state, a model 
inversion method is used. Using the Walcott and Zak 

structure observer [36], Edwards et al. [7] and [8] have 
also designed a convergent observer using the Lyapunov 
approach. 

 
In the context of nonlinear systems described by Takagi-
Sugeno fuzzy models, some works tried to reconstruct the 
system state in spite of the unknown input existence. This 
reconstruction is assured via the elimination of unknown 
inputs [10]. Other works choose to estimate the unknown 
inputs and system state simultaneously [1], [12], [18], [23] 
and [30]. Unknown input observers can be used to 
estimate actuator faults provided they are assumed to be 
considered as unknown inputs. This estimation can be 
obtained by using a proportional integral observer [15], 
[17], [21-23]. That kind of observers gives some 
robustness property of the state estimation with respect to 
the system uncertainties and perturbations [4], [31]. 

 
Faults affecting systems have harmful effects on the 
normal behavior of the process and their estimation can be 
used to conceive a control strategy able to minimize their 
effects (named fault tolerant control (FTC)). A control 
loop can be considered fault tolerant if there exist 
adaptation strategies of the control law included in the 
closed-loop that introduce redundancy in actuators [38]. 
Fault Tolerant Control (FTC) is, relatively, a new idea in 
the research literature [5] which allows having a control 
loop that fulfils its objectives when faults appear [11], [16], 
[19] and [20] 
 
There are two main groups of control strategies: the active 
and the passive techniques. The passive techniques are 
control laws that take into account the faults appearance as 
system perturbations [38]. Thus, within certain margins, 
the control law has inherent fault tolerant capabilities, 
allowing the system to cope with the fault presence [38]. 
This kind of control is described in [5], [6] [25], [26], [32] 
and [33]. The active fault tolerant control techniques 
consist on adapting the control law using the information 
given by the FDI block [5], [16], [19], [20] and [40]. With 
this information, some automatic adjustments are done 
trying to reach the control objectives [38]. 
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In this paper, an active FTC strategy inspired from that 
given in [38] is proposed. In [38] Witczak et al. designed a 
FTC strategy for the class of discrete systems. This FTC is 
conceived using the error between the faulty and the 
reference system states.  However, in real cases the faulty 
system state is unknown. The main contribution in this 
work is to conceive the FTC for the case of non linear 
systems described by Takagi-Sugeno fuzzy models with 
weighting functions depending on the fault tolerant control. 
This case is not treated enough in the literature [11]. It is 
important to consider this system class because if the 
weighting functions are depending on the system input 
and if the system input changes because of the action of 
the fault affecting the system, the weighting functions 
must depend on the new system input. State and faults 
estimation is made using an adaptive proportional integral 
observer. A mathematical transformation is used to 
conceive an augmented system in which the sensor fault 
affecting the initial system appears as an actuator fault. 
The actuator fault is considered as an unknown input. 
Once the fault is estimated, the FTC controller is 
implemented as a state feedback controller. In this work 
the observer design and the control implementation can be 
made simultaneously.   
 
The paper is organized as follows. Section 2 recalls an 
elementary background about the Takagi-Sugeno fuzzy 
models (named also multiple models). In section 3 the 
proposed method of fault tolerant control design is 
presented. The application of the proposed control to the 
three tanks system is the subject of section 4.  

2. On the Takagi-Sugeno fuzzy systems 

Takagi–Sugeno fuzzy models are non linear systems 
described by a set of if–then rules which gives local linear 
representations of an underlying system [1], [12], [14] and 
[39] Such models can approximate a wide class of non 
linear systems [39]. They can even describe exactly some 
non linear systems [38] and [39].  
Each non linear dynamic system can be simply, described 
by a Takagi-Sugeno fuzzy model [35] and [34]. A Takagi-
Sugeno fuzzy model is the fuzzy fusion of many linear 
models [1-3], [12] and [30] each of them represents the 
local system behavior around an operating point. A 
Takagi-Sugeno model is described by fuzzy IF-THEN 
rules which represent local linear input/output relations of 
the non-linear system [38]. It has a rule base of M rules, 

each having p antecedents, where the thi  rule is expressed 

as: 

1 1:   IF    is    and ... and   is  

( ) ( ) ( )
              THEN : 

( ) ( )

i i i
p p

i i

i

R F F

x t A x t B u t

y t C x t

 

 
 

                         (1) 

in which 1 ... ,  ( 1... )i
ji M F j p   are fuzzy sets and 

1 2 ... p        is a known vector of premise 

variables [23] which may depend on the state, the input or 
the output.  
The final output of the normalized Takagi-Sugeno fuzzy 
model can be inferred as: 

1

1

( ) ( ( ))( ( ) ( ))

( ) ( ( )) ( )

M

i i i
i

M

i i
i

x t t A x t B u t

y t t C x t
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


 


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





                                (2) 

The weighting functions ( ( ))i t   are non linear and 

depend on the decision variable ( )t . 

The weighting functions are normalized rules defined as: 

1

1
1

( ( ))
( ( ))

( ( ))

p
ij

i M
p

jj
j

T t
t

T t

 
 

 









                                             (3) 

where ( ( ))i t   is the grade of membership of the premise 

variable ( )t  and T  denotes a t-norm. The weighting 

functions satisfy the sum convex property expressed in the 
following equations:  

1

0 ( ( )) 1   and   ( ( )) 1
M

i i
i

t t   


                              (4) 

If, in the equation which defines the output, we impose 
that 1 2 ... MC C C C    , the output of the model (2) is 

reduced to: ( ) ( )y t Cx t  and the Takagi-Sugeno fuzzy 

model becomes: 

1

( ) ( ( ))( ( ) ( ))

( ) ( )

M

i i i
i

x t t A x t B u t

y t Cx t

 



 


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
                              (5) 

This model, known also as Takagi-Sugeno multiple 
model, has been initially proposed, in a fuzzy modeling 
framework, by Takagi and Sugeno [34] and in a multiple 
model modeling framework in [13] and [29]. This model 
has been largely considered for analysis [29], [34] and [9], 
modeling [13] and [41], control [21] and  [9]  and state 
estimation [1-3], [12], [22], [23] and [30 ] of non linear 
systems.  
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3. Active fault tolerant control design 

A non linear system described by multiple model can be 
expressed as follow: 

1

( ) ( ( )) ( ) ( )

( ) ( )

M

i i
i

x t u t A x t Bu t

y t Cx t





 


 


                                    (6) 

where ( ) nx t R is the state vector, ( ) ru t R  is the input 

vector, ( ) my t R   the output vector and ,iA B and C are 

known constant matrices with appropriate dimensions. 
The scalar M represents the number of local models. 
Consider the following nonlinear Takagi-Sugeno model 
affected by actuator and sensor faults and measurement 
noise: 

1

( ) ( ( )) ( ) ( ) ( )

( ) ( ) ( ) ( )

M

f i f i f f a
i

f f s
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
             (7) 

where ( ) n
fx t R   is the state vector, ( ) r

fu t R  is the 

fault tolerant control which will be conceived, ( ) m
fy t R  

is the output vector. ( )af t and ( )sf t are respectively the 

actuator and sensor faults which are assumed to be 
bounded and ( )w t  represents the measurement noise. 

,E F and D are respectively the faults and the noise 
distribution matrices which are assumed to be known. 
Let us define the following states [15]: 
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where A is a stable matrix with appropriate dimension. 
Defining the two augmented states ( )X t  and ( )fX t as:  

( ) ( ) ( )
TT TX t x t z t     and ( ) ( ) ( )

TT T
f f fX t x t z t    , 

these two augmented state vectors can be written: 
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and 
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with: 
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,
0a

B
B

 
  
 

, 

0
aD

AD

 
  
 

 and  0aC I ,                                      (11) 

A proportional integral observer is used to estimate the 
augmented state ( )fX t and the generalized fault ( )f t . It is 

given by the following equations: 

1

1

ˆˆ ˆ( ) ( ( ))( ( ) ( )) ( ) ( )

ˆ( ) ( ( )) ( )

ˆ ˆ( ) ( )

M

f i f ai f i f a f a
i

M

i f i f
i

a

X t u t A X t K Y t B u t E f t

f t u t LY t

Y t C X t










   


 

 






 

 

                                                                                       (12) 

where ˆ ( )fX t is the estimated system state, ˆ ( )f t represents 

the estimated fault, ˆ ( )fY t is the estimated output, iK are 

the proportional gains of the local observers and iL are 

their integral gains to be computed and ˆ( ) ( ) ( )f f fY t Y t Y t  .  

The fault tolerant control ( )fu t is conceived on the base of 

the strategy described by the following expression [38].  
ˆ ˆ( ) ( ) ( ( ) ( )) ( )f fu t Sf t G X t X t u t                             (13) 

where S and G are two constant matrices with appropriate 
dimensions.  

Let us define ( )X t  the error between the states ( )X t  and 

( )fX t , ( )fX t  the estimation error of the state ( )fX t   

and ( )f t  the fault estimation error : 

( ) ( ) ( )

ˆ( ) ( ) ( )

ˆ( ) ( ) ( )

f

f f f

X t X t X t

X t X t X t

f t f t f t

 

 

 







                                                 (14) 

Choosing the matrix S verifying a aE B S , the dynamics 

of ( )X t  is given by: 

1
1

( ) ( ) ( )

= ( ( ))( ) ( ) ( ) ( ) ( )

f

M

i ai a a a f
i

X t X t X t

u t A B G X t E f t B GX t t


 

   

  

 
  (15) 

with : 

1
1

( ) ( ( ) ( )) ( ) ( )
M

i f i ai f a
i

t u t u t A X t D w t 


                (16) 

The dynamic of ( )fX t   can be written: 
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2
1

( ) ( ) ( )

          = ( ( ))( ) ( ) ( ) ( )

f f f

M

i ai i a f a
i

X t X t X t

u t A K C X t E f t t


 

  

  


 (17) 

with : 

2
1

( ) ( ( ) ( ))( ) ( ) ( )
M

i f i ai i a f a
i

t u t u t A K C X t D w t 


         (18) 

The dynamic of the fault error estimation is: 

3
1

ˆ( ) ( ) ( )

      ( ( )) ( ) ( )
M

i i a f
i

f t f t f t

u t L C X t t


 

   

 


                          (19) 

with : 

3
1

( ) ( ( ) ( )) ( ) ( ) ( )
M

i f i i a f a
i

t u t u t L C X t D w t f t 


       (20) 

The equations (15), (17) and (19) can be rewritten: 
( ) ( ) ( )mt A t t                                                           (21) 

where :  

( )

( ) ( )

( )

f

X t

t X t

f t



 
 

  
 
  







, 
1

2

3

( )

( ) ( )

( )

t

t t

t


 
   
  

and 
1

( ( ))
M

m i mi
i

A u t A


   

                                                                                       (22) 
where 

0

0 0

ai a a a

mi ai i a a

i a

A B G B G B

A A K C B

L C

  
   
  

                           (23) 

Considering the Lyapunov function ( ) ( ) ( )TV t t P t  , the 

generalized error vector ( )t converges to zero if ( ) 0V t  , 

( ) 0V t   if  0   1...T
mi miA P PA i M     . 

The problem of robust state and faults estimation and of 
the fault tolerant control design is reduced to find the 
gains K  and L  of the observer and the matrix G to 
ensure an asymptotic convergence of the generalized error 
vector ( )t  toward zero if ( ) 0t   and to ensure a 

bounded error in the case where ( ) 0t  , i.e.: 

lim ( ) 0                  for ( ) 0

( ) ( )      for ( ) 0
t

Q Q

t t

t t t
 

 

   


 

 
                             (24) 

where 0   is the attenuation level. To satisfy the 
constraints (13), it is sufficient to find a Lyapunov 
function ( )V t  such that: 

2( ) ( ) ( ) ( ) ( ) 0T TV t t Q t t Q t                              (25) 

where Q  and Q  are two positive definite matrices.  

The inequality (25) can be written: 

( ) ( )
0

( ) ( )

T
t t

t t

 
 
   

    
   

                                                     (26) 

where: 

2

T
m mA P PA Q P

P Q





  
   

  
                                 (27) 

Choosing Q Q I   and assume that the Lyapunov 

matrix P  has the form: 2 3( , , )diag I P P , the matrix   is 

written : 

1

( ( ))
M

i i
i

u t


                                                           (28) 

where: 

11

22 23 2

32 3 3

1 01

2 2 02

3 3 03

0 0

0 0

0 0

0 0 0 0

0 0 0 0

0 0 0 0

i a a

T T
a i i

T
a i

i

B G B I

G B P

B I P

I I

P I

P I






  
 
   
   
 
 
 
  

 (29) 

with: 

11 1

22 2 2 2 2 2

23 2 3

32 23

T T T
i ai a ai a

T T T
i ai i a ai a i

T T
i a a i

T
i

A B G A G B I

P A P K C A P C K P I

P B C L P

     

     

  

  

             (30) 

0   if  0   1...i i M    , the inequalities 0i  are 

bilinear, they can be linearised using the changes of 
variables : 2 2i iU P K  and 3 3i iU P L . The observer gains 

are then computed using the equations: 
1

2 2

1
3 3

i i

i i

K P U

L P U








                                                                 (31) 

Summarizing the following theorem can be proposed: 
Theorem: 
The system (21) describing the evolution of the errors 

( ), ( )fX t X t   and ( )f t  is stable if there exist symmetric 

definite positive matrices 2P and 3P and matrices 

3 2,i iU U and G ,  1...i M so that the LMI 0i   are 

verified  1...i M  where : 

11

22 23 2

32 3 3

1 01

2 2 02

3 3 03

0 0

0 0

0 0

0 0 0 0

0 0 0 0

0 0 0 0

i a a

T T
a i i

T
a i

i

B G B I

G B P

B I P

I I

P I

P I






  
 
   
   
 
 
 
  

 (32) 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     92 

 

and: 

11 1

22 2 2 2 2 2 2

23 2 3

32 23

T T T
i ai a ai a

T T T
i ai i ai a i

T T
i a a i

T
i

A B G A G B I

P A P U A P C U I

P B C U

     

     

  

  

                  (33) 

The observer gains are obtained by:  
1

3 3i iL P U  and 1
2 2i iK P U  

4. Application to the three tanks system   

The main objective of this part is to show the robustness 
of the proposed method by its application to a hydraulic 
process made up of three tanks [3] and [34].  

 

Fig. 1 Three tanks system  

The considered system is affected simultaneously by 
sensor and actuator faults. The three tanks 1 2,T T , and 3T  

with identical sections  , are connected to each others by 
cylindrical pipes of identical sections nS . The output 

valve is located at the output of tank 2T ; it ensures to 

empty the tank filled by the flow of pumps 1 and 2 with 
respectively flow rates 1Q  and 2Q . Combinations of the 

three water levels are measured. The pipes of 
communication between the tanks are equipped with 
manually adjustable ball valves, which allow the 
corresponding pump to be closed or open. The three levels 

1 2,x x  and 3x  are governed by the constraint 1 3 2x x x  ; 

the process model is given by the equation (33). Indeed, 
taking into account the fundamental laws of conservation 
of the fluid, one can describe the operating mode of each 
tank; one then obtains a non linear model expressed by the 
following state equations [3] and [41] 

1/ 21
1 1 3 1 1

1/ 22
3 3 2

1/ 2
2 2 2 2

1/ 23
1 1 3 3

3

(2 ( ( ) ( ))) ( ) . ( )

(2 ( ( ) ( )))

           (2 ( ( )) ( ) . ( )

(2 ( ( ) ( ))) . ( )

                          (2

n a

n

n a

n a

n

dx
S g x t x t Q t Qf f t

dt
dx

S g x t x t
dt

S g x t Q t Qf f t

dx
S g x t x t Qf f t

dt

S

 

 



 



    

  

  

   

 1/ 2
3 2( ( ) ( )))g x t x t











 


(34) 

where 1 2,   and 3  are constants, ( )af t  is the actuator 

fault regarded as an unknown input.  / , 1...3iQf f i  

denote the additional mass flows into the tanks caused by 
leaks and g  is the gravity constant. The multiple model, 

with ( ) ( )t u t  , which approximates the non linear 

system (34), is: 

1

( ) ( ( ))( ( ) ( ) ( ) )

( ) ( ) ( ) ( )

M

i i a i
i

s

x t t A x t Bu t Ef t d

y t Cx t Ff t Dw t

 



   


   


     (35) 

The matrices ,i iA B , and id  are calculated by linearizing 

the initial system (34) around four points chosen in the 
operation range of the system. Four local models have 
been selected in a heuristic way. That number guarantees a 
good approximation of the state of the real system by the 
multiple models [3] and [41]. The following numerical 
values were obtained: 

1

0.0109 0 0.0109

0 0.0206 0.0106

0.0109 0.0106 0.0215

A

 
   
  

, 3
1

2.86

10 0.38

0.11

d 
 
   
  

 

2

0.0110 0 0.0110

0 0.0205 0.0104

0.0110 0.0104 0.0215

A

 
   
  

, 3
2

2.86

10 0.34

0.038

d 
 
   
  

 

3

0.0084 0 0.0084

0 0.0206 0.0095

0.0084 0.0095 0.0180

A

 
   
  

, 3
3

3.7

10 0.14

0.69

d 
 

   
  

 

4

0.0085 0 0.0085

0 0.0205 0.0095

0.0085 0.0095 0.0180

A

 
   
  

, 3
4

3.67

10 0.18

0.62

d 
 
   
  

 

1 0
1

0 1

0 0
iB



 
   
  

,

1 1 1

1 1 0

0 1 0

C

 
   
  

 

In the following, the functions 1 2,Qf Qf  and 3Qf  are 

constant, the numerical application are performed with: 
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 410 1...4iQf i    and  0,t x , 9.8g  , 1 0.78,   

2 0.78   and 3 0.75  , 55*10nS  and 0.0154  . 

The two actuator faults signals  1 2( ) ( ) ( )a a af t f t f t  

are defined as: 

1

sin(0.4 ),    for  15 75s
( )

0,    elswerea

t s t
f t

  
 


 and  

2

0.3,    for  20 70s

( ) 0.5,    for  70s

0,    elswere
a

s t

f t t

 
 



 

It is supposed that a sensor fault ( )sf t  is affecting the 

system. This fault is defined as follows: 

 1 2( ) ( ) ( )s s sf t f t f t with: 

1

0,    for  35s
( )

0.6,    for  35ss

t
f t

t


  

 and 

2

0,    for  25s
( )

sin(0.6 ),    for  25ss

t
f t

t t


  
 

The chosen weighting functions depends on the system 
input ( )u t . They have been created on the basis of 

Gaussian membership functions. Figure (2) shows their 
time-evolution showing that the system is clearly 
nonlinear since  , 1,..., 4i i  are not constant functions. 

 

Fig. 2. Weighting functions 

Choosing, 10  A I   the 1 2 3 4 1 2 3 4, , , , , , , ,K K K K L L L L and 

G  computation gives: 1.2936  , 

1

37.57 11.81 18.60

26.93 8.46 23.66

12.26 27.19 31.1

3.78 39.31 20.545

L

 
 
 
  
 
 

2

37.16 11.1 20.35

27.73 8.56 23.34

21.75 53.53 49.31

11.23 74.74 33.12

L

 
 
 
  
 
 

3

37.98 10.65 22.71

30.44 8.71 24.84

32.98 81.68 71.08

18.38 113.29 47.59

L

 
  
  
 
 

4

36.87 10.1 22.74

30.96 8.56 24.05

43.14 106.16 92.72

24.36 148.41 62.18

L

 
 
 
  
 
 

 

1

5.24 1.17 14

15.32 17.34 39.18

7.40 1.30 9.80

0.47 5.87 3.80

0.08 8.87 2.12

4.93 3.29 14.11

K

   
 
 
   

  
 
 
 
  

2

-4.67 1.20 12.76

13.85 20.79 40.87

9.07 1.29 8.01

3.88 6.37 5.61

2.36 4.68 4.49

5.99 3.977 11.88

K

 
 
 
   

  
 
 
 
  

 

3

3.91 2.67 13.4

10.22 25.26 45.13

10.14 1.40 7.17

9.05 5.74 6

4.56 0.03 4.28

7 5.03 9.81

K

  
 
 
   

  
   

 
 
  

4

3.79 6.85 12.68

9.01 26.6 36.03

11.86 1.24 5.94

13.37 6.66 7.90

6.86 3.94 5.54

8.47 3.65 5.40

K

  
 
 
   

  
 
 
 
  

 

2.44 2.99 1.96 4.35 3.17 7.58

0.53 4.53 7.53 2.52 5.43 1.02
G

   
     

 

The obtained results are shown in figures (3) to (7).   

 

Fig. 3. Actuator faults and their estimation  

Figure (3) visualizes the two actuator faults ( 1( )af t  and 

2 ( )af t ) and their estimations, the two sensor faults 

( 1( )sf t  and 2 ( )sf t ) and their estimations are represented 

in figure (4). In figure (5), the state error estimation is 
visualized. 
These three figures show that the proposed observer 
permits to estimate simultaneously the sensor and actuator 
faults and the system state.  The application of the 
proposed method to the three tanks system shows its 
robustness. Simulation results show that the fault is 
estimated well and the effect of the measurement noise is 
minimized. This method allows estimating well the sensor 
and actuator faults even in the case of time-varying faults. 
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Fig. 4. Sensor faults and their estimation 

 

Fig. 5. state error estimation 

 
 

Fig.6. error between  x and xf 

 

      Fig. 7. Fault tolerant control uf 

Figure (6) shows the time-evolution of the error ( )X t  

between the reference state ( )x t  and the faulty state ( )fx t . 

This error converges toward zero. So the application of the 
conceived fault tolerant control law ( )fu t  to the faulty 

system let the behavior of the system affected by the 
sensor and the actuator fault similar to the reference 
system behavior. The action of the proposed fault tolerant 
control is quick.  
Fault and state estimation is very important because the 
fault and state estimated are used to conceive the fault 
tolerant control strategy. This control is shown in the 
figure (7) 

5. Conclusion 

This work proposes a direct application of the use of 
proportional integral observer to the fault tolerant control 
design. This control was conceived for systems described 
by Takagi-Sugeno fuzzy models with weighting function 
depending on the FTC. The proposed method is based on 
the estimation of the state and faults affecting the system. 
To make faults estimation, a mathematical transformation 
was used to conceive an augmented system in which the 
sensor fault affecting the initial system appears as an 
actuator fault. Then an adaptive proportional integral 
observer is used to estimate simultaneously actuator and 
sensor faults and the system state. The main contribution 
in this work is that the considered systems have the 
weighting functions depending on the fault tolerant control 
which is a very important case and is the subject of few 
works and in the use of the mathematical transformation 
and the proportion integral observer to estimate time-
varying sensor and actuator faults.  The FTC controller is 
implemented as a state feedback controller. This controller 
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is designed such that it can stabilize the faulty plant using 
Lyapunov theory and LMIs.  
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Abstract 

Spatial data plays a key role in 
numerous applications such as network 
traffic, distributed security applications 
such as banking, retailing, etc., The 
spatial data is  essential mine, useful for 
decision making and the knowledge 
discovery of interesting facts from large 
amounts of data. Many private 
institutions, organizations collect the 
number of congestion on the network 
while packets of data are sent, the flow 
of data and the mobility of the same. In 
addition other databases provide the 
additional information about the client 
who has sent the data, the server who 
has to receive the data, total number of 
clients on the network, etc. These data 
contain a mine of useful information for 
the network traffic risk analysis. Initially 
study was conducted to identify and 
predict the number of nodes in the 
system; the nodes can either be a client 
or a server. It used a decision tree that 
studies from the traffic risk in a network. 
However, this method is only based on 
tabular data and does not exploit geo 
routing location.  Using the data, 
combined to trend data relating to the 
network, the traffic flow, demand, load, 
etc., this work aims at deducing relevant 
risk models to help in network traffic 
safety task.  

The existing work provided a 
pragmatic approach to multi-layer geo-
data mining. The process behind was to 
prepare input data by joining each layer 

table using a given spatial criterion, then 
applying a standard method to build a 
decision tree. The existing work did not 
consider multi-relational data mining 
domain. The quality of a decision tree 
depends, on the quality of the initial data 
which are incomplete, incorrect or non 
relevant data inevitably leads to 
erroneous results. The proposed model 
develops an ant colony algorithm 
integrated with GA for the discovery of 
spatial trend patterns found in a network 
traffic risk analysis database. The 
proposed ant colony based spatial data 
mining algorithm applies the emergent 
intelligent behavior of ant colonies. The 
experimental results on a network traffic 
(trend layer) spatial database show that 
our method has higher efficiency in 
performance of the discovery process 
compared to other existing approaches 
using non-intelligent decision tree 
heuristics. 
Keywords: Spatial data mining, Network 
Traffic, ACO, GA 
1. Introduction 

Data mining is the process of 
extracting patterns from large data sets 
by combining methods from statistics 
and artificial intelligence with database 
management. Given an informational 
system, data mining is seen to be used as 
an important tool to transform data into 
business intelligence process. It is 
currently used in wide range of areas 
such as marketing, surveillance, fraud 
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detection, and scientific discovery. 
Automatic data processing is the result 
of the increase in size and complexity of 
the data set. This has been used in other 
areas of computer science as neural 
networks, support vector machines, 
genetic algorithms and decision trees.  A 
primary reason for using data mining is 
to assist in the analysis of collections of 
observations of network user behavior.   

Spatial data mining try to find 
patterns in geographic data. Most 
commonly used in retail, it has grown 
out of the field of data mining, which 
initially focused on finding patterns in 
network traffic analysis, security threats 
over a period of time, textual and 
numerical electronic information. It is 
considered to be more complicated 
challenge than traditional mining 
because of the difficulties associated 
with analyzing objects with concrete 
existences in space and time. Spatial 
patterns may be discovered using 
techniques like classification, 
association, and clustering and outlier 
detection. New techniques are needed 
for SDM due to spatial auto-correlation, 
importance of non-point data types, 
continuity of space, regional knowledge 
and separation between spatial and non-
spatial subspace. The explosive growth 
of spatial data and widespread use of 
spatial databases emphasize the need for 
the automated discovery of spatial 
knowledge. Our focus of this work is on 
the methods of spatial data mining, i.e., 
discovery of interesting knowledge from 
spatial data of network traffic patterns. 
Spatial data are related to traffic data 
objects that occupy space. 

 
The institutions concern the 

routing network studies the application 
of data mining techniques for network 

traffic risk analysis. The proposed work 
aims at spatial feature of the traffic load 
and demand requirements and their 
interaction with the geo routing 
environment. In previous work, the 
system has implemented some spatial 
data mining methods such as 
generalization and characterization. The 
proposal of this work uses intelligent ant 
agent to evaluate the search space of the 
network traffic risk analysis along with 
usage of genetic algorithm for risk 
pattern.  
 
2. Literature Review 

 
Spatial data mining fulfills real 

needs of many geomantic applications. It 
allows taking advantage of the growing 
availability of geographically referenced 
data and their potential richness. This 
includes the spatial analysis of risk such 
as epidemic risk or network traffic 
accident risk in the router. This work 
deals with the method of decision tree 
for spatial data classification. This 
method differs from conventional 
decision trees by taking account implicit 
spatial relationships in addition to other 
object attributes. Ref [2, 3] aims at 
taking account of the spatial feature of 
the packets transmissions and their 
interaction with the geographical 
environment. 

 
How are spatial data handled in 

usual data mining systems? Although 
many data-mining applications deal at 
least implicitly with spatial data they 
essentially ignore the spatial dimension 
of the data, treating them as non-spatial. 
This has ramifications both for the 
analysis of data and for their 
visualization. First, one of the basic tasks 
of exploratory data analysis is to present 
the salient features of a data set in a 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org  99 

 

format understandable to humans. It is 
well known that visualization in 
geographical space is much easier to 
understand than visualization in abstract 
space. Secondly, results of a data mining 
analysis may be suboptimal or even be 
distorted if unique features of spatial 
data, such as spatial autocorrelation 
([7]), are ignored. In sum, convergence 
of GIS and data mining in an Internet 
enabled spatial data mining system is a 
logical progression for spatial data 
analysis technology. Related work in this 
direction has been done by Koperski and 
Han, Ester et al. [4, 9]. 

 
Rather than aggregate data, 

Gridfit [1] avoids overlap in the 2D 
display by repositioning pixels locally. 
In areas with high overlap, however, the 
repositioning depends on the ordering of 
the points in the database, which might 
be arbitrary. Gridfit places the first data 
item found in the database at its correct 
position, and moves subsequent 
overlapping data points to nearby free 
positions, making their placement 
quasirandom. Cartograms [5] are another 
common technique dealing with 
advanced map distortion.  Cartogram 
techniques let data analysts trade shape 
against area and preserve the map’s 
topology to improve map visualization 
by scaling polygonal elements according 
to an external parameter. Thus, in 
cartogram techniques, the rescaling of 
map regions is independent of a local 
distribution of the data points. A 
cartogram-based map distortion provides 
much better results, but solves neither 
the overlap nor the pixel coherence 
problems. Even if the cartogram 
provides a perfect map distortion (in 
many cases, achieving a perfect 
distortion is impossible), many data 
points might be at the same location, and 

there might be little pixel coherence. 
Therefore, cartogram-based distortion is 
primarily a preprocessing step. 
 

In [8] the author proposes an 
Improved Ant Colony Optimization 
(IACO) and Hybrid Particle Swarm 
Optimization (HPSO) method for 
SCOC. In the process of doing so, the 
system first use IACO to obtain the 
shortest obstructed distance, which is an 
effective method for arbitrary shape 
obstacles, and then the system develop a 
novel HPKSCOC based on HPSO and 
K-Medoids to cluster spatial data with 
obstacles, which can not only give 
attention to higher local constringency 
speed and stronger global optimum 
search, but also get down to the 
obstacles constraints. Spatial clustering 
is an important research topic in Spatial 
Data Mining (SDM). Many methods 
have been proposed in the literature, but 
few of them have taken into account 
constraints that may be present in the 
data or constraints on the clustering. 
These constraints have significant 
influence on the results of the clustering 
process of large spatial data. In this 
project, the system discuss the problem 
of spatial clustering with obstacles 
constraints and propose a novel spatial 
clustering method based on Genetic 
Algorithms (GAs) and KMedoids, called 
GKSCOC, which aims to cluster spatial 
data with obstacles constraints.[9] 
 
3. Genetic and ACO Based Spatial 
Data Mining Model 

Before data mining algorithms 
can be used, a target data set must be 
collected. As data mining only uncover 
patterns already present in the data, the 
target dataset must be large enough to 
contain these patterns. A common source 
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for data is a data mart or data warehouse. 
Pre-process is essential to analyze the 
multivariate datasets before clustering or 
data mining. The target set is then 
cleaned. Cleaning removes the 
observations with noise and missing 
data. The clean data are reduced into 
feature vectors, one vector per 
observation. A feature vector is a 
summarized version of the raw data 
observation. This might be turned into a 
feature vector by locating the eyes and 
mouth in the image. The feature vectors 
are divided into two sets, the "training 
set" and the "test set". The training set is 
used to "train" the data mining 
algorithm(s), while the test set is used to 
verify the accuracy of any patterns found 

The proposed spatial data mining 
model uses ACO integrated with GA for 
network risk pattern storage. The 
proposed ant colony based spatial data 
mining algorithm applies the emergent 
intelligent behavior of ant colonies. The 
proposed system handle the huge search 
space encountered in the discovery of 
spatial data knowledge. It applies an 
effective greedy heuristic combined with 
the trail intensity being laid by ants 
using a spatial path. GA uses searching 
population to produce a new generation 
population. The proposed system 
develops an ant colony algorithm for the 
discovery of spatial trends in a GIS 
network traffic risk analysis database. 
Intelligent ant agents are used to 
evaluate valuable and comprehensive 
spatial patterns. 
3.1. Geo-Spatial Data Mining  

 
Data volume was a primary 

factor in the transition at many federal 
agencies from delivering public domain 
data via physical mechanisms 
Algorithmic requirements differ 

substantially for relational (attribute) 
data management and for topological 
(feature) data management Geographic 
data repositories increasingly include ill 
structured data such as imagery and geo 
referenced multimedia. The strength of 
network GIS is in providing a rich data 
infrastructure for combining disparate 
data in meaningful ways by using spatial 
proximity.  
 

The next logical step to take 
Network GIS analysis beyond 
demographic reporting to true market 
intelligence is to incorporate the ability 
to analyze and condense a large number 
of variables into a single forecast or 
score. This is the strength of predictive 
data mining technology and the reason 
why there is such a true relationship 
between Network GIS & data mining. 
Depending upon the specific application, 
Network GIS can combine historical 
customer or retail store sales data with 
syndicated demographic, business, 
network traffic, and market research 
data. This dataset is then ideal for 
building predictive models to score new 
locations or customers for sales 
potential, cross-selling, targeted 
marketing, customer churn, and other 
similar applications. Geospatial data 
repositories tend to be very large. 
Moreover, existing GIS datasets are 
often splintered into feature and attribute 
components that are conventionally 
archived in hybrid data management 
systems. Algorithmic requirement differ 
substantially for relational (attribute) 
data management and for topological 
(feature) data management. 

 
3.2 Ant Colony Optimization 

 
Ant colony Optimization 

algorithm (ACO), a probabilistic 
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technique is deployed for evaluating 
spatial data inference from network 
traffic patterns which find load and 
demand at various instances. In the 
natural world, ants (initially) wander 
randomly, and upon finding food return 
to their colony while laying down 
pheromone trails. If other ants find such 
a path, they are likely not to keep 
traveling at random, but to instead 
follow the trail, returning and reinforcing 
it if they eventually find food. 

 
Ant Colony Optimization (ACO) 

is a paradigm for designing meta-
heuristic algorithms for combinatorial 
optimization problems. Meta-heuristic 
algorithms are algorithms which, in 
order to escape from local optima, drive 
some basic heuristic, either a 
constructive heuristic starting from a 
null solution and adding elements to 
build a good complete one, or a local 
search heuristic starting from a complete 
solution and iteratively modifying some 
of its elements in order to achieve a 
better one. The metaheuristic part 
permits the low level heuristic to obtain 
solutions better than those it could have 
achieved alone, even if iterated. The 
characteristic of ACO algorithms is their 
explicit use of elements of previous 
solutions 

Over time, however, the 
pheromone trail starts to evaporate, thus 
reducing its attractive strength. The more 
time it takes for an ant to travel down the 
path and back again, the more time the 
pheromones have to evaporate. A short 
path, by comparison, gets marched over 
faster, and thus the pheromone density 
remains high as it is laid on the path as 
fast as it can evaporate. Pheromone 
evaporation has also the advantage of 
avoiding the convergence to a locally 

optimal solution. If there were no 
evaporation at all, the paths chosen by 
the first ants would tend to be 
excessively attractive to the following 
ones. In that case, the exploration of the 
solution space would be constrained. 

Thus, when one ant finds a good 
(i.e., short) path from the colony to a 
food source, other ants are more likely to 
follow that path, and positive feedback 
eventually leads all the ants following a 
single path. The idea of the ant colony 
algorithm is to mimic this behavior with 
"simulated ants" walking around the 
graph representing the problem to solve. 

3.3 Genetic Algorithm 

 The proposed algorithm of 
spatial clustering based on GAs is 
described in the following procedure. 
Divide an individual risk pattern of the 
network traffic generating objects 
(chromosome) into n part and each part 
is corresponding to the classification of a 
datum element. The optimization 
criterion is defined by a Euclidean 
distance among the data frequently, and 
the initial number of packets that has to 
be sent is produced at random. Its 
genetic operators are similar to standard 
GA’s. This method can find the global 
optimum solution and not influenced by 
an outlier, but it only fits for the 
situation of small network traffic risk 
pattern data sets and classification 
number. 

4. Experimental Evaluation 
 

ACO with GA integration SPDM 
model is proposed to be tested in the 
framework of network traffic risk 
analysis. The analysis is done on a 
spatial database provided in the 
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framework of an industrial collaboration. 
It contains data on the number of packets 
to be sent and others on the number of 
nodes that is ready to be served in the 
network. The objective is to construct a 
predictive model. The system model 
looks correspondences between the 
packet and the other trend layers as the 
number of nodes, time taken for the 
packet to reach at the other end etc. It 
applies classification by decision tree 
while integrating the number of packets 
to be transmitted via spatial character 
and their interaction with the 
geographical environment. The 
experimental evaluation is made on a 
geographical network traffic (trend 
layer) spatial database to depict higher 
efficiency in performance of the 
discovery process. It proves that better 
quality of trend patterns discovered 
compared to other existing approaches 
using non-intelligent decision tree 
heuristics. Reliable data constitute the 
key to success of a decision tree. An 
efficient parallel and near global 
optimum search for network traffic risk 
patterns are evaluated using genetic 
algorithm. It combines the concept of 
survival of the fittest with a structured 
interchange. GAs imitates natural 
selection of the biological evolution. 
Improvements in the identification of 
high or low risk areas can assist the 
emergency preparedness planning and 
resource evaluation. 

 
4.1 Spatial Data Mining on Netw ork 

Traffic Risk Patterns 
 

Spatial data mining on network 
traffic risk pattern focuses on the human 
vulnerability in built environments. It 
considers issues like differences between 
common and rare collision, commuting 
of people, and relations between 

accidents and networks. Visualization 
and interaction helps to understand the 
dependencies within and between data 
sets. Visualization supports formulating 
hypotheses and answering questions 
about correlations between certain 
variables and collision. Explorative 
visualization may reveal new variables 
relevant to the model and relevance of 
already used variables. It is highly 
required to analyze the correlations 
combine spatial data analysis methods 
with visualization. Risk model 
development is an interactive and 
explorative process. 
 
4.2 ACO on SPDM 
 

ACO has been recently used in 
some data mining tasks, e.g. 
classification rule discovery. 
Considering the challenges faced in the 
problem of spatial trend detection, ACO 
suggest efficient properties in these 
aspects. Ant agents search for the trend 
starting from their own start point in a 
completely distributed manner. This 
guides the search process to infer to a 
better subspace potentially containing 
more and better trend patterns. Finally 
some measures of attractiveness can be 
defined for selecting a feasible spatial 
object from the neighborhood graph. 
ACO on SPDM Effectively guide the 
trend detection process of an ant ACO 
has been recently used in some data 
mining tasks, e.g., classification rule 
discovery. Considering the challenges 
faced in the problem of spatial trend 
detection, ACO suggest efficient 
properties in these aspects. Ant agents 
search for the trend starting from their 
own start point in a completely 
distributed manner. Finally some 
measures of attractiveness can be 
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defined for selecting a feasible spatial 
object from the neighborhood graph. 
 
4.3 Spatial Clustering GA 
 

Genetic algorithms are an 
efficient parallel and near global 
optimum search method based on nature 
genetic and selection. GA combines the 
concept of survival of the fittest with a 
structured interchange. Gas imitates 
natural selection of the biological 
evolution. It uses searching population 
(set) to produce a new generation 
population. GAs automatically achieve 
and accumulate the knowledge about the 
search space. GA adaptively controls the 
search process to approach a global 
optimal solution. GA performs well in 
highly constrained problems, where the 
number of “good” solutions is very small 
relative to the size of the search space. 
GAs provides better solution in a shorter 
time, including complex problems to 
solve by traditional methods. 
 
5. Result and Discussions 

The proposed results provide 
spatial decision trees for network traffic 
risk patterns with optimized route 
structure with the ant agents. The 
proposed model classifies objects 
according to spatial information (using 
the ant agent and the distance 
pheromone). Spatial classification 
provided by the proposed scheme is 
simple and efficient. It allows adapting 
to different decision tree algorithm for 
the spatial modeling of network traffic 
risk patterns. It uses the structure of geo-
data in multiple trend layers which is 
characteristic of geographical databases. 
Finally, the quality of this analysis is 
improved by enriching the spatial 
database by multiple geographical 
trends, and by a close collaboration with 

a domain specialist in traffic risk 
analysis. The advantage of proposed 
technique allows the end-user to 
evaluate the results without any 
assistance by an analyst or statistician. 
Gas automatically achieve and 
accumulate the knowledge about the 
search space of the ACO. GA adaptively 
controls the traffic risk pattern search 
process to approach a global optimal 
solution. Perform well in highly 
constrained traffic risk pattern, where the 
number of “good” solutions is very small 
relative to the size of the search space.  

 
The current application results 

show a use case of spatial decision trees. 
The contribution of this approach to 
spatial classification lies in its simplicity 
and its efficiency. It makes it possible to 
classify objects according to spatial 
information (using the distance). It 
allows adapting any decision tree 
algorithm or tool for a spatial modeling 
problem. Furthermore, this method 
considers the structure of geo-data in 
multiple trends (patterns) which is 
characteristic of geographical databases. 
The graph below indicates the number of 
trends found and paths examined using 
SPDM Decision Tree and SPDM-ACO-
GA models for traffic risk pattern 
analysis. 
 
6. Conclusion 

The Spatial data mining system 
of ACO with GA have shown that 
network traffic risk patterns are 
discovered efficiently and recorded in 
the genetic property for avoiding the 
collision risk in highly dense spatial 
regions. The proposal of our system 
analyzes existing methods for spatial 
data mining and mentioned their 
strengths and weaknesses. The variety of 
yet unexplored topics and problems 
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makes knowledge discovery in spatial 
databases an attractive and challenging 
research field. This work gives an 
efficient approach to multi-layer geo-
data mining. The main idea is to prepare 
input data by joining each layer table 
using a given spatial criterion, then 
applying a standard method to build' a 
decision tree. The most advantage is to 
demonstrate the feasibility and the 
interest of integrating neighborhood 
properties when analyzing spatial 
objects. Our future work will focus on 
adapting recent work in multi-relational 
data mining domain, in particular on the 
extension of the spatial decision trees 
based on neural network. Another 
extension will concern automatic 
filtering of spatial relationships. The 
system will study of its functional 
behavior and its performances for 
concrete cases, which has never been 
done before. Finally, the quality of this 
analysis could be improved by enriching 
the spatial database by other 
geographical trends, and by a close 
collaboration with a domain specialist in 
traffic risk analysis. Indeed, the quality 
of a decision tree depends, on the whole, 
of the quality of the initial data. 
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Abstract 

This paper describes a new electronic official seal stamping 
based on Group Signature, USB Key. Bill/Contract in E-
commerce must be seal stamped to gain tamper proof and non-
repudiation. The seal stamping control is designed based on the 
certificate-based public key. This technique is more efficient for 
generating and verifying individual/group signatures in terms of 
computational efforts and communication costs. Web page 
electronic seal-stamping system is implemented which has been 
adopted by CNBAB platform since Mar., 2008. 
Keywords: Digital Signature, Self certified public key, Seal 
Stamp, USB key 

1. Introduction 

CNBAB [1][2][3] is an e-commerce platform which 
constructs a credit worthy trade environment and provides 
financing channels for Chinese small and medium-sized 
enterprise (SME) and even small enterprises. CNBAB has 
carried an operation in Shandong province and achieved a 
great success. CNBAB adopts a brand new business 
pattern called BAB (Business agent business) [4]. 
Business Agent is an agent who handles business affairs 
for another, especially one who deals with employers. An 
agent is a representative who acts on behalf of other 
persons/organizations. BAB pattern can provide credit 
guarantee and solve quickly transactional fund storage for 
SMEs. CNBAB constructs an aggregate called agent to 
guarantee reliable trading environment by combining 
banks, the government, the digital authentication centre 
and third party quality supervision institutions, in which 
every party undertakes different responsibility throughout 
the entire trading process. There are three kinds of users 
and eighteen kinds of agent staffs in CNBAB.  
 
Enterprise user or individual user can become register by 
registering in CNBAB. Register user can apply for 
becoming contracted user. Contracted user can trade in 
CNBAB platform. Contracted user can apply for 
becoming core user by submitting appointed materials to 
CNBAB and banks. If these materials are materials are 
audited to pass, contracted user can become core user. 

CNBAB launches trade-currency service similar to short 
term loans for core user to resolve financing problem. 
Trade currency guarantees trade between users, banks 
guarantees the value of trade-currency to assure smooth 
trade steps. 
 
After achieving a transaction between users, both sides 
need to sign a contract. And in sequence every stage of 
trade process, users need to fill in some bills and agent 
staffs need to audit these bills; some agent staffs need to 
fill in some bills and other agent staffs need to audit these 
bills. There are twenty-six kinds of contract templates and 
sixteen kinds of bills in CNBAB. Bill/contract must be 
seal-stamped to gain tamperproof and non-repudiation. 
 
Seal-stamping on web page is a method that allows a 
person to ‘seal’ documents in a manner parallel to the 
traditional seal. Seal-stamping on web page can be 
regarded as electrification of the traditional seal and the 
handwritten signature. Combining the digital signature 
with the seal image prevent bill/contract from altering and 
denying. 
 
2. Literature Survey 

2.1 Web page seal-stamping and verify 

CNBAB is developed in java language based on IBM 
Rational Application Developer IDE using JSF web 
framework and hibernate Middleware, adopts Oracle 10g 
release 2 as DBMS and IBM Web sphere as application 
server. CNBAB has 600,000 lines code approximately. 
 
Seal-stamping control based on proposed digital signature 
scheme using self-certified public key is an ActiveX 
control on client which is available in IE browser. It is 
developed in C++ language based on Microsoft Visual 
Studio 2008 IDE. It provides JavaScript interface 
functions, the most important two functions are sign and 
verify. Internal specific cryptography operations of the 
two functions are described in “Signature generation and 
verification” section. Sign function executes seal-stamping 
operation. Verify function verifies the validity of public 
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key and signature, but the verification of the public key is 
accomplished within the signature verification Procedure. 
 
As compared with seal-stamping control designed based 
on the certificate-based public key [5][6], this control is 
more efficient for generating and verifying signatures in 
terms of computational efforts and communication costs. 
 
After Users/agent staff logins CNBAB, there appears a 
web page include many menu items according to their 
individual rights. And there is a session bean storing user 
information, including key-information. There is a table 
recording username and corresponding public key in 
database. 
 
When user views a contract, user/agent staff views a bill 
by 
clicking a menu item on web page, corresponding 
functional page is opened. According to the status of 
bill/contract and the privileges of user/agent staff, web 
page backend business logic judges whether there is a 
seal-stamping button on the page. If web page contains 
seal-stampings, control will verify the validity of every 
signature, then valid seal image is showed if passing 
verify, otherwise invalid seal image. 
 
2.2 Web page Seal-Stamping 
 
There is a processing step on server side before 
corresponding functional page is opened. Entire 
bill/contract page’s html data is converted into XML data, 
stored as a property of page bean. 
 
If bill/contract need to be seal-stamped by user/agent staff, 
a seal-stamping control and a seal-stamping button are 
inserted in the right position of the page. User/agent staff 
can trigger the seal-stamping button. After this button 
being triggered, control executes following steps 
accomplished on client. 
 
(1) Examines whether there is a valid USB key on 
computer USB interface. If yes, require user /agent staff 
input USB key PIN; if no, prompt user to insert USB key. 
 
(2) Examines whether this USB key is owned by login 
person according to public key information. 
 
(3) Reads seal image in USB key, then sign organized 
XML data (mentioned at the beginning of this section) 
using private key in USB key, then seal image is inserted 
into the web page and floats above the web page 

automatically. Signature data include the signature 
value of organized XML data, seal image and public 

key. At the same time, signature data is assigned to 
a hidden html element in bill/contract web page 
whose value is corresponding to a property of page bean. 

The maximum size of signature data is 15K, commonly 
4K. 
 
Thus, seal-stamping finished. After saving bill/contract, 
organized XML data and signature data is saved into 
database and the status of bill/contract is updated. When 
agent staff needs to audit bill, only if all seal image is 
valid, there is a seal-stamping button in the right position 
of page. 
 
2.3 Verify 
 
When user/agent staff views seal-stamped web page, all 
seal-stamping controls execute verify operation. There is a 
processing step on server side before corresponding 
functional page is opened. Data before signature and after 
signature for every seal-stamping must be retrieved from 
database to verify the validity of signature, stored as two 
property of page bean. According to CNBAB SRS [7], at 
most there are three seal stamps in a web page, commonly 
two. 
 
If signature passes verify, controls in web page show valid 
Seal image, otherwise invalid seal image. 
 
2.4 Digital Signature 
 

A digital signature or digital signature scheme is a 
mathematical scheme for demonstrating the authenticity of 
a digital message or document. A valid digital signature 
gives a recipient reason to believe that the message was 
created by a known sender, and that it was not altered in 
transit. Digital signatures are commonly used for software 
distribution, financial transactions, and in other cases 
where it is important to detect forgery or tampering. 

 
Digital signatures are often used to implement electronic 
signatures, a broader term that refers to any electronic data 
that carries the intent of a signature, but not all electronic 
signatures use digital signatures. In some countries, 
including the United States, India, and members of the 
European Union, electronic signatures have legal 
significance. However, laws concerning electronic 
signatures do not always make clear whether they are 
digital cryptographic signatures in the sense used here, 
leaving the legal definition, and so their importance, 
somewhat confused. 
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Digital signatures employ a type of asymmetric 
cryptography. For messages sent through a nonsecure 
channel, a properly implemented digital signature gives 
the receiver reason to believe the message was sent by the 
claimed sender. Digital signatures are equivalent to 
traditional handwritten signatures in many respects; 
properly implemented digital signatures are more difficult 
to forge than the handwritten type. Digital signature 
schemes in the sense used here are cryptographically 
based, and must be implemented properly to be effective. 
Digital signatures can also provide non-repudiation, 
meaning that the signer cannot successfully claim they did 
not sign a message, while also claiming their private key 
remains secret; further, some non-repudiation schemes 
offer a time stamp for the digital signature, so that even if 
the private key is exposed, the signature is valid 
nonetheless. Digitally signed messages may be anything 
representable as a bit string: examples include electronic 
mail, contracts, or a message sent via some other 
cryptographic protocol. 

As organizations move away from paper documents with 
ink signatures or authenticity stamps, digital signatures 
can provide added assurances of the evidence to 
provenance, identity, and status of an electronic document 
as well as acknowledging informed consent and approval 
by a signatory. The United States Government Printing 
Office (GPO) publishes electronic versions of the budget, 
public and private laws, and congressional bills with 
digital signatures. Universities including Penn State, 
University of Chicago, and Stanford are publishing 
electronic student transcripts with digital signatures. 

Below are some common reasons for applying a digital 
signature to communications: 

Authentication: Although messages may often include 
information about the entity sending a message, that 
information may not be accurate. Digital signatures can be 
used to authenticate the source of messages. When 
ownership of a digital signature secret key is bound to a 
specific user, a valid signature shows that the message was 
sent by that user. The importance of high confidence in 
sender authenticity is especially obvious in a financial 
context. For example, suppose a bank's branch office 
sends instructions to the central office requesting a change 
in the balance of an account. If the central office is not 
convinced that such a message is truly sent from an 
authorized source, acting on such a request could be a 
grave mistake. 

Integrity: In many scenarios, the sender and receiver of a 
message may have a need for confidence that the message 
has not been altered during transmission. Although 
encryption hides the contents of a message, it may be 
possible to change an encrypted message without 
understanding it. (Some encryption algorithms, known as 
nonmalleable ones, prevent this, but others do not.) 
However, if a message is digitally signed, any change in 
the message after signature will invalidate the signature. 
Furthermore, there is no efficient way to modify a 
message and its signature to produce a new message with 
a valid signature, because this is still considered to be 
computationally infeasible by most cryptographic hash 
functions 

Non-repudiation: Non-repudiation, or more specifically 
non-repudiation of origin, is an important aspect of digital 
signatures. By this property an entity that has signed some 
information cannot at a later time deny having signed it. 
Similarly, access to the public key only does not enable a 
fraudulent party to fake a valid signature. 

2.5 Group Signature 
 
Based on digital signature scheme, we develop an                        
ActiveX control on client to accomplish seal-stamping and 
verify. As compared with seal-stamping control designed 
based on the certificate-based public key [8][9], this 
control is more efficient for generating and verifying 
signatures in terms of computational efforts and 
communication costs. Further, we propose an electronic 
seal stamping based on Group signature which overcomes 
the disadvantages and retains all merits of the original 
scheme. 
 
Group signatures allow individual members to make 
signatures on behalf of the group while providing, all 
previously proposed schemes are not very efficient and are 
also not to secure. 
 
Group signatures allow individual members to make 
signatures on behalf of the group. Group oriented 
signature is a method to distribute the ability to sign 
among a set of users in such a way that only certain 
subsets of a group of users can collaborate to produce a 
valid signature on any given message. A group signature 
scheme has the following three properties 
 
(1) Only legal member of the group can sign messages.  
(2) The receiver can verify that it is indeed a valid group                         
signature, but cannot discover which group member made 
it.  
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(3) In the case of a later dispute, the signer can be 
identified by either the group members together or a group 
authority. 
 
Group signature scheme with signature claiming and 
variable linkability is a digital signature scheme with three 
types of participants: A group manager, an open authority, 
and group members. It consists of the following 
procedures:  
 
 Setup: For a given security parameters, the group 

manager produce system-wide public parameters and 
a group manager master key for group membership 
certificate generation.  
 

 Join: An interactive protocol between a user and the 
group manager. The user obtains a group 
membership certificate to become a group member. 
The public certificate and the user’s identity 
information are stored by the group manager in a 
database for future use.  

 
 Sign: Using his group membership certificate and his 

private key, a group member creates an anonymous 
group signature for a message.  

 
 Verify: A signature is verified to make sure it 

originates from a legitimate group member without 
the knowledge of which particular one.  

 
 Open: Given a valid signature, an open authority 

discloses the underlying group membership 
certificate.  

 
 Claim (Self-trace): A group member creates a proof 

that he created a particular signature.  
 
 Claim Verify: A party verifies the correctness of the 

claiming transcript. Similar to a group signature, our 
signature scheme should satisfy the following 
properties:  

 
 Correctness: Any valid signature can be correctly 

verified by the Verify protocol and a valid claiming 
proof can be correctly verified.  

 
 Forgery-Resistance: A valid group membership 

certificate can only be created by a user and the 
group manger through Join protocol.  

 
 Anonymity: It is infeasible to identify the real signer 

of a signature except by the open authority or if the 
signature has been claimed.  

 

 Unlinkability: It is infeasible to link two different 
signatures of the same group member.  

 
 Non-framing: No one (including the group manager) 

can sign a message in such a way that it appears to 
come from another user if it is opened.  

 Non-appropriation: No one (including the group 
manager) can make a valid claim for signature which 
they did not create. 

3. Proposed Signature Scheme using Self-
Certified Public keys 

3.1 System Model 

In the system environments, there exists a DUC (Digital 
Authentication Centre). The responsibilities of digital 
authentication centre are to generate the system parameters 
and to issue users’ public keys. Stages of the proposed 
signature scheme include the system setup, the 
registration, the signature generation and verification. 
 
In the system setup stage, digital authentication centre 
generates system parameters, including digital 
authentication centre’s private key and public key pair. In 
the registration stage, digital authentication centre deals 
with the registration requests submitted by a registering 
user for issuing self certified public keys. After that, 
digital authentication centre publishes all self-certified 
public keys and sends each user a witness. Note that 
digital authentication centre does not need to generate any 
certificates for these public keys. With the received 
witness and the secret shadow, each user can solely 
compute his private key.  
 
Moreover, each user could directly verify the validity of 
his self-certified public key with his private key, which 
demands on any additional public key Certificate. It 
should be assured that digital authentication centre does 
not have any useful knowledge of any user’s private key. 
Note that the validity of signature and the authenticity of 
the signer have self-certified public key can be 
simultaneously verified in the signature verification. 

3.2 Realization of the Proposed Scheme 

Following the system model as mentioned in the previous 
section, we propose a signature scheme using self-certified 
public keys in this section. The system setup, the 
registration, the signature generation and verification are 
described below in detail. 
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3.2.1 System Setup 

Initially, digital authentication centre chooses a one-way 
hash function h, a large primes p such that p −1 has also a 
large prime factor (e.g. (p −1) / 2) and a generator g of 
Z*p. 
 
Then digital authentication centre randomly selects an 
integer a (a [1, p − 2]) and computes 
 

         (1) 
 
The parameters b, g, p are published by digital 
authentication centre while a is kept secret. 
 
3.2.2 Registration 
 
When a user Ui with identity  IDi wants to join the system, 
the procedure for generating self-certified private-
key/public-key pair is described below. 
 
Step 1: Ui chooses a random integer j in 
Z*p ( j  [1, p − 2]), j is co-prime with p −1, computes 
 

     (2) 
and Ui sends {IDi, u} to digital authentication center for 
registration. Then he proves to digital authentication 
center that she knows j without revealing it by using an 
interactive zero knowledge proof. 
 
Step 2: Upon receiving {ID, ui} digital authentication 
center selects a random integer k , computes the public key 
for Ui as 
 

       (3) 
and solves x in the equation using extended Euclidean 
algorithm 
 

       (4) 
 

Step 3: Digital authentication centre returns (Pi , IDi , x) to 
Ui , who calculates: 
 

    (5) 
So that, 
 

    (6) 
 
U ’s secret key is si and self-certified public key is  Pi . Ui 
computes solely his private key, so level 3 [10] is reached. 
Ui can check the validity of Pi by verifying (6). The 
correctness of the verification for the self-certified public 
key is shown through the following theorems. 

 
Theorem 1: The self-certified public key Pi is valid 
provided that (6) holds. 
 
Proof:  Substituting IDi with (4), we can rewrite (6) as 
 

   (7) 
combining (5), (1), (2), (3), we can infer (6). 
       If Ui wants to prove his identity to some verifier, he 
can perform the following procedure: 
 
Step 1:  Ui sends { IDi , Pi} to the verifier, who computes 
 

    (8) 
 
Step 2:  Ui selects a random integer  ri in Z*p computes 
 

     (9) 
and sends ti to the verifier. 
 
Step 3:  The verifier randomly selects an integer k in Z*p  

and sends it to Ui. 
 
Step 4: Ui computes 
 

     (10) 
Step 5: The verifier checks the following verification 
equation: 
 

    (11) 
 
If it holds, then the verifier accepts the validity of the 
identity of Ui , otherwise rejects the identity claimed by Ui 
. 
 
Note that no additional certificate is required when 
verifying the validity of the identity of Ui , since Pi is self- 
certified. Except for Ui , another user cannot infer  si from 
Pi and all available  public information, under the 
cryptographic assumptions that the discrete logarithm 
problems are hard [5]. 
 
Also note that digital authentication centre might 
impersonate Ui  by randomly choosing a random integer j’, 
computing public key Pi΄ and private key si΄ by (2), (3), 
(4), and (5). The forged public key Pi΄ will pass the 
verification check in. (6). 
 
However, the existence of two valid public keys linked to 
Ui gives the proof that digital authentication centre is 
dishonest. 
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4.  Signature Generation & Verification 

4.1 Signature Generation 
 
Let M be the signing message. To generate the signature 
for M , each user Ui performs the following procedure: 
 Ui first chooses an random integer wi in Z*p and then 
computes the signature for M , i.e., (ri ,xi ) where 
 

     (12) 
 

    (13) 
 
4.2 Signature Verification 
 
Upon receiving M and its signature (ri ,xi ), the 
verifier checks the following signature verification 
equation: 
 

   (14) 

If it holds, then the verifier accepts the validity of the 
signature, otherwise rejects the signature 
 
Theorem 2:  If (13) holds, then the signature of M is 
verified, and meanwhile, the public key of Ui is 
authenticated. 
Proof: Raising both sides of (12) to exponents with the 
base Pi yields 
 

   (15) 
 
Thus, (ri ,xi ) are verified if Pi is authenticated 
 
 
4.3 Group Signature Generation & verification 
 
If all individual signatures are verified, then CLK 
computes 

    (16) 
 

    (17) 
 
Thus (R, S) is the group signature of M with respect to G. 
To verify the group signature, any verifier checks the 
following equality: 
 

 (18) 
 

If it holds, then (R, S) is a valid group signature of M 
signed by G with the self certified public key YG [11], 
[12], [13]. 
 

5.  USB Key 
 
USB Key is a smart hardware of USB interface within 
CPU, memory and chip operating systems (COS) inside. It 
is used to store user’s self certified private key/ public key 
pair and watermarked seal image. The procedure for 
generating self certified private-key/public-key pair is 
described in “REGISTRATION”. User/Agent staff seal is 
scanned into computer to seal image. After Hollow 
processing, semitransparent processing, Gray Processing, 
Seal image is returned into USB key at the same time seal 
image is watermarked using User’s private key. Inside 
USB key, there are algorithms to verify private-
key/public-key pair and watermark seal image. 
 
Each USB key has PIN protection [14]. Since PIN is input 
on the computer, then the attacker may get PIN by 
program. If the user does not take USB key in time, the 
attacker may pass the fake authentication through having 
gotten PIN. So there is dynamic password algorithm inside 
USB key to work out frequently changed, unpredictable 
and one time valid password, so that PIN may be produced 
dynamically. Even if the attacker can get the last PIN, it 
has been already disposable. Time stamp can be 
implemented with the USB key. This can be considered as 
future work. 
 
6. Conclusions 
 
In this paper, we present a group signature scheme using 
self certified key. Electronic commerce, commonly known 
as e-commerce or ecommerce, consists of the buying and 
selling of products or services over electronic systems 
such as the Internet and other computer networks. 
Bill/Contract in E-commerce must be seal stamped to gain 
tamper proof and non-repudiation. Non-repudiation refers 
to a state of affairs where the purported maker of a 
statement will not be able to successfully challenge the 
validity of the statement or contract. The term is often seen 
in a legal setting wherein the authenticity of a signature is 
being challenged. In such an instance the authenticity is 
being "repudiated".The seal stamping control is designed 
based on the certificate-based public key. This technique 
is more efficient for generating and verifying 
individual/group signatures in terms of computational 
efforts and communication costs. The security of the 
proposed scheme is based on the hash function. 
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Abstract 

In remote sensing, image fusion technique is a useful tool 
used to fuse high spatial resolution panchromatic images 
(PAN) with lower spatial resolution multispectral images 
(MS) to create a high spatial resolution multispectral of 
image fusion (F) while preserving the spectral information 
in the multispectral image (MS).There are many PAN 
sharpening techniques or Pixel-Based image fusion 
techniques that have been developed to try to enhance the 
spatial resolution and the spectral property preservation of 
the MS. This paper attempts to undertake the study of 
image fusion, by using two types of pixel –based image 
fusion techniques i.e. Arithmetic Combination and 
Frequency Filtering Methods of Pixel-Based Image Fusion 
Techniques.  The first type includes Brovey Transform 
(BT), Color Normalized Transformation (CN) and 
Multiplicative Method (MLT). The second type include 
High-Pass Filter Additive Method (HPFA),  High –
Frequency- Addition Method (HFA) High Frequency 
Modulation Method (HFM) and The Wavelet transform-
based fusion method (WT). This paper also devotes to 
concentrate on the analytical techniques for evaluating the 
quality of image fusion (F) by using various methods 
including Standard Deviation (SD), EntropyሺEn), 
Correlation Coefficient (CC), Signal-to Noise Ratio (SNR), 
Normalization Root Mean Square Error (NRMSE) and 
Deviation Index (DI) to estimate the quality and degree of 
information improvement of a fused image quantitatively. 

 
Keywords: Image Fusion; Pixel-Based Fusion; Brovey 
Transform; Color Normalized; High-Pass Filter ; 

Modulation, Wavelet transform. 
 

1. INTRODUCTION 
 

   Although    Satellites remote sensing image fusion 
has been a hot research topic of remote sensing image 
processing [1]. This is obvious from the amount of 
conferences and workshops focusing on data fusion, 
as well as the special issues of scientific journals 
dedicated to the topic. Previously, data fusion, and in 

particular image fusion belonged to the world of 
research and development. In the meantime, it has 
become a valuable technique for data enhancement in 
many applications. More and more data providers 
envisage the marketing of fused products. Software 
vendors started to offer pre-defined fusion methods 
within their generic image processing packages [2].  

Remote sensing offers a wide variety of image data 
with different characteristics in terms of temporal, 
spatial, radiometric and Spectral resolutions. 
Although the information content of these images 
might be partially overlapping [3],  imaging systems 
somehow offer a tradeoff between high spatial and 
high spectral resolution,  whereas no single system 
offers both. Hence, in the remote sensing community, 
an image with ‘greater quality’ often means higher 
spatial or higher spectral resolution, which can only 
be obtained by more advanced sensors [4]. However, 
many applications of satellite images require both 
spectral and spatial resolution to be high. In order to 
automate the processing of these satellite images new 
concepts for sensor fusion are needed. It is, therefore, 
necessary and very useful to be able to merge images 
with higher spectral information and higher spatial 
information [5]. 

     The term  “fusion”  gets several words to appear, 
such as merging, combination, synergy, integration 
… and several others that express more or less the 
same concept have since appeared in literature [6]. 
Different definitions of data fusion can be found in 
literature, each author interprets this term differently 
depending his research interests, such as [7-8] . A 
general definition of data fusion can be adopted as 
fallowing “Data fusion is a formal framework which 
expresses means and tools for the alliance of data 
originating from different sources. It aims at 
obtaining information of greater quality; the exact 
definition of ‘greater quality’ will depend upon the 
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application” [11-13]. Image fusion forms a subgroup 
within this definition and aims at the generation of a 
single image from multiple image data for the 
extraction of information of higher quality. Having 
that in mind, the achievement of high spatial 
resolution, while maintaining the provided spectral 
resolution, falls exactly into this framework [14]. 

2. Pixel-Based Image Fusion Techniques 
 

    Image fusion is a sub area of the more general 
topic of data fusion [15]. Generally, Image fusion 
techniques can be classified into three categories 
depending on the stage at which fusion takes place; it 
is often divided into three levels, namely: pixel level, 
feature level and decision level of representation [16, 
17] . This paper will focus on pixel level image 
fusion. The pixel image fusion techniques can be 
grouped into several techniques depending on the 
tools or the processing methods for image fusion 
procedure. It is grouped into four classes: 1) 
Arithmetic Combination techniques (AC) 2) 
Component Substitution fusion techniques (CS) 3) 
Frequency Filtering Methods (FFM) 4) Statistical 
Methods (SM). This paper focuses on using tow 
types of pixel –based image fusion techniques 
Arithmetic Combination and Frequency Filtering 
Methods of Pixel-Based Image Fusion Techniques.  
The first type is included BT; CN; MLT and the last 
type includes HPFA; HFA HFM and WT. In this 
work to achieve the fusion algorithm and estimate the 
quality and degree of information improvement of a 
fused image quantitatively used programming in VB. 
 

To explain the algorithms through this report, Pixels 
should have the same spatial resolution from two 
different sources that are manipulated to obtain the 
resultant image. So, before fusing two sources at a 
pixel level, it is necessary to perform a geometric 
registration and a radiometric adjustment of the 
images to one another. When images are obtained 
from sensors of different satellites as in the case of 
fusion of SPOT or IRS with Landsat, the registration 
accuracy is very important. But registration is not 
much of a problem with simultaneously acquired 
images as in the case of Ikonos/Quickbird PAN and 
MS images. The PAN images have a different spatial 
resolution from that of MS images. Therefore, 
resampling of MS images to the spatial resolution of 
PAN is an essential step in some fusion methods to 
bring the MS images to the same size of PAN, , thus 
the resampled MS images will be noted by Μ୩  that 
represents the set of  DN of band k in the resampled 
MS image . Also the following notations will be used: 

Ρ as DN for PAN image, F୩ the DN in final fusion 
result for band k. Mഥ ୩ Pഥ  , σP, σMౡ

Denotes the local 
means and standard deviation calculated inside the 
window of size (3, 3) for M୩and Ρ respectively. 

3. The AC Methods  

          This category includes simple arithmetic 
techniques. Different arithmetic combinations have 
been employed for fusing MS and PAN images. They 
directly perform some type of arithmetic operation on 
the MS and PAN bands such as addition, 
multiplication, normalized division, ratios and 
subtraction which have been combined in different 
ways to achieve a better fusion effect. These models 
assume that there is high correlation between the 
PAN and each of the MS bands [24]. Some of the 
popular AC methods for pan sharpening are the BT, 
CN and MLM. The algorithms are described in the 
following sections. 

3.1 Brovey Transform (BT) 

      The BT, named after its author, uses ratios to 
sharpen the MS image in this method [18]. It was 
created to produce RGB images, and therefore only 
three bands at a time can be merged [19]. Many 
researchers used the BT to fuse a RGB image with a 
high resolution image [20-25].The basic procedure of 
the BT first multiplies each MS band by the high 
resolution PAN band, and then divides each product 
by the sum of the MS bands. The following equation, 
given by [18], gives the mathematical formula for the 
BT: 

ሻ࢐,࢏ሺ࢑ࡲ ൌ
ሻ࢐,࢏ሺࡼሻൈ࢐,࢏ሺ࢑ࡹ

∑ ࢑ሻ࢐,࢏ሺ࢑ࡹ
                (1) 

The BT may cause color distortion if the spectral 
range of the intensity image is different from the 
spectral range covered by the MS bands.  

3.2 Color Normalized Transformation (CN) 

    CN is an extension of the BT [17]. CN transform 
also referred to as an energy subdivision transform 
[26]. The CN transform separates the spectral space 
into hue and brightness components. The transform 
multiplies each of the MS bands by the p imagery, 
and these resulting values are each normalized by 
being divided by the sum of the MS bands. The CN 
transform is defined by the following equation [26, 
27]: 

ሻ࢐,࢏ሺ࢑ࡲ ൌ
൫࢑ࡹሺ࢐,࢏ሻା૚.૙൯൫ࡼሺ࢐,࢏ሻା૚.૙൯ൈ૜.૙

∑ ࢑ሻ࢐,࢏ሺ࢑ࡹ ା૜.૙
െ 1.0        (2) 
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(Note: The small additive constants in the equation 
are included to avoid division by zero.) 

3.3 Multiplicative Method (MLT) 

    The Multiplicative model or the product fusion 
method combines two data sets by multiplying each 
pixel in each band k of MS data by the corresponding 
pixel of the PAN data. To compensate for the 
increased  brightness, the square root of the mixed 
data set is taken. The square root of the 
Multiplicative data set, reduce the data to 
combination reflecting the mixed spectral properties 
of both sets. The fusion algorithm formula is as 
follows [1; 19 ; 20]:  

ሻ࢐,࢏ሺ࢑ࡲ ൌ ඥ࢑ࡹሺ࢐,࢏ሻ ൈ  ሻ        (3)࢐,࢏ሺࡼ

4. Frequency Filtering Methods (FFM) 

Many authors have found fusion methods in the 
spatial domain (high frequency inserting procedures) 
superior over the other approaches, which are known 
to deliver fusion results that are spectrally distorted to 
some degree [28] Examples of those authors are [29-
31]. 

Fusion techniques in this group use high pass filters, 
Fourier transform or wavelet transform to model the 
frequency components between the PAN and MS 
images by injecting spatial details in the PAN and 
introducing them into the MS image. Therefore, the 
original spectral information of the MS channels is 
not or only minimally affected [32].  Such algorithms 
make use of classical filter techniques in the spatial 
domain. Some of the popular FFM for pan 
sharpening are the HPF, HFA, HFM and the WT 
based methods. 

4.1 High-Pass Filter Additive Method (HPFA) 

The High-Pass Filter Additive (HPFA) technique 
[28] was first introduced by Schowengerdt (1980) 
as a method to reduce data quantity and increase 
spatial resolution for Landsat MSS data [33]. HPF 
basically consists of an addition of spatial details, 
taken from a high-resolution Pan observation, into 
the low resolution MS image [34]. The high 
frequencies information is computed by filtering 
the PAN with a high-pass filter through a simple 
local pixel averaging, i.e. box filters. It is 
performed by emphasize the detailed high 
frequency components of an image and 
deemphasize the more general low frequency 
information [35]. The HPF method uses standard 

square box HP filters. For example, a 3*3 pixel 
kernel given by [36],  which is used in this study: 

ுܲ௉ி ൌ
ଵ

ଽ
൥
െ1 െ1 െ1
െ1 8 െ1
െ1 െ1 െ1

൩     (4) 

In its simplest form, The HP filter matrix is occupied 
by “-1” at all but at the center location. The center 
value is derived byࢉ ൌ ࢔  כ െ ࢔  ૚, where ࢉ is the 
center value and ࢔ כ  is the size of the filter box ࢔
[28]. The HP are filters that comput a local average 
around each pixel in the PAN image.  
The extracted high frequency components of ࡲࡼࡴࡼ 
superimposed on the MS image [1] by simple 
addition and the result divided by two to offset the 
increase in brightness values [33]. This technique can 
improve spatial resolution for either colour 
composites or an individual band [16]. This is given 
by [33]: 

࢑ࡲ ൌ
ሺ࢑ࡹାࡲࡼࡴࡼሻ

૛
      (5) 

The high frequency is introduced equally without 
taking into account the relationship between the 
MS and PAN images. So the HPF alone will 
accentuate edges in the result but loses a large 
portion of the information by filtering out the low 
spatial frequency components [37].      

4.2 High –Frequency- Addition Method (HFA) 

High-frequency-addition method [32] is a technique 
of filter techniques in spatial domain similar the 
previous technique, but the difference between them 
is the way how to extract the high frequencies. In this 
method, to extract the PAN channel high frequencies; 
a degraded or low-pass-filtered version of the 
panchromatic channel has to be created by applying 
the following set of filter weights (in a 3 x 3 
convolution filter example) [38]: 

௅ܲ௉ி ൌ
ଵ

ଽ
൥
1 1 1
1 1 1
1 1 1

൩      (6) 

A low pass or smoothing filter, which corresponds to 
computing a local average around each pixel in the 
image, is achieved. Since the goal of contrast 
enhancement is to increase the visibility of small 
detail in an image, subsequently, the high frequency 
addition method (HFA) extracts the high frequencies 
using a subtraction procedure .This approach is 
known as Unsharp  masking USM [39]: 

௎ܲௌெ ൌ  ܲ െ ௅ܲ௉ி             (7) 
Some  authors,  for  example  [40];  defined  USM  as 
HPF; while [36, 41] multiply the original image by an 
implication factor, denoted by a, and hence define it 
as a High Boost Filter (HBF) or high-frequency-
emphasis filter: in the original, that is: 
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ൌ ܨܤܪ  ܽ כ ܲ െ ௅ܲ௉ி              (8) 
The general process by using equation (8) called 
unsharp masking [36] and adds them to the MS 
channels via addition as shown by equation [32]: 

௞ܨ ൌ ௞ܯ ൅ ௎ܲௌெ        (9) 
When this technique is applied, it really leads to the 
enhancement of  all high  spatial  frequency detail  in 
an  image  including  edges,  line  and  points  of  high 
gradient [42] 
 
4.3 High Frequency Modulation Method (HFM) 

The problem of the addition operation is that the 
introduced texture will be of different size relative to 
each multispectral channel, so a channel wise 
scaling factor for the high frequencies is needed. 
The alternative high frequency modulation method 
HFM extracts the high frequencies via division for 
the P on the PAN channel low frequency PLPF which 
is obtained by using equation (9) to extract the PAN 
channel low-frequency PLPF  and then adds them to 
each multispectral channel via multiplication [32]: 

࢑ࡲ ൌ ࢑ࡹ ൈ
ࡼ

ࡲࡼࡸࡼ
    (10) 

Because of the multiplication operation, every 
multispectral channel is modulated by the same high 
frequencies [32]. 
 
4.4 Wavelet Transformation (WT) Based Image 

Fusion 

Wavelet-based methods Multi-resolution or multi-
scale methods [24] is a mathematical tool developed 
in the field of signal processing [9] have been 
adopted for data fusion since the early 1980s 
(MALAT, 1989). Recently, the wavelet transform 
approach has been used for fusing data and becomes 
hot topic in research [43]. The wavelet transform 
provides a framework to decompose (also called 
analysis) images into a number of new images, each 
one of them with a different degree of resolution as 
well as a perfect reconstruction of the signal (also 
called synthesis). Wavelet-based approaches show 
some favorable properties compared to the Fourier 
transform [44]. While the Fourier transform gives an 
idea of the frequency content in the image, the 
wavelet representation is an intermediate 
representation between the Fourier and the spatial 
representation, and it can provide good localization in 
both frequency and space domains [45]. Furthermore, 
the multi-resolution nature of the wavelet transforms 
allows for control of fusion quality by controlling the 
number of resolutions [46]  as will as the wavelet 
transform does not operate on color images directly 
so we have transformed the color image from RGB 
domain to anther domain [47].  

For more information about image fusion based on 
wavelet transform have been published in recent 
years [48 -50]. 

The block diagram of a generic wavelet-based image 
fusion scheme is shown in Fig. 3. Wavelet transform 
based image fusion involves three steps; forward 
transform coefficient combination and backward 
transform. In the forward transform, two or more 
registered input images are wavelet transformed to 
get their wavelet coefficients [51].  The wavelet 
coefficients for each level contain the spatial (detail) 
differences between two successive resolution levels 
[9].  

The basic operation for calculating the DWT is 
convolving the samples of the input with the low-
pass and high-pass filters of the wavelet and down 
sampling the output [52]. Wavelet transform based 
image fusion involves various steps: 

Step (1): the PAN image ࡼ is first reference stretched 
three times, each time to match one of multispectral 
 .histograms to produce three new PAN images࢑ࡹ

Step (2): the wavelet basis for the transform is chosen. 
In this study the upper procedure is for one level 
wavelet decomposition, and we used to implement 
the image fusion using wavelet basis of Haar because 
it is found that the choice of the wavelet basis does 
affect the fused images [53]. The Haar basis vectors 
are simple [37]: 

ܮ ൌ
ଵ

√ଶ
ሾ1 1ሿ   ܪ ൌ

ଵ

√ଶ
ሾ1 െ1ሿ                  (10)          

Then performing the wavelet decomposition analysis 
to extract The structures or ”details” present between 
the images of two different resolution. These 
structures are isolated into three wavelet coefficients, 
which correspond to the detailed images according to 
the three directions. The decomposition at first level 
we will have one approximation coefficients, (AN 
R,G,B) and 3N wavelets Planes for each band by the 
fallowing equation [54]: 

R
WT
ሱሮ AR

N ൅ ∑ ሺHR
୪N

୪ ൅ VR
୪ ൅ DR

୪ ሻ   
 

G
WT
ሱሮ AG

N ൅ ∑ ሺHG
୪N

୪ ൅ VG
୪ ൅ DG

୪ ሻ         
 

B
WT
ሱሮ AB

N ൅ ∑ ሺHB
୪N

୪ ൅ VB
୪ ൅ DB

୪ ሻ             (11) 
 

AN: is Approximation coefficient at level N or 
approximation plane 
- H୪ : is Horizontal coefficient at level l or horizontal 
wavelet plane 
- V୪ : is Vertical Coefficient at level l or vertical 
wavelet plane 
- D୪: is Diagonal coefficient at level l or diagonal 
wavelet plane  
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Step (3): Similarly by decomposing the panchromatic 
high-resolution image we will have one 
approximation coefficients, (ࡼ࡭

 and 3N wavelets (ࡺ
Planes for Panchromatic image, where PAN means, 
panchromatic image. 
   Step (4): the wavelet coefficients sets from two 
images are combined via substitutive or additive 
rules. In the case of substitutive method, the wavelet 
coefficient planes (or details) of the R, G, and B 
decompositions are replaced by the similar detail 
planes of the panchromatic decomposition, which 
that used in this study.  
Step (5): Then, for obtaining the fused images, the 
inverse wavelet transform is implemented on 
resultant sets. By reversing the process in step (2) the 
synthesis is equation [54]: 
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Wavelet transform fusion is obtained. This reverse 
process is referred to    as reconstruction of the image 
in which the finer representation is calculated from 
coarser levels by adding the details according to the 
synthesis equation [44]. Thus at high resolution, 
simulated are produced.  

 
5. Experiments 

In order to validate the theoretical analysis, the 
performance of the methods discussed above was 
further evaluated by experimentation. Data sets used 
for this study were collected by the Indian IRS-1C   
PAN (0.50 - 0.75 µm) of the 5.8- m resolution 
panchromatic band. Where the American Landsat 
(TM) the red (0.63 - 0.69 µm), green (0.52 - 0.60 µm) 
and blue (0.45 - 0.52 µm) bands of the 30 m 
resolution multispectral image were used in this 
experiment. Fig. 3 shows the IRS-1C PAN and 
multispectral TM images. The scenes covered the 
same area of the Mausoleums of the Chinese Tang – 
Dynasty in the PR China [55] was selected as test sit 
in this study. Since this study is involved in 
evaluation of the effect of the various spatial, 
radiometric and spectral resolution for image fusion, 
an area contains both manmade and natural features 
is essential to study these effects. Hence, this work is 
an attempt to study the quality of the images fused 
from different sensors with various characteristics. 
The size of the PAN is 600 * 525 pixels at 6 bits per 
pixel and the size of the original multispectral is 120 

* 105 pixels at 8 bits per pixel, but this is upsampled 
to by Nearest neighbor was used to avoid spectral 
contamination caused by interpolation. 
 
 
  To evaluate the ability of enhancing spatial details 
and preserving spectral information, some Indices 
including Standard Deviation (SD), EntropyሺEn), 
Correlation Coefficient (CC), Signal-to Noise Ratio 
(SNR), Normalization Root Mean Square Error 
(NRMSE) and Deviation Index (DI) of the image 
were used (Table 1), and the results are shown in 
Table 2. In the following sections, F୩  , M୩are the 
measurements of each the brightness values of 
homogenous pixels of the result image and the 
original multispectral image of band k, Mഥ ୩ and Fത୩are 
the mean brightness values of both images and are of 
size  n כ  m .  BV   is the brightness value of image 
data Mഥ ୩ and Fത୩.To simplify the comparison of the 
different fusion methods, the values of the En, CC, 
SNR, NRMSE and DI index of the fused images are 
provided as chart in Fig. 1 
 
Table 1: Indices Used to Assess Fusion Images. 
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6. Discussion Of Results 

 
The Fig. 1 shows those parameters for the fused 
images using various methods. It can be seen that 
from   fig.1a. The SD of the fused images remains 
constant for HFA and HFM. According to the 
computation results En, the increased En indicates 
the change in quantity of information content for 
radiometric resolution through the merging. From 
fig.1b, it is obvious that En of the fused images have 
been changed when compared to the original 
multispectral but some methods such as (BT and 
HPFA) decrease the En values to below the original. 
In Fig.1c.Correlation values also remain practically 
constant, very near the maximum possible value 
except BT and CN. The results of SNR, NRMSE and 
DI appear changing significantly.  It can be observed, 
from the diagram of Fig. 1., that the results of 
NRMSE & DI, of the fused image, show that the HFM 
and HFA methods give the best results with respect 
to the other methods indicating that these methods 
maintain most of information spectral content of the 
original multispectral data set which get the same 
values presented the lowest value of the NRMSE & 
DI as well as the higher of the SNR. Hence, the 
spectral qualities of fused images by HFM and HFA 
methods are much better than the others. In contrast, 
it can also be noted that the BT, HPFA images 
produce highly NRMSE & DI values indicate that 
these methods deteriorate spectral information 
content for the reference image. In a comparison of 
spatial effects, it can be seen that the results of the 
HFM; HFA; WT and CN are better than other 
methods.  Fig.3. shows the original images and the 
fused image results. 
By combining the visual inspection results, it can be 
seen that the experimental results overall method are 
The HFM and HFA results which are the best result. 
The next higher the visual inspection results are 
obtained with WT, CN and MUL. 

 

Fig. 1a: Chart Representation of SD of Fused Images 

 

Fig. 1b: Chart Representation of En of Fused Images 

 

Fig. 1c: Chart Representation of CC of Fused Images 

 

Fig. 1d: Chart Representation of SNR of Fused Images 

 

Fig. 1e: Chart Representation of NRMSE & DI of    Fused 
Images 

 
Fig. 1: Chart Representation of SD , En , CC ,NRMSE & DI of              

Fused Images 

0
10
20
30
40
50
60

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3

ORIGIN BT CN MLT HPFA HFA HFM WT

SD

0

2

4

6

8

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3

ORIGIN BT CN MLT HPFA HFA HFM WT

En

0

0.5

1

1.5

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3

BT CN MLT HPFA HFA HFM WT

CC

0

2

4

6

8

10

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3

BT CN MLT HPFA HFA HFM WT

SNR

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3

BT CN MLT HPFA HFA HFM WT

NRMSE DI



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org    119 

 

 

 
 
Fig.2a. Original Panchromatic      Fig.2b.Original Multispectral   
 

  
Fig. 2c.  BT                           Fig.2d. CN 

                 
Fig. 2f. MUL 

                
Fig. 2g. HPF 

 

 
Fig. 2e. HFA 

     
                                Fig. 2f. HFM 
 

 
Fig. 2i. WT                                       

                     Fig.2: The Representation of  orginal 
and  Fused Images       

 
 
 

Table 2: Quantitative Analysis of Original MS and Fused Image 

Results Through the Different Methods 

Method Band SD En SNR NRMSE DI CC 

   

ORIGIN 

1 51.018 5.2093     
2 51.477 5.2263     
3 51.983 5.2326     

BT 
1 13.185 4.1707 0.416 0.45 0.66 0.274 
2 13.204 4.0821 0.413 0.427 0.66 0.393 
3 12.878 3.9963 0.406 0.405 0.66 0.482 

CN 
1 39.278 5.7552 2.547 0.221 0.323 0.276 
2 39.589 5.6629 2.579 0.205 0.324 0.393 
3 38.633 5.5767 2.57 0.192 0.324 0.481 

MLT 
1 37.009 5.7651 4.468 0.124 0.154 0.832 
2 37.949 5.7833 4.858 0.111 0.159 0.859 
3 38.444 5.7915 4.998 0.104 0.177 0.871 

HPFA 
1 25.667 4.3176 1.03 0.306 0.491 0.996 
2 25.869 4.3331 1.032 0.289 0.49 0.996 
3 26.121 4.3424 1.033 0.273 0.489 0.996 

HFA 
1 52.793 5.7651 9.05 0.068 0.08 0.943 
2 53.57 5.7833 8.466 0.07 0.087 0.943 
3 54.498 5.7915 7.9 0.071 0.095 0.943 

HFM 
1 52.76 5.9259 8.399 0.073 0.082 0.934 
2 53.343 5.8979 8.286 0.071 0.084 0.94 
3 54.136 5.8721 8.073 0.069 0.086 0.945 

WT 
1 37.666 5.7576 1.417 0.262 0.441 0.907 
2 37.554 5.7754 1.296 0.262 0.463 0.913 
3 37.875 5.7765 1.182 0.252 0.502 0.916 
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6. Conclusion 
Image Fusion aims at the integration of disparate 
and complementary data to enhance the information 
apparent in the images as well as to increase the 
reliability of the interpretation. This leads to more 
accurate data and increased utility in application 
fields like segmentation and classification. In this 
paper, the comparative studies undertaken by using 
two types of pixel –based image fusion techniques 
Arithmetic Combination and Frequency Filtering 
Methods of Pixel-Based Image Fusion Techniques 
as well as effectiveness based image fusion and the 
performance of these methods.  The fusion 
procedures of the first type, which includes (BT; 
CN; MLT ) by using all PAN band, produce more 
distortion of spectral characteristics because such 
methods depend on the degree of global correlation 
between the PAN and multispectral bands to be 
enhanced. Therefore, these fusion techniques are not 
adequate to preserve the spectral characteristics of 
original multispectral. But those methods enhance 
the spatial quality of the imagery except BT. The 
fusion procedures of the second type includes 
HPFA; HFA; HFM and the WT based fusion 
method by using selected (or Filtering) PAN band 
frequencies including HPF, HFA, HFM and WT 
algorithms. The preceding analysis shows that the 
HFA and HFM methods maintain the spectral     
integrity and enhance the spatial quality of the 
imagery. The HPF method does not maintain the 
spectral integrity and does not enhance the spatial 
quality of the imagery. The WTF method has been 
shown in many published papers as an efficient 
image fusion. In the present work, the WTF method 
has shown low results. 
In general types of the data fusion techniques, the 
use of the HFM &HFA could, therefore, be strongly 
recommended if the goal of the merging is to 
achieve the best representation of the spectral 
information of multispectral image and the spatial 
details of a high-resolution panchromatic image. 
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Abstract 
In recent years, e-commerce has had great impacts on various 
industries by developing new approaches. Its benefits include 
faster and easier access to information and the possibility to 
coordinate for any task before attempting it. In the tourism sector, 
e-commerce is playing a great role to develop the industry and 
improve services. On the other hand, combining e-commerce 
technology with mathematics and the other basic sciences has 
provided special facilities for flexibility in complying human 
needs. These include the use of fuzzy knowledge in this 
technology. Tourism combined with fuzzy knowledge and e-
commerce technology will create further expansion of this 
industry especially in better addressing customers' needs and 
tastes. The aim of this project is to introduce an electronic 
tourism system (e-tourism) based on fuzzy knowledge for the 
city of Shiraz, as a case study. This electronic system is in the 
form of a website, which tourists can use to find an appropriate 
accommodation by inputting data related to their interests and 
needs. 
 
Keywords: E-Tourism, Fuzzy, Decision-Making, Internet, 
Shiraz 

1. Introduction 

The introduction of the internet in the early 1990s has 
changed the way of doing business in the tourism industry 
dramatically [1]. The Internet is already the primary 
source of tourist destination information for travelers [2]. 
Nowadays, most people who plan a trip or a day-out will 
first initiate a search through the internet. More and more 
people realize the advantages of the new technologies for 
planning leisure activities as an increasing number of 
companies and institutions offer tourist information which 
is easily accessible through web services [3]. The Internet 
has improved hotel reservation process and facilitated 
extensive services for online distribution and bookings, 
which are reliable, diverse and rapid. Hotels can develop 
their presence and partnership with distributors. 

Reservation through the Internet provides effective and 
efficient communication mechanism, particularly for their 
frequent customers [4]. 
Using efficient and helpful techniques to suggest better 
options to tourists will result in customer satisfaction, 
which in turn attracts tourists and promote tourism 
industry. There are many factors affecting tourists' 
decision making, but the main factor is to suggest options 
that better address customers' interests, needs and 
preferences. Various techniques have been developed to 
facilitate this task. Fuzzy logic improves classification and 
decision support systems by allowing the use of 
overlapping class definitions and improves the 
interpretability of the results by providing more insight 
into the classifier structure and decision making process 
[5]. In tourism, selecting suitable accommodation 
considering costs, facilities and distance to the tourists' 
destination are very important. Therefore, this project was 
a new attempt to use fuzzy knowledge and its inference 
method for e-tourism in Shiraz, providing an electronic 
system to suggest a list of accommodation to the tourists 
based on their interests and priorities. 

2. Fuzzy decision-making structure 

The overall structure of decision-making in a fuzzy 
environment is presented in figure 1. 
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Fig. 1.  Fuzzy Decision-making structure[6] 

2-1. Step 1: Fuzzification 

The first step in fuzzy decision-making process is making 
fuzzy real (imminent) variables, in which absolute 
variables are converted to linguistic variables. This step is 
called Fuzzification, since fuzzy sets are used to convert 
real (imminent) variables to fuzzy variables [6]. Fuzzy 
membership functions are needed for this purpose.  

2-1-1. Chart and fuzzy membership functions 

A fuzzy set is described by its membership functions. A 
more precise way to define a membership function is 
expressing it as a mathematical formula. Several different 
classes of membership parametric function are introduced, 
and in real world of fuzzy sets applications, membership 
function shapes usually are restricted to a definite class of 
functions that can clarify with few parameters [7]. Most 
famous shapes are Triangular, Trapezoidal and Gaussian 
shaped as shown in figure 2. 

 

Fig. 2.  Fuzzy Decision-making structure[6] 

2-2. Step 2: Fuzzy inference 

In this step, the behavior of a system is defined using a set 
of “if → then” rules. Result of this inference will be a 
linguistic value for a linguistic variable[6]. In the case 
study section, you can find more explanation about Fuzzy 
inference way. 

2-3. Step 3: De-Fuzzification 

In the third step (making definite), linguistic values will be 
changed to definite numbers in order to do decision-
making [6]. 

3. Case Study 

This is a case study on Shiraz e-tourism. The goal is to 
suggest the best accommodation to tourists, based on their 
preferences. The tourists enter their preferences for 
accommodation, including their budget, residence 
facilities and desired distance from sights of visit. System 
does the Fuzzification of tourists' desired values, including 
budget, facilities and distance to the spots, and then 

prioritizes the accommodations, using Fuzzy inference 
methods. 

3-1.Tourist decision-making criteria (system 
input) 

In decision models, criteria selection process is 
accomplished according to decision objectives [9, 10]. In 
this case study, the following factors are considered: 

 Accommodation cost for one night in Shiraz, using 
fuzzy charts, are converted to linguistic values of 
“cheap”, “moderate” and “expensive”.  

 Importance of each accommodation facilities.  In this 
case study, we considered eight facilities. This criteria is 
converted to linguistic values of “low”, “medium” and “ 
high”. 

 Distance from historical sight in downtown Shiraz 
(origin: Arg-e Karimkhan) 

 Distance from business center (origin: Setareh-Fars 
shopping center) 

 Distance from cultural attractions (origin: Hafeziyeh) 

 Distance from pilgrimage center (origin: Shah-
Cheragh) 

 Distance from academic center (origin: Shiraz 
University - Faculty of Engineering, building No. 1) 

All of distances are converted to linguistic parameters of 
“far”, “average” and “near,” using the relations of fuzzy 
charts. 

3-2.Data Collection 

One of the required data for calculation in fuzzy decision-
making is accommodations' price list, facilities and 
distance from the desired origin. Membership matrix is 
derived from these data and is kept for the next 
calculation. In this case study, all distances are calculated 
based on the newest map of Shiraz and in kilometers. 
Figure 3 shows the price of accommodations and distance 
from different spots in the website admin panel, where this 
information can be easily modified using related forms.  
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Fig. 3.  Reporting of real hotels cost and their distances from different 
centers in admin panel of website 

3-3. Fuzzy decision-making steps 

3-3-1. Step 1: Data Fuzzification 

As previously mentioned, in order to fuzzify data, 
membership functions and fuzzy charts are used. 
Boundary values of function can be managed by website 
administrator, and given values are just samples used for 
the purpose of this project and based on the current prices, 
distances and the researcher's interests. 

3-3-1-1. Membership functions for Shiraz  
Case Study  

In Shiraz case study, membership functions are considered 
as triangular. Triangular membership function formula for 
three different scales of linguistic variables are “low”, 
“Average” and “high”. 

 Membership Function for linguistic variable: 
“Low” : 

           (1) 

 Membership Function for linguistic variable: 
“Average” : 

               (2) 
 Membership Function for linguistic variable: 

“High”: 

                  (3) 
These membership functions are configured for different 
parameters of accommodation budget, distances, and 
facilities, with different bordering values. Figure 4, 5 and 
6 show these functions, drawn in MatLab. 

3-3-1-2.Shiraz tourism fuzzy charts 

 
Fig 4: Membership function charts for 1 night stay in hotels. 

 
Fig 6: Membership function charts for hotels facilities 

 

Fig 6: Membership function charts for hotels facilities 

3-3-1-3. Tourist entry in the system 

Tourist input form is shown blow. As you see in the form, 
criteria stated in Section 3-1 are entered as input by the 
tourists. 

 

Fig. 7.  Request form of  tourist 

To increase options for distance, at first users can choose 
from the categories of visiting spots including cultural, 
historical, pilgrimage, commercial or academic spots. 
Then, the users select distance from these spots. Minimum 
and maximum distance values and prices are adjusted by 
the website administrator. Users have to register to the 
website to be able to access to this information and follow 
their requests. 

3-3-2. step 2: Fuzzy inference 

In this step, the system should be able to suggest suitable 
accommodations to the users based on input values and 
tourist interests and priorities. In the usual fuzzy method, 
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at first it is needed to define a set of “if → then” rules, 
which are defined as follow in this research. 

3-3-2-1. Fuzzy Rules 

Fuzzy rules are defined and adjusted by the administrator 
or a skilled expert. Website software has the ability to 
create, modify or delete the conditions. Figure 8 shows a 
part of adjusted fuzzy conditions report in admin panel of 
the website. 

 

Fig 8. Reporting of adjusted fuzzy conditions in admin panel of website 

3-3-2-2. Inference Method 1: Min-Max or 
Max-Prod method 

One way to compare two fuzzy sets is using the criteria of 
necessity and possibility. The possibility criteria of fuzzy  
set A in relation to fuzzy set B is defined as Pos (A, B), 
which is as follows: 

                  (4) 

Criterion and measurement possibility shows the overlap 
amount of A and B [7]. So, using the fuzzy max-min or 
max-prod relation, fuzzy rules and tourist entry, we can 
obtain the priorities. 

3-3-2-3. Inference Method2: Distance 
computing method 

In addition to standard fuzzy method, we can use another 
method called “Euclidean distance” to compare the user's 
requests with existing accommodations and determine 
their priority. In this method, a three-dimensional space of 
cost-distance-facilities based on fuzzy values are 
considered and marked on each accommodation using 
distance, cost and facilities membership functions. The 
location of tourist entry is determined in this space, and 
then the distance of this point to each accommodation will 
be computed. The accommodations with less distance to 

user's request have more priority. The advantage of this 
method is independency to fuzzy rules as well as 
simplicity, and priority of all hotels will be computed. It 
should be noted that all three different parameters (cost, 
distance and facilities) must be changed to fuzzy-value 
and also normalized. In other words, fuzzification is 
required and since the number of decision criteria is more 
than one, we cannot apply it on non-fuzzy values. 

In general, if A and B are from a world debate X, we can 
define the distance between A and B using Minkovsky 
rule as follows: 

                         (5) 
 
Considering P ≥ 1 [7]. 

There are different states for P in applications. The best 
state that matches our problem is when P = 2, which is 
called “Euclidean distance”. 

3-3-3. Step 3: De-Fuzzification 

It is clear that in system output, suggested 
accommodations are shown to the users. In addition, 
system can reply as an e-commercial system with fee. 

Since the membership functions are not included in the 
output of fuzzy inference system in our case study, and the 
output is only a list of suggested accommodation, the 
output values are constant and no-fuzzy and then, our 
problem is from Fuzzy-Crisp type and hence there isn’t 
the third step or de-fuzzification. 

3-4. Comparing method 1 and 2 

With a brief comparison between the methods of inference 
1 and 2, they can be expressed as bellow: 

1. Euclidean distance method determines priorities of all 
accommodations, while in Max-Prod or Max-Min method 
just the nearest accommodations are shown and the users 
have no idea about them unless select their features. But, 
in distance computing method, using a simple 
mathematical formula, the priority of all accommodations 
will be determined. On the other hand, providing priorities 
of all accommodations does not seem to be very 
interesting, especially when there are enormous 
accommodations, which makes users confused. 

2. In standard fuzzy, when the numbers of decision-
making factors increase, the number of fuzzy rule must be 
increased. For example, for three 3-state factors, a 
maximum of 81 rules are needed, and if the number of 
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factors increases, the number of fuzzy rules will be much 
more. However, according to skilled experts' opinion, 
many of these rules may not be used, but the rules will 
increase and need to be analyzed. 

3. Computational complexity of the method of calculating 
the distance is much less than the standard method. 

4. In terms of development capability and generalization, 
if the number of factors increases, calculating the distance 
method will be quite responsive and easy and just by 
putting in a formula, priorities will be determined. But, if 
we want to generalize the users' input values on an 
interval, then Max-Min or Max-Prod method has more 
capability and flexibility. 

Conclusion 

In this research, as a new work, we tried to apply fuzzy 
decision-making in e-tourism industry and in order to 
increase research integrity, we focused on Shiraz city. Our 
goal was to find a simple and applicable way. So, we used 
two methods; one of them is the usual method for fuzzy 
decision-making, and the other is Euclidean distance 
method, which is very simple in calculation. After 
inspecting both methods, we selected the usual method as 
the main method of fuzzy inference in our website. 
Distance method also can present a complete list of all 
accommodations and their priorities to the users. The most 
important result in this research is providing a system of e-
tourism in which tourists can enter their interests and 
needs without conflicting binary systems and receive an 
appropriate suggestion to plan their traveling to Shiraz. 
The results of this research show that in an e-tourism 
system using fuzzy decision-making is more efficient. 
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Abstract 

By growing the use of real-time application on mobile devices, 
there is a constant challenge to provide reliable and high quality 
routing algorithm among these devices . In this paper, we 
propose a reliable routing algorithm based on fuzzy-logic 
(RRAF) for finding a reliable path in Mobile Ad Hoc Networks. 
In this scheme for each node we determine two parameters , trust 
value and energy value, to calculate the lifetime of routes . Every 
node along route discovery , records its trust value and energy 
capacity in RREQ packet. In the destination with the aid of fuzzy 
logic ,a new parameter is generated from inputs trust value and 
energy value of each route which is called "Reliability Value". 
The path with more reliability value is selected as a stable route 
from source to destination .Simulation results show that RRAF 
has significant reliability improvement in comparision with 
AODV. 
Keywords: Mobile AdHoc Networks, Routing, Reliability, Fuzzy 
logic, RRAF. 

1. Introduction 

A mobile ad hoc network is an independent group of 
mobile users which communicate over unstable wireless 
links. Because of mobility of nodes ,the network topology 
may change rapidly and unpredictably over time. All 
network activity , including delivering messages and 
discovering the topology must be executed by the nodes 
themselves. Therefore routing functionality, the act of 
moving information from source to a destination,  will 
have to be incorporated into the mobile nodes .Hence 
routing is one of the most important issue in MANET. 
Routing protocols in MANETs are generally classified as 
proactive and reactive [1]. Reactive routing protocols 
[2,3,4,5,6,7],which also called on demand routing 

protocols, start to establish routes when required. These 
kind of protocols are  based on broadcasting RREQ  and 
RREP messages. The duty of RREQ message is to 
discover  a route from source to destination node .When 
the destination node gets a RREQ message, it sends RREP 
message along the established path. On demand protocols 
minimize the whole number of hops of the selected path 
and also they are usually very good on single rate 
networks. There are many reactive routing protocols, such 
as ad hoc on-demand distance vector (AODV) [6], 
dynamic source routing (DSR) [4], temporally order 
routing algorithm (TORA)[5], associativity-based routing 
(ABR) [7], signal stability-based adaptive (SSA) [3], and 
relative distance microdiscovery ad hoc routing (RDMAR) 
[2]. In contrast , in table-driven or pro-active routing 
protocols [8,9,10,11,12], each node maintains one or more 
routing information table of all the participating nodes and 
updates their routing information frequently to maintain 
latest view of the network. In proactive routing protocols 
when there is no actual routing request, control messages 
transmit to all the nodes to update their routing 
information. Hence proactive routing protocols bandwidth 
become deficient. The major disadvantage of pro-active 
protocols is the heavy load caused  from the need to 
broadcast control messages in the network [3]. There are 
many proactive routing protocols, such as destination 
sequenced distance vector (DSDV) [12], wireless routing 
protocol (WRP) [9], clusterhead gateway switch routing 
(CGSR) [10], fisheye state routing (FSR) [11], and 
optimized link state routing (OLSR) [8]. 
Many of the work reported on routing protocols have 
focused only on shortest path, power aware and minimum 
cost.However much less attention has been paid in making 
the routing protocol to choose a more reliable route. In 
critical environment like military operation, data packets 
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are forwarded to destination through reliable intermediate 
nodes[13].In this paper,  we propose a reliable routing 
algorithm based on fuzzy logic. In this scheme for each 
node we determine two parameters , trust value and energy 
value, to calculate the lifetime of routes . During route 
discovery, every node inserts its trust value  and energy 
value in RREQ packet .In the destination , based on a new 
single parameter which is called reliability value , is 
decided which route is selected. The route with higher 
reliability value is candidated  to route data packets from 
source to destination. 
The rest of the paper is organized as follows: In Section 2, 
we briefly describe the related work. Section 3 describes 
our proposed routing algorithm and its performance is 
evaluated in Section 4.Finally,Section 5 concludes the 
paper.  

2. Related Works 

We can classify all the works that have been done in 
reliable routing, in three categories: GPS-aided protocols 
,energy aware routing ,and  trust evaluation methods .In 
this section, we will overview some proposed protocols 
that have been given to designing reliable routing 
protocols. 
A reliable path has more stability than a command path. 
Some of reliable routing protocols propose a GPS-aided 
process and use route expiration time to select a reliable 
path.  In [14] Nen-chung Wang et al, propose a stable 
weight-based on-demand routing protocol (SWORP) for 
MANETs. The proposed scheme uses the weight-based 
route strategy to select a stable route in order to enhance 
system performance .The weigth of a route is decided by 
three factors:the route expiration time, the error count , 
and the hop count . Route discovery usually first finds 
multiple routes from the source node to the destination 
node. Then the path with the largest weigth value for 
routing is selected . 
In [15], Nen-Chung Wang and  Shou-Wen Chang also 
propose a reliable on-demand routing protocol (RORP) 
with mobility prediction. In this scheme, the duration of 
time between two connected mobile nodes is determined 
by using the global positioning system (GPS) and a 
request region between the source node and the 
destination node is discovered for reducing routing 
overhead. the routing path with the longest duration of 
time for transmission is selected to increase route 
reliability. In [16], Neng-Chung Wang  etal, propose a 
reliable multi-path QoS routing (RMQR) protocol for 
MANETs by constructing multiple QoS paths from a 
source node to a destination node. The proposed protocol 
is an on-demand QoS aware routing scheme. They 
examine the QoS routing problem associated with 
searching for a reliable multi- path (or uni-path) QoS route 

from a source node to a destination node in a MANET. 
This route must also satisfy certain bandwidth 
requirements. They determine the route expiration time 
(RET) between two connected mobile nodes by using 
global positioning system (GPS). Then use two 
parameters, the route expiration time and the number of 
hops, to select a routing path with low latency and high 
stability. 
some other proposed protocols are considering energy and 
trust evaluation as a factor of reliability . In [17], an 
approach has been proposed in which the intermediate 
nodes calculate cost based on battery capacity. The 
intermediate node take into consideration whether they 
can forward RREQ packet or not . This protocol improves 
packet delivery ratio and throughput and reduces nodes 
energy consumption[13].In [18], Gupta Nishant and Das 
Samir had proposed a method to make the protocols 
energy aware .They were using a new function of the 
remaining battery level in each node on a route and 
number of neighbours of the node. This protocol gives 
significant benefits at high traffic but at low mobility 
scenarios[13].In [19], a novel method has been discussed 
for maximizing the life span of MANET by integrating 
load balancing and transmission power control approach. 
The simulation results of this mechanism showed that the 
average required transmission energy per packet was 
reduced in comparison  with the standard AODV. In [20] 
Pushpalatha & Revathy have proposed a trust model in 
DSR protocol that categorize trust value as friend, 
acquaintance and stranger based on the number of packets 
transferred successfully by each node[13].The most 
trusted path was determined from source to 
destination.Results indicated that the proposal had a 
minimum packet loss when compared to the conventional 
DSR.Huafeng Wu & Chaojian Shi1 [21] has proposed the 
trust management model to get the trust rating in peer to 
peer systems, and aggregation mechanism is used to 
indirectly combine and obtain other node’s trust rating[13]. 
The result shows that the trust management model can 
quickly detect the misbehaviour nodes and limit the 
impacts of them in a peer to peer file sharing 
system[13].all above papers used the separate parameters 
such as battery power ,trust of a node or route expiration 
time individually as a factor for measuring reliability of 
route. In this paper, we consider both energy capacity and 
trust of nodes for route discovery .  

3. Proposed Model 

In this section we propose our novel reliable routing 
algorithm which is improved  version of [22]. 
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3.1 RRAF Mechanism 

Trust value and battery capacity are the two main 
parameters in this method that make the routing algorithm 
more reliable. Before explaining the algorithm, trust 
estimation and power consumption mechanism are 
described below. 
Trust Evaluation:  Trust value of each node is measured 
based on the various parameters like length of the 
association, ratio of number of packets forwarded 
successfully by the neighbors to the total number of 
packets sent to that neighbor and average time taken to 
respond to a route request [13,20]. Based on the above 
parameters trust level of a node i to its neighbor node j can 
be any of the following types: 

a)Node i is a stranger to neighbor node j 

 Node i have never sent/received message to/from  node 
j .Their trust levels between each other will be low. Every 
new node which is entering an ad hoc network will be a 
stranger to all its neighbors.  

b) Node i is an acquaintance to neighbor node j 

 Node i have sent/received few messages from node j. 
Their trust levels are neither too low nor too high to be 
reliable.  

c) Node i is a friend to neighbor node j  

 Node i have sent/received a lot of messages to/ from node 
j. The trust levels between them are reasonably high . 

The  above relationships are represented in Fig.1 as a 
membership function. 
Energy Evaluation: We defined that every node is in 
high level which means it has full capacity (100%).The  
node will not be a good router to forward the packets If 
the energy of it falls below 50%. 
FuzzyLogic Controller: A useful tool for solving hard 
optimization problems with potentially conflicting 
objectives is fuzzy logic. 
 In fuzzy logic, values of different criteria are mapped  
into linguistic values that characterize the level of 
satisfaction with the numerical value of the objectives. 
The numerical values are chosen typically to operate in the 
interval [0, 1] according to the membership function of 
each objective .Fig.1 represents the trust value 
membership function. According to three types of trust 
value: friend , acquaintance and stranger, we define three 
fuzzy sets :high, medium and low, respectively. we also 
determined three fuzzy sets for node's energy. For energy 
capacity between 50 % to 100% of total capacity ,we 
define high set, for 0% to 100% we define medium set and 
for 50% to 100% we define low set. The above 
relationships are represented in Fig.2 as energy value 

membership function and Fig.3 shows the membership 
function of reliability value. 
 

                  
Fig. 1  Membership function for trust value. 

 

 
Fig. 2 Membership function for energy value. 

 

 
Fig .3 Membership function for Reliability value. 

 
 
Reliability Evaluation:  Reliability factor take different 
values based on six rules that  dependent upon varied 
input metric values i.e. energy and trust values .A fuzzy 
system decides for each two input values which values 
appear in output. 
The fuzzy system with product inference engine , 
singleton fuzzifier and center average defuzzifier are of 
the following form: 
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 In Eq.1 ,  represents crisp input  ith  (energy or trust 
values),    represents fuzzy membership 

function for input ith , and y
l  is center average of output 

fuzzy set lth   . 
The rules are as follows: 
Rule1: if trust value is high and energy value is high then 
reliable value is very very high. 
Rule2: if trust value is medium and energy value is high 
then reliable value is very high. 
Rule3: if trust value is high and energy value is medium 
then reliable value is high. 
Rule4: if trust value is medium and energy value is 
medium then reliable value is medium. 
Rule5: if trust value is low and energy value is medium 
then reliable value is low. 
Rule6: if trust value is anything and energy value is low 
then reliable value is very low. 

3.1.1. Route discovery procedure 

 Step1: A source node starts to flood RREQ packets to its 
neighboring nodes in a MANET until they arrive at their 
destination node. Each RREQ consists of 
sourceid,destinationid,energy value and trust value of 
nodes along the path. 
Step2: If the intermediate node N receives a RREQ packet 
and it is not the destination , then the information of node 
N is added to the RREQ packet which is appended to 
packet fields.After that , node N reforward the packet to 
all the neighboring nodes of itself. 
Step 3: If node N receives a RREQ packet and node N is 
the destination , it waits a period of time . therefore , the 
destination node may receive many different RREQ 
packets from the source. Then it calculates the value of 
reliability value for each path from source to the 
destination using the information in each RREQ packet. 
Finally , destination node sends a route reply(RREP) 
packet along the path which has a maximum reliable 
value. 

4. Simulation and results 

The simulation environment is constructed by an 1500m 
×300m rectangular simulation area and 50 nodes, 
distributed over the area . Initial energy of a battery of 
each node is 4 Watts which is mapped to 100%.Simulation 
results have been compared with AODV.Simulation study 
has been performed for packet delivery ratio, throughput 
and end to end delay evaluations. 
Packet delivery ratio: The fraction of successfully received 
packets, which  survive while finding their destination. 
This performance measure also determines the 
compeletness and correctness of the routing protocols[23]. 

End to End Delay : Average end to end delay is the delay 
experienced by the successfully delivered packets in 
reaching their destinations. This is a good metric for 
comparing protocols and denotes how efficient the 
underlying routing algorithm is, because delay primarily 
depends on optimality of path chosen[23]. 
Throughput: It is defined as rate of successfully 
transmitted data per second in the network during the 
simulation. Throughput is calculated such that , it is the 
sum of successfully delivered payload sizes of data 
packets within the period , which starts when a source 
opens a communication port to a remote destination port , 
and which ends when the simulation stops. Average 
throughput can be calculated by dividing total number of 
bytes received by the total end to end delay[23]. 
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Fig.4 packet delivery ratio at different speed. 
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Fig.5 Throughput at different speed. 
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Fig.6 end to end delay at different speed. 
 

Fig.4 shows the packet delivery ratio with different 
mobility speeds.When mobile nodes moved at higher 
mobility speeds, both protocols decreased the packet 
delivery ratio. The reason is that the routing path was easy 
to break when the mobility speed increased , but we can 
see that RRAF transmits and receives more data packets 
than AODV. This is because RRAF always chooses the 
most stable route for transmission packets along the path 
instead of choosing the shortest path. 
In Fig.5 the simulation result shows that throughput of 
both methods reduces when the speeds increase. When the 
speed of the mobile node increased, the routing path was 
more unreliable. The reason is that there were more 
chances for routes to break when the speed of the mobile 
node was faster. Thus, the number of rebroadcasts 
increased.Since RRAF has chosen more reliable route than 
AODV, we can see that it has performed better at all 
speeds . 
Fig.6 shows average end to end delay with speed as a 
function .Here it is clear that AODV has less delays than 
RRAF. Higher delay in the proposed method is because of 
the time it has wasted for discovering the route with longer 
life, so the packets would in the meanwhile stay in the 
buffer until a valid route is found . This takes some time 
and will, therefore , increase the average delay while 
AODV chooses the shortest path as a valid path. 
Fig.7 shows the performance of packet delivery ratio 
under various pause times. The results in Fig. 7  illustrate 
that packet delivery ratio in RRAF is better compared to 
AODV,and The results in Fig. 8 show that RRAF 
experiences a high end to end delay because route 
selection is based on trust and energy level not on the 
minimum number of hops. 
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Fig.7 Packet delivery ratio at different pause time. 
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5. Conclusions 

Since in MANET, mobile nodes are battery powered and 
nodes behaviour are unpredictable, wireless links may be 
easily broken. Hence it is important to find a route that 
endures a longer time. In this paper, we have proposed a 
reliable routing algorithm based on fuzzy logic approach. 
In this scheme, we determine three parameters: trust value 
, energy value and reliability value that are used for  
finding a stable route from source  to destination . During 
route discovery, every node records its trust value and 
energy capacity in RREQ packet .In the destination ,based 
on reliability value , is decided which route is selected 
.The path with more reliability value is candidated to route 
data packets from source to destination.  The simulation 
results show that the proposed method has significant 
reliability improvement in comparison with AODV. 
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Abstract 
 
              Computational Visual System face complex processing 
problems as there is a large amount of information to be 
processed and it is difficult to achieve higher efficiency in par 
with human system. In order to reduce the complexity involved 
in determining the saliency region, decomposition of image into 
several parts based on specific location is done and decomposed 
part is passed for higher level computations in determining the 
saliency region with assigning priority to the specific color in 
RGB model depending on application. These properties are 
interpreted from the user using the Natural Language Processing 
and then interfaced with vision using Language Perceptional 
Translator (LPT). The model is designed for a robot to search a 
specific object in a real time environment without compromising 
the computational speed in determining the Most Salient 
Region. 
 
Keywords: Visual Attention, Saliency, Language Perceptional 
Translator, Vision.  

1. Introduction 

Visual attention is a mechanism in human perception 
which selects relevant regions from a scene and provides 
these regions for higher-level processing as object 
recognition. This enables humans to act effectively in their 
environment despite the complexity of perceivable sensor 
data. Computational vision systems face the same problem 
as humans as there is a large amount of information to be 
processed. To achieve computational efficiency, may be 
even in real-time Robotic applications, the order in which 
a scene is investigated must be determined in an intelligent 
way. The term attention is common in everyday language 
and familiar to everyone. Visual attention is an important 
biological mechanism which can rapidly help human to  
 

 
 
 
capture the interested region within eye view and filter out 
the minor part of image. By means of visual attention, 
checking for every detail in image is unnecessary due to 
the property of selective processing. Computational Visual 
Attention (CVA) is an artificial intelligence for simulating 
this biometric mechanism. With this mechanism, the 
difference feature between region centre and surround 
would be emphasized and integrated in a conspicuity map. 
Given the complexity of natural language processing and 
computer vision, few researchers have attempted to 
integrate them under one approach. Natural language can 
be used as a source of disambiguation in images since 
natural language concepts guide the interpretation of what 
humans can see. Interface between natural language and 
vision is through a noun phrase recognition systems. A 
noun phrase recognition system is a system that given a 
noun phrase and an image is able to find an area in an 
image where what the noun phrase refers to is located. 
One of the main challenges in developing a noun phrase 
recognition system is to transform noun phrases (low level 
of natural language description) in to conceptual units of a 
higher level of abstraction that are suitable for image 
search. The goal is to understand how linguistic 
information can be used to reduce the complexity of the 
task of object recognition. However, integrating natural 
language processing and vision might be useful for 
solving individual tasks like resolving ambiguous 
sentences through the use of visual information. 
 The various related works in the field of 
computational visual attention model are discussed in 
Section 2. Section 3 explains the system architecture and 
Language Processing model. The Section 4 gives the 
implementation details with analysis of the model 
followed by conclusion in section 5. 
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2. Related Work 

The various models which identify the salient region are 
analyzed in this section. Frintrop proposed a Visual 
Attention System for Object Detection and Goal directed 
search (VOCUS) [1]. Laurent Itti, Christof Koch and Ernst 
Niebur [5] proposed an algorithm to identify the saliency 
region in an image using linear filtering. The authors 
describe in detail how the feature maps for intensity, 
orientation, and colour are computed. All computations 
are performed on image pyramids that enable the detection 
of features on different scales. Additionally, they propose 
a weighting function for the weighted combination of the 
different feature maps by promoting feature maps with 
few peaks and suppressing those with many ones. Simone 
Frintrop, Maria Klodt and Erich Rome [6] proposed a 
bottom-up approach algorithm for detection of region of 
interest (ROI) in a hierarchical way. The method involves 
smart feature computation techniques based on integral 
images without compromise on computational speed. 
Simone Frintrop, Gerriet Bracker and Erich Rome [2] 
proposed an algorithm where both top-down and bottom-
up approaches are combined in detection of ROI by 
enabling the weighting of features. The weight’s are 
derived from both target and back ground properties.  The 
task is to build a map of the environment and to 
simultaneously stay localized within the map which serves 
as visual landmarks for the Robot. Simone Frintrop and 
Markus Kessel proposed a model for Most Salient Region 
tracking [10] and Ariadna Quattoni [3] has proposed a 
model for detection of object using natural language 
processing, which is used in system discussed here.   
                          In psychophysics, top-down influences 
are often investigated by so called cuing experiments. In 
these experiments, a “cue” directs the attention to the 
target. Cues may have different characteristics: they may 
indicate where the target will be, or what the target will 
be. A cue speeds up the search if it matches the target 
exactly and slows down the search if it is invalid. 
Deviations from the exact match slow down search speed, 
although they lead to faster speed compared with a neutral 
cue or a semantic cue. This is the main motivation behind 
integrating the verbal cues to the attention model to 
enhance the search speed which is experimentally verified. 

3. System Architecture 

The block diagram in Fig.1 describes the flow of the 
system. The system architecture describes two major 
modules.  1) Language Perceptional Translator (LPT) [3] 
2) Visual Attention Model (VAM) [1, 4, 7, 8, 9].  

 

Fig. 1 Visual Attention Model with NLP. 

1) LPT: One of the main challenges in developing a noun 
phrase recognition system is to transform noun phrases 
(low level of natural language description) into conceptual  
units of a higher level of abstraction that are suitable for 
image search. That is, the challenge is to come up with a 
representation that mediates between noun phrases and 
low-level image input. The Parser processes the sentence 
and it outputs the corresponding properties like location, 
Color, Size, Shape and for the Thing (object).  We must 
construct a “grounded” lexicon semantic memory that 
includes perceptual knowledge about how to recognize the 
things that words refer to in the environment. A 
“grounded” lexical semantic memory would therefore 
connect concepts to the physical world enabling machines    
to use that knowledge for object recognition. A GLSM 
(Grounded Lexical Semantic Memory) is a data-structure 
that stores know- ledge about words and their 
relationships. Since the goal of LPT is to transform a 
noun-phrase into perceptual constraints that can be applied 
to visual stimuli to locate objects in an image. The outputs 
of GLSM is given to the VAM at different processing 
levels like location property at decomposition level, Color 
property at Gaussian pyramid construction and  Size and 
Shape property after detecting of salient region   to 
identify the required object in an image.  
        2) The Visual Attention model (VAM) identifies the 
most attended region in the image. The following sections 
present the algorithm in detail.   
 
3.1 Visual Attention Model  
The 1st level of bottom-up visual attention shown in fig.1 
is decomposition of an image based on location property. 
We divided the image based on index method as shown in     
Fig .2 as Top, Left, Right, etc. 
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                      Fig. 2  Dividing Image by Index Method. 

The image I is divided into 9 different parts and the 
default option is an entire image. Here the location cue 
property determines the search region to detect an object 
which reduces the possibility to shift the focus of attention 
to other objects in an entire image due to intensity or color 
is reduced when we crop the image based on location 
property.  
            In our approach we used to detect the sign boards 
which uses the prior knowledge of location has Top-Left-
Corner or Top-Right-Corner. Before decomposing the 
image based on location cue matrix is converted in to NxN 
square Matrix by resizing the image I. I is divided in to 9 
parts with different Location Cues are shown in Fig.3. 
 
 

 

 
              

 

        Fig. 3 Different Locations of Image (I) with respective Matrices. 

The input image I is sub-sampled into a Gaussian 
pyramid on 4 different scales, and each pyramid level is 
decomposed into channels for red(R), green (G), blue (B), 
yellow (Y), intensity (I) using (1), (2), (3), (4) and (5) . 
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                                       Fig. 4  Opponent colors. 

                      3/)( bgrI     (1) 

                      2/)( bgrR     (2) 

                 2/)( brgG     (3) 

                 2/)( grbB     (4) 

                 )(2 bgrgrY    (5) 

Depending on color property cue from the GLSM the 
priority of which color is high and which is low is set on 
different color channels of red(R), green (G), Blue (B), 
and Yellow(Y). The Color opponent process is a color 
theory that states that the human visual system interprets 
information about color by processing signals from cones 
and rods [in an antagonistic manner]. Opponency is 
thought to reduce redundant information by de-correlating 
the photoreceptor signals. It suggests that there are three 
opponent channels Red Vs Green, Blue Vs Yellow, Dark 
Vs White. Response to one color of an opponent channel 
are antagonistic to those to the other color, i.e. one color 
produces an excitatory effect and the other produces an 
inhibitory effect, the opponent colors are never perceived 
at the same time (the visual system can’t be 
simultaneously excited and inhibited).The decision on 
which color channel to be used is based on the color cue. 
The output of the feature maps are then fed to the center-
surround. These 5 channels are fed to the center surround 
differences after resizing all the surround images to the 
center image. Center-Surround operations are 
implemented in the model as difference between a fine and 
a coarse scale for a given feature. The center of the 
receptive feature corresponds to the pixel at the level c  
{2, 3} in the pyramid and the surround corresponds to the 
pixel at the level s = c+1. Hence we compute three feature 
maps in general case. One feature type encodes for on/off 
image intensity contrast, two encodes for red/green and 
blue/yellow double component channels. The intensity 
feature type encodes for the modulus of image luminance 
contrast. That is the absolute value of the difference 

between the intensity at the center and the intensity in the 
surround as given in (6). 

         ))()((),,( sIcINI II
SCI    (6) 

The quantity corresponding to the double opponency cells 
in primary visual context are then computed by center 
surround differences across the normalized color channels. 
Each of the three-red /green Feature map is created by first 
computing (red-green) at the center, then subtracting 
(green-red) from the surround and finally outputting the 
absolute value. Accordingly maps RG(c,s) are created in 
the model to simultaneously account for red/green and 
green/red double opponency and BY(c,s) for blue/yellow 
and yellow/blue double opponency using (7) and(8).     

)))()(())()((,, sGsRcGcRNC I
SCRG   (7) 

 )))()(())()((,, sYsBcYcBNC I
SCBG   (8) 

The feature maps are then combined into two conspicuity 
maps, intensity I (9), color C (10), at the saliency map’s 
scale (= 4). These maps are computed through across-
scale addition (), where each map is reduced to scale 
four and added point-by-point: 
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                                                                          (10) 
The two conspicuity maps are then normalized and 
summed into the input S to the saliency map (11). 

                     ))()(( CNINS    (11) 

The N(.) represents the non-linear Normalization operator. 
From the saliency map the most attention region is 
identified by finding the maximum pixel value in the 
salient region. The identification of the segmented region 
can be made based on size and shape property. 

4. Results and Analysis 

The system developed is tested on a dataset where the 
attention object is a signboard. The various signs in the 
dataset are bike, crossing and pedestrian symbols. The 
number of testing samples used for analysis is as shown in 
Table 1. The cues that are used in the dataset are the 
location cues, the color cue, the size and shape cue 
pertaining to the object signboard. In table 2 the verbal 
cues that mostly suit for the chosen dataset is shown. 
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              Table 1: Testing samples for signboard detection 

Type of Image Total No. of Images 
Bike 16 
Crossing 16 
Pedestrian 16 

 
                               Table 2: Cues for data set 
Location Color Size Shape Thing 

Right top 
Corner 

Red Large/Small Triangle Sign  
board 

Right top 
Corner 

Blue Large/Small Rectangle Sign  
board

Right top 
Corner 

Blue Large/Small Circle Sign  
board

 
The analysis is done with and without cues. Visual 
attention model without cues has NxN  i.e. N2 

computations at each level, where as with cues depending 
on Location Property the number of computations is 
reduced to N2/4 or N2/2 at each level to get Region of 
Interest.  Priority for color is chosen by trial and error 
method with different combinations of inhibiting and 
exhibiting channels. The system developed is tested under 
various cases scenarios like  

a) No verbal cues are given to the system. 
b) Only the color property is obtained. 
c) Only the location (region information 

available). 
d) Both color and location information. 

VAM is tested and compared with the different 
combination of cues like only color, only location, both 
color and location and without cues as shown in Table 3.                                                         

          Table 3: VAM with different combinations of Cues. 

 
In Table 4 VAM is tested with both location and color cues 
for the same data set with varying the color priority. 
The VAM decides excite the weights to frame channels to 
enhance the color information in the image in the 
following ways. For identifying the Red color Signboards. 

1. Increment Red and decrement Green component by 
a factor of 0.5. 

2. Increment Red and Green component by a factor of 
0.7. 

3. Increment Red component by 0.7 and decrement 
Green, Blue, and Yellow components by a factor of  

      0.3. 
4. Double the Red component and decrement Green, 

Blue and Yellow by a factor of 0.3. 
For identifying the Blue color Signboards replace the Red 
color with Blue and Blue color with the Red and repeat the 
above 4 steps and the same as shown in Table 4. 

        Table 4:  Testing sign board data set with different Priority levels. 
 

The Symbol’s R/B/G/Y_i indicates Red/Blue/Green/ 
Yellow color priority increased and R/G/B/Y_d indicates 
Red/Green/Blue/Yellow color priority decreased. 

           To the VAM system the input Sign board image 
shown in Fig.4 (a) is given as input to the VAM and input 
to the LPT is noun phrase which is “Find the Red color 
Sign board on "Right_top_corner". So, here the desired 
color cue is Red, location cue is Right_top_corner and the 
object is Sign board. The result of VAM is shown in Fig.4 
(b) and when the color cue is Blue is shown in Fig.4(c). 
The performance with different priority levels shown in 
Table 4 and for the same color cue is shown in Fig (5). 

                                                            
                                               (a) 

 
Images 

No. of Correctly detected images with color 
priority.   

R_i& G_d  
 by 50% 

R_i  by  
70% & G_d  

by  30% 

R_i by 70% 
&(G,B,Y)_d 
by30% 

Double R & 
(G, B,Y)_d  
 by 30% 

 Crossing 
Priority  
RED 
color 

     
      6  
 

 
      4 

  
     10 

 
      12 

 B_i&Y_d  
 by 50% 

B_i by  70% 
    & Y_d 
   by 30% 

B_i by 70% 
    & 

&(R,G,Y)_d  
 by 30% 

Double B & 
( R,G,Y)_d 
 by 30% 

Bike 
Priority 
BLUE 
color 

 
    10 

 
      13 

         
      12 

 
      15 

Pedestrian 
Priority 
BLUE 
color 

   
    10 

 
      12 

 
      13 

 
       14 
 
 

 
   

Images 
 
 

Total    
No. of 
Images 

No. of images Detected with different 
combinations 
No  

Cues 
Only 

Color 
Only 

Location 
Both Color    
    and 
Location 

 Bike    16   3   10   4    15 
Crossing    16   8     7   9   12 
pedestrian    16   3    15   5   15 
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                                       (b) 
 

           

                                      (c) 

Fig.5 Image with both Crossing and pedestrian sign boards (a) Input 
Image to the system (b) Output of VAM with Color and Location cues.  
(c) Result of VAM with Color and Location cues. 

  
In Fig. 6 Type 1 indicates, increment R, B and decrement 
G, Y by a factor of 0.5. Type 2 indicates, increment R, B 
by a factor of 0.7 and decrement G, Y by a factor of 0.3. 
Type 3 indicates, increment R/B by a factor of 0.7 
decrement G, B/R, Y by a factor of 0.3. Type 4 indicates 
double R/B component and decrement G, B/R, Y by a 
factor of 0.3. 
        The Type 4 system performance is much better than 
other systems, hence the system assigns color cue 
weightage based on Type 4. Comparison between the 
various visual attention models on computation of the 
number of maps computed for identifying the salient 
region is shown in Table 5. The statistics clearly depict the 
computation of the map which is less in case of VAM in 
comparison with VOCUS and Itti’s Model. In case of 
VAM with verbal cue color it is only 52 maps. In case of 
VAM with location cue the computation of the number of 
maps remains the same but the image size is reduced to 
half or quarter of the original size which reduces the time 
taken for computation. 

       

         Fig.6 Performance with different sign board images and 
                     with different types of priority color Cues. 
 
              Table.5. Comparison of Maps in various models 
Various Maps in 
the Architecture 

Various Visual Attention Architecture 
Maps at different levels. 

Itti’s VOCUS VAM VAM 
with 
verbal 
cue 
color 

VAM 
with 
verbal 
cue 
location 

 Pyramid  Maps 24  28  45  30 45 
Scale Maps 42  48  14  12 14 

 Feature Maps   7  10    7    6   7 
Conspicuity Maps   3    3    3    3   3 

Saliency Map   1    1    1    1   1 
Total Maps 77  100  65  52 65 

 
Comparison between the various visual attention models 
on computation of the number of maps computed for 
identifying the salient region is shown in table5. The 
statistics clearly depict the computation of the map which 
is less in case of VAM in comparison with VOCUS and 
Itti’s Model. In case of VAM with verbal cue color it is 
only 52 maps. In case of VAM with location cue the 
computation of the number of maps remains the same but 
the image size is reduced to half or quarter of the original 
size which reduces the time taken for computation 
 
5. Conclusion 
 

The computation of saliency region is determined 
with and without decomposing the image and the time 
taken to compute the most salient region with 
decomposition takes less time in comparison without 
decomposition. The verbal cue also reduces the number of 
maps computed for determining the saliency. The other 
cues for size and shape which reduces the time taken to 
identity the object hasn’t been implemented and is left for 
future scope of the system. The various other issues like 
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combination of the verbal cues which will result in a 
flexible architecture for visual attention has to be studied 
extensively with a language interface. 
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Abstract 
Discovering frequent objects (item sets, sequential 

patterns) is one of the most vital fields in data mining. It is 
well understood that it require running time and memory 
for defining candidates and this is the motivation for 
developing large number of algorithm. Frequent patterns 
mining is the paying attention research issue in association 
rules analysis. Apriori algorithm is a standard algorithm of 
association rules mining. Plenty of algorithms for mining 
association rules and their mutations are projected on the 
foundation of Apriori Algorithm. Most of the earlier 
studies adopted Apriori-like algorithms which are based 
on generate-and-test candidates theme and improving 
algorithm approach and formation but no one give 
attention to the structure of database. Several 
modifications on apriori algorithms are focused on 
algorithm Strategy but no one-algorithm emphasis on least 
transaction and more attribute representation of database. 
We presented a new research trend on frequent pattern 
mining in which generate Transaction pair to lighten 
current methods from the traditional blockage, providing 
scalability to massive data sets and improving response 
time. In order to mine patterns in database with more 
columns than rows, we proposed a complete framework 
for the frequent pattern mining. A simple approach is if we 
generate pair of transaction instead of item id where 
attributes are much larger then transaction so result is very 
fast.  Newly, different works anticipated a new way to 
mine patterns in transposed databases where there is a 
database with thousands of attributes but merely tens of 
stuff.  We suggest a novel dynamic algorithm for frequent 
pattern mining in which generate transaction pair and for 
generating frequent pattern we find out by longest 

common subsequence using dynamic function. Our 
solutions give result more rapidly. A quantitative 
investigation of these tradeoffs is conducted through a 
wide investigational study on artificial and real-life data 
sets. 
Keywords: Longest Common Subsequence, Frequent Pattern 
mining, dynamic function, candidate, transaction pair, 
association rule, vertical mining 

1. Introduction 

Frequent Pattern Mining is most dominant problem in 
association mining. Plenty of algorithms for mining 
association rules and their mutations are projected on the 
foundation of Apriori Algorithm. Most of the earlier studies 
adopted Apriori-like algorithms which are based on generate-
and-test candidates theme and improving algorithm approach 
and formation but always focus on item id instead of 
transaction id. Several modifications on apriori algorithm are 
focused on algorithm Strategy but no one-algorithm 
emphasis on least transaction more attribute representation of 
database.  
Most of the preceding work on mining frequent patterns is 
based on the horizontal representation. However, recently a 
number of vertical mining algorithms have been projected for 
mining frequent itemsets. Mining algorithms using the 
vertical representation have shown to be effective and usually 
do better than horizontal approaches [11]. This benefit stems 
from the fact that frequent patterns can be counted via tidset 
intersections, instead of using complex interior data 
structures like the hash/search trees that the horizontal 
algorithms need [10]. Also in the vertical mining, the 
candidate creation and counting phases are done in a single 
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step. This is done because vertical mining offers usual 
pruning of unrelated transactions as a result of an 
intersection. Another characteristic of vertical mining is the 
utilization of the autonomy of classes, where each frequent 
item is a class that contains a set of frequent k-itemsets 
(where k > 1) [6]. The vertical arrangement appears to be a 
usual choice for achieving association rule mining's purpose 
of discovering associated items. Computing the supports of 
itemsets is simpler and quicker with the vertical arrangement 
since it involves only the intersections of tid-lists or tid-
vectors, operations that are well-supported by the current 
database systems. In difference, complex hash-tree data 
structures and functions are required to perform the same 
function for flat layouts. There is an automatic reduction of 
the database before each scan for those itemsets that are 
significant to the following scan of the mining process are 
accessed from disk. In the horizontal arrangement, however, 
irrelevant information that happens to be part of a row in 
which useful information is present is also transferred from 
disk to memory. This is because database reductions are 
moderately hard to implement in the horizontal arrangement. 
Further, still if reductions were possible, the irrelevant 
information can be removed only in the scan following the 
one in which its irrelevance is exposed. Therefore, there is 
always a reduction delay of at least one scan in the horizontal 
layout.  
A simple approach is if we generate pair of transaction 
instead of item id where attributes are much larger then 
transaction then result is very fast. Recently, different works 
proposed a new way to mine patterns in transposed databases 
where a database with thousands of attributes but only tens of 
objects [15]. In this case, mining the transaction pair runs 
through a smaller search space. None algorithm filters or 
reduces the database in each pass of apriori algorithm to 
count the support of prune pattern candidate from database.  
Most of the preceding work on vertical mining concentrates 
on intersection of transaction [12]. This is based on 
intersection of perpendicular tid-vector where it is a set of 
columns with each column storing an IID and a bit-vector of 
1’s and 0’ to represent the occurrence or nonexistence, 
respectively, of the item in the set of customer transactions. If 
we use list-based layout then it takes much less space than 
the bit-vector approach (which has the overhead of openly 
representing absence) in sparse databases.  We make the case 
in this paper and use list-based layout [16]. To find 
intersection we use dynamic technique instead of traditional 
approach. We suggest a novel dynamic algorithm for 
frequent pattern mining in which we generate transaction pair 
and for generating frequent pattern we find out by longest 
common subsequence using dynamic function.  
The rest of this paper is structured as follows. Section II 
introduces the problem and reviews some efficient related 
works. The projected method is described in section III. 
Section IV explains in details the projected FPMDF 

algorithm. A justification with Example is given in Section 
V. The investigational results and assessment show in section 
VI. Finally Section VII contains the conclusions and 
upcoming works 

2. Frequent Pattern Mining 

Frequent Itemset Mining came from efforts to determine 
valuable patterns in customers’ transaction databases. A 
customers’ transaction database is a series of transactions (T 
= t1.  . . tn), where each transaction is an itemset (ti  I). An 
itemset with k elements is known as k-itemset. In the rest of 
the paper we make the (practical) assumption that the items 
are from a prearranged set, and transactions are stored as 
sorted itemsets. The support of an itemset X in T, denoted as 
suppT(X), is the number of those transactions that hold X, 
i.e. suppT(X) = |{tj : X  tj}|. An itemset is frequent if its 
support is larger than a support threshold, originally denoted 
by min supp. The frequent itemset mining problem is to 
discover all frequent itemset in a given transaction database. 
The primary Algorithm Proposed for finding frequent 
itemsets, is the APRIORI Algorithm [1]. This algorithm was 
enhanced later to obtain the frequent pattern quickly [2]. The 
Apriori algorithm employs the downhill closure property—if 
an itemset is not frequent, any superset of it cannot be 
frequent either. The Apriori Algorithm performs a breadth-
first search in the search Space by generating candidate k+1 
itemsets from frequent k-itemsets. The occurrence of an 
itemset is computed by counting its happening in each 
transaction. Numerous variants of the Apriori algorithm have 
been developed, like AprioriTid, AprioriHybrid, direct 
hashing and pruning (DHP), Partition algorithm, dynamic 
itemset counting (DIC) etc.[3] . FP-growth [4] is a well-
known algorithm that uses the FP-tree data structure to get a 
condensed representation of the database transactions and 
employs a divide-and conquer approach to decompose the 
mining problem into a set of smaller problems. In spirit, it 
mines all the frequent itemsets by recursively determining all 
frequent 1-itemsets in the restrictive pattern base that is 
proficiently constructed with the help of a node link 
structure. In algorithm FP-growth-based, recursive 
production of the FP-tree affects the algorithm’s complexity. 
Most of the preceding work on association mining has 
utilized the conventional horizontal transactional database 
arrangement. However, a number of vertical mining 
algorithms have been proposed recently for association 
mining [5, 6, 9, 11, 12]. In a vertical database each item is 
associated with its equivalent tidset, the set of all transactions 
(or tids) where it appears. Mining algorithms using the 
vertical format have shown to be very valuable and usually 
do better than horizontal approaches. This advantage stems 
from the fact that frequent patterns can be counted via tidset 
intersections, instead of using complex internal data 
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structures (candidate generation and counting happens in a 
single step). The horizontal approach on the other hand needs 
complex search/hash trees. Tidsets offer ordinary pruning of 
extraneous transactions as a result of an intersection (tids not 
relevant drop out). Furthermore, for databases with lengthy 
transactions it has been shown using a simple cost model, 
that the vertical approach reduces the number of I/O 
operations [7]. In a current study on the integration of 
database and mining, the Vertical algorithm [8] was shown to 
be the best approach (better than horizontal) when forcefully 
integrating association mining with database systems. Eclat 
[9] is the primary algorithm to find frequent patterns by a 
depth-first search and it has been shown to execute fine. 
They use vertical database representation and count the 
support of itemset by using the intersection of tids. However, 
pruning used in the Apriori algorithm is not applicable during 
the candidate itemsets generation due to depth-first search. 
VIPER [5] uses the vertical database layout and the 
intersection to accomplish a excellent performance. The only 
difference is that they use the compacted bitmaps to represent 
the transaction list of each itemset. However, their 
compression method has limitations especially when tids are 
uniformly distributed. Zaki and Gouda [10] developed a new 
approach called dEclat using the vertical database 
representation. They store the difference of tids, called 
diffset, between a candidate k-itemset and its prefix k -1 
frequent itemsets, instead of the tids intersection set, denoted 
here as tidset. They calculate the support by subtracting the 
cardinality of diffset from the support of its prefix k-1 
frequent itemset. This algorithm has been exposed to gain 
significant performance improvements over Eclat. However, 
diffset will drop its advantage over tidset when the database 
is sparse. 
Most of the preceding work on mining frequent patterns is 
based on the horizontal illustration. However, recently a 
number of vertical mining algorithms have been projected for 
mining frequent itemsets. Mining algorithms using the 
vertical representation have exposed to be effective and 
usually do better than horizontal approaches [11]. This 
advantage stems from the fact that frequent patterns can be 
counted via tidset intersections, instead of using complex 
internal data structures like the hash/search trees that the 
horizontal algorithms require [10]. The candidate generation 
and counting phases are done in a single step in vertical 
mining. This is done because vertical mining offers ordinary 
pruning of irrelevant transactions as a result of an 
intersection.  
Another characteristic of vertical mining is the utilization of 
the autonomy of classes, where each frequent item is a class 
that contains a set of frequent k-itemsets (where k > 1) [6]. 
The vertical arrangement appears to be a natural choice for 
achieving association rule mining's objective of discovering 
correlated items. Computing the supports of itemsets is 
simpler and faster with the vertical arrangement since it 

involves only the intersections of tid-lists or tid-vectors, 
operations that are well-supported by existing database 
systems. In contrast, complex hash-tree data structures and 
functions are required to perform the same function for 
horizontal layouts. There is an automatic reduction of the 
database before each scan in that only those itemsets that are 
significant to the following scan of the mining process are 
accessed from disk. In the horizontal layout, however, 
irrelevant information that happens to be part of a row in 
which useful information is present is also transferred from 
disk to memory. This is because database reductions are 
comparatively hard to implement in the horizontal 
arrangement. Further, even if reduction were promising, the 
irrelevant information can be removed only in the scan 
following the one in which its irrelevance is discovered. 
Therefore, there is always a reduction delay of at least one 
scan in the horizontal layout.   
Most of the preceding work on vertical mining concentrates 
on intersection of transaction [12]. This is based on 
intersection of perpendicular tid-vector where it is a set of 
columns with each column storing an IID and a bit-vector of 
1’s and 0’ to represent the occurrence or nonexistence, 
respectively, of the item in the set of customer transactions. If 
we use list-based layout then it takes much less space than 
the bit-vector approach (which has the overhead of openly 
representing absence) in sparse databases.  We make the case 
in this paper and use list-based layout [16]. To find 
intersection we use dynamic technique instead of traditional 
approach. We suggest a novel dynamic algorithm for 
frequent pattern mining in which we generate transaction pair 
and for generating frequent pattern we find out by longest 
common subsequence using dynamic function 
 

3. Dynamic Function 

The longest common subsequence problem is one of the 
frequent problems which can be solved powerfully using 
dynamic programming. “The Longest common subsequence 
problem is, we are given two sequences X=<x1,x2----------
xn> and Y=<y1,y2---------ym> and wish to find a maximum 
length 
 common subsequence of X and Y” for example : if 
X=<A,B,C,B,D,A,B> and Y=<B,D,C,A,B,A> then The 
sequence <B, C, B, A> longest common subsequence. Let us 
define CC [i, j] to be the length of an LCS of the sequences 
xi and yj. If either i=0 or j=0, one of the sequence has length 
0, so the LCS has length 0. The Optimal substructure of the 
LCS Problem gives the recursive formula in fig.1 
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Figure 1.  Longest Common Subsequence Recursive Formula  

 

4. Algorithm 

The Novel algorithm works over the entire database file, now 
apply Apriori like Algorithm in which first we generate 
transaction pair with longest common subsequence of item id 
instead of item id pair. For each Iteration we apply following 
sequence of operation until condition occurred. First generate 
the transaction pair and prune with empty longest common 
subsequence by dynamic function. To count the support , 
instead of whole database for each pruned pattern we find all 
subset and display it  and also stored new transaction pair and 
its attribute common subsequence so that next iteration we 
trace above subsequence. To find longest common 
subsequence we used dynamic function which faster then 
traditional function. Write pruned transaction pair list with 
attribute common subsequence so that in next pass we used 
this pair list instead of all pair list. An advantage of This 
approach is in each iteration database filtering and reduces, 
so each iteration is faster then previous iteration 
 

Algorithm FPMDF ( Frequent Patterns Mining 
Using Dynamic Function) 
I. Given Database T  with ∂(Min. no. of transaction)  

II. K: =2.  
III. While Lk-1≠ { } do 
IV. Ck=Compute each pair of each previous transaction 

pair . 
V. Computer LCS of Item id  for each previous 

transaction pair.  
VI. Lk=Prune Transaction Pair having empty LCS. 

VII. If ∂<=k then Fk=All_Subset(Lk) 
VIII. K:=K+1 

5. Explanation with example which support 
the arguments 

Study the following transaction database 
.T={T1,T2,T3,T4,T5 >, Assume σ=40%, Since T contains 5 

records, it means that an itemset that is supported by at least 
two transactions is a frequent set and output shown in fig.2  

 

 

 

 

 

TABLE I.  GIVEN DATASE T   (C1) 

TI
d 

Attributes (Item Id) 

1 1,2,5,6,7,9,10,15 

2 1,3,14 

3 2,3,5,6,7,8,9,12 

4 4,10,15 

5 2,4,5,7,9,11,13 

 

 

Now Apply Algorithm  

Iteration 1 
 
Generate Transaction Pair with two elements  with Longest 
Common Subsequence (LCS) By Dynamic Function of 
Attributes  
 
 

TABLE II.  C2 

TId Attributes (Item Id) 

1 
,2 

1

1,3 2,5,6,7,9 

1,4 10,15

1,5 2,5,7,9 

2,3 3

2,4 NIL

2,5 NIL

3,4 NIL

3,5 2,5,7,9 

4,5 4
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Prune C2 by removing Transaction pair having Empty LCS 
of attributes. 
 

 

 

Figure 2.  Frequent Pattern with support  60% 

 

TABLE III.  L2 

TId Attributes (Item Id) 

1 
,2 

1 

1,3 2,5,6,7,9 

1,4 10,15 

1,5 2,5,7,9 

2,3 3 

3,5 2,5,7,9 

4,5 4 

 

If  σ=40%, frequenct set support record=2 then 

  F2=All_Subset(L2) 

F2 :={ 1,2, 3, 4, 5, 6, 
7,9,10,15,(2,5),(2,6),(2,7),(2,9),(5,6),(5,7),(5,9),(6,7),(6,9),(
7,9),(10,15),(2,5,6),(,2,5,7),(2,5,9),(2,6,7),(2,6,9),(2,7,9),(2,
5,6,7),(2,5,6,9),(2,5,7,9), (2,6,7,9),(5,6,7,9),(2,5,6,7,9)}. 

 

Iteration 2 
 
Generate Transaction Pair with 3 elements with Longest 
Common Subsequence (LCS) By Dynamic Function of 
Attributes  

TABLE IV.  C3 

TId Attributes (Item Id) 

1 ,2,3 NIL 

1,2,4 NIL 

1,2,5 NIL 

1,3,4 NIL 

1,3,5 2,5,7,9 

1,4,5 NIL 

 

Prune C2 by removing Transaction pair having Empty LCS 
of attributes. 

TABLE V.  L3 

TId Attributes (Item Id) 

1,3,
5 

2,5,7,9 

 

If  σ=40%, frequenct set support record=2 then 
  F3=F2 U All_Subset(L3) 

F3:={1,2,3,4,5,6, 
7,9,10,15,(2,5),(2,6),(2,7),(2,9),(5,6),(5,7),(5,9),(6,7),(6,9),
(7,9),(10,15),(2,5,6),(,2,5,7),(2,5,9),(2,6,7),(2,6,9),(2,7,9),(
2,5,6,7),(2,5,6,9),(2,5,7,9),(2,6,7,9),(5,6,7,9),(2,5,6,7,9) } 

 
If σ=60%, frequenct set support record=3 then 
  F3= All_Subset(L3) 

 
F3 :={ 2,5, 7,9,(2,5), ,(2,7),(2,9), (5,7),(5,9),(7,9), 

,(2,5,7),(2,5,9), ,(2,7,9),(5,7,9),(2,5,7,9), } 
 

6. Experimental results 
In this section we performed a set of experiments to evaluate 
the effectiveness of the frequent pattern mining using 
dynamic function method. The algorithm DFPMT was 
executed on a Pentium 4 CPU, 2.26GHz, and 1 GB of RAM 
computer. It was implemented in Java. The experiment 
database sources are T40I4D100K, provided by the QUEST 
generator of data generated from IBM's Almaden lab. The 
experimental dataset contains data whose records are set to 
10. The testing results of experiments are showed in Fig.3. In 
the Fig.3, the horizontal axis represents the number of 
support in database and the vertical axis represents mining 
time. The three curves denote different time cost of the 
algorithm Apriori, FP Growth and FPMDF with different 
minsup. 

 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     146 

 

T10I4D100K_10

0

20

40

60

80

100

120

140

160

15 16 17 18 19 20

Support(%)

T
im

e(
m

s) Apriori

FP Grow th

FPMDF

 

 
Figure 3.  The test results of apriori, FP Growth and DFPMT 

 

6. Conclusion 
Discovering frequent objects (item sets, sequential patterns) 
is one of the most vital fields in data mining. It is well 
understood that it require running time and memory for 
defining candidates and this is the motivation for developing 
large number of algorithm.. We presented a  new research 
trend on frequent pattern mining in which if the number of 
transaction are very less as compare to attributes or items 
specially in medical fields then instead of generating item id 
pair we generate pair of transaction with longest common 
subsequence of item ids. Then we gave an approach to use 
this framework to mine all the itemset satisfying. We used 
dynamic function which is superior to conventional function 
for finding longest common subsequence. We also presented 
a new research trend on filtering the database in all iteration. 
Further investigations are required to clear the possibilities of 
this method 
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Abstract 

The healthcare industry collects a huge amount of data which is 
not properly mined and not put to the optimum use. Discovery of 
these hidden patterns and relationships often goes unexploited. 
Our research focuses on this aspect of Medical diagnosis by 
learning pattern through the collected data of diabetes, hepatitis 
and heart diseases and to develop intelligent medical decision 
support systems to help the physicians. In this paper, we propose 
the use of decision trees C4.5 algorithm, ID3 algorithm and 
CART algorithm to classify these diseases and compare the 
effectiveness, correction rate among them.   
Keywords: Active learning, decision support system, data 
mining, medical engineering, ID3 algorithm, CART algorithm, 
C4.5 algorithm. 

1. Introduction 

The major challenge facing the healthcare industry is the 
provision for quality services at affordable costs. A quality 
service implies diagnosing patients correctly and treating 
them effectively. Poor clinical decisions can lead to 
disastrous results which is unacceptable. Even the most 
technologically advanced hospitals in India have no such 
software that predicts a disease through data mining 
techniques. There is a huge amount of untapped data that 
can be turned into useful information. Medical diagnosis is 
known to be subjective; it depends on the physician 
making the diagnosis. Secondly, and most importantly, the 
amount of data that should be analyzed to make a good 
prediction is usually huge and at times unmanageable. In 
this context, machine learning can be used to 
automatically infer diagnostic rules from descriptions of 
past, successfully treated patients, and help specialists 
make the diagnostic process more objective and more 
reliable. 

      The decision support systems that have been 
developed to assist physicians in the diagnostic process 
often are based on static data which may be out of date. A 
decision support system which can learn the relationships 
between patient history, diseases in the population, 
symptoms, pathology of a disease, family history and test 
results, would be useful to physicians and hospitals.  The 
concept of Decision Support System (DSS) is very broad 
because of many diverse approaches and a wide range of 
domains in which decisions are made. DSS terminology 
refers to a class of computer-based information systems 
including knowledge based systems that support decision 
making activities. In general, it can say that a DSS is a 
computerized system for helping make decisions. A DSS 
application can be composed of the subsystems. However, 
the development of such system presents a daunting and 
yet to be explored task. Many factors have been attributed 
but inadequate information has been identified as a major 
challenge. To reduce the diagnosis time and improve the 
diagnosis accuracy, it has become more of a demanding 
issue to develop reliable and powerful medical decision 
support systems (MDSS) to support the yet and still 
increasingly  complicated diagnosis decision process. The 
medical diagnosis by nature is a complex and fuzzy 
cognitive process, hence soft computing methods, such as 
decision tree classifiers have shown great potential to be 
applied in the development of MDSS of heart diseases and 
other diseases. 
 
The aim is to identify the most important risk factors 
based on the classification rules to be extracted. This 
section explains how well data mining and decision 
support system are integrated and also describes the 
datasets undertaken for this work. In the next section 
relevant related works referred to the exploitation of 
classification technology in the medical field are surveyed. 
Section III outlines the results, explaining the decision tree 
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algorithms devised for the purposes outlined above. 
Section IV illustrates conclusions. 
 
      Decision support systems are defined as interactive 
computer based systems intended to help decision makers 
utilize data and models in order to identify problems, solve 
problems and make decisions. They incorporate both data 
and models and they are designed to assist decision 
makers in semi-structured and unstructured decision 
making processes. They provide support for decision 
making, they do not replace it. The mission of decision 
support systems is to improve effectiveness, rather than 
the efficiency of decisions [19]. Chen argues that the use 
of data mining helps institutions make critical decisions 
faster and with a greater degree of confidence. He believes 
that the use of data mining lowers the uncertainty in 
decision process [20]. Lavrac and Bohanec claim that the 
integration of dm can lead to the improved performance of 
DSS and can enable the tackling of new types of problems 
that have not been addressed before. They also argue that 
the integration of data mining and decision support can 
significantly improve current approaches and create new 
approaches to problem solving, by enabling the fusion of 
knowledge from experts and Knowledge extracted from 
data [19]. 
 

2. Overview of related work 

Up to now, several studies have been reported that have 
focused on medical diagnosis. These studies have applied 
different approaches to the given problem and achieved 
high classification accuracies, of 77% or higher, using the 
dataset taken from the UCI machine learning repository 
[1]. Here are some examples: 
Robert Detrano’s [6] experimental results showed correct 
classification accuracy of approximately 77% with a 
logistic-regression-derived discriminant function. 
The John Gennari’s [7] CLASSIT conceptual clustering 
system achieved 78.9% accuracy on the Cleveland 
database. 
L. Ariel [8] used Fuzzy Support Vector Clustering to 
identify heart disease. This algorithm applied a kernel 
induced metric to assign each piece of data and 
experimental results were obtained using a well known 
benchmark of heart disease. 
Ischemic -heart:-disease (IHD) -Support .Vector Machines 
serve as excellent classifiers and predictors and can do so 
with high accuracy. In this, tree based: classifier uses non-
linear proximal support vector machines.(PSVM).  
Polat and Gunes [18] designed an expert system to 
diagnose the diabetes disease based on principal 
component analysis. Polat et al.  also developed a cascade 
learning system to diagnose the diabetes.  

Campos-Delgado et al. developed a fuzzy-based controller 
that incorporates expert knowledge to regulate the blood 
glucose level.Magni and Bellazzi devised a stochastic 
model to extract variability from a self-monitoring blood 
sugar level time series [17]. 
Diaconis,P. & Efron,B. (1983) developed an expert system 
to classify hepatitis of a patient. They used Computer-
Intensive Methods in Statistics.  
Cestnik,G., Konenenko,I, & Bratko,I. designed a 
Knowledge-Elicitation Tool for Sophisticated Users in the 
diagnosis of hepatitis. 

3. Analysis and results 

3.1 About the Datasets 

The Aim of the present study is the development and 
evaluation of a Clinical Decision Support System for the 
treatment of patients with Heart Disease, diabetes and 
hepatitis. According to one survey, heart disease is the 
leading cause of death in the world every year. Just in the 
United States, almost 930,000 people die and its cost is 
about 393.5 billion dollars. Heart disease, which is usually 
called coronary artery disease (CAD), is a broad term that 
can refer to any condition that affects the heart. Many 
CAD patients have symptoms such as chest pain (angina) 
and fatigue, which occur when the heart isn't receiving 
adequate oxygen. Nearly 50 percent of patients, however, 
have no symptoms until a heart attack occurs.  
      Diabetes mellitus is a chronic disease and a major 
public health challenge worldwide. According to the 
International Diabetes Federation, there are currently 246 
million diabetic people worldwide, and this number is 
expected to rise to 380 million by 2025. Furthermore, 3.8 
million deaths are attributable to diabetes complications 
each year. It has been shown that 80% of type 2 diabetes 
complications can be prevented or delayed by early 
identification of people at risk. The American Diabetes 
Association [2] categorizes diabetes into type-1 diabetes 
[17], which is normally diagnosed in children and young 
adults, and type-2 diabetes, i.e., the most common form of 
diabetes that originates from a progressive insulin 
secretory defect so that the body does not produce 
adequate insulin or the insulin does not affect the cells. 
Either the fasting plasma glucose (FPG) or the 75-g oral 
glucose tolerance test (OGTT [19]) is generally 
appropriate to screen diabetes or pre-diabetes.  
      Hepatitis, a liver disorder requires continuous medical 
care and patient self-management education to prevent 
acute complications and to decrease the risk of long-term 
complications. This is caused due to the condition of 
anorexia (loss of appetite) and increased level of alkaline 
phosphate. The disease can be classified in to Hepatitis a, 
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b, etc,.  All these datasets used in this study are taken from 
UCI KDD Archive [1]. 
 

3.2 Experimental Data 

We have used three medical datasets namely, heart 
disease, diabetes and hepatitis datasets. All these datasets 
are obtained from UC-Irvine archive of machine learning 
datasets [1]. The aim is to classify the diseases and to 
compare the attribute selection measure algorithms such as 
ID3, C4.5 and CART. The heart disease dataset [1] of 473 
patients is used in this experiment and has 76 attributes, 14 
of which are linear valued and are relevant as shown in 
table 1. The hepatitis disease dataset [1] has 20 attributes, 
and there are 281 instances and 2 classes which are 
described in table 2. The diabetic dataset [1] of 768 
patients with 9 attributes is as shown in table 3. 

Table 1: Description of the features in the heart disease dataset 
 

 

 

Table 2: Description of the features in the hepatitis dataset 
1 Class DIE, LIVE  

2 Age 10, 20, 30, 40, 50, 60, 70,80  

3 Sex male, female  

4 Steroid no, yes  

5 Antivirals no, yes  

6 Fatigue no, yes  

7 Malaise no, yes  

8 Anorexia no, yes  

9 Liver Big no, yes  

10 Liver Firm no, yes  

11 Spleen Palpable no, yes  

12 Spiders no, yes  

13 Ascites no, yes  

14 Varices no, yes  

15 Bilirubin 0.39, 0.80, 1.20, 2.00, 3.00, 4.00  

16 Alk Phosphate 33, 80, 120, 160, 200, 250  

17 SGOT 13, 100, 200, 300, 400, 500,  

18 Albumin 2.1, 3.0, 3.8, 4.5, 5.0, 6.0  

19 Protime 10, 20, 30, 40, 50, 60, 70, 80, 90  

20 Histology no, yes 

Table 3: description of the features in the diabetes dataset 

No Attribute Name Description 

 1 Number of times pregnant Numerical values 

2 Plasma glucose 
concentration  

glucose concentration in a 2 
hours in an oral glucose 
tolerance test 

3 Diastolic blood pressure  In mm Hg 

4 Triceps skin fold thickness  Thickness of skin in mm 

5 2-Hour serum insulin  Insulin (mu U/ml) 

6 Body mass index   (weight in kg/(height in m)^2)   

7 Diabetes pedigree function A function – to analyse the 
presence of diabetes 

8 Age  Age in years 

9 Class  1 is interpreted as “tested 
positive for diabetes and 0 as 
negative 

 

3.3 Attributes Selection Measures 

Many different metrics are used in machine learning and 
data mining to build and evaluate models. We have 
implemented the ID3, C4.5 CART algorithm and tested 
them on our experimental datasets. The accuracy of these 

No Name Description 
1 Age age in years 
2 Sex 1 = male ; 0 = female 
3 
 

Cp 
 

chest pain type (1 = typical angina; 2 = atypical 
angina ; 3 = non-anginal pain; 4 = 

asymptomatic) 
4 Trestbps resting blood pressure(in mm Hg on admission 

to the hospital) 
5 Chol serum cholestoral in mg/dl 
6 Fbs (fasting blood sugar > 120 mg/dl) (1 = true; 0 = 

false) 
7 
 
 

Restecg 

 

resting electrocardiographic results ( 0 = 
normal; 1 = having ST-T wave abnormality; 2 = 

showing  probable or define left ventricular 
hypertrophy by Estes’ criteria) 

8 
 

Thalach 
 

maximum heart rate achieved 

9 
 

Exang 
 

exercise induced angina (1 = yes; 0 = no) 
 

10 Oldpeak ST depression induced by exercise relative to 
rest 

11 
 

Slope 
 

the slope of the peak exercise ST segment ( 1 = 
upsloping; 2 = flat ; 3= downsloping) 

12 
 

Ca 
 

number of major vessels (0-3) colored by 
flourosopy 

13 Thal ( 3 = normal; 6 = fixed defect; 7 = reversible 
defect) 

14 Num Diagnosis classes (0 = healthy; 1 = patient who 
is subject to possible heart disease) 
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algorithms can be examined by confusion matrix produced 
by them. We employed four performance measures: 
precision, recall, F-measure and ROC space [5]. A 
distinguished confusion matrix (sometimes called 
contingency table) is obtained to calculate the four 
measures. Confusion matrix is a matrix representation of 
the classification results. It contains information about 
actual and predicted classifications done by a classification 
system. The cell which denotes the number of samples 
classifies as true while they were true (i.e., TP), and the 
cell that denotes the number of samples classified as false 
while they were actually false (i.e., TN). The other two 
cells denote the number of samples misclassified. 
Specifically, the cell denoting the number of samples 
classified as false while they actually were true (i.e., FN), 
and the cell denoting the number of samples classified as 
true while they actually were false (i.e., FP).  Once the 
confusion matrixes were constructed, the precision, recall, 
F-measure are easily calculated as: 

Recall= TP/ (TP+FN)                                          (1) 
Precision = TP/ (TP+FP)                                     (2) 
F_measure = (2*TP)/ (2*TP+FP+FN)                 (3) 

Less formally, precision measures the percentage of the 
actual patients (i.e. true positive) among the patients that 
got declared disease; recall measures the percentage of the 
actual patients that were discovered; F-measure balances 
between precision and recall. A ROC (receiver operating 
characteristic [5]) space is defined by false positive rate 
(FPR) and true positive rate (TPR) as x and y axes 
respectively, which depicts relative tradeoffs between true 
positive and false positive. 

TPR= TP/ (TP+FN)                                          (4) 
FPR= FP/ (FP+TN)                                           (5)                                

       
ID3 Algorithm 
      Itemized Dichotomozer 3 algorithm or better known as 
ID3 algorithm [13] was first introduced by J.R Quinlan in 
the late 1970’s. It is a greedy algorithm that selects the 
next attributes based on the information gain associated 
with the attributes. The information gain is measured by 
entropy, ID3 algorithm [13] prefers that the generated tree 
is shorter and the attributes with lower entropies are put 
near the top of the tree. The three datasets are run against 
ID3 algorithm and the results generated by ID3 are as 
shown in tables 4, 5, 6 respectively. 
 

Table 4: Confusion matrix of id3 algorithm- heart disease dataset 
TP Rate   FP Rate   Precision   Recall   F-Measure   ROC Area   Class 

0.686     0.281         0.66          0.686       0.673           0.68              No 

0.719     0.314      0.742             0.719       0.73           0.719           Yes 

 
Table 5: Confusion matrix of id3 algorithm- hepatitis dataset 

TP Rate   FP Rate   Precision   Recall   F-Measure   ROC Area   Class 

  0.686     0.281          0.66           0.686       0.673           0.68          No 

  0.719     0.314         0.742          0.719        0.73            0.719        Yes 

 
Table 6: confusion matrix of id3 algorithm- diabetes dataset 

TP Rate   FP Rate   Precision   Recall   F-Measure  ROC Area   Class 

0.582        0.154          0.67       0.582         0.623        0.767         Yes 

 0.846        0.418          0.791    0.846         0.817         0.767         No 

 

C4.5 Algorithm 

At each node of the tree, C4.5 [15] chooses one attribute 
of the data that most effectively splits its set of samples 
into subsets enriched in one class or the other. Its criterion 
is the normalized information gain (difference in entropy) 
that results from choosing an attribute for splitting the 
data. The attribute with the highest normalized 
information gain is chosen to make the decision. C4.5 [16] 
made a number of improvements to ID3. Some of these 
are: 

a. Handling both continuous and discrete attributes 
–creates a threshold and then splits the list into 
those whose attribute value is above the threshold 
and those that are less than or equal to it.  

b. Handling training data with missing attribute 
values  

c. Handling attributes with differing costs.  
d. Pruning trees after creation – C4.5 [16] goes back 

through the tree once it’s been created and 
attempts to remove branches that do not help by 
replacing them with leaf nodes.  

When the three medical datasets are run against the C4.5 
algorithm and the results are indicated in the tables 7, 8, 9 
respectively. 

Table 7: confusion matrix of c4.5 algorithm- heart disease dataset 
TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 

  0.596     0.364       0.586         0.596     0.591          0.636          No 

  0.636     0.404      0.646         0.636      0.641          0.636          Yes 

Table 8: Confusion matrix of c4.5 algorithm-hepatitis dataset 
TP Rate   FP Rate   Precision   Recall   F-Measure  ROC Area   Class 

0.97         0.615       0.89           0.97          0.929         0.669        Live 

0.385        0.03        0.714         0.385          0.5           0.669         Die

 

Table 9: Confusion matrix of c4.5 algorithm-diabetes dataset 
TP Rate   FP Rate   Precision   Recall   F-Measure  ROC Area   Class 

0.597      0.186        0.632        0.597      0.614         0.751         Yes 

0.814      0.403        0.79          0.814      0.802          0.751          No 

 

CART Algorithm 
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Classification and regression trees (CART [14]) is a non-
parametric technique that produces either classification or 
regression trees, depending on whether the dependent 
variable is categorical or numeric, respectively. Trees are 
formed by a collection of rules based on values of certain 
variables in the modelling data set. Rules are selected 
based on how well splits based on variables’ values can 
differentiate observations based on the dependent variable 
Once a rule is selected and splits a node into two, the same 
logic is applied to each “child” node (i.e. it is a recursive 
procedure). Splitting stops when CART detects no further 
gain can be made, or some pre-set stopping rules are met. 
The basic idea of tree growing is to choose a split among 
all the possible splits at each node so that the resulting 
child nodes are the “purest”. In this algorithm, only 
univariate splits are considered. That is, each split depends 
on the value of only one predictor variable. All possible 
splits consist of possible splits of each predictor. CART 
innovations include: 

a. solving the “how big to grow the tree”- problem; 
b. using strictly two-way (binary) splitting; 
c. incorporating automatic testing and tree 

validation, and; 
d. Providing a completely new method for handling 

missing values. 
The result of CART algorithm for the medical datasets are 
described in the following tables 10, 11, 12 respectively 

Table 10: Confusion matrix of CART algorithm-heart disease dataset 
TP Rate   FP Rate   Precision   Recall       F-Measure   ROC Area   Class 

  0.702        0.258      0.702         0.702       0.702        0.726          No 

  0.742       0.298       0.742        0.742       0.742         0.726         Yes 

Table 11: Confusion matrix of CART algorithm- hepatitis dataset 
TP Rate   FP Rate   Precision   Recall     F-Measure   ROC Area  Class 

0.91          0.769         0.859       0.91          0.884          0.541       Live 

0.231        0.09           0.933       0.831        0.273           0.541       Die 

Table 12: Confusion matrix of CART algorithm- diabetes dataset 
TP Rate   FP Rate   Precision   Recall   F-Measure  ROC Area   Class 

0.534        0.132         0.884       0.934            0.6        0.727          Yes 

 0.868      0.466         0.776       0.868           0.82       0.727          No 

 

3.4 Classification Rules 

Significant rules [20] are extracted which are useful for 
understanding the data pattern and behaviour of 
experimental dataset. The following pattern is extracted by 
applying CART decision tree algorithm [14]. Some of the 
rules extracted for heart disease dataset are as follows, 

1. Heartdisease(absence):-
Thal=fixed_defect,Number_Vessels=0, Cholestoral    
=126-213. 

2. Heart_disease(presence):-
Thal=normal,Number_Vessels=0, Old_Peak=0-1.5,   
Max_Heart_Rate=137-169, Cholestoral=126-213. 

3. Heart_disease(absence):-
Thal=normal,Number_Vessels=0, Old_Peak=0-1.5, 
Max_Heart_Rate=137-169,Cholestoral=214-301,   
Rest=0, Pressure=121-147. 

 

The rules for Hepatitis datasets are extracted and some of 
them are as follows 
1. Ascites = Yes AND Histology = No: Live (46.0/1.0) 
2. Anorexia = Yes ANDProtime > 47 AND Fatigue = 

No: Live (8.0) 
3. Anorexia = Yes AND Malaise = Yes AND Ascites = 

Yes: Live (10.0/2.0) 
4. Anorexia = Yes: Die (10.0) : Live (6.0) 
 

Some classification rules for diabetes datasets are as 
follows, 
1. Age <= 28 AND Triceps skin fold thickness > 0 AND 

Triceps skin fold thickness <= 34 AND Age > 22 
AND No.timespreg <= 3 AND Plasma gc(2) <= 127: 
No (61.0/7.0) 

2. Plasma gc(2) <= 99 AND 2-Hour serum insulin <= 88 
AND 2-Hour serum insulin <= 18 AND Triceps skin 
fold thickness <= 21: No (26.0/1.0) 

3. Age <= 24 AND Triceps skin fold thickness > 0 AND 
Body MI <= 33.3: No (37.0) Diastolic blood pressure 
<= 40 AND Plasma gc(2) > 130: Yes (10.0) 

4. Plasma gc(2) <= 107 AND Diabetespf <= 0.229 AND 
Diastolic blood pressure <= 80: No (23.0) 

5. No.timespreg <= 6 AND Plasma gc(2) <= 112 AND 
Diastolic blood pressure <= 88 AND Age <= 35: No 
(44.0/8.0) 

6. Age <= 30 AND Diastolic blood pressure > 72 AND 
Body MI <= 42.8: No (41.0/7.0) 

 

3.5 Comparison Of ID3, C4.5 and CART Algorithm 

Algorithm designers have had much success with greedy, 
divide-and-conquer approaches to building class 
descriptions. It is chosen decision tree learners made    
popular by ID3, C4.5 (Quinlan1986) and CART (Breiman, 
Friedman, Olshen, and Stone 1984 [14] ) for this survey, 
because they are relatively fast and typically they produce 
competitive classifiers. On examining the confusion 
matrices of these three algorithms, we observed that 
among the attribute selection measures C4.5 performs 
better than the ID3 algorithm, but CART performs better 
both in respect of accuracy and time complexity. When 
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compared with C4.5, the run time complexity of CART is 
satisfactory. 

Table 13: Prediction accuracy table 
S.No Name of algorithm Accuracy % 

1 CART Algorithm 83.2 

2 ID3 Algorithm 64.8 

3 C4.5 Algorithm 71.4 

 
       We have done this research and we have found 
83.184% accuracy with the CART algorithm which is 
greater than previous research of ID3 and C4.5 as 
indicated in the table XVIII. 

4. Conclusions 

The decision-tree algorithm is one of the most effective 
classification methods. The data will judge the efficiency 
and correction rate of the algorithm. We used 10-fold 
cross validation to compute confusion matrix of each 
model and then evaluate the performance by using 
precision, recall, F measure and ROC space. As expected, 
bagging algorithms, especially CART, showed the best 
performance among the tested methods. The results 
showed here make clinical application more accessible, 
which will provide great advance in healing CAD, 
hepatitis and diabetes. The survey is made on the decision 
tree algorithms ID3, C4.5 and CART towards their steps 
of processing data and Complexity of running data. 
Finally it can be concluded that between the three 
algorithms, the CART algorithm performs better in 
performance of rules generated and accuracy. This showed 
that the CART algorithm is better in induction and rules 
generalization compared to ID3 algorithm and C4.5 
algorithm. Finally, the results are stored in the decision 
support repository.  Since, the knowledge base is currently 
focused on a narrow set of diseases.  The approach has 
been validated through the case study, it is possible to 
expand the scope of modeled medical knowledge. 
Furthermore, in order to improve decision support, 
interactions should be considered between the different 
medications that the patient is on. 
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Abstract 
 
Analysis how to use Internet influence to the process of 
political communication, marketing and the management 
of public relations, what kind of online communication 
methods are used by political parties, and to assess 
satisfaction, means of communication and the services 
they provide to their party's voters (people) and other 
interest groups and whether social networks can affect the 
political and economic changes in the state, and 
the political power of one party. 
 
Keywords: Network Analysis, Political parties, Complexity, 
Scale Free Network, Social Network Analysis, Non-Profit 
Organization, Capacity, Public relations, marketing, Interne, 
Facebook, YouTube, Twitter, Blogs, MySpace, and Forum. 
 
2. Introduction 
 
The analysis will be done in a way that will create a list of 
largest political parties in the Republic of Macedonia, their 
communications infrastructure through ICT (website), 
content and the manner in which they placed their 
information and receive feedback from voters.  
 
Internet, social networking, Web 2.0, Facebook, YouTube, 
blog ... All these are relatively new word in the political 
vocabulary, new concepts, new media and new 
opportunities for the transmission of ideas and messages 
are not enough channels used to communicate with the 
public. Although the practice of using the Internet in local 
political advertising goes back to the nineties, only in 
recent years the advent of new tools and social networks 
demonstrates true strength of this medium. 
 
Besides direct access to the public, political ideas, it 
provides full force confrontation, but also provides a 
relatively convenient ground for review of public attitudes, 
research and development of certain ideas. Using such a 
change in social communication, transmission of political 

messages through the transition from traditional forms of 
communication and finding new paths to the recipients. 
Professional and political public for years following the 
development of the Internet as a medium, but he showed 
the greatest strength in the last U.S. presidential election.  
 
Political power depends on the satisfaction of the people 
towards a particular party and party connections with other 
parties or organizations. Well-developed social network 
provides further prestige and power of the party and its 
direct channel of communication with voters and other 
influential interests groups. 
 
3. Political Communication through Internet 
 
Internet and politics in the modern world have become 
inseparable and thus gradually eliminating barriers to free 
flow of information between the political decision-makers 
and those in whose name the benefits they bring (the 
public). Countries in transition must follow the 
contemporary trends of fitting of the Internet in the area of 
political communication, which simultaneously causes the 
change to the model that is still the dominant, of political 
communication based on secrecy and lack of transparency. 
 
In Macedonia, the network and politics are still not 
together, except in the case of international organizations. 
Internet is not fully incorporated into political 
communication (or, more precisely, it is not done 
properly). A key condition (requirement) for this is 
application of technology and simultaneous transformation 
of consciousness. This change requires the rejection of the 
principle of confidentiality as a condition of political 
activity of government and party, because it is absolutely 
contrary to the nature of the Internet. It is necessary also to 
strengthen the awareness of the importance of on-line 
crystallization of public opinion, and more intensive and 
better connection of on-line and off-line political stage. 
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4. Impact of Social network analysis in 
politics 
 
Political communication is a new and exciting area of 
research and teaching that is located at the crossroads of 
the study of communication, political parties and electoral 
behavior. As well as profiling the changing nature of the 
media system such an approach invariably leads us onto 
what we term the ‘new political communication’ - that 
based around the new Information and Communication 
Technologies (ICTs). We examine the work that has been 
done on the uses of the new media by parties and 
politicians across a range of democratic contexts and offer 
some insights into the strong challenges they introduce for 
the established manufacturers of political communication. 
One of the key uses of the Internet is to build databases of 
voter data and access that through different applications 
for different purposes. Because data entry can be easily 
done automatically by scanners or by hand more 
campaigns and political operatives are recognizing the 
importance of capturing, storing, analyzing and using voter 
information. What used to take days of analyzing can now 
take minutes by using computers to analyze important 
information. That data can also be used offline or online 
for a number of different ways and the usage of these 
systems have become key components of the political 
system. 
 
Throughout history political campaigns have evolved 
around the advancing technologies that are available to 
candidates. As technology develops, candidates are able to 
permeate the lives of citizens on a daily basis. Television, 
radio, newspapers, magazines, billboards, yard signs, 
bumper stickers, and Internet websites all create a means 
of spreading political platforms. 
 
While the traditional forms of media are still an integral 
portion of campaign strategy, the availability of the 
Internet opens the door of campaign tools waiting for 
candidate’s attention. The Internet provides numerous 
opportunities for politicians to reach the polity. Among 
those is a new phenomenon called social networking 
websites. Social networking sites have gained popularity 
in the last few years. These sites are growing popular 
particularly on college campuses nationwide. Specifically 
social networking websites such as MySpace and 
Facebook have provided users with a new form of 
communication. When new forms of communication are 
made available, political candidates begin to use the new 
technology to their advantage. What social networking 
websites allow politicians to do is to create a sense of 
personalized communication with their constituents. This 
personalization of politics enables voters and politicians 
alike to feel as though a connection is made. The Internet 
can make direct communication possible among 

government officials, candidates, parties, and citizens. As 
history shows us, when new technologies are made 
available, they begin to reshape the personalization factor 
between the candidate and the voter. This increase in 
interpersonal interactivity has shown to offer opportunities 
and increase success for political campaigns. 
 
5. Political Parties in Republic of Macedonia  
5.1. Overview of the political system 
 
Macedonia is a Republic having multi-party parliamentary 
democracy and a political system with strict division into 
legislative, executive and judicial branches. From 1945 
Macedonia had been a sovereign Republic within Federal 
Yugoslavia and on September 8, 1991, following the 
referendum of its citizens, Macedonia was proclaimed a 
sovereign and independent state. The Constitution of the 
Republic of Macedonia was adopted on November 17, 
1991, by the first multiparty parliament. The basic 
intention was to constitute Macedonia as a sovereign and 
independent, civil and democratic state and also to create 
an institutional framework for the development of 
parliamentary democracy, guaranteeing human rights, civil 
liberties and national equality. 
 
The Assembly is the central and most important institution 
of state authority. According to the Constitution it is a 
representative body of the citizens and the legislative 
power of the Republic is vested in it. The Assembly is 
composed of 120 seats. 
 
The President of the Republic of Macedonia represents the 
Republic, and is Commander-in-Chief of the Armed 
Forces of Macedonia. He is elected in general and direct 
elections, for a term of five years, and two terms at most. 
 
Executive power of the Republic of Macedonia is 
bicephalous and is divided between the Government and 
the President of the Republic. The Government is elected 
by the Assembly of the Republic of Macedonia by a 
majority vote of the total number of Representatives, and 
is accountable for its work to the Assembly. The 
organization and work of the Government is defined by a 
law on the Government. 
 
In accordance with its constitutional competencies, 
executive power is vested in the Government of the 
Republic of Macedonia. It is the highest institution of the 
state administration and has, among others, the following 
responsibilities: it proposes laws, the budget of the 
Republic and other regulations passed by the Assembly, it 
determines the policies of execution of laws and other 
regulations of the Assembly and is responsible for their 
execution, decides on the recognition of states and 
governments, establishes diplomatic and consular relations 
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with other states, proposes the Public Prosecutor, proposes 
the appointment of ambassadors and representatives of the 
Republic of Macedonia abroad and appoints chiefs of 
consular offices, and also performs other duties stipulated 
by the Constitution and law. 
 
In Macedonia there are more political parties participating 
in the electoral process at national and local level. 
 
 
5.2. Current Structure 
 
Parties of traditional left and right: 
Coalition VMRO – DPMNE (63 mandates, right oriented 
Macedonian party) 
Democratic Party of the Albanians (12 mandates, right 
oriented Albanian party) 
Coalition “SONCE” – SDSM (27 mandates left oriented 
Macedonian party) 
Democratic Union for Integration (18 mandates left 
oriented Albanian party) 
 

 
Fig. 1 Current political structure in Republic of Macedonia and Political 

Parties mandate percentage win in latest parliamentary elections. 

 
6. Political party web sites and use of social 
media 
 
Party websites represent an application of a technology 
which has led those dealing in votes to invest considerable 
amounts of time and money. This part presents a survey of 
the websites of Macedonian political parties. It examines 
the individual parties on the web and the party system on 
the web as virtual counterparts of the ordinary parties and 
party system. 
 
Because of the importance of applying information and 
communication technologies (ICT) in the work of central 
and local government and in terms of facilitating the life 
and work of citizens, as well as the major role in the 
development of information society in EU integration 
process, an analysis has been conducted on websites and 
social media usage by political parties in Macedonia. 
 
The research includes analysis of websites, analysis of the 
use of social media and online activities compared in terms 
of seats obtained by political parties. 

 
In account were taken only websites of the major political 
parties that can certainly be determined to be guided by 
their info centers. 
 
In order to level the differences between the parties and a 
common base for comparison, two indexes were created: 
Internal platform which are the party's official website and 
External platforms which are websites that defined as 
social media platforms.  
 
While reviewing the websites I have searched for features 
that can be considered as social media features and that 
were incorporated in parties' websites.  
 
Contrary to traditional content analysis where texts are the 
subject of a thorough analysis, here a content analysis was 
made, but on a more general level of website sections and 
less on their content.  
 
Platforms that are not owned by the parties and considered 
as social media platforms. On these platforms the party has 
an official profile/user that is uploading the content and 
has the permissions to monitor moderate the other users' 
activity. 
 
The results had showed that the relatively popular parties, 
The VMRO-DMPNE, Social Democrats, DPA, DUI and 
ND had been using more social media features and 
platforms than the other parliament parties.  
 
Despite these findings there are no clear signs of an 
established use of social media as a political 
communication strategy. There is not enough correlation 
between number of parliament members and website’s 
users. Some of major parties are the worst in translating 
voters into website’s users. 
 

 
Fig. 2 Represents Traffic rate and mandates by relatively popular parties 
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6.1. Purpose of research 
 
Due to the increased use of Internet in Macedonia and the 
increased influence of the same as medium, research has 
been conducted to determine how political parties use the 
influence of Internet. 
The study aims to evaluate several levels of Internet usage 
and social networks in everyday political events: 
 

 To determine the level of quality and 
implementation of the standards of the political 
parties websites 

 To determine the level of use of social media for 
their promotion 

 To determine the level of online communication 
of political parties with public 

 To compare the number of online supporters with 
conquered mandate of the last elections. 

 
One area of running a political campaign is Internet, and 
also the use of social media. The analysis will include 
internal platform which are the party's official website 
their social content and does this web pages have links to 
the external platforms which are websites that defined as 
social media platforms. Also, the technical characteristics 
of the sites. 
           
6.1.1. Research questions and hypotheses 
 
The analysis of political parties’ websites is based on 
clearly defined issues that are divided into several 
categories, in order to evaluate every aspect of the content 
and making the website of the political party. 
Questionnaire for this section is designed to address the 
following main questions: 
 

 In what languages website is available  
 What type of content is offered on website   (text, 

multimedia, transparency ...) 
 Applying the standard for usability of website 
 Usage of Social Media 

6.1.2. Limits 
 
In conducting the research and when creating the list of 
political parties whose Web sites will be analyzed, there 
were taken in consideration only those whose identity 
could be confirmed. It means that it is evident that website 
is managed by the political party. 
 
 
 

6.1.3. Methodology 
 
To implement this part of the research content analysis 
methodology was used. Drawing up the list of web sites 
that will be use, their analysis is processed by strictly 
defined form, with concrete questions and directions. 
 
The form consists of three main issues, which contain 
additional questions about obtaining the necessary 
information and conclusions. 
 
 The main issues are: 
 

 In which language versions websites are 
accessible  

 What type of content is offered by websites 
 What kind of social media are used by political 

party 

6.2. Language version 
 
The websites analysis will include Web sites of relatively 
popular political parties in Macedonia. From 19 political 
parties, only 13 (70%) have their own web sites for 
promotion and marketing of their political activity. From  
analyzed Web sites , only 4 offer bilingual accessibility 
(30%), and others offer information only in the language 
of own ethnicity (unilingual content). 
 

 
Table 1: Language Versions 

 

 
Fig. 3 Language versions 

 
As I mentioned above from analyzed websites, only 4 
offer bilingual accessibility (30%), and nine other political 
parties (70%) offer only unilingual content. 
 

 
Table 2:  Multilanguage Usage 
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Fig. 4 Multilanguage Usage 

 
6.3. Offered content 
 
The second area for which websites analysis was 
performed is content offered by political party websites to 
their readers. The type of content is divided into text and 
multimedia. 

 
Table 3-1: Content offered by political parties websites 

 
Table 3-2: Content offered by political parties’ websites 

 
The results of this part of the research shows that most of 
the websites of political parties are filled with textual 
content, but that the textual content is not linked to the 
outside source (Out Links) 31% of websites, while 
regarding the multimedia content nearly 46% of the 
websites of political parties have no photo gallery, 77% of 
websites of political parties have no audio clips and 38% 
of websites have no video clips. Also a lack in all the 
websites of political parties is informing the guests for 

future activities and events. Most political parties use their 
websites to archive articles from the media, rather than 
used to inform their supporters. 

 
Fig.5 Textual content of all political party web sites 

 
Fig. 6 Multimedia content of all political party web sites 

 
Frequently political parties put banners to external 
WebPages, and not applying the concept of linking in the 
text. Although most of the texts offered by political parties 
at their web sites are excerpts from articles in the media, 
although they cite the source from where the content is 
downloaded, they not publish the link to the original 
article, not even the online edition of the medium. 
Besides textual content almost all political parties are 
offering and multimedia content. Most of political parties 
have placed videos of nearly any report or television 
interview. Besides the video clips, several political parties 
offer galleries of their activities. Only audio clips are 
missing from multimedia content on political party 
websites. Only three political parties have offered this type 
of content, and they have offered several songs (hymns of 
the party) for download, but they were not taken into 
account. 

 
 

Fig.7 Textual content of each political party websites 
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Fig.8 Multimedia content of each political party website. 

 
Besides the types of content (text and multimedia) in this 
part of the analysis were explored also the ways of 
communication which are offered by political parties 
through their websites.  
 
Surprising fact that political parties do not use their sites 
for the opportunity to communicate and besides the 
possibility of sending e-mails almost there is no other 
possible way to contact them, except a very small number 
of political parties which offers email and other contact 
information as phone number, address and the like.  
 
Very few political parties have set forum on their website, 
also very small number of political parties offers an 
opportunity for asking questions and publishing answers 
online. 
 

 
Table 4: Ways of communication offered by political parties 

 
Table shows that in terms of interaction, political parties 
are not handled and did not use the opportunities of new 
media field. Besides basic information such as postal 
address, phone and email address, no other method is used. 
Sites of some political parties have disabled the 
opportunity to contact them via e-mail or form, but they 
offer only the traditional ways of communication 
(telephone and letter). 
 
For transparency of the website is necessary to enable 
seeing the number of visitors on the site, which was also 
left out of more websites of the political parties. A very 
small part of the political parties had included counters on 
their websites, whether public or just used by the 
administrators of the website. This means that political 

parties do not take care of attendance (visitors) of their 
websites. 

 
 

Fig.9 Opportunities for contact / interaction / transparency offered by 
each political party in Macedonia 

 

 
Fig.10 Opportunities for contact / interaction / transparency offered by all 

political party in Macedonia by category 

 

 
Table 5: Visitors Counter on political web pages 

 
From the table we can conclude that almost 92% of 
political parties have no counters on their websites, as a 
consequence of lack of counters we cannot say with 
certainty about the attendance (visitors) of website of 
certain political parties. 
 
Almost all political parties have used CMS (Content 
Management System) for making their websites, so they 
meet the basic rules for usability of the website. However 
astonishing fact that despite meeting the technical 
specifications for usability, they have errors that are not 
inherent for the platforms that are used, for example the 
search box which does not work properly and the like. In 
terms of recommendations for visibility of search engines, 
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many political parties does not satisfy the conditions, 
which means that their site search will not be among the 
first results and will not be easily accessible to readers. 
 
6.4. Technical Specifications of political 
parties’ websites 
 
This part of research covers the technical characteristics of 
the websites of political parties, respectively hosting and 
platform on which websites are set up and registration of 
the domain are shown in the table below. 
 

 
 

Table 6: Technical Specifications of political parties web sites 

 
If we do comparison of software solutions which is more 
used we can conclude that 69% of political parties 
websites use the PHP programming language, 23% use 
ASP programming language and only 8% use ASPX 
programming language. Platforms that are used by 
political parties websites are 23% Windows Server 2003, 
23% of them use Windows 2000 platform and 54% were 
Unknown platforms. 
 

 
 

Table 7: Software solutions and platforms used by political parties 
websites 

 

 
 

Fig.11 Software solution used by political parties’ websites in Macedonia 

 
 

Fig.12 Platforms used by political parties’ websites in Macedonia 
 

 
 

Table 8: Servers used by political parties’ websites in Macedonia 
 

 
Fig.13 Servers used by political parties’ websites in Macedonia 

 
Most of political parties  websites are hosted in Macedonia 
46% of the total number of political Web sites, 38% of 
them are hosted in the US, 8% are hosted in France and 
8% are hosted in the Netherland. 

 
Fig.14 Hosted in Countries 

 
Most of the websites of political parties are registered in 
the Republic of Macedonia 63%, while 31% are registered 
in the United States and 7% are registered in France. 
 

 
Table 9: Registered in countries 
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Fig.15 Registered in countries 

 
According the table in which the technical characteristics 
of the websites of political parties are presented, we can 
see that political parties have used free solutions. While 
the information for domains show that websites of political 
parties often are registered and hosted in Macedonia, but 
there are a few exceptions, some political parties have 
their sites hosted in the U.S., but again Macedonia is 
dominant in terms of domain registration. Here it is 
important to mention that those domains that are not 
registered in Macedonia have no extension. mk. 
 
6.5. Profiles on social media websites 
 
Recently, many popular are accounts of political parties 
and politicians on social media, so precisely because they 
were included in this study. According to this fact i have 
collected information which politicians (party presidents) 
have their official account on social media (social 
networking sites) and the political parties use these social 
media to communicate with electors. 
 

 
 

Table 10: Usage of social media by each political party and its leader 

 
Fig.16 Usage of social media by each political party 

 
Fig.17 Usage of social media by each president of political parties 

 
Fig.18 Usage of social media by all political parties 

 
Fig.19 Usage of social media by all presidents of political parties 
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Fig.20 Usage of social media by all political parties VS all party 

presidents 

 
According to the results, they show that despite the 
popularity of social media (SNS), political parties and 
politicians (presidents of the parties) have not used fully 
the advantages and opportunities of these tools to connect 
with their supporters. Most popular services are Facebook 
and YouTube, while platforms for sharing images were 
used rarely. Some political parties had implemented photo 
galleries on their sites. 
 
7. Conclusion 
 
The Internet first became a significant political tool in 
offering one-way communication for political parties with 
the development of political parties’ websites. However, 
politics online is no longer as valued for its one-way 
communication but is now praised, and used for the 
opportunities it provides to conduct two way 
communications between political parties, their 
campaigns, and potential voters. 
 
In today’s political arena, websites and Internet resources, 
such as weblogs, social networks, podcasts and compatible 
video formats are being shared as a means of consuming 
and disseminating information via the web. As a result, 
websites are becoming a major if not the number one 
resource for political campaigns to contact supporters, 
volunteers, and donations. At the same time, for the 
consumer, or, in this case, the voter, the Internet has 
become a primary resource for campaign media explored 
via web blogging, campaign websites, news sites, social 
networks, video sharing and podcasts. While traditional 
websites are still offering significant value to the political 
world, technology is pushing the envelope steps further 
with the use of web blogging, the development of social 
networks, the availability of podcasts (news and opinion 
related), and video sharing through sites such as YouTube, 
which provide the general public with video clips (of up to 
5+ minutes in length). Thus the issue is no longer whether 
politics is online but, instead, in what form and with what 
consequences.  
 

Politics on the Internet has expanded beyond static two-
dimensional web pages that used to serve as online 
billboards, flyers for a candidates position, and the 
traditional barriers of physical organizing. This has 
ushered in a new era of online consumer media and 
networking content that is saturated by political and 
campaign content. Furthermore, the phenomena of 
campaigns and the Internet is becoming less about what is 
featured on the campaign website, and instead consists 
more of user generated and user spread content that 
circulates virally on the Internet, connecting supporters 
from across the globe. 
 
So far, Web 2.0 has had a weak e-ruptive effect on 
Macedonian party politics. On the horizontal dimension, 
the parties’ share of activities on Web 2.0 has mainly 
followed what could be expected from their share of votes 
in 2008 parliamentary election. But deviations from the 
pattern indicate there are variable priorities, meaning that 
given a minimum of resource, parties and activists can 
decide to be “big in Web 2.0 politics” or decide not to. 
Regarding the vertical dimension of e-ruption, it appears 
that the national party organizations has gained more 
control and initiative in 2009 presidential an municipality 
election, the more anarchical situation of 2008 being 
temporary, due to sudden introduction of new 
technologies. Furthermore, while the number of users, 
viewers, members, followers and bloggers may have 
doubled since 2008, the party political Web 2.0 segment is 
still very small. This is both as a segment on Web 2.0 and 
as segment of voters in general.  
 
Therefore the Web 1.5 hypothesis appears to give the best 
description. Furthermore, a likely next step is an even 
more integrated and proactive strategy, as indicated by 
providing guidance and cues on the party web sites, as 
well as setting up party specific networks or “zones” on 
places like Facebook. Success stories of internet politics, 
and especially Obama, have had a significant impact on 
Macedonian media. Comments like the one quoted below 
is quite common: 
“Macedonian politicians have a lot to learn from Obama 
and his staff when it comes to running electoral 
campaigns. In particular, they should notice his priority of 
digital media, a part of the campaign which can be run 
without especially high costs.” 
 
Party strategists have also been inspired by the American 
experience. However, to get Macedonian voters drawn into 
Web politics in sufficient numbers in the first place, a 
more systemic approach is called for. During the American 
presidential campaign common “entrances” or “portals” to 
party politics on the main Web 2.0 sites were set up on 
established sites as on Facebook, YouTube and Twitter. 
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Some differences between the American and Macedonian 
party systems should also be noted. A national party in the 
USA and Macedonia is quite simply different entities. 
Population- and territorial size, as well as diversity, place 
different demands on local networking and autonomy, as 
well as effective coordination and communication between 
the localities. American parties also have a much looser 
structure, with relatively few members and dormant local 
branches. Macedonian parties on the other hand are still 
are relatively strong organizations and less reliant on ad 
hoc networking. Thirdly, American elections are 
candidate-centered, in contrast to the party centered 
approach found in Macedonia. These differences may be 
reduced over time, as Macedonia – along with other 
European countries – is approaching a model with 
decoupled local branches, fewer members and more focus 
on individual leaders. But they are still significant enough 
to warrant the question whether Web 2.0 is more 
functional for American parties and therefore more 
“rational” to use for winning elections, exactly because 
these parties are more like network parties in the first 
place.  
 
As such, it may therefore seem like a paradox that it is the 
SDSM and VMRO-DPMNE which have most fully 
embraced Web 2.0. They are one of the oldest parties and 
probably still have the most effective and vital party 
organization. However, this also means that the party has 
the resources and structure to effectively implement their 
Web 2.0 presence, provided the party leadership thinks it 
necessary. It is another useful media channel for 
communicating with members and voters.  
 
The Internet is a unique forum for politics as it provides 
back and forth communication and allows for an exchange 
of information between users and sources. The Internet 
also offers its users greater access to information and the 
ability to express themselves in various online political 
arenas. In addition, individuals use the Internet as a tool to 
find and join groups that share their similar ideological, 
cultural, political and lifestyle preferences. 
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Abstract 

Requirement engineering plays an important role in producing 
quality software products. In recent past years, some approaches 
of requirement framework have been designed to provide an end-
to-end solution for system development life cycle. Textual 
requirements specifications are difficult to learn, design, 
understand, review, and maintain whereas pictorial modelling is 
widely recognized as an effective requirement analysis tool. In 
this paper, we will present a requirement modelling framework 
with the analysis of modern requirements modelling techniques. 
Also, we will discuss various domains of requirement 
engineering with the help of modelling elements such as 
semantic map of business concepts, lifecycles of business 
objects, business processes, business rules, system context 
diagram, use cases and their scenarios, constraints, and user 
interface prototypes. The proposed framework will be illustrated 
with the case study of inventory management system. 
Keywords: Requirement Modelling, Inventory Control and 
Management System, Requirement Engineering (RE). 

1. Introduction 

Requirement Engineering (RE) is the process of collecting, 
analyzing and modelling software requirements in a 
systematic manner [1, 2, 3]. Requirement modelling is the 
major challenge of automotive software development [4]. 
One of the main problems of RE is to describe the 
requirements in terms of concise and manageable formal 
models and to integrate models to form a consistent and 
complete understanding of the software to be developed. 
Requirements modelling and analysis are the most 
important and difficult activities in the software 
development. Software development is becoming more 
mature by advancing development processes, methods, 
and tools. The famous Christ Honour and Other Served 
(CHAOS) has reported the statistics published by Standish 
Group show that still only about one third of software 
projects can be called successful, i.e. they reach their goals 
within planned budget and time [5]. Research on post-

mortem projects’ analysis shows that the major problems 
comes when the requirements elicitation, analysis, 
specification, and management is not performed regularly.  
Deploying successful requirements process in a concrete 
organization is an important issue for software 
practitioners [6, 7]. While companies continue to use text-
based documents as major means for specifying and 
analyzing requirements, the graphical requirements 
modelling are getting increasingly more attention in 
industry. This trend has increased after Object 
Management Group (OMG) standardized Unified 
Modelling Language (UML) [8]. As we know, that a 
picture is worth a thousand words. It is also applies in 
requirements analysis, where business people have to 
communicate with software developers, who do not know 
their domain and speak a different technical language. 
Additionally, UML tools support refining requirements 
models with design and implementation details for 
enabling traceability, validation, prototyping, code 
generation and other benefits. In large software 
development projects, these features are very important for 
evolving and managing requirement models.  
 
There are some practical problems with UML complexity 
and lack of unified method or framework for requirements 
engineering [9]. Practitioners and scientists propose 
different approaches for eliciting and analyzing software 
requirements. The most popular tools that are used in 
modern requirements analysis is use cases. It was adopted 
by numerous companies, and described in requirements 
engineering textbooks [10, 11]. UML provides Use Case 
diagram for visualizing use case analysis artifacts. 
However, requirements analysis is not limited to use cases. 
In fact, they capture only end user-level functional 
requirements. A lot of research is also made in specifying 
business goals and processes, performing domain analysis. 
Although it was shown that UML might be extended and 
used for business modelling, the business modellers’ 
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community was not satisfied by UML, and created a new 
Business Process Modelling Notation (BPMN), which has 
become OMG standard as well. In many cases, they also 
apply Integration Definition for Function Modeling 
(IDEF) notations [12, 13]. In domain analysis, analysts 
continue to apply old-style Entity Relationship (ER) 
notation, which was popular in database design since 70s 
[141]. A significant attention is paid to business goals, 
business rules, business object lifecycles, business roles 
and processes in organization, which also can be done 
using UML [15, 16].  
 
Real-time and embedded system developers have also 
come up with a different flavour of UML – System 
Modelling Language (SysML). It defines requirements 
diagram and enables capturing various non-functional and 
detailed functional requirements [17]. Also, it establishes 
specific links between requirements and other elements. 
Most popular requirements text books introduce various 
diagrams based on both UML and other informal 
notations, e.g. system context diagram, and hand-drawn 
user interface prototypes [11, 18]. The mentioned 
requirements artefacts can be modelled using UML. Since 
UML is a general purpose modelling language with more 
than 100 modelling elements (UML meta classes) and 
without standardized method, practitioners apply it only 
fragmentally, and at the same time,  they do not make use 
of its powerful capabilities to define consistent, integrated, 
and reusable requirements models. Various researches 
have already been performed to produce framework for 
creating UML models for MDD (Model-Driven 
Development) [12, 15]. This paper extends it with more 
focus on the details of a specific part of the framework by 
applying UML concepts for requirements modelling.  
 
Most requirement documents are written in natural 
languages and represented in less structured and imprecise 
formats. Including requirement phase, artifacts created in 
phases of software life cycle are required to be modelled 
and integrated, so the traceability, consistency, and 
completeness can be ensured [19, 20]. The Organisation of 
paper as follows.  We propose an effective framework for 
requirement modelling using some demonstrated 
examples, which is discussed in detail with various phases 
in Section 2. Future scope of this research is discusses in 
section 3. Finally, Section 4 describes the concluding 
remarks. 

2. Requirements modelling framework 

Most requirement documents are written in ambiguous 
natural languages which are less formal and imprecise. 
Without modelling the requirement documents, the 

knowledge of the requirement is hard to understand [17, 
18]. The lack of framework for guiding requirements 
models is one of the main issues. In academic community, 
researchers propose many detailed and focused 
requirements development methods [20, 21]. However, 
most of these methods resulting from academic research 
are too complex for practical application and solve just 
specific specialized issues. A simple and adaptable 
framework for requirements modelling with demonstrated 
examples are created using available tools on a realistic 
case study gives much more value for practitioners.  
 
We have proposed requirements modelling framework 
using UML concepts for model-driven software 
development, which is shown in Figure 1. This framework 
consists of five major phases, namely; feasibility study, 
requirement collection and specification, analysis of 
business requirements, system requirement modelling and 
system design. Further, analysis of business requirements 
includes business conception and association, business 
object life cycle and business tasks and methods and 
system requirement modelling incorporates actors, use 
cases and their scenario.  The following subsections will 
discussed each phases of the proposed framework with the 
help of UML diagram and using examples. 
 

 

Figure 1: Requirement Modelling Process  

2.1 Feasibility Study 

Feasibility study starts when the developer faces the 
problem in existing system and hence recognizes a need 
for developing/ improving the system. It aims to 
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objectively and rationally uncover the strengths and 
weaknesses of the existing business or proposed venture, 
opportunities and threats as presented by the environment, 
the resources required to carry through, and ultimately the 
prospects for success. In its simplest term, the two criteria 
to judge feasibility are cost required and value to be 
attained. As such, a well-designed feasibility study should 
provide a historical background of the business or project, 
description of the product or service, accounting 
statements, details of the operations and management, 
marketing research and policies, financial data, legal 
requirements and tax obligations. Generally, feasibility 
studies precede technical development and project 
implementation. 

2.2 Requirement elicitation, collection and 
specification 

Requirement elicitation and development phase mainly 
focuses on examining and gathering desired requirements 
and objectives for the system from different viewpoints 
(e.g., customer, users, constraints, system's operating 
environment, trade, marketing and standard etc.). 
Requirements elicitation phase begins with identifying 
stakeholders of the system and collecting raw 
requirements from various viewpoints.  Raw requirements 
are requirements that have not been analysed and have not 
yet been written down in a well-formed requirement 
notation. The elicitation phase aims to collect various 
viewpoints such as business requirements, customer 
requirements, user requirements, constraints, security 
requirements, information requirements, standards etc.  
 
Typically, the specification of system requirements starts 
with observing and interviewing people [1, 2, 3]. 
Furthermore, user requirements are often misunderstood 
because the system analyst may misinterpret the user’s 
needs. In addition to requirements gathering, standards and 
constraints are also play an important role in systems 
development.  The development of requirements may be 
contextual. It is observed that requirement engineering is a 
process of collecting requirements from customer and 
environment in a systematic manner. The system analyst 
collects raw requirements and then performs detailed 
analysis and receives feedbacks. Thereafter, these 
outcomes are compared with the technicality of the system 
and produce the good and necessary requirements for 
software development [3]. 
 
Requirements requirement specification (SRS) document 
is produced after the successful identification of 
requirements. It describes the product to be delivered 
rather than the process of its development. Also, it 
includes a set of use cases that describe all the interactions 

that users will have with the system/software [2]. In 
addition to use cases, the SRS also contains non-functional 
requirements. Non-functional requirements are 
requirements which impose constraints on the design or 
implementation. SRS is a comprehensive description of 
the intended purpose and environment for software under 
development. The SRS fully describes what the software 
will do and how it will be expected to perform. An SRS 
minimizes the time and effort required by developers to 
achieve desired goals and also minimizes the development 
cost. A good SRS defines how an application will interact 
with system hardware, other programs and users in a wide 
variety of real-world situations. Parameters such as 
operating speed, response time, availability, portability, 
maintainability, footprint, security and speed of recovery 
from adverse events are evaluated in SRS. 

2.3 Analysis of business requirements 

Many organizations already have established their 
procedures and methodologies for conducting business 
requirements analysis, which may have been optimized 
specifically for the business organization. However, the 
main activities for analysing business requirements are 
identifying business conception and association, 
determining business object life cycle, and identifying 
business tasks and methods. If these exist, we can use 
them.  However, we must follow the following factors to 
create requirement models: 
 
(A) Identification of key stakeholders- The first step toward 
the requirement analysis and collection is Identification of 
the key people who will be affected by the project. Such 
as, project's sponsor responsible users and clients. This 
may be an internal or external client. Then, identify the 
end users, who will use the solution, product, or service. 
Our project is intended to meet their needs, so we must 
consider their inputs.  
 
(B) Capture stakeholder req uirements- Another approach 
towards analysis of business requirement is capturing the 
requirement from stakeholders. In this approach, the 
requirement engineer requests stakeholders or groups of 
stakeholders for their requirements from various sources 
for the new product or service.  
 
(C) Categorize requirements- Requirements can be 
classified into four categorized to make analysis easier for 
software design: 
 Functional requirements (FR) – FR defines how a 

product/service/solution should function from the 
end-user's perspective. They describe the features 
and functions with which the end-user will interact 
directly.  
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 Operational requirements (OR) – OR operations 
that must be carried out in the background to keep 
the product or process functioning over a period of 
time. 

 Technical requirements (TCR) – TCR defines the 
technical issues that must be considered to 
successfully implement the process or create the 
product. 

 Transitional requirements (TSR) – TSRs are the 
steps needed to implement the new product or 
process smoothly.  TSR is indicates that how the 
requirements are behave as the consequence of 
external requirements 
 

(D) Interpret and record requirements- Once we have 
gathered and categorized all requirements determine which 
requirements are achievable, and how the system or 
product can deliver them. The following steps should be 
taken to interpret the requirements: 
 Define requirements precisely – Ensure that the 

requirements are not ambiguous or vague, clearly 
worded, sufficiently detailed, related to the business 
needs and listed in sufficient detail to create a 
working system or product design. 

 Prioritize requirements – Although many 
requirements are important, some are more important 
than others, and budgets are usually limited. 
Therefore, identify which requirements are the most 
critical, and which are less.  

 Analyze the impact of change – carry out an impact 
analysis to make sure that we understand fully the 
consequences our project will have for existing 
processes, products and people. 

 Resolve conflicting issues – Sit down with the key 
stakeholders and resolve any conflicting requirements 
issues. We may find scenario analysis helpful in doing 
this, as it will allow all those involved to explore how 
the proposed project would work in different possible 
futures. 

 Analyze feasibility – Determine reliability and easy-
to-use the new product or system. A detailed analysis 
can help identify any major problems.  

 
Business conception and association: Different 
methodologists have been proposed by various researchers 
for business conception and association techniques but still 
disagree on beginning of business information systems 
development [10]. In our proposed research, the starting 
point should be business concept analysis and analysis and 
their relationships which are shown in Figure 2. For this 
purpose we can apply simple organisational working 
model using only classes with names and without more 

detailed information, associations with names and role 
multiplicities. Such models are discussed by business 
analysts and domain experts who are usually not familiar 
with object-oriented analysis and design. 
  
Therefore, it is very important that all the other elements 
of the model, such as aggregations, compositions, 
generalizations, interfaces, enumerations, etc., should not 
be used for conceptual analysis. Keeping it simple enables 
even UML novices to understanding it after getting a little 
explanation. Additionally, we can provide textual 
descriptions for each of these concepts and generate 
printable or navigable domain vocabularies. We believe 
this should be the first artifact since it sets up the 
vocabulary, which should be used for defining other 
requirement model elements, cases, etc.  
 

 

Figure 2:  Analysis model for business conception and association 

Business object life cycle: Requirements models are used 
when gathering requirements, and during systems analysis. 
Whether we consider eliciting requirements to be a 
separate activity, or a part of systems analysis, the 
importance of correct requirements must be a high priority 
for us. Building accurate models means that we can 
guarantee the correctness of our requirements. All 
engineering disciplines use models to develop the products 
they intend to build. Requirements models are used to 
discover and clarify the functional and data requirements 
for software and business systems. Additionally, the 
requirements models are used as specifications for the 
designers and builders of the system. 
 
Organizations have business rules for managing business 
objects. In many cases, business rules regulate how 
important business objects change states and are 
applicable only when object is in a particular state. 
Requirement modelling is one of the important tools to 
understand these changes. The states also serve as a part of 
terminology, which will be used in other business and 
requirements models. State machine diagrams should be 
created only for those business concepts that have dynamic 
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states. Business modellers should define triggers on all 
transitions in state diagram.  
 
In business modelling for transition triggers, most people 
use informal signals that in most cases correspond to 
actions of business roles. Also, time and property change 
triggers are used to express various states changes 
according to time or data based business rules. It is 
possible to define inner triggers that happen inside one 
state and doesn’t fire a transition. In inventory 
management system, register (data store) is checking for 
availability of reservation for supplier. If available, 
supplier is assigned by a unique id to them and after that 
issue the item.  Manufacturer notifies the overdue of 
product item and after one year the identified item will be 
notified as lost or damaged. Example of this concept is 
shown in Figure 3. 
 

 

Figure 3:  Business object lifecycle in Inventory Control and 
Management System 

Business tasks and methods: After learning domain 
terminology and business rules concerning lifecycles of 
business objects, we can identify business tasks and 
methods, and associate roles to processes in which they are 
involved.  
 

  

Figure 4: Inventory system process (tasks and methods) 

We recommend to model business roles with actors, and 
business processes, if modellers need to visually separate 
it from system actors and use cases. The business roles 
association to business processes is best done within 
specialized use case diagram or editable relationship 
matrix.  
 
In Figure 4, we are showing inventory processes with the 
supplier and manufacturer role perspectives. The role of 
supplier and manufacturer are different. Supplier starts the 
work with finding the wanted product at manufacturer site. 
Supplier makes reservation for the product; if the 
reservation is available he gets the item.  After supplying 
the product he can be return the product due to damage or 
complaining by the customer with in prescribed date.  
 
The first step in moving from domain analysis to 
requirements definition is use case analysis. We propose to 
do use case analysis using different steps such as identify 
the actors and group them into primary (main users), 
secondary (administration, maintenance, and support), 
external systems, and pseudo (e.g. time). We have defined 
main system use cases in a sketch use case diagram using 
pictorial form in figure 4.  
 
The manufacturer registers the reservation of product, 
which is requested by the supplier. If the product is 
available, he may issue it to the supplier. If not, 
manufacturer put the reservation to the waiting list until 
the product is not available. On availability, manufacturer 
notify to the first waiting supplier (Supplier is too many). 
Otherwise he may cancel the reservation after prescribed 
date. The business processes are usually modelled in two 
forms, i.e. “as is”, represents current situation, and “to be”, 
represents target situation that should be reached after 
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automation or refactoring [10]. For software developers it 
is important to know which parts in target business 
processes the software system should implement or 
support. 

2.4 System requirements modelling using case study 

Requirement modelling is an important activity in the 
process of designing and managing enterprise 
architectures. Requirements modelling helps to 
understand, structure and analyse the way business 
requirements are related to Information Technology 
requirements, and vice versa, thereby facilitating the 
business-IT alignment. It includes actors, use cases and 
use case scenario. Each of these is further describe in 
following subsection: 
 
Actors: An actor is a user or external system with which a 
system being modelled interacts. For example, in our 
inventory management system involves various types of 
users, including supplier, inventory management system, 
human resources, and manufacturer. These all users are 
actors. At the same time, an actor is external to a system 
that interacts with the system. An actor may be a human 
user or another system, and has some goals and 
responsibilities to satisfy in interacting with the system. 
 
It is also necessary to generate actor who giving compact 
overview of the whole model. We have to prepare 
requirement specification model that incorporates the 
package details diagram, showing package use cases, their 
associations with actors and relationships between use 
cases including uses cases. For making good requirement 
modelling system engineer prepares activity diagrams 
visualizing scenarios of complex use cases. In model, the 
activities should be nested within appropriate use cases 
and assigned as their behaviours. And finally we describe 
use cases according to pre-defined templates, e.g. rational 
unified process use case document, actors in Figure 5. 
 

 

Figure 5: Issueing the product for supplier 

Use case and Use case scenario: A use case in software 
engineering and systems engineering is a description of a 
potential series of interactions between a software module 
and an external agent, which lead the agent towards 
something useful. A use case diagram in the UML is a 
type of behavioral diagram defined by and created from a 
Use-case analysis. The purpose of use case is to present a 
graphical overview of the functionality provided by a 
system in terms of actors, their goals and any 
dependencies between those use cases. Also, it is useful to 
show what system functions are performed for which 
actor.  
 
Requirement models are used to captures only 
functionality that the end-user needs from the system. The 
other requirements such as non-functional requirements or 
detailed functional requirements are not captured in 
standard requirement modelling diagrams. The simplest 
way is to describe those in simple textual format and 
include references to use cases, their scenarios, etc. 
Another approach is to create specific requirements 
modelling.  
 

 

Figure 6: Register product return 

For example, introduce stereotypes for each important 
requirement type with tags consisting requirement specific 
information and define types of links for tracing 
requirements, such as derive, satisfy, support. Another 
aspect on which system analyst’s work in some projects is 
definition of data structure. It can be done using 
conventional requirement modelling diagrams. If 
necessary, object diagrams can also be used for defining 
samples for explanation or testing of data structure defined 
in class diagrams. Since the focus here is on data structure, 
class operations compartments can be hidden in the 
diagram (Figure 6). 
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Comparing to conceptual analysis, more elements are used 
here, such as attributes and association end specifications, 
enumerations, and generalization. Although such model is 
considered to be part of design, in practice quite often it is 
created and maintained by system analysts. For data-
centric applications, it is very important to do data-flow 
diagrams showing information flows between different 
classifiers, e.g. system-context diagram indicates 
information flows from system to outside world entities, 
i.e. actors or external systems that need to be integrated. 

 

Figure 7:  Information flow model 

The previous requirements modelling artifact for which 
system analyst might be responsible is user interface 
prototypes. The prototype itself can theoretically be 
mapped to UML Composite Structure diagram. However, 
when focusing on separate screen prototypes, people 
sometimes loose the screens which can be used by each 
actor, and the possibilities to navigate from each screen to 
the other screens.  For capturing this information, we can 
create GUI navigation map, which is shown in Figure 7. In 
Figure 7, we use state diagram, where each state represents 
a screen,  in which user is at the moment, and transition 
triggers represent GUI events, such as mouse double-click 
or clicking on some button, Using this requirement model, 
system developers create an effective software on 
inventory control and  management system. The user 
interface diagram model is shown in Figure 8. 

 

Figure 8:  User interface diagram model 

Finally, we emphasize that the requirements analysis work 
should be iterative and incremental. Also, the ordering of 
modelling tasks might be different based on taken 
approach, or some steps might be omitted.  

2.5 System design 

After the successful completion of system requirement and 
modelling phase, the draft (raw) requirement may be 
provided to the design team.  Design team check the 
validity of these draft requirements and starts to design the 
system or software model. Basically, system design is the 
process of designing developing and implementation of 
the proposed system as per the requirement obtained 
during the analysis of existing system. The main objective 
of the system design is to develop the best possible design 
as per the requirements from users and working 
environment for operating the information system. It is the 
process of defining the architecture, components, modules, 
interfaces, and data for a system to satisfy specified 
requirements. Systems design is therefore the process of 
defining and developing systems to satisfy specified 
requirements of the user. Object-oriented analysis and 
design methods are becoming the most widely used 
methods for computer systems design.  The UML has 
become the standard language in object-oriented analysis 
and design.  It is widely used for modelling software 
systems and is increasingly used for high designing non-
software systems and organizations. 
 
After the designing of the system model, designer 
evaluates the efficiency of the design model. If any 
modification is remaining in the model, designer again 
checks the validity of requirements and asks for correction 
with comments.  The process will stopped until the clear 
cut clarification is not received by the design team. This 
section is very important because according to the 
software engineering approach the design is the bridge the 
gap between requirement analysis and coding of the final 
software development  

3. Discussion and future scope 

The paper discusses implementation of requirement 
modelling for various requirements analysis purposes and 
mapping of conventional requirements artifacts into 
system elements. We have also presented some modelling 
aspects, which are necessary for ensuring that the 
requirements elements that are mapped to the same UML 
element can be differentiated. We can also find critics on 
using UML as requirements specification language, most 
of the issues can be solved using UML tool with rich 
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possibilities for modelling environment customization and 
extensions [18]. On the other hand, there are also 
suggestions to use more UML for requirements analysis 
and visualizations [20]. Multiple authors provide 
numerous papers on more detailed approaches to 
customizing unified modelling language for specific 
requirements modelling needs, such as analyzing 
scenarios, modelling user interface prototypes, refining 
requirements [21, 22]. Some researchers also suggest that 
UML can be specialized for early phase requirements 
gathering process but the proposed framework emphasizes 
that early phase modelling should focus on same types of 
artifacts with less detail. 

4. Conclusions 

In this paper, we have discussed the major requirements 
artifacts described in requirements engineering literature 
can easily be mapped to elements of UML. Also, we have 
depicted a conceptual framework for requirements 
modelling with illustrated examples for inventory control 
and management system. Our future research work will 
focus on more detailed management for requirements 
modelling framework and development of different demo 
version for different management system.  
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Abstract 
The size of 3D models used on the web or stored in databases is 
becoming increasingly high. Then, an efficient method that 
allows users to find similar 3D objects for a given 3D model 
query has become necessary. Keywords and the geometry of a 
3D model cannot meet the needs of users’ retrieval because they 
do not include the semantic information. In this paper, a new 
method has been proposed to 3D models retrieval using semantic 
concepts combined with shape indexes. To obtain these concepts, 
we use the machine learning methods to label 3D models by k-
means algorithm in measures and shape indexes space. Moreover, 
semantic concepts have been organized and represented by 
ontology language OWL and spatial relationships are used to 
disambiguate among models of similar appearance. The 
SPARQL query language has been used to question the 
information displayed in this language and to compute the 
similarity between two 3D models. 
We interpret our results using the Princeton Shape Benchmark 
Database and the results show the performance of the proposed 
new approach to retrieval 3D models. 
Keywords: 3D Model, 3D retrieval, measures, shape indexes, 
semantic, ontology. 

1. Introduction 

Recent 3D technologies scanning and 3D modeling lead to 
creation of 3D models stored in databases, which are used 
in various domains such as CAD applications, computer 
graphics, computer vision, games industry and medicine. 
Content based indexing and retrieval is considered as an 
important way of managing and navigating in these 
databases. Therefore, it become necessary to find an 
efficient method that allows users to find similar 3D 
objects for a given 3D model query which takes into 
account not only the shapes geometry, but also their 
semantics. Indeed, the use of low-level features to 
generate the objects descriptors can lead to big gap 
between low-level and high-level features. However, 
shape descriptors do not solve the problem of shape 
ambiguity because it does not consider the semantics of 
the model to be retrieved. 3D Model Retrieval system 
based on the semantic and ontology allows removing this 
ambiguity using combined semantic concepts and 

geometrical information based on 3D shape indexes 
represented by concepts in ontology. 

2. Related work 

Several systems and approaches to compute similarity 
between 3D objects have been proposed in the literature [2] 
[3] [16] [18]. Most of those are based on either statistical 
property. Osada and al. [4] proposed the shape distribution 
based descriptor for extracting global geometric properties 
and detecting major differences between shapes. This 
method cannot capture detailed features. To calculate 
features, Volume-surface ratio, moment invariant and 
Fourier transform coefficients are used by Zhang and al. 
[5]. This approach is not efficient, but corrected in [28] 
using active learning. Vranic and al. [17] proposed the ray 
based approach, which extracts the extents from the center 
of mass of the object to its surface. The feature vectors 
constructed using this method is presented in a frequency 
domain by applying the spherical harmonics. 
For the 3D model-semantic problem, many approaches 
have been proposed. The work presented in European 
Network of Excellence AIM@SHAPE [15] has shown the 
benefits of using semantic indexing based on ontology. 
The authors introduce knowledge management techniques 
in modeling the form in order to find 3D objects in terms 
of knowledge. In the paper [6], author explores an 
ontology and SWRL-based 3D model retrieval system 
Onto3D. It can infer 3D models semantic property by rule 
engine and retrieve the target models by ontology. To add 
semantics to geometry, Marios in [7] analyzes the 3D 
shape and can extract and combine knowledge and 
implicit information coded in the geometry of the digital 
content object and its sub-parties (volume, surface ...), 
then it allows the segmentation of 3D shapes based on 
semantics. The semantic description of an object based on 
the ontology and matching this description with the low 
level features such as color, texture, shape and spatial 
relationships [8] [9] also are used to classify and indexing 
images. In paper [10], authors incorporate semantics 
provided by multiple class labels to reduce the size of 
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feature vector produced by bag-of-features [11] exploiting 
semantics.  
Various studies have also shown interest using shape 
indexes based indexing. For the shapes characterization 
and binary digital objects, Thibault [1] [12] presented a 
study implementing a set of values obtained by calculation 
of shape indexes. In this study, the author has shown that 
the use of shape indexes family is a robust and efficient 
tool in object recognition, and that flexibility and diversity 
shape indexes allow the creation of shape indexes for each 
family shapes to be studied. Rectilinearity shape index is 
proposed by Z.Lian in [13] to describe the extent to which 
a 3D mesh is rectilinear. This shape index has several 
desirable properties such as robustness and invariance to 
similarity transformation. In [14], large shape indexes are 
described and demonstrated (e.g. Eccentricity, 
Elongatedness, Circularity, Squareness, Ellipticity, 
Triangularity, Rectangularity, Rectilinearity, Sigmoidality, 
Convexity, Symmetry, Chirality). The author notes that 
selects the most appropriate measures depends on their 
suitability for particular applications. Corney and al. [27] 
describe the coarse filter for classifying 3D models. 
Several shape indexes are computed based on convex hull 
ratios such bounding-box aspect ratio, hull crumpliness, 
hull packing, hull compactness, etc. 

In this paper, we suggest the implementation of two 
methods to retrieval a 3D object in database: the geometric 
method, which uses the measures and 3D shape indexes 
and Clustering-based Semantic to fill the gap between 
semantic concepts and low-level features. Motivation for 
using shape indexes is to extract visual concepts easily, 
and semantic information can be extracted using 
unsupervised learning method. These shape indexes, 
calculated from measures taken from the 3D model, are 
organized as semantic concepts in an ontology using OWL 
[19] and questioned by the SPARQL [20] query language 
to extract similarity between 3D models. 

3. System overview 

The proposed content-based retrieval system for 3D 
models consists of two processes: inline that interacts with 
the user and offline that the system computes descriptors 
for 3D models (Fig. 1). In both processes, the system 
extracts the measures of the model, calculating the shape 
indexes and extract semantic concepts. 
The user can navigate in the database and sends a 3D 
request to the server. The system receives the query model 
and compares its descriptor with the descriptors of all 
models of class membership. This phase requires the 
appropriate distances to signatures, but also strategies to 
find semantically similar models in visual concepts [22] 
such as contour-shape, color or texture. 

 

Fig. 1 Overview of the proposed system 

Our 3D Database is composed of Princeton Shape 
Benchmark 3D models [16] that are stored in a format 
(*.off) which represents the shape of 3D models by 
polygonal mesh, with the list of vertices V = {v1, 
v2 , ...,vN } and triangular facets i = { i1 , i2 , ..., iR } 
defined by points ir = (vn,1, v n,2 , ..., v n,k r ). Where k = 3 
for the triangle mesh. Fig. 2 shows some examples of 
representations. 
 

 

Fig. 2 various representations of the rabbit 

As shown in this figure, there are many ways to represent 
a model (e.g. Point Set, Polygon Soup, Polygonal Mesh 
and Solid Model). 

4. Measures and shape indexes 

Shape is the most important property that allows 
predicting more facts about an object than color or texture. 
Shape index is the shape descriptor that is defined as any 
parameter, coefficient or combination of coefficients for 
providing quantitative information on the shape. Moreover, 
shape index must be dimensionless and has invariant to 
rotation and translation as property. Measure is a 
numerical value or set of numerical values "measured" on 
the shape. Shape indexes and measures definitions are 
detailed in [1]. Shape indexes are computed from the 
measures of the whole 3D model and have provided global 
information such as the size and the shape and are chosen 
for their ratio simplicity/effectiveness. The proposed 
method approach requires neither initial segmentation step 
nor the preprocessing. 
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4.1 Measures 

To compute 3D shape indexes, we directly compute 3D 
measures on the 3D model or transforming 2D measures. 
The most important 3D measures are surface area and 
volume. With 3D polygonal model representation, we can 
compute these measures [5] as follow: 
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V is a vector containing the coordinates of the vertices of 
the triangle i. 
These measures are used directly for calculating 3D shape 
indexes without transforming 2D measures. For other 3D 
measures, the 2D measures are used. For example, to 
calculate the radii, we use the distance between the 
centroid and a point on the surface area instead of the 
distance between the centroid and a point on the perimeter. 
There are other measures, which are dimensionless and 
shape indexes like a number of holes. In practice, we used 
the following measures: Volume, Surface area, Ferret 
diameter, Small and large radii, main axis and plan. In fact, 
the principal component analysis method is employed and 
three sets of main axes and planes are obtained. Ferret 
diameter is the longest distance from two contour points of 
the 3D object. These measures are used as semantic 
concepts in ontology and allow to define the spatial 
relationships. We consider that each measure is the entity. 

4.2 Shape indexes 

From these basic measures, one can calculate the 3D shape 
indexes. Surface area (1) and volume (2) may be used as 
measures for calculating 3D shape indexes like VC (3) and 
AC (4), which can be considered as the basic descriptors 
of shape. 

 
)( HCV

V
VC      (3) 

A

CA
AC H )(

     (4) 

 
V and A are respectively the 3D model volume and 
surface area. CH is a convex hull that is the minimum 
enveloping boundary. 
AC and VC (called Area convexity index, Crumpliness 
[27] or Rectangularity and Volume convexity index) are 
easy to compute and are very robust with respect to noise 
[1]. Moreover, these shape indexes can distinguish 

between shapes like angular and rounded objects [23]. 
Area convexity index and Volume convexity index tell us 
about the shape of the object, but it is difficult to identify 
any shape from these 3D shape indexes. Therefore, it is 
necessary to use a set of 3D shape indexes and combine 
them to retrieval the 3D model. These 3D shape indexes 
should be calculated very quickly and interpret the results. 
Basically, shape index has two types; compactness-based 
and boundary-based shape indexes. 
Various compactness measures are used. For this reason, 
an early attempt to develop the compactness index is based 
on the values of perimeter and area. These 2D measures 
allow calculating the Isoperimetric shape index as follows: 

 
2

4

P

S
     (5) 

P and S are respectively the perimeter and surface of shape. 
This 2D shape index, defined between 0 and 1, is based on 
the surface to the perimeter ratio and reaches the value 
unity for a disk. We can also calculate the 2D circularity 
index shape as follows: 

2

4
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P

S
     (6) 

In 3D models, the perimeter becomes the surface area, and 
the surface becomes the volume. A ratio between surface 
area and volume is commonly used in the literature to 
compute compactness of 3D shapes. With this ratio an 
IsoSurfacic shape index can be obtained as follows: 

2/1

3/1

6
A

V
Is


      (7) 

V and A are respectively the volume and surface area of 
the 3D model. 
IsoSurfacic shape index is a compactness indicator which 
describes the form based on the surface area-to-volume 
ratio. Sphericity is another specific shape index for 
indicating compactness of a shape. It is a measure of how 
spherical an object is. It can be also calculated from 
surface area and volume 3D measures (8). The Sphericity 
(S) is maximum and equal to one for a sphere. 

A

V
S

3/23/1 )6(
    (8) 

The Sphericity index shape (S) is very fast in computing. 
However, it is unsuited as a parameter of elongation. The 
latter is defined as quality of being elongated. The 
elongation, in this paper, is the boundary based and can be 
measured as the ratio of the smallest radius on the greatest 
radius (9) or ratio major on minor axes called Eccentricity. 

max

min

R

R
E      (9) 

The ratio of the maximum Ferret diameter and the 
minimum Ferret diameter is also used as the elongation 
parameter. We have included two aspect ratios of the 
bounding box for a 3D model in our system due to the 
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simplicity of computation and its relevance to 3D retrieval: 
compactness and complexity. Compactness is defined as 
the non-dimensional ratio of the volume squared over the 
cube of the surface area [27]. Complexity is defined as the 
surface area of the convex-hull divided by the volume of 
the convex-hull. There are several other shape indexes to 
calculate the elongation or compactness of a shape: 
(Isosurfacic Deficit, Morton Spread, geodesic Elongation, 
variance...).  
Shape indexes calculated are quick to compute, easy to 
understand and were chosen mostly for their simplicity 
and are invariant to rigid motions such as translations and 
rotations. However, it should be noted that there are some 
shape indexes that are do not classify objects in the same 
way. 
 

 
(a)             (b) 

Fig. 3 Two models compared with different shape index. 

The radius elongation index (9) for example, considers the 
model (a) in Fig. 3 and (b) similar, since they have almost 
the same radii, while the Volume convexity shape index 
(4) considers them different. Therefore, the necessity to 
combine several shape indexes for computing the most 
relevance. 

5. Clustering-based semantic 

Although the shape indexes calculated to provide global 
information on the 3D model and contain compactness and 
elongated indicators, the problems connected with 3D 
model retrieval are not still resolved. The first one regards 
the 3D shape indexes: they are insufficient to describe the 
3D model in a generic 3D database; although these are 
relevant. Therefore, the necessity to combine several 3D 
shape indexes to augment our knowledge base with 
semantic concepts using, in our case, the ontology and 
spatial relationships. Second problem is caused by the 
semantic gap between the lower and higher level features. 
To reduce this ‘semantic gap’ we use machine learning 
methods to associate shape indexes with semantic 
concepts and ontology to define these semantic concepts 
as shown in fig. 4. In this paper, 3D shape indexes are 
used to represent visual concepts [22] of a 3D object. 

 

Fig. 4: Definition of semantic concepts and Knowledge base augmented 
and guided by a 3D Shape index ontology to describe the 3D models. 

To be interpreted as visual concepts, a link must be 
established between computed numerical descriptors and 
symbolic visual concepts [8]. In our case, measures and 
shape indexes are clustered by a k-means algorithm into 
semantic clusters. The notion of similarity is based on 
each category of 3D shape indexes or measures like in Fig. 
4. This approach is divided into the following steps: 
measure extraction; clustering and definition of semantic 
concepts. From the 3D Database, the three steps are 
repeated for each 3D shape index to define semantic 
concepts. Therefore, 3D model is described by a set of the 
numerical value associated with semantic concepts. We 
should create a database describing all models by the 
semantic concepts guided by a 3D Shape indexes ontology 
and relations among entities. The ontology defines a 
database structure as containing of a set of concepts that 
can describe qualitatively the visual semantic concepts and 
should allow similarity searches. 

6. Ontology 

Ontology is a set of concepts and useful relations to 
describe a domain, and thus makes more explicit the 
implicit semantics of models. One advantage of shape 
indexes is its flexibility to create other shape indexes for 
each model to be indexed in a domain-specific. In this 
paper, ontology is employed to allow the user to query a 
generic 3D collection, where no domain-specific 
knowledge can be employed, using the 3D model as 
query. The Ontology has been used to organize semantic 
concepts that are defined by the k-mean algorithm (e.g. 
Sphericity, elongation, convexity...). It includes other 
concepts such as semantic entities (e.g. lines, points, 
surface, and plan), a set of spatial relations and some 
axioms (transitivity, reflexivity, symmetry). The proposed 
ontology is represented in Ontology Language OWL [19], 
is the W3C recommended standard for ontology that 
precise formal semantics. As shown in Fig. 5, the OWL is 
structured into two parts: The first part contains shape 
index concepts and regroups the descriptors into classes 
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according to their characteristic properties: The 
topological descriptors and geometric descriptors (Fig.6). 
The second part contains the concepts spatial or entities 
together in primitive geometric: point, line, surface, 
Plan… 

 

Fig. 5 The structure of our ontology 

 

Fig. 6 The partial hierarchy of domain concepts of geometry 

The structure of the ontology is represented in OWL as 
follows: 

<owl:Class rdf:about="http://www.exemple/ontologie#Mesures"> 
<rdfs:subClassOf> 
<owl:Class 

rdf:about="http://www.exemple/ontologie#Modèle3D"/> 
</rdfs:subClassOf> 
</owl:Class> 
<owl:Class 

rdf:about="http://www.exemple/ontologie#IndicesDeForme3D"> 
<rdfs:subClassOf> 
<owl:Class 

rdf:about="http://www.exemple/ontologie#Modèle3D"/> 
</rdfs:subClassOf> 
</owl:Class> 
<owl:Class rdf:about="http://www.exemple/ontologie#Points"> 
<rdfs:subClassOf> 
<owl:Class rdf:about="http://www.exemple/ontologie#Mesures"/> 
</rdfs:subClassOf> 
</owl:Class> 
<owl:Class rdf:about="http://www.exemple/ontologie#Lignes"> 
<rdfs:subClassOf> 
<owl:Class rdf:about="http://www.exemple/ontologie#Mesures"/> 

</rdfs:subClassOf> 
</owl:Class> 
... 
<owl:Restriction> 
<owl:maxCardinality 

rdf:datatype="http://www.w3.org/2001/XMLSchema#int" 
>1</owl:maxCardinality> 
<owl:onProperty> 
<owl:DatatypeProperty 

rdf:about="http://www.exemple/ontologie#haslURL"/> 
… 

Ontology contains the concepts and their relations and 
facilitates the inference the spatial relation. The implicit 
rules are defined using OWL properties such as similarity 
owl: SameAs. 

<RDF:Description rdf:about="#sphericity"> 
<owl:sameAs rdf:resource="#circularity "/> 
</ Rdf: Description> 

We can define other explicit rules to infer spatial 
relationships based on other relationships. For example, 
the position "leftCenter" has a unique meaning when 
associated with some information. 

7. Spatial relationships 

Shape indexes calculated are globally characterized the 
shape. Without segmenting the model, we calculated the 
local characteristics using spatial relationships that are 
usually defined according to the location of the measure in 
the 3D model. In our method, spatial relationships are 
defined by measures or entities that can increase the 
quality of detection and recognition of the model content 
and can disambiguate among models of similar appearance 
including for example the meaning of orientation and 
respect the distances. Therefore, other concepts are added 
to the 3D shape indexes to describe position, distances and 
orientation of an entity in the 3D model. There are various 
entities that need spatial relationships to describe 3D 
model to represent correctly the 3D models content. In this 
paper, the following relationships are described (Fig. 7): 

- Metric (distance, area...) 
- Orientation (near of, left of ...) 
- Topology (Inclusion, adjacent ...). 

 

Fig. 7: Partial hierarchy of relationships. 

The notion of position, distance and orientation in spatial 
relations are dependent on the notion of the frame of 
reference. The object centroid is used as the frame of 
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reference to compute measures and to respect proprieties: 
Rotation and translation. Then, the method does not 
require preprocessing for these properties. The bounding 
box centroid is used as the frame of reference to describe 
concept of position, distance and orientation. Therefore, to 
calculate the position "centered", we should calculate the 
Euclidean distance between the center of the 3D model 
and bounding box centroid. Entities such as the 3D model 
centroid, lines (e.g. radii, diameter and axes), plan and its 
minimum bounding box are used to calculate distances in 
order to provide spatial information. The distances can be 
computed from a point to point, line to line, point to line, 
point to plan and line to plan. In practice, we used the 
following distances: Distance between radii, Distance 
between radii and Diameter, Distance between two 
centers: 3D model centroid and bounding box centroid and 
A3, D1, D3, D4 introduced in [4].   
To describe the distance relationship between two 3D 
models, the following distances are usually used: very 
near, near, far, far away. However, such distance 
relationships single are not sufficient to represent the 3D 
model content ignoring the topological and directional 
relationships. To get an idea about the overall direction of 
the entities in the 3D model, main axes can be used. In 
fact, the main axes of the 3D model can be calculated, 
employing the principal component analysis method, and 
the value of its direction is given by the angle with the 
axes of the bounding box. The example is the following 
relationship: RightOf; LeftOf; Above; Below... 
We are also interested in topological relationships among 
entities that are related to how objects interconnect. In this 
paper, we adopt the topological relationships as shown in 
table 1.  The RCC-8 [24] [25] relations can be used for 
taking into account spatial relations. RCC (Region 
Connection Calculus) is a logic-based formalism to 
symbolically represent and reason with topological 
properties of objects [14]. Topological reasoning can be 
implemented based on Pellet engine [21].  

Table 1: Topological relations implemented in our system 

 
Based on the spatial relationships and their properties, we 
build the ontology using the web ontology language 
(OWL). 

8. Method for Classification Database 

Each model of database, in our content based indexing and 
retrieval system for 3D models, is represented by two 
descriptors considered signatures of the 3D model: 
semantic concept and 3D shape indexes. To increase the 
identification rate and decrease the time to search for 
items, we have developed and implemented a 
classification by applying the k-Means algorithm in the 3D 
shape index space. K-Means is an efficient classification 
approach and very easy. Each model of database is 
clustered by the K-Means algorithm using the Euclidean 
distance as a similarity measure. Classification based on 
3D shape indexes allows a global classification of models 
and it can detect major differences between shapes. Fig. 8 
shows some classes of objects. 

 

Fig. 8: 3D models of some Clusters 

3D models are classified into clusters regardless of their 
spatial positions and according to the similarity of their 3D 
shape index. 

9. SPARQL engine and similarity 

Based on the semantic concepts and the 3D shape indexes 
introduced, the similar 3D model retrieval will be 
conducted. To this end, query by concept and numeric 
value is proposed to evaluate the similarity between two 
3D models as has been shown in Fig. 9. 
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Fig. 9: The evaluation of similarity by semantic and numeric query. 

SPARQL, a rich query language for OWL-DL ontology, is 
used to query the knowledge contained in the OWL 
ontology for the extraction of implicit and explicit 
semantics that are included in the model OWL. For 
example, the query: "Show all 3D Models URLs of a 
given cluster with a high sphericity and variance" is 
written in language SPARQL: 

String jungle=jenaTools.findBasicNameSpace(ONT_MODELE); 

String prolog1 = "PREFIX jungle: <"+jungle+">" ; 

String qr=prolog1 + NL+"select* where " + 

"{" + 

"?3Dmodel jungle:hasCluster ?hasCluster FILTER (?hasCluster = 
"+Cluster+") ." + 

"?3Dmodel jungle:hasSpherecity '"+sphericity+"' ." + 

"?3Dmodel jungle:hasVarianceSurfacique '"+variance+"' ." + 

"?3Dmodel jungle:hasURL ?hasURL " + 

" }"; 

SPARQL admits the use of numeric values to compute the 
similarity on the retrieved models that are semantically 
similar. The query can be easily adapted to obtain the 
distance between any pair of 3D models. Therefore, the 
similarity between two models is measured through the 
use of distance between their 3D shape indexes. To define 
the distance between two points, different metrics could be 
implemented. The most famous and used metric is the 
Euclidean distance or as it is called "Manhattan" which is 
just a special case of Minkowski measure: 
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Depending on the parameter p: if p = 1 the distance is 
"city block" or Manhattan and when p = 2 is Euclidean 
distance. 
In our system, the Euclidean distance is used to measure 
the similarity between 3D shape indexes. But, the latter 
does not have the same importance in the recognition 
process. Therefore, to provide the best results, it is 
necessary to combine several 3D shape indexes to 
compute the most relevant ones. A simple approach for the 

combination of these 3D shape indexes is to calculate the 
weighted sum of the distances. The following formula 
which is used to determine the degree of similarity S 
between two 3D models has been implemented to 
calculate the distances: 
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Where Wi >0 (i = 1, 2 … n), are the weights of 3D shape 
index (SI)i and n number of shape indexes.  
Weights are calculated and normalized during learning by 
k-mean algorithm using precision, recall and F-measure 
that allow the comparison of the performances of 3D 
shape indexes. Therefore, for each 3D shape index, we 
compute the average recall (aR) and precision (aP) on the 
entire 3D shape index: 
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"n(SI)" is the number of models labeled by SI. "r(SI)" is 
the number of models initially labeled by SI and the 
system which has returned with the same SI. "w(IF)" 
number of the unlabeled model by the SI and found by the 
system with the same SI. F-measure F is the weighted 
harmonic mean of precision and recall. The formula of F-
measure is as follows: 

aPaR

aRaP
F


 2     (13) 

When using average recall (aR) and precision (aP), it is 
important to specify the number of shape indexes for the 
finding of at least one model. 

10. Experimental Results 

Java language has been used to develop our content-based 
retrieval systems for 3D models. The tests are performed 
on the Princeton Shape Benchmark Database which 
contains 1814 objects that are given by triangular meshes 
and classified by semantic aspect. The concepts of 
ontology have been created by learning phase whose 
development has been realized with OWL and the Java 
programming tool (Jena). The library Jena contains 
inference engine customizable and offers the possibility of 
including an external reasoner. The display of the 
ontology is done with the API (Application Programming 
Interface) OWL2Prefuse. 
Our programs are compiled under the windows platform, 
using 1.4 GHz, Core 2 Duo machine with 1 GB memory. 
The average time used to compute all shape indexes is 0.6 
seconds for a model, using the Princeton Shape 
Benchmark Database. 
As has been shown in Fig. 1, in the online process, the 
user submits a query model selected from the 3D 
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collection. During this process, shape indexes are 
computed, and we can directly retrieve models as will be  
shown in Fig. 11 (a) and Fig. 12 (c) using our descriptor or 
Area Volume Ratio Descriptor [5] that is not efficient. 

 

         Fig. 10: query model 

 
(a) 

 
(b) 

Fig. 11: (a) Models found by Area Volume Ratio descriptor without 
introducing the semantic descriptor. (b): Models found with Area Volume 

Ratio descriptor introducing our semantic descriptor. 

In order to retrieve 3D models by introducing the semantic 
descriptor Fig. 11 (b) and Fig. 12 (d), the query is labeled 
before the search happens with a semantic concept by 
associating 3D shape low-level features with high-level 
semantic of the models. 
The 12 most similar models are extracting and returning to 
user by 2D images. To visualize the 3D models in the 3D 
space, the user clicks the button or image. 

 

 
(c) 

 
(d) 

Fig. 12: (c) Models found with our descriptor without introducing 
semantic descriptors. (d) Models found with our descriptor introducing 

the semantic descriptor. 

For the evaluation of the performance of our system based 
on shape indexes and semantic concepts descriptors, we 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org    180 

 

used also the Recall and Precision. In this sense, we have 
compared our descriptor to the descriptor based on the 
volume area ratio proposed by Vranic and al. [5] that is 
implemented in our system. The volume area ratio is 
incorporated in our system as a shape index, and 
according to the evaluation the relevance, it is insufficient 
alone to characterize a 3D model and is not a performing 
descriptor, but it is used here to evaluate the performance 
implemented semantic and ontology. 

Two methods are used for each descriptor: content-
based and semantic-based retrieval. Fig. 13 shows the 
Precision-Recall diagram for each one of the two methods.  

 

 

Fig. 13: The precision-recall curves of 3D model retrieval with and 
without ontology using different descriptors. 

Fig. 13 shows that our proposed semantic descriptor 
performs well, and the descriptor Area Volume Ratio with 
ontology is compared to our descriptor without ontology 
justifies the use of ontology and semantic based retrieval 
as a most efficient method.  
The developed classification based on shape indexes 
reduces the similarity gap, and the retrieval method by 
introducing the semantic descriptor is considered as more 
efficient than the one based solely on the shape indexes or 
Area Volume Ratio. This performance is linked to the 
combination of shape indexes and semantic concepts 
structured in ontology.  

11. Conclusion 

A new method for 3D models retrieval has been 
introduced in this article. The method combines semantic 
concepts and 3D shape indexes which are structured in 
ontology. The new approach is tested with a large 3D 
database using the developed search engine, which allows 
us to show the relevance of our method. The results are 
promising and show the interest of our approach. 
To complete our work, it is interesting to improve our 
system by another method of robust classification based 
on semantics. For the very soon future, the shape index 
will be enriched with textures and color indexes. 
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Abstract 
One of the important challenges for complex systems modeling 
is finding an appropriate thought structure for designing and 
implementing a suitable simulation software. In this paper, we 
have proposed a suitable worldview for complex systems 
modeling according to Capra's conceptual framework, which is 
based on modern cognitive theories. With this worldview, the 
important and fundamental concepts for complex systems 
modeling are determined. Adding more details to the model that 
depends on the field of problem, we can simulate a complex 
system. Also using Popper's Three Worlds, the position of this 
simulation has been described. Following this thought structure, 
each simulation designer of complex systems can take advantage 
of modern cognitive theories in modeling. 
Keywords: Thought Structure, Complex Systems, Cognitive, 
Agent Based Modeling (ABM). 

1. Introduction 

Appropriate modeling of complex systems is one of the 
fields of research today [1][2][3][4][5][6][7]. Researchers 
in this field are trying to extract appropriate concepts, 
provide frameworks and computational methods and 
mechanisms in order to create simulation models to 
describe the behavior of complex systems [1][2][3][4]. A 
complex system is made of interconnected components 
and as a result of the interactions between these 
components, the emergent behavior would appear 
[3][8][9]. Although we may describe the interactions 
among components with simple rules, but as the number 
of system components rises, the number of interactions 
between components will increase too.  
 

Living systems such as cells, organizations, society and 
the earth in which there is the concept of life are all 
examples of complex systems [10]. These systems can be 
biological or social [10][11][12]. In living systems as 
complex systems, there are interactions between 
components for survival and evolution. One common 
approach in modeling living systems is Complex Adaptive 
Systems theory (CAS) [3][4]. In this theory, the living 
system is a complex system that adapts to its surrounding 
environment throughout its life for survival and evolution. 
Adaptation means how a system responds to the changing 
environment and adapts to it [1][2][3][4].  
 
The modeling of complex systems usually leads to a 
simulation software, with which researchers can simulate 
and test their models and theories [8][12][14][15]. In 
addition, simulation software is a suitable alternative and 
in some cases the only possible way to test the models and 
theories [8][15]. Simulation approach both reduces costs 
and also enables researchers to study their models and 
theories with various parameters, aspects, and iterations 
[11][17]. A model is the foundation of simulation software 
which describes the main concepts, components, and 
processes as formal relationships [14][16][17]. The closer 
a model to reality, the better it will be. However, good 
modeling does not necessarily include more details, rather 
it means choosing and including features, components, 
and concepts that has a greater influence on reality [8][14]. 
 
A common terminology in complex systems modeling and 
simulation is agent [8][11][18]. Agent is an entity that can 
represent a cell, a human, or any living organisms in a 
complex systems modeling. Modeling based on the agent 
concept leads to Agent Based Modeling (ABM) [11]. With 
the advent of CAS theory and its wide applications, 
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researchers found out that models use CAS and MAS 
(Multi-Agent System) to model nonlinear dynamic 
interactions that have been missing in the previous linear 
models [8]. However, it is suitable to utilize a thought 
structure that makes modeling and simulation of complex 
systems more accurate and produces a high quality 
software simulation. 
 
In this paper, first the necessity of a suitable complex 
systems modeling worldview is explained and then it 
illustrated by Capra's conceptual framework. Then a 
thought structure for complex systems modeling with 
regard to Popper's Three Worlds is proposed. The first 
world is about complex systems worldview, the second 
world is about individual and social awareness and finally 
the third world is an artifact that is a methodology for 
simulator development. 

2. Complex Systems Modeling Worldview 

In complex systems, global behavior emerges form high 
number of interactions between components [3][4]. As the 
number of interactions is very high, the emergent behavior 
appears. Therefore, for understanding and modeling of 
complex systems, a special worldview is required. This 
worldview is the base of some methodologies such as 
CommonKADS and it precedes theory [19].  
 
Overall, the methods that have been used for systems 
modeling during the past decades can be divided into two 
main approaches: 
 

1) Model-oriented approach: It is based on methods 
of traditional system thinking. Worldview of this 
approach is based on reductionism. Reductionism 
is breaking a problem into smaller ones, solving 
each one separately and then combing the 
answers to get the solution of the main problem. 
In other words, for understanding the main 
system, we divide it to sub-systems and they can 
be further divided into smaller systems until we 
get to the systems that are knowable. 

2) Data-oriented approach: The main idea of this 
approach is that complex systems cannot be 
understood with reductionism worldview. 
Therefore, as the behavior of the system is from 
bottom to top, for understanding it we need a new 
holistic worldview. In this worldview, emergent 
behavior becomes meaningful. It is according to 
this worldview that complex systems theories, 
cognitive theories, and other theories based on 
the new holistic thinking are used in complex 
systems modeling.  

 

2.1 Capra's Conceptual Framework as a Worldview 

Capra's conceptual framework is based on new 
interpretations and definitions of cognition. Cognition is 
the process of knowing in life; knowing how and what 
capabilities are used for survival. With this definition, the 
smallest living organisms, such as cells are cognitive 
phenomena using cognition for survival in life. Defining 
cognition based on biological view enables us to use the 
cognitive concepts in a wide range to explain the behavior 
of living organisms. We can find network patterns 
everywhere, from the smallest cognitive living organisms 
such as cells to organizations and human societies. Thus, 
network is a common pattern for life [10]. 
 
One of the cognitive theories based on the biological view 
is Santiago theory [10]. According to this theory, 
cognition is synonymous with the process of life. The 
organizing activities of living systems at all levels of life 
are cognitive. These activities include interactions among 
living organisms such as plants, animals, or human beings 
and their environment. Thus life and cognition are 
inseparable, as though mental activity is immanent in 
matter. Santiago's cognitive theory expands the cognitive 
concept in a way that it involves the entire process of life 
including perception, emotion, and behavior. In this theory, 
cognition is not just for human beings with a brain and a 
nervous system, rather it can be for each living organism, 
from cells to social organizations [10]. 
 
Capra has presented a unique framework for 
understanding the biological and social phenomena in four 
perspectives. Three out of these four perspectives is about 
life and the fourth one is meaning. (Fig. 1) 
 

 

Fig. 1  Four perspectives of Capra's Conceptual Framework. 

 
The first perspective of Capra's conceptual framework is 
pattern that includes various relations among system 
components. The organization pattern of a living system 
defines the relation types among the system components 
which determines the basic features of the system. 
Structure, the second perspective, is defined as the 

Meaning 

Process 

Structure Pattern 
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material embodiment of system pattern. The Structure of a 
living organism evolves in interaction with its 
environment. The third perspective is life process which 
integrates the pattern and the structure perspectives. For 
example, the study of living systems from these three 
perspectives includes the study of form (patterns of 
organizations), matter (or material structure), and process. 
From the perspective of form, the pattern of organization 
is a self-generating network. From the perspective of 
matter, the material structure of a living system is a 
dissipative one, that is, an open system that operates far 
from equilibrium. And from the process perspective, 
living systems are cognitive systems in which the process 
of cognition is closely linked to self- generating network 
[10]. 
 
When we try to extend new understanding of cognition to 
the social life, we immediately encounter many misleading 
phenomena - rules of behavior, values, goals, strategies, 
intentions, designs and power relations - that often do not 
have a role in non-human world, but they are essential for 
human social life. For expanding life to the social domain, 
meaning perspective is added to three other ones. Thus, 
we can understand social phenomena from four 
perspectives: pattern, structure, process, and meaning. 
Culture, for instance, has created and preserved a network 
(pattern) of communication (process) with embedded 
meaning. Material embodiment of culture includes art and 
literary masterpieces (structure) that transfer meaning 
from one generation to another. 
 
As there is the concept of life and evolution in the living 
systems such as cells, organizations, and societies, there 
are all examples of a complex system. So, Capra's 
conceptual framework can be used as a worldview to 
understand complex systems. 
 

2.2 Complex Systems Modeling in Capra's 
Conceptual Framework 

According to Capra's conceptual framework, any complex 
phenomena can be discussed and studied in four 
perspectives. In order to close these four perspectives to 
the terminology of complex systems modeling, we replace 
"pattern" with "network" and "structure" with "agent".  
 
Pattern perspective is the relationship between 
components, thus network is a good terminology. 
Structure is a set of features that evolves during life. These 
features together make the agent concept. Therefore, 
Capra's conceptual framework is redefined in four 
perspectives: network, agent, process, and meaning (Fig. 
2). 

 
 

 

Fig. 2  Redefinition of Capra 's Conceptual Framework for Complex 
System Modeling 

3. Extending the Thought Structure Using 
Popper's Three Worlds 

According to Popper's Three Worlds, the first world is the 
physical world which is related to the worldview. The 
second world is the subjective realm in which theories and 
concepts are formed. And the third world is the objective 
one which is the realm of artifacts and objective 
knowledge [20]. 
 
In the previous section, the worldview of complex systems 
modeling in Capra's conceptual framework has been 
described. Now, we define individual and social 
awareness as the second world in Popper's Three Worlds. 
According to Fig. 3, individual and social awareness are 
both affected and affect agent, network, and process in the 
first world. Individual awareness refers to what knowledge 
each agent has and what it has learned from its 
environment and also from other agents. In other words, 
individual awareness is a memory that every agent has 
from its surrounding environment and this memory 
evolves during the life of the complex system. Hence, 
individual awareness is a mental model and every agent 
makes decision based on situation awareness. In a 
complex systems modeling, a set of agents are related to 
each other in order to achieve certain goals; therefore, in 
addition to individual awareness, social awareness is 
formed. Social awareness is the knowledge that a set of 
agents create together. It is a collective memory that is 
created by agents interacting with each other. The 
collective memory is a shared mental model that appears 
as shared situation awareness and can be used for 
coordination in social environments [21]. 
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Fig. 3  General Thought Structure for Complex System Modeling Using 
Popper's Three Worlds 

 
But, how individual and social awareness are created in a 
complex system? Although it is difficult to answer this 
question clearly, agent, network, and process influence the 
creation of individual and social awareness (Fig. 3). To 
observe this influence in the formation of awareness, 
modeling and simulation are suitable approaches. In other 
words, the first world that views the complex system from 
the perspectives of agent, network, and process can be 
developed and examined as a simulation software. 

3.1 Layers of Simulation Software 

Before we develop a simulator software, an architectural 
design is required which is based on some theories. In 
other words, the simulator development is based on the 
theories that explain a given phenomenon. Overall, design 
and implementation of the simulation software can be 
described in three layers (Fig. 4): 
 

1 - Theoretical basics 
2 - Software architecture 
3 - Computational models 

 

 

Fig. 4  Three Layers of Simulation for Complex Systems. 

 
Theoretical Basics Layer: Theories refer to the 
philosophy of problem-solving method of simulation 
software. Therefore, theoretical basics are the base of 
simulation pyramid (Fig. 4). In simulation software design 
and implementation, for example, complex systems theory, 
graph theory, queue theory, and network theory can be 
used. That which theories should be used in the design and 
implementation is determined by answering this question:  
What theories justify modeling and simulation for a 
simulation developer? In other words, which theories are 
consistent with a given simulation problem?  
 
Given to the adopted worldview, and after examining the 
given problem, we select appropriate theories for 
modeling and simulation in order to have theoretical 
basics.  
 
Software Architecture Layer:    Having determined the 
theoretical basics, software architecture is defined. It is 
based on theories and consists of software components, 
and relationships between them. Software architecture is 
an overall design that defines building blocks, 
relationships between blocks, and entities within each 
block [22]. There are two main approaches for modeling 
entities: object-oriented and agent-oriented. As the agent 
concept has more capabilities than the object concept, it 
models the entity better and is often used in the simulation 
software development. This approach is called Agent 
Based Modeling (ABM). 
 
Computational Models Layer:  Computational models 
express software components and relationships between 
them in the architecture layer in the form of mathematical 
and computational relations. In other words, 
computational models provide computational mechanisms 
that a software developer uses to generate executable 
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codes. Therefore, this layer is the provider of a formal 
language for simulator software. Computational models 
are chosen based on theoretical basics and software 
architecture (Fig 4). For example, we can use soft 
computing such as genetic algorithms, neural networks, 
and fuzzy computations in this layer. 
 

3.2 Development Methodology as an Artifact  

Two worlds out of Popper's Three Worlds for complex 
systems modeling have been described so far. The first 
world is the complex systems modeling worldview that we 
redefined in three perspectives of agent, network, and 
process, based on Capra's conceptual framework. The 
second world is individual and social awareness of agents 
that is essential for their coordination. 
 
We call the third world of Popper's Three Worlds artifact 
(Fig. 3). This world is objective knowledge and is 
falsifiable, that is, it is true as long as we cannot prove its 
falseness. Artifact is a methodology in our proposed 
thought structure. This methodology determines what 
concepts, components, and methods should be used for 
complex systems modeling. In other words, it illustrates 
and confirms the effect of meaning perspective (the fourth 
perspective of Capra's Conceptual Framework) in the form 
of some general principles. In a way, meaning is the 
interpretation of simulation results. We can interpret the 
results of simulation according to a given meaning. 
Overall, this methodology determines general principles 
for software architecture. For example, what principles 
and structures should be used for network design? What 
features are more important for agent design and definition? 
What kinds of processes are suitable for modeling a given 
complex system?  
 
The principles obtained from the results of modeling and 
simulation can be used in the design of products and real 
applications. That is, these principles are used in the 
design of agent, network, and process in order to create a 
given meaning. They can be reviewed and revised after 
being used in real applications. 

4. Conclusions 

Complex systems modeling is one of the challenges and 
necessities of today's researchers which demands a 
suitable thought structure. Many researchers consider a 
living system as a complex system that adapts to its 
surrounding environment for survival and evolution. 
Consequently, cognitive theories and thought frameworks 
suggested for describing living systems can be utilized for 
understanding complex systems. Capra's Conceptual 

Framework is based on modern cognitive theories; 
therefore, we have used its modified version as the 
proposed thought structure worldview. This thought 
structure is based on Popper's Three Worlds. The first 
world is the complex systems modeling worldview that we 
have redefined in three perspectives of agent, network, 
and process. The second world is individual and social 
awareness that concerns with individual and shared 
situation awareness. The third world is an artifact that 
explains methodology for complex systems modeling. In 
other words, the artifact determines general principles and 
approaches for the software architecture.   
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Abstract 
The accuracy degree of extracted canopy latent heat from canopy 
net radiation is depending extremely to the proposed Priestley-
Taylor approximation. This extracting canopy latent heat is an 
initial approximation to compute iteratively partitioned energy 
components to soil and vegetation using in Two Source Energy 
Balance (TSEB) Model. This approximation is using a Priestley-
Taylor coefficient (αp) and fractional of Leaf Area Index (fg) 
that is green. The standard values are 1.26 and 1 for respectively 
(αp) and (fg). This study is focused to identify these two 
transpiration parameters (αp) and (fg) by Genetic Algorithm 
method to accurately predict patterns of turbulent energy fluxes 
by TSEB Model (Norman et al. 1995), over irrigated olive 
orchard in semi-arid area (Marrakech, Morocco). The (αp) and 
(fg) are depending on local climatic characteristics and data 
measurements accuracy for different periods of the year 2003. In 
summer 2003, the GA gives optimal values for (αp=0.93) and 
(fg=0.61). Ten runs of GA computing have been applied to 
guaranty stability of the optimization process. In fact, the 
simulation of latent heat becomes improved as presented as 
below, since comparison to ground measurements shows 
acceptable representativeness in summer 2003 with enhancement 
of TSEB Model performance assuming correlation to (0.45), bias 
is to (+15 W.m-2), and the root mean square have been improved 
to (63 W.m-2). Thus, the results obtained here show the most 
important support of Genetic Algorithm through the calibration 
and optimization processes. 
Keywords: Genetic algorithm, Optimization, Fitness function, 
Cost function, TSEB Model. 

1. Introduction 

Many methods have been used to estimate canopy 
evapotranspiration from regions using standard climate 
data. Priestley-Taylor approximation suggest  one of these 
based on physical argument about processes in the whole 
of turbulent planetary boundary layer,  and their arguments 

were concerned the relative sizes of advective and radiant 
energy inputs to land areas of local size (Priestley-Taylor, 
1972; McNaughton et al 1991).  
They were forced to proceed empirically, and asked 
whether it was still a principal component of evaporation 
from a wet region. They looked that a value of coefficient 
(αp= 1.26) was found to fit data from several sources 
especially for wet regions. The TSEB Model uses either 
this formula adding another coefficient (fg=1) which is a 
fractional of Leaf Area Index that is green (Norman et al, 
1995; Kustas et al 1999). Several studies are also proposed 
values of (αp) and (fg) ranging respectively from 0.5 to 3 
and 0 up to 1(Castellvi et al, 2001; Kustas et Norman et al, 
1999a, Agam et al. 2010). In this study, for a semi-arid 
areas, we suggest to use stochastic method as Genetic 
algorithms (GAs) to identify Priestley-Taylor transpiration 
Parameters over olive irrigated area (in wet and dry 
conditions). GAs approach are used for solving   
parameters estimation for its independency to problem 
types, such as non linear, multimodal and/or non-
differentiable functions (Holland, J. H, 1975; Goldberg, 
David E, 1989). GAs are a way of addressing hard search 
and optimization problems which provides a good solution 
although it requires large execution time. 
In section 2 we present study area and data collection, 
while section 3 describe the  
Priestley-Taylor approximation of transpiration used in 
TSEB  Model. The section 4 highlights GAs theoretical 
bases and implementation. In section 5 we show results 
but conclusion is presented in section 6. 
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2. Study area and data collection 

2.1 Site description 

The study site was located in the 275 hectare Agdal olive 
(Olea europaea L.) orchard in the southern side of 
Marrakech City, Morocco (31,601 N; 07,974 W). It is 
characterized by low and irregular rainfall (annual average 
of about 240 mm, but 263.4 mm has been collected in 
2003).  The climate is typically Mediterranean semi arid; 
precipitation falls mainly during winter and spring, from 
November to April. The atmosphere is very dry with an 
average humidity of 56% and the evaporative demand is 
very high (1600mm per year), greatly exceeding the 
annual rainfall. The orchard was periodically surface 
irrigated through level basin flood irrigation, with water 
supplies of about 100 mm every each irrigation event. We 
have approximately 3 irrigation events during summer 
2003. Each tree was occupied over 45 m2, and bordered 
by small earthen levy (about 30 cm) retained irrigation 
water (Williams et al, 2004). Plant spacing was about 
(6.5x6.5 m); the trees had an average leaf area index (LAI) 
of 3. Mean tree height was 6 m and ground cover was 55% 
(Ezzahar, 2007). 

2.2 Measurements  

Measurements were acquired at a sampling frequency of 
20 Hz and passed through a low-pass filter to compute 30-
min flux averages. Intensive data were collected in Agdal 
site. Vertical fluxes of heat and water vapor at 9.2 m 
height were registered on twelve month of 2003 and are 
measured by an Eddy-Covariance (EC) system (Ezzahar et 
al, 2007). Finally, the resulting dataset of sensible and 
latent heat fluxes were available for the 2003 growing 
seasons, with missing data for few days due to power 
supply troubles. Almost 6247 hourly observations, during 
daytime, everyday along the year 2003 without any 
exclusion related to season or climatic conditions, were 
used to run and evaluate TSEB model output.   
A 3D sonic anemometer (CSAT3, Campbell Scientific, 
Logan, UT) measured the fluctuations in the wind velocity 
components and temperature. An open-path infrared gas 
analyzer (LI7500, LiCor, Inc., Lincoln, NE) measured 
concentrations of water vapour. The wind speed and 
concentration measurements were made at 20 Hz on 
CR23X dataloggers (Campbell Scientific, Logan, UT) and 
on-site portable computers to enable the storage of large 
raw data files. Air temperature and humidity were 
measured at 8.8 and 3.7 m heights on the tower with 
Vaisala HMP45C probes. Total shortwave irradiance was 
measured at 9.25 m height with a BF2 Delta T radiometer. 
Net radiation was measured with a Kipp and Zonen CNR1 
net radiometer placed over the olive canopy at 8 m height. 

Soil temperature was recorded at 5 cm depth at two 
locations approximately 30 m from the tower. Three heat 
flux plates continuously monitored changes in soil heat 
storage at the tower site. In addition, five point 
measurements of soil moisture variables were located 
throughout the site. Each point contained a pair of steel 
rods for time domain reflectometry (TDR) measurements 
at 40, 30, 20, 10 and 5 cm depths to estimate volumetric 
water content. Olive transpiration was measured by sap 
flow method following the procedure of Williams et al., 
2003. Soil evaporation was computed as the difference 
between evapotranspiration measured by eddy correlation 
system and transpiration measured by sap flow method. 

3. Priestley-Taylor transpiration in TSEB 
Model 

The Priestley-Taylor equation   is only an initial 
approximation of canopy latent heat simulated by TSEB 
Model. TSEB is based on energy balance closure using 
surface radiometric temperature, vegetation parameters 
and climatic data. TSEB outputs surface turbulent fluxes, 
and temperatures of canopy and soil. The version 
implemented in this study basically follows what is 
described in appendix A as the “parallel resistance 
network”. As such, the model implemented is described in 
detail in (Norman et al. 1995, Kustas and Norman 1999).  
The canopy latent heat LEc is given by Priestly-Taylor 
approximation (Priestly-Taylor. 1972). 
 
 

                             (1)  
 

where αp is the Priestly-Taylor  constant, which is initially 
set to 1.26 (Priestley-Taylor, 1972; Norman et al 1995; 
Agam et al 2010), fg  is the fraction of the LAI that is 
green, ∆ is the slope of saturation vapour pressure versus 
temperature curve, Γ is the psychrometer constant (e.g: 
0.066 kPa C-¹ ). If no information is available on fg, then 
it is assumed to be near unity. 

4. Genetic algorithms method 

4.1 Overview  

Genetic Algorithms (GAs) are an optimization algorithms 
based on techniques derived from the genetic and the 
Darwin’s theory of evolution in selection, crossover, 
mutation, generation, parent, children, etc (Goldberg 1989; 
Holland 1975). As a considerable development in the 
computing systems, GAs has shown a significant 
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improvement by using stochastic and mathematic methods  
which has been applied into many domains such as 
ecologies, biology and even economy, in order to 
experiment it for understanding natural systems, and 
modelling it to optimize (or at least improve) the 
performance of the system. 

4.2 GAs theoretical bases and implementation 

Genetic algorithms have been used to solve difficult 
problems with objective functions that do not possess 
some properties such as continuity, differentiability, 
satisfaction of the Lipschitz Condition, etc (Michalewicz 
1994; Goldberg 1989; Holland 1975).  
GAs search extremum of function defined in space data. 
These algorithms maintain and manipulate a family, or 
population, of solutions and implement a “survival of 
fittest” strategy in their search for better solutions. GAs 
have shown their advantages in dealing with the highly 
non-linear search spaces that result from noisy and 
multimodal functions. 
The genetic algorithm works as follows: 

- Initialization of parent population randomly 
- Evaluation (fitness function) 
- Selection 
- Recombination of possible solutions (Crossover and 

Mutation) 
- Evaluate child and go to step 3 until termination 

criteria satisfies. 
 

4.2.1 Solution representation 

The chromosome (individual) chosen to represent a 
solution is a vector coded of floating number representing 
 

   (2) 
 

The ranges of a parameters are a and b. The αp is the 
Priestly-Taylor  constant, and fg  is the fraction of the LAI 
that is green. The real-valued representation moves the 
problem closer to the problem representation which offers 
higher precision with more consistent results across 
replications (Michalewicz 1992). 
 

4.2.2 Initialization, Termination and Evaluation 

The most common method providing an initial population 
is to randomly generate solutions for the entire population 
such as:  
 

  (3) 

where N is the dimension of population, such that each 
element of array contains a possible value of parameters; 
and rand (2,N ) returns a pseudorandom vector value are 
drawn from a uniform distribution on the unit interval. 

The GA moves from generation to generation selecting 
and reproducing parents until a termination criterion is met. 
The most frequently used stopping criterion is a specified 
maximum number of generations. 

Fitness in biological sense is a quality value which is a 
measure of the reproductive efficiency of chromosomes 
(Goldberg, 1989). In genetic algorithm, individuals are 
evaluated with it fitness function which is a measure of 
goodness to be selected. 

The evaluation is calculated at each TSEB run through the 
fitness function Φ(K) which is equal to 

 

   (4) 
 

where (t) is the instant of observed latent heat LEobs(t) and 
LEsim(t,K)  is the simulated latent heat. 

The cost function to minimize is represented by a practical 
evaluation of  (K) where 

  (5)   

where T is the time period. 

4.2.3 Genetic Operators 

Genetic algorithm uses some operators to create children 
forming next new generation by parents selected from the 
current population. The algorithm usually selects a group 
of individuals that have better fitness values as parents.  
The genetic operators are as follows: 
 Selection:  Reproduction (or selection) is usually the 
first operation applied on a population to breed a new 
generation. Individual solutions are selected through 
probability that individual (K)1≤i≤N  is selected from the ith 

line of matrix , to be a member of  the next generation at 
each experiment is given by  
 

 (6) 
 

The process is also called roulette wheel parent selection.  
This selection step is then a spin of the wheel, which in the 
long run tends to eliminate the least fit population 
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members. The population will be represented by a slice 
that is directly proportional to the member’s fitness. 
 
 Crossover: A crossover operator is used to 
recombine pairs of parents to get better children which 
generate a second generation of solutions. In the case of 
individual probability is less than 0.5, the  son child 
chromosome will be an average of two times value of 
father with one value of mother, and  vise versa for the 
daughter child, but if  individual probability is great or 
equal  to 0.5, the son and daughter chromosome will stay 
respectively like father and mother. 
  
 Mutation: Mutation is an operator that introduces 
diversity in the population to avoid homogeneous 
generation due to repeated use of reproduction and 
crossover operators. Mutation proceeds to Gaussian 
perturbation with deviation equal to 0.5 and probability 
mutation equal to 0.0001. Mutation adds simply new 
information in a random way to the genetic search process. 

4.2.4 Implementation of GAs to TSEB Model 

Possible solutions to a problem are evaluated and ordered 
according to its adaptation (i.e: fitness function). From 
generation (k) to new one (k+1), then other chromosome 
populations   are produced after selecting candidates as 
‘parents’ and applying mutation or crossover operators 
which combine chromosome of two parents to produce 
two children.  The new set of candidates is then evaluated, 
and this cycle continues until an adequate solution is 
found (figure.1). In all experiments, GA experimental 
parameters are as follows: the population size is 10, the 
crossover rate is 0.5, the mutation rate is 0.0001 and we 
generate population until the 10th generation. The 
observations used in TSEB Model are taken each 30 
minutes. In this optimization we want to minimize the cost 
function, then we proceed the minimization to find a 
vector Kopt as follows: 

 
  (7) 

 

where  is the vector of parameters to be 
controlled, and (K) is the cost function. 
The state variable is the simulated latent heat LEsim(t,K)  
evolving in the time during summer 2003 between 
DOY=152 to DOY=243. The cost function is computed 
by comparing simulated LEsim   and observed latent heat 
LEobs  during the all period T. The two unknown 
parameters controlling the Priestley-Taylor transpiration 
used in TSEB Model are estimated by optimization of the 
cost function with the evolution strategies algorithm as 
follow: 

-START: Create random population of 10  chromosomes 

  between 0.5 to 2 for αp, and 0.1 to 1 for 
fg, 

-Run TSEB: Calculate the simulated latent heat 
LEsim(t,K) , the bias to measured  latent heat LEobs(t)    
and the function cost (K) , 

-FITNESS: Evaluate the fitness function Φ(K)  of each 
chromosome in the population, 

-NEW POPULATION:  

* SELECTION     : Based on Φ(K)     

* RECOMBINATION: Cross-over chromosomes  

* MUTATION      : Mutate chromosomes  

* ACCEPTATION   : Reject or accept new one  

-REPLACE : Replace old with new population as the new 
generation 

-TEST    : Test problem criterion to indicate the best 

solution   minimizing the cost function 
(K) ,  else to turn over to the next generation 

LOOP    : Continue step 2– 6 until criterion   is 
 satisfied. 

5. Results 

Different number of generations (not shown) with ten 
individuals population have been experimented in order to 

optimize values of  and to carry out 
stability test to GA with showing performance to 
Priestley-Taylor formulation. The founded parameters by 
GA are changing with reproduction in generations. The 
GA start generally with a randomly values of parameters 

in the beginning of minimized cost function [ ], but 
in the absence of stopping criterion to the most minimizing 
cost function, the GA change choice to selected 
individuals who decrease Latent heat error to reach its 
minimum. The GA continues to generate elite 
chromosomes for computing predicted surface fluxes until 
stability of Latent heat error (fig.2). The stability error 
phase is characterized by a little changing in reproductive 
individual’s adaptation. The convergence will be reached 
during generation when the best individual is founded to 
the medium one (fig.1). The estimation of Priestley-Taylor 
formulation has been improved then the TSEB Model 
performance will come acceptable with best parameters 
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giving by 10 generations. We proceed in the following to 
experiment 10 runs of GA to show best parameters 
changing and test stability reproduction procedure with 10 
individuals’ population and 10 generations. During error 
stabilization error process, the 10 runs of GA shows 
(table.1) changing in parameters value, since αp is ranging 
between 0.72 to 1.00 and fg vary from 0.26 to 0.79. These 
optimized values for αp and fg are less than the standard 
value (αp =1.26 and fg=1 for wet conditions), then we can 
considered them for semi arid area. Optimized values for 
fg are conforming to irrigated area explaining conditions 
supporting soil and canopy transpiration. GA gives 
sometimes optimal parameters corresponding to minimum 
error before reaching its stabilization, but GA continue 
computing process since there is no stopping criterion for 
this case to reduce calculation time. The mean parameters 
value optimized in 10 previous runs of αp and fg (table.1) 
are respectively 0.93 and 0.61. Now let us see the 
influence of these optimal mean values to TSEB Model. 
Figures 3 and 4 present the comparison of measured and 
predicted daily latent heat before and after optimization 
process. These figures show an improvement of latent heat 
representativeness. The correlation becomes from (0.43) to 
(0.45), the bias is reduced from (+240 W.m-2) to (+15 
W.m-2), and the root mean square have been improved 
from (251 W.m-2) to (63 W.m-2). Furthermore the 
measured and predicted latent heat evolve both in the same 
direction expect during irrigation event, because soil is 
submerged by traditional irrigation system water.   

6. Conclusion  

In this comparison of cases studied here, we observe that 
GA stability is essential to optimize parameters . The 
results obtained don’t change significantly from each 10 

runs, then the optimal vector is   . 
We have tried to show that genetic algorithm is a powerful 
method to optimize parameters of Priestley-Taylor 
approximation of canopy transpiration. Instead of standard 

values of    for wet regions, which 
depend on climatic and soil characteristic, GA  gives  an 
optimal values as < αp=0.93,fg=0.61 > for semi-arid area. 
Stability optimization is essential, furthermore the GA can 
be identifying another minimum of optimal parameters in 
the beginning of computation, but the computation 
continue since there is no stopping criterion other than the 
final generation. 

The results show an improvement of canopy transpiration 
then also enhance the TSEB Model performance, since 
correlation, bias and root mean square error become 

respectively equal 0.45, +15 W.m-2, and 63 W.m-2. Thus, 
the results obtained in this study show the most important 
support of Genetic Algorithm in the calibration and 
optimization processes. This GAs optimization could 
replace measures terrain and long experiments since it 
improve results mostly by making use of fitness function 
and genetic operators such as selection, crossover and 
mutation. However, the set of canopy transpiration was 
improved.  

Appendix A 

TSEB Equations 

Soil and vegetation temperature contribute to the 
radiometric surface temperature in proportion to the 
fraction of the radiometer view that is occupied by each 
component along with the component temperature. In 
particular, assuming that the observed radiometric 
temperature, (Trad) is the combination of soil and canopy 
temperatures, the TSEB model adds the following 
relationship (Becker and Li, 1990) to the set of (Eqs 12 
and 13): 

 
    Trad(θ) = [f(θ). Tc4 + (1-f(θ)) . Ts4]1/4                     

(A.1) 
 

where Tc and Ts are vegetation and soil surface 
temperatures, and f(θ) is the vegetation directional 
fractional cover (Campbell and Norman, 1998). 
     
     f(θ) = 1 – exp(-0.5 LAI / cos(θ))                 (A.2) 

 
The simple fractional cover (fc) is as follows: 
 

            fc = 1 – exp (-0.5 LAI)                        (A.3) 
 

LAI is the leaf area index, and the fraction of LAI that is 
green (fg) is required as an input and may be obtained 
from knowledge of the phenology of the vegetation. 
 
The total net radiation Rn  (Wm-²) is  
 

   Rn = H + LE + G   (A.4) 
where H (Wm-²)  is the sensible heat flux, LE (Wm-²)  is 
the latent heat, and G (Wm-²)  is the soil heat flux. The 
estimation of total net radiation, Rn can be obtained by 
computing the net available energy considering the rate 
lost by surface reflection in the short wave (0.3/2.5µm) 
and emitted in the long wave (6/100µm): 
 
      Rn = (1- αs).SW + εs.LW – εs.σ.Trad4             (A.5) 
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where SW (Wm-²)  is the global incoming solar radiation, 
LW (Wm-²)  is the terrestrial infrared radiation, αs is the 
surface albedo, εs is the surface emissivity, σ is the Stefan-
Boltzmann constant, Trad (°K) is the radiometric surface 
temperature. 
The estimation of soil net radiation, Rns can be obtained 
by 
 
     Rns = Rn exp(-Ks LAI / )               (A.6) 

 
where  ks is a constant ranging between 0.4 to 0.6 and  
is the zenithal solar angle. 
 
The  Rnc is the canopy net radiation as 
 
                                         Rnc= Rn- Rns           (A.7) 

 
where Rn is obtained using (A.4-5) and  is the solar 
zenith angle. The soil heat flux, G (Wm-²)  can be 
expressed as a constant fraction cg (≈0.35) of the net 
radiation at the soil surface by  

                   G = cg Rns                            (A.8) 
 

The constant of cg (≈0.35) is midway between its likely 
limits of 0.2 and 0.5 (Choudhury et al 1987). The canopy 
latent heat LEc is given by Priestly-Taylor approximation 
(Priestly-Taylor. 1972). 
 

                           (A.9) 
 
where αp is the Priestly-Taylor  constant, which is initially 
set to 1.26 (Norman et al 1995; Agam et al 2010), fg  is 
the fraction of the LAI that is green, ∆ is the slope of 
saturation vapor pressure versus temperature curve, Γ is 
the psychrometer constant (e.g: 0.066 kPa C-¹ ). If no 
information is available on fg, then it is assumed to be 
near unity. As will become apparent later (A.9)   is only an 
initial approximation of canopy latent heat. 
If in any case LEc ≤ 0, then LEc is set to zero (i.e: no 
condensation under daytime convective conditions) 
The sum of the contribution of the soil and canopy net 
radiation, total latent and sensible heat is according to the 
following equations 
 

        Rns= Hs + LEs + G                 
 (A.10) 

 
         Rnc= Hc + LEc                

(A.11) 
 

        LEt = LEc+ LEs          (A.12) 
 

where the subscript s and c designs soil and canopy. 
The TSEB model considers also the contributions from the 
soil and canopy separately and it uses a few additional 
parameters to solve for the total sensible heat Ht which is 
the sum of the contribution of the soil Hs and of the 
canopy Hc according to the following equations 
 

                       (A.13) 
 

                                     (A.14) 
 

                                  (A.15) 
 

Where ρ (Kg.m-3) is the air density, Cp is the specific heat 
of air (JKg-1 K-1), Ta (°K) is the air temperature at certain 
reference height, which satisfies the bulk resistance 
formulation for sensible heat transport (Kustas et al, 2007). 
Ra (sm-¹) is the aerodynamic resistance to heat transport 
across the temperature difference that can be evaluated by 
the following equation (Brutsaert, 1982): 
 

                     
(A.16) 

 

Where   is the height of air wind measurements,  is 
the wind friction velocity, do (m) is the displacement 
height, Z0,H is a roughness parameter (m) that can be 
evaluated as function of the canopy height (Shuttleworth 
and Wallace, 1985), k is the von Karman's constant (≈0.4), 
ΨH is the diabatic correction factor for heat is computed 
(Paulson, 1970): 
 

                    (A.17) 
 

where  is a universal function for heat defined by: 
(Brutsaert, 1982; Paulson, 1970) 
 

                                   
(A.18) 

 
The term ξ is dimensionless variable relating observation 
height Z, to Monin-Obukhov stability Lmo.     
Lmo is approximately the height at which aerodynamic 
shear, or mechanical, energy is equal to buoyancy energy 
(i.e: convection caused by an air density gradient). It is 
determined from 
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                        (A.19) 
 

Where ρ (Kgm-3) is the air density, Cp is the specific heat 
of air (JKg-1 K-1), Ta (°K) is the air temperature at certain 
reference height, H is a sensible heat flux, LE is a latent 
heat flux, and  λ  is the latent heat. 
Friction velocity is a measure of shear stress at the surface, 
and can be found from the logarithmic wind profile 
relationship: 

                           (A.20) 

Where Ua is the wind speed and  is the diabatic 
correction for momentum. 
 
 The Rs (sm-1) is the soil resistance to the heat transfer 
(Goudrian, 1977; Norman et al 1995; Sauer et al 1995; 
Kustas et al, 1999), between the soil surface and a height 
representing the canopy, and then a reasonable simplified 
equation is: 
 

                                                  
(A.21) 
 
Where a’ = 0.004 (ms-1) , b’ = 0.012  and Us  is the 
wind speed in (ms-1) at a height above the soil surface 
where the effect of the soil surface roughness is minimal; 
typically 0.05 to 0.2 m. These coefficients depend on 
turbulent length scale in the canopy, soil surface 
roughness and turbulence intensity in the canopy and are 
discussed by (Sauer et al. 1995). If soil temperature is 
great than  air temperature the constant a’  becomes a’=c 
.(Ts-Tc)(1/3) with c=0.004 
  
 Us is the wind speed just above the soil surface as 
described by (Goudriaan 1977): 
 

      (A.22) 
 
Where the factor (a) is given by (Goudriaan 1977) as 
 

                
 (A.23) 

 
The mean leaf size (s) is given by four times the leaf area 
divided by the perimeter. 

 is the wind speed at the top of the canopy, given by: 
 

            (A.24) 
 

Where Ua is the wind speed above the canopy at height Zu 
and the stability correction at the top of the canopy is 
assumed negligible due to roughness sublayer effects 
(Garratt, 1980; Cellier et al, 1992). 

TSEB implementation and algorithm 

The TSEB model is run with the use of ground thermal 
remote sensing and meteorological data of Agdal site 
during 2003. Some model constant parameters are 
supposed invariable along time such as the Priestly-Taylor  
constant αp, albedo, emissivity, leaf area index (LAI), the 
fraction of the LAI that is green (fg) , leaf size (s), the 
vegetation height and a constant fraction (cg) of the net 
radiation at the soil surface. These considerations are 
certainly some consequences on model results according 
to seasons.  The Priestly-Taylor  constant αp  is fixed to 
1.26  (McNaughton and Spriggs 1987).  The albedo, value 
of 0.11 is an annual averaged measured with CNR1, and a 
surface emissivity of 0.98, the leaf area index (LAI) is 
equal to 3 (Ezzahar et al, 2007).  The fraction of LAI (fg) 
that is green is fixed to 90% of vegetation (i.e: 10% of 
vegetation could be considered no active). The mean leaf 
size (s), is given by four times the leaf area divided by the 
perimeter (s=0.01). The average height of the olive trees is 
6 meters. The fraction  of the net radiation at the soil 
surface is fixed to cg=0.35. 
Sensible and latent heat flux components for soil and 
vegetation are computed by TSEB , only in the 
atmospheric surface layer instability. Note that the storage 
of heat within the canopy and energy for photosynthesis 
are considered negligible for the instantaneous 
measurements. The total computed heat flux components 
are then from equations (A.5-8). 
The canopy heat fluxes are solved by first estimating the 
canopy latent heat flux from the Priestley-Taylor relation 
(A.9), which provides an initial estimation of the canopy 
fluxes, and can be overridden if vegetation is under stress 
(Norman et al., 1995). Outside the positive latent heat 
situation, two cases of stress occur, when the computed 
value for canopy (LEc) or soil (LEs) latent heat become 
negative which are an unrealistic conditions.  
In the first case, the normal evaluation procedure is 
overridden by setting (LEc)  to zero and the remaining 
flux components are balanced by (A. 1-10-11-13-15). But 
in the second case, (LEs) is recomputed by using specific 
soil Bowen Ratio determined by �=Hs/LEs  and flux 
components are next balanced by (A.1-10-11-13-15). 
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In order to solve (A.15) additional computations are 
needed to determine soil temperature, and the resistance 
terms Rah and Rs but as will become apparent, they must 
be solved iteratively. Soil temperature is determined from 
two equations: one to relate the observed radiometric 
temperature to the soil and vegetation canopy temperature, 
and another to determine the vegetation canopy 
temperature. The composite temperature is related to soil 
and canopy temperatures by (A.1). The resistance 
components are determined from (A.16), for Rah and the 
following equation (Sauer et al., 1995) for Rs (A.18).  
To complete the solution of the soil heat flux components, 
the ground stock heat flux can be computed as a fraction 
of net radiation at the soil surface (A.8). 
Applying energy balance for the two source flux 
components resolves the surface fluxes, which cannot be 
reached directly because of the interdependence between 
atmospheric stability corrections, near surface wind speeds, 
and surface resistances (A.16-17). In these equations, the 

stability correction factors  and ΨH depend upon the 
surface energy flux components H and LE via the Monin-
Obukhov roughness length Lmo.  
TSEB computation for solving the surface energy balance 
by ten primary unknowns and ten associated equations 
(Table.1), needs an iterative solution process by setting a 
large negative value to Lmo (i.e: in  highly unstable 
atmospheric conditions). This permits an initial set of 
stability correction factors ΨM and  ΨH to be computed. 
Computed iteration is repeated until Lmo converges. 
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Figures  

Table 1: Results of Ten Runs genetic algorithm 

Runs Error Stabilization 

αp fg  
1 0.75 0.65 66.4 
2 0.72 0.59 71.1 
3 1.9 0.26 67.0 
4 1.00 0.78 85.2 
5 0.82 0.71 78.2 
6 0.72 0.49 77.1 
7 0.94 0.61 84.7 
8 0.76 0.79 69.9 
9 0.95 0.55 66.4 
10 0.78 0.73 85.1 

 

 

Fig. 1  Iterative procedure of a Genetic Algorithm to TSEB Model 

 Fig. 2 Error evolution during genetic algorithm with 10 generations and 
10 individual’s population 

 

 
Fig. 3 Comparison between  predicted  and  measured latent  heat 

before optimization   with Standard values of K=< αp=1.26, fg=1 > 
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Fig. 4 Comparison between  predicted  and  measured latent  heat after  
optimization   with optimal values of K=< αp=0.93,fg=0.61 > 
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Abstract 
Regression testing is an expensive and frequently executed 
maintenance activity used to revalidate the modified software. 
As the regression testing is a frequently executed activity in the 
software maintenance phase, it occupies a large portion of the 
software maintenance budget.  Any reduction in the cost of 
regression testing would help to reduce the software maintenance 
cost. The current research is focused on finding the ways to 
reduce the regression testing cost. In this paper, an approach to 
test suite reduction for regression testing in black box 
environment has been proposed. This type of approach has not 
been used earlier. The reduced regression test suite has the same 
bug finding capability and covers the same functionality as the 
original regression test suite. The proposed approach is applied 
on four real-time case studies. It is found that the reduction in 
cost of regression testing for each regression testing cycle is 
ranging between 19.35 and 32.10 percent. Since regression 
testing is done more frequently in software maintenance phase, 
the overall software maintenance cost can be reduced 
considerably by applying the proposed approach. 
 
Keywords: Software maintenance cost, ETL DB Component, 
reduced test suite, reduced regression test suite, test case design, 
regression testing cost reduction. 

1. Introduction 

The estimated cost of software maintenance activities 
occupies as much as two-thirds of the total cost of 
software production [18]. Regression testing is a critical 
part of the software maintenance that is performed on the 
modified software to ensure that the modifications do not 
adversely affect the unchanged portion of the software. As 
regression testing is performed frequently in software 
maintenance, it accounts for a large portion of the 
maintenance costs [9, 10, 11]. Regression testing is 
“selective retesting of a system or component to verify that 
modifications have not caused unintended effects and that 

the system or component still complies with its specified 
requirements.” [1]. 
 
Numerous techniques have been proposed to deal with the 
regression testing costs. Regression test selection 
techniques select a subset of existing test case set for 
execution, depending on criteria such as changes made to 
the software. Test suite reduction techniques reduce the 
test suite permanently by identifying and removing 
redundant tests. Test case prioritization techniques retain 
the complete test suite, but change the order of test cases 
prior to execution, attempting to find the defects earlier 
during the testing. During software maintenance phase, 
testing teams need to run regression test case set on many 
intermediate builds, to ensure that the bug fixes or 
enhancements made to the software do not adversely 
affect unchanged portions of the software. In this paper, an 
approach to reduce the total number of regression test 
cases in black box environment without affecting the 
defect coverage and functionality coverage of software is 
proposed. This reduction in the regression test suite size 
will reduce the effort and time required by the testing 
teams to execute the regression test suite.  
 
Most of the existing approaches consider test suite which 
contain, test cases to test the functionality, boundary 
values, stress, and performance of the software. Any 
reduction in this test suite size will reduce the testing time, 
effort, and cost. Many of the test cases in this test suite 
belong to the functionality and boundary values of the 
software. The proposed approach is applied on the original 
test suite to derive the reduced test suite. This reduced test 
suite covers the same functionality of the software as the 
original test suite.  A regression test selection method is 
applied on this reduced test suite, to get the reduced 
regression test suite. This reduced regression test suite 
covers the same defect coverage and functionality as the 
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original regression test suite.  In this proposed approach, it 
is shown that the two aspects of testing, that is testing for 
functionality and testing for boundary values can be tested 
with reduced test suite as these two aspects can be tested 
together simultaneously in most of the situations. The 
situations where these two aspects can be tested 
simultaneously, is also shown with help of the case-studies. 
In this paper, testing simultaneously means, a single test 
case can cover both the above mentioned aspects for a 
particular situation. The proposed approach is applied on 
four real-time case studies and also estimated the 
reduction in cost of regression testing using a cost 
estimation model. It is found that the reduction in cost per 
one regression testing cycle is ranging between 19.35 and 
32.10 percent. Since regression testing is more frequently 
done activity in software maintenance phase, the overall 
regression testing cost can be reduced considerably by 
applying the proposed approach. 
 
The rest of the paper is organized as follows: Section II 
reviews the various regression testing techniques and 
summarizes related work. Section III describes the 
proposed approach to cost effective regression testing for 
black-box testing environment. Section IV describes the 
Empirical studies and results of the proposed approach. 
Section V concludes and discusses future work. 

2. Related Work 

Researchers, practitioners and academicians proposed 
various techniques on test suite reduction, test case 
prioritization, and regression test selection for improving 
the cost effectiveness of the regression testing.  
 

Rothermel and Harrold presented a technique for 
regression test selection. Their algorithms construct 
control flow graphs for a procedure or program and its 
modified version and use these graphs to select tests that 
execute changed code from the original test suite [9]. 
James A. Jones and Mary Jean Harrold proposed new 
algorithms for test suite reduction and prioritization [2]. 
Saifur-Rehman Khan, Aamer Nadeem proposed a novel 
test case reduction technique called TestFilter that uses the 
statement-coverage criterion for reduction of test cases [3]. 
T. Y. Chen and M. F. Lau presented dividing strategies for 
the optimization of of a test suite [4]. M. J. Harrold etal 
presented a technique to select a representative set of test 
cases from a test suite that provides the same coverage as 
the entire test suite [5]. This selection is performed by 
identifying, and then eliminating, the redundant and 
obsolete test cases in the test suite. This technique is 
illustrated using data flow testing methodology. A recent 
study by Wong, Horgan, London, and Mathur [6], 

examines the costs and benefits of test suite minimization. 
Rothermel et al [7] described several techniques for using 
test execution information to prioritize test cases for 
regression testing, including: techniques that order test 
cases based on their total coverage of code components, 
techniques that order test cases based on their coverage of 
code components not previously covered, and techniques 
that order test cases based on their estimated ability to 
reveal faults in the code components that they cover. 

Most of the techniques described in the above papers 
assume that source code of the software is available to the 
testing engineer at the time of testing. But in most of the 
organizations the testing is done in black box environment 
and the source code of the software is not available to the 
testing engineers. In this paper, an approach to reduce cost 
of software regression testing in black box environment, 
without affecting the functionality coverage, is presented.   

3. The Proposed Approach 

The estimated cost of software maintenance exceeds 70% 
of total software costs [16], and large portion of this 
maintenance expense is devoted to regression testing. 
Regression testing is a frequently executed activity, so 
reducing the cost of regression testing would help in 
reducing cost of the software maintenance. 

The proposed approach is shown in three phases 
(Fig.1). In Phase 1 (Fig. 1), the “Reduced Test Suite” is 
derived by applying the proposed approach on the 
Original test suite. Phase 1 of the approach is already 
proposed by the authors in [17], and in Phase 2 (Fig. 1), 
the “Reduced Regression Test Suite” is derived by 
applying a regression test selection method on the 
“Reduced Test Suite” that is derived in the Phase 1. In 
Phase 3, a testing cost-estimation model is applied on the 
reduced regression test suite and empirically calculated the 
regression testing cost reduction by the proposed approach. 
 

Phase 1:  Deriving the “Reduced Test Suite” 

 
A large number of test cases are derived by applying 

various testing techniques to test complete functionality of 
a software product. This test suite contains test cases to 
test functionality, boundary values, stress, and 
performance of the software product. Majority of these 
test cases will be test cases that test the functionality and 
boundary values. The Phase 1 of the proposed approach is 
focused on reducing test cases considering test cases that 
test functionality and boundary values. 
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Fig. 1 The proposed approach to cost-effective regression testing 

 
The Phase 1 (Fig.1) of the approach contains the 

following four steps: 
1. View the two aspects that is functionality and 

boundary value testing together 
2. Identify the situation(s) (considering functionality 

and boundary values) which can be tested in single test 
case(s) so as to design minimal test cases 

3. Proving logically that the single test case(s) in-fact 
covering both the aspects. 

4. Applying above three steps to case studies and 
validating 

By applying the above mentioned approach we get 
the “Reduced Test Suite” that covers the same 
functionality of the software as the original test suite. This 
is validated in the case studies. 

 

Phase 2: Deriving the “Reduced Regression Test 
Suite” 

Regression testing process involves selecting a subset 
of the test cases from the original test suite, and if 
necessary creates some new test cases to test the modified 
software.  

Let P  is the original software product, P  is the 
modified software product and T is the set test cases to test 
P.  A typical regression testing on modified software 
proceeds as follows: 

A. Select T     T , a set of test cases to execute on 

the modified software product P . 
B. Test P with T  , to verify modified software 

product’s correctness with respect to T  . 
C.  If necessary, create T  , a set of new test cases to 

test P . 
D.  Test P  with new tests T  , to verify P  

correctness with respect toT  . 
In Phase 1 (Fig 1), the “Reduced Test Suite” is 

derived. In Phase 2 (Fig 1), the “Reduced Regression Test 
Suite”  is derived by applying the regression test selection 
method shown in the Figure 2. This regression test select 
ion method contains the following 3 steps: 

1. Select a subset of test cases from the reduced test 
suite (derived in Phase1) which covers the major 
functionality of the product. 

2. Select test cases that cover the scenarios to test the 
bug fixes included in the regression build 

Reduced Test 
Suite 

Regression Test Selection 
Method 

Reduced 
Regression Test 

Suite 

Phase 2 

Original Test 
Suite 

The proposed Approach to 
reduce the test cases 

Reduced Test 
Suite 

Phase 1 

Reduced 
Regression 
Test Suite 

Cost Estimation Model 

Empirical results 
of the Regression 

Testing Cost 
Reduction 

Phase 3 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     201 

 

3. Create new test cases, to test the (if any) new 
enhancements included in the regression build.  

In step1 of this approach, we are selecting subset of 
test cases from the reduced test suite. So, this selected 
subset will also contain the less number of tests as 
compared to the subset selected from the original test 
suite. This reduced regression test suite covers the same 
functionality as the original regression test suite that is 
derived without applying our approach. 

The reduced regression test suite derived using this 
approach is empirically evaluated in the ‘case studies’ 
section of the paper. 

Phase 3:  Regression Testing Cost Estimation 

In Phase 3 of the proposed approach we calculate the 
estimated reduction in regression testing achieved by 
using the proposed approach. The authors proposed an 
approach to cost estimation in black-box testing 
environment in [19]. Using this approach the regression 
testing in black-box environment involves the following 
major activities.  

 

 Environment setup for testing ( env ) 

 Verification of the fixed bugs which were 

reported in the previous testing cycle ( bv ) 

 Test Suite execution  (Te ) 

 Test Report Generation ( rg ) 

 Test Report Analysis     ( ra ) 

 Reporting the Bugs   ( br ) 
 
As the above mentioned actives are performed on an 

each and every build, they occupies major portion of the 
overall regression testing time. The time required to 
complete regression testing on one intermediate or 
regression build is calculated using the following 
equation. 

 
TbrTbvTrargTeNtenvib  )60/)((

      (1) 
 

where, the ‘ Te ’ indicates the average time required to 
execute a single test case and the ‘ Nt ’ is the total number 
of the test cases executed for that particular regression 
testing cycle. 

 
 

 

Fig. 2  The regression test case selection  
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Fig. 3  The ETL process  

The equation (1) gives the estimated effort required 
to test one regression build, in man-hours. The estimated 
the regression testing cost on a regression build can be 
calculated using the following equation. 

 

totalSeCtotal                             (2) 
 
where, ‘ Se ’ is the average salary paid to a testing 

engineer per man-hour.  
The salary paid to the employee per man-hour mainly 

depends on the organization and geography of the 
employee. So, the estimated regression testing cost for the 
product can be calculated based on these factors and using 
equation (2). 

The following section describes the empirical 
validation of the proposed approach. 

4. Empirical Studies and Results 

The proposed approach is applied on four real-time 
ETL tool (Data ware housing tool) components: DB2 ETL 
DB Component, Sybase ETL DB Component, Teradata 
ETL DB Component and MySQL ETL DB Component. 
Concepts explained in Fig. 3 and Fig. 4, are generic and 
applicable to all the above four case studies. In Fig. 3, 
ETL, which stands for “extract, transform and load”, is the 
set of functions combined into one tool or solution that 
enables companies to “extract” data from numerous 
databases, applications and systems, “transform” it as 
appropriate, and “load” it into another databases, a data 
mart or a data warehouse for analysis, or send it along to 
another operational system to support a business process. 

The phase 1 of the approach is applied to the case 
studies as given below: 

Phase 1:  Deriving the “Reduced Test Suite” 

The test suite that tests the complete functionality of 
an ETL tool include: Functional test cases (Tf), Boundary 
Value test cases (Tb), Stress test cases (Ts), Performance 
test cases (Tp) and other test cases (To) like negative test 
cases. So the Total Number of test cases (Tn) are: 

Tn = Tf + Tb + Ts + Tp + To 

 
  

 

Fig. 4  The ETL Database Component write process  
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TABLE1.  FUNCTIONAL TEST CASES BEFORE APPLYING THE PROPOSED APPROACH OF PHASE 1 

Test Case 
ID 

Description Preconditions Expected Result Test
StatusComments

TCf1  Test on writing the data to the target table with  
Action on data = Insert  

 
The job should add new rows to the target table and 
stop if duplicate rows are found.  

  

TCf2 Test on writing the data to the target table with  
Action on data = Update 

 
The job should make changes to existing rows in 
the target table with the input data. 

  

TCf3  Test on writing the data  to the target table with 
Action on data = Insert or Update  

 
The job should add new rows to the target table 
first and then update existing rows. 

  

TCf4  Test on writing the data to the target table with 
Action on data =Update or Insert  

 
The job should update existing rows first and then 
add new rows to the target table.  

  

TCf5  Test on writing the data to the target table with  
Action on data =Delete  

 
The job should remove rows from the target table 
corresponding to the input data.  

  

 
 
The Fig. 4 shows some attributes of a generalized 

ETL Database Component write process. In this write 
process, the source could be an ETL DB Component or a 
flat file and the target is a ETL DB Component. 

In the write process, the target ETL DB Component 
reads data from the source component, connects to the 
respective database using the connection properties 
specified and writes that data in to the target table. 

The test case design using the phase 1 of proposed 
approach, for DB2 ETL DB Component is described in 
section A. 

A.  DB2 ETL DB Component Test Case Design 

The Fig. 5 shows the metadata of the table 
‘sampletable’ used in the DB2 ETL DB Component case 
study. This is a DB2 table that contains 5 columns. The 
col1 is integer type, col2 is character type, col3 is varchar 
type, col4 is decimal type and col5 is date type. 

The Table 1 shows some sample Functional test cases 
for the DB2 ETL DB Component write process. Each of 
these test cases tests a single functionality or scenario of 
the DB2 ETL DB Component to ensure the particular 
attribute or function is working properly. 

 

 

Fig. 5     Metadata of the sample table  

The Table 2 shows some sample Boundary Value test 
cases for the DB2 ETL DB Component write process. 
Each of these test cases tests a single column or data type 
to ensure the boundary values of that data type are written 
properly to the target table. 

The test case design for DB2 ETL DB Component 
using the proposed approach of phase 1 is described in the 
following four sub sections (A.1 – A.4). 

 

TABLE 2.  BOUNDARY VALUE TEST CASES BEFORE APPLYING THE PROPOSED APPROACH OF PHASE 1 

Test Case 
ID 

Description  Precondit
ions Expected Result  Test 

Status 
Comments

 

TCb1 
Test on writing the data to col1 with 
INTEGER data type  boundary values  

 
The job should read the INTEGER data type boundary values 
from input data and write to the target table successfully. 

  

TCb2 
Test on writing the data to col2 with 
CHAR data type boundary values 

 
The job should read the CHAR data type boundary values from 
input data and write to the target table successfully. 

  

TCb3 
Test on writing the data to col3 with 
VARCHAR data type boundary values. 

 
The job should read the VARCHAR data type boundary values 
from input data and write to the target table successfully. 

  

TCb4 
Test on writing the data to col4 with 
DOUBLE data type boundary values 

 
The job should read the DOUBLE data type boundary values 
from input data and write to the target table successfully. 

  

Column   Datatype  Data type              Column 
 name   schema     name                   Length     Scale     Nulls 
------  --------  ----------               ------         ------    ----- 
COL1 SYS     INTEGER             4                0         No 
COL2 SYS     CHARACTER      9                0         Yes 
COL3     SYS     VARCHAR           9                0         Yes 
COL4     SYS     DECIMAL          12                3         Yes 
COL5     SYS     DATE                    4                 0         Yes 
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TCb5 
Test on writing the data to col5 with 
DATE data type boundary values 

 
The job should read the DATE data type boundary values from 
input data and write to the target table successfully. 

  

A.1. View the two aspects together (Step 1) 

Many software testing techniques are required to test 
functionality of a software product completely. A large 
number of test cases are generated by applying the various 
testing techniques. These test cases include: functional test 
cases (Tf), Boundary Value test cases (Tb) , Stress test 
cases (Ts), Performance test cases (Tp) and other test 
cases (To) like negative test cases. 

Tn = Tf + Tb+ Ts + Tp+ To. 
Most of the test cases in this test suite belong to test 

cases that test the functionality and boundary values of the 
product. The proposed approach in Phase1 is focused to 
reduce test cases considering test cases that test 
functionality and boundary values.  

A.2. Identifying the situations that can be tested in a 
single test case and designing minimized test case set 
( Step 2) 

The test case TCf1 tests the functionality of the DB2 
ETL DB Component when the attribute ‘Action on Data’ 
is set to ‘Insert’ and the test case TCb1 tests the INTEGER 
data type boundary value that is written to the target DB2 
table. Both of these test cases TCf1 and TCb1 are testing 
the two aspects i.e. functionality and boundary values of 
the DB2 ETL DB Component. 

By using the proposed approach in phase1 these two 
test cases could be viewed together and tested in a single 
test case. For example, the test cases TCf1 and TCb1 are 
viewed together and designed a single test case TCm1 
(Table 3) that covers the both aspects. The minimized test 
case set designed using the proposed approach in phase 1 
is shown in the Table 3. 

A.3. Providing logically that the single test case in fact 
covers both the aspects (Step 3) 

Each test case in the minimized test case set 
described in Table 3 will test the functionality of the DB2 
ETL DB Component to ensure that the particular attribute 
is working properly and also tests the boundary values for 
various columns in the target table to ensure that the 
boundary values of that column data type are written 
properly. For example, the TCm1 in the minimized test 
case set tests whether the DB2 ETL DB Component is 
working properly when the attribute ‘Action on Data’ is 
set to ‘Insert’ and also tests whether the INTEGER data 
type boundary value is written to the target table properly 
which were tested by the test cases TCf1 and TCb1. 

In similar way, the remaining test cases in the 
minimized test case set {TCm1 – TCm5} described in 
Table 3 will test the both aspects, functionality and the 
boundary values of DB2 ETL DB Component which have 
been tested by the test cases {TCf1-TCf5 and TCb1-
TCb5}. 

A.4. Applying the above three steps to case studies and 
validating (step 4) 

 
If the number of boundary value test cases that are 

viewed together with functional test cases, the number of 
test cases test cases reduced is Tbr. Then, after applying the 
phase 1 of the proposed approach, the total number of test 
cases is minimized to: 

Tmin =Tn- Tbr 
And, the percentage of test case reduction (Tred % ) is: 
Tred % = ((Tn  - Tmin ) / Tn) * 100 

 
 

TABLE 3.  THE MINIMIZED TEST CASE SET DESIGNED USING THE PROPOSED APPROACH IN PHASE 1 

Test 
Case ID Description Preconditions Expected Result Test 

Status Comments

TCm1 
Test on writing the data to the target table with 
Action on data = Insert and col1 contains INTEGER 
data type boundary values 

 
The job should read the input data, add new 
rows to the target table successfully and stop 
if duplicate rows are found. 

  

TCm2 
Test on writing the data to the target table with 
Action on data = Update and col2 contains CHAR 
data type boundary values 

 
The job should read the input data and make 
changes to existing rows in the target table 
with the input data 

  

TCm3 
Test on writing the data to the target table with 
Action on data = Insert or Update and col3 contains 
VARCHAR data type boundary values 

 
The job should read the input data, add new 
rows to the target table first and then update 
existing rows 

  

TCm4 
Test on writing the data to the target table with 
Action on data = Update or Insert and col4 contains 
DOUBLE data type boundary values 

 
The job should read the input data, update 
existing rows first and then add new rows to 
the target table 
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TCm5 
Test on writing the data to the target table with 
Action on data = Delete and col5 contains DATE data 
type boundary values 

 
The job should read the input data and remove 
rows from the target table corresponding to 
the input data 

  

TABLE 4.   REDUCED REGRESSION SUITE 

ETL DB Component Original Test Suite ( 
Tn) 

Reduced Test Suite –
Phase 1 (Tmin) 

Original Regression Suite 
(TR) 

Reduced Regression 
Suite- Phase 2 

(TRmin) 

DB2 ETL DB Component 3563 2609 (26.7 %) 1846 
1304 

 

Sybase ETL DB 
Component 2968 2079 (29.98 %) 1497 

1034 
 

Teradata ETL DB 
Component 4234 2798 (33.91 %) 2534 

1624 
 

MySQL ETL DB 
Component 3657 2484 (32.07 %) 1668 

1166 
 

 
 

In similar way, the proposed approach is also applied 
on Sybase ETL DB Component, Teradata ETL DB 
Component and MySQL ETL DB Component. The second 
column of Table 4 describes the total number of test cases 
(Tn) before applying phase 1 of the proposed approach, the 
third column describes the total number of test cases in the 
minimized test case suite (Tmin) after applying the phase 1 
of  the proposed and the percentage of test case reduction 
(Tred %), given in parenthesis. 

After applying the proposed approach in phase 1, the 
total number of test cases for DB2 ETL DB Component, 
Sybase ETL DB Component, Teradata ETL DB 
Component and MySQL ETL DB Component test cases 
are reduced by 34 %,27 %,30 % and 32 % respectively. 
The results indicate that the number of test case reduction 
is ranging between 27 to 34 percent (Table 4, 3rd column). 
Hence the Phase 1 of the proposed approach is validated 
through case studies. 

Phase 2:  Deriving the “Reduced Regression Test 
Suite” 

Regression testing is a critical part of the software 
maintenance that is performed on the modified software to 
ensure that the modifications do not adversely affect the 
unchanged portion of the software. 

Using the proposed approach for regression test 
selection, we have selected a subset of test cases from the 
reduced test suite (derived in Phase1) which covers the 
major functionality of the product, selected test cases that 
cover the scenarios to test the bug fixes included in the 
regression build, and created new test cases, to test the (if 
any) new enhancements included in the regression build. 
This derived “Reduced Regression Test Suite” covers the 
same functionality of the software product as the 
regression suite that is derived from the original test suite 
(without reduction).  

The phase 2 of the approach is applied on four case 
studies and the results are recorded in Table 4. The fourth 
column in table 4 describes the number of regression test 
cases (TR) that are derived by applying the proposed 
regression test selection method on the original test suite 
(i.e before applying the Phase1 of the proposed approach). 
The fifth column in Table 4 describes the “Reduced 
Regression Test Suite” (TRmin) which is derived by 
applying the proposed regression test selection method on 
the “Reduced Test Suite” derived in Phase1. 

This reduction is independent of the regression test 
selection method that is used to select the regression test 
cases. If the number of test cases in the original test suite 
is reduced, then subsequently the number of regression 
test cases also reduced.  

 

Phase 3: Regression Testing Cost Estimation 

 
The table 5 presents the required average effort for 

each of the testing activities in black-box testing, based the 
historical data derived from analyzing 40 completed 
software projects [19]. 

 

TABLE 5.   AVERAGE TIME REQUIRED FOR TESTING ACTIVIIES 

Testing activity 

Avg. 
Estimated 
effort 

Environment setup for testing 3 Hrs 

Verification of the fixed bugs  
20 min / 
bug 

Test Suite execution 
1.2 min / 
test case 

Test Report Generation 9 min 

Test Report Analysis 20 min 
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Reporting the Bugs 
18 min / 
bug 

 
 
 
 
 

The estimated effort required to complete the testing on 
one regression build calculated using the equation (1 ) is: 

 
For original regression test suite: 

ib = 3 + ((1864 x 1.2) +9+20+4x20+4x18) / 60 = 
43.29 Hrs 

 
For reduced regression test suite: 

ib = 3 + ((1304 x 1.2) +9+20+4x20+4x18) / 60 = 
32.09 Hrs 

 
According to C. Jones [18] the average salary paid to a 
software engineer is $100 per hour. The total estimated 
cost for testing the complete product before it gets 
released to the customer is calculated using the equation 
(2): 

 
For original regression rest Suite: 

Ctotal  = 100 x 43.29 = 4329 $ 
 
For reduced regression test Suite: 
Ctotal  = 100 x 32.09 = 3209 $ 
 
So, the estimated regression testing cost of the ‘DB2 

ETL DB Component’ using the original regression suite is 
4329 $, and the estimated regression testing cost of the 
‘DB2 ETL DB Component’ using the reduced regression 
suite is 3209 $.  In Table 6, the  4th column indicates the 
estimated regression testing cost using the original 
regression test suite, and the 5th columns indicates the 
estimated regression testing cost using the reduced 
regression test suite. For the remaining three projects the 
regression testing costs are estimated using the proposed 
approach and the final results are given in the table 6. 

The average salary paid to a software engineer varies 
based on the organization and the geography location.  As 
we have estimated the exact amount of effort required, the 
project manager could easily estimate the exact testing 
cost using equation (2), by substituting average salary paid 
to the employee in their organization. 

The regression testing cost reduced by applying the 
proposed approach is: 

CRred = CR – CRmin 
The percentage of reduction in regression testing cost 

is: CRred % = ((CR – CRmin) / CR ) * 100 
The regression testing cost reduced for ‘DB2 ETL 

DB Component’ calculated using the above equation is: 
CRred %= ((4329-3209)/ 4329)*100 = 25.87 % 
The percentage of reduction in regression testing cost 

(CRred %) by using the proposed approach, on one 
regression testing cycle, for various projects calculate 
using the above equations are shown in the 6th column of 
the Table 6.  
 

The regression testing needs to be performed on 
many intermediate software builds of the product during 
the software maintenance phase. 

Let Bn {n=1,2,3,…,12} is the number of builds for a 
particular month on which the regression testing needs to 
done.   

Then the total number of builds per year is


12

1n

nB , 

and the average number of builds per month 

is 









 



12

112

1

n

nB .  

So, the regression testing cost reduced per month is 

  









 



12

112

1
%C

n

nRred B  , and  

per year is   












12

1

%C
n

nRred B .

 

TABLE 6.    ESTIMATED REGRESSION TESTING COST REDUCTION 

ETL DB Component 
Original 

Regression Suite 
(TR) 

Reduced Regression 
Suite- Phase 2 (TRmin) 

Estimated Cost to test the 
original  Regression suite 

(TR) 

Estimated Cost to 
test the Reduced 
Regression Suite 

(TRmin) 

Percentage of 
reduced Regression 
testing cost  (TRmin) 

DB2 ETL DB Component 1846 
1304 
 

4329 3209 25.87 % 

Sybase ETL DB 
Component 1497 

1034 
 

3595 2669 25.75 % 

Teradata ETL DB 2534 1624 5669 3849 32.10 % 
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Component  

MySQL ETL DB 
Component 1668 

1166 
 

3637 2933 19.35 % 

 
 
By applying the proposed approach, %CRred  percent 
regression testing cost is reduced for a ETL DB 
Component.  These case studies show that, the proposed 
approach saves a substantial amount of regression testing 
time and effort. The cost of the regression testing for DB2 
ETL DB Component, Sybase ETL DB Component, 
Teradata ETL DB Component and MySQL ETL DB 
Component is reduced by 25.87 %, 25.75 %, 32.10 % and 
19.35 % respectively. The results indicate that by applying 
the proposed approach, the reduction in cost of regression 
testing is ranging between 19.35 to 32.10 percent (Table 6, 
6th column). 
 

5. Conclusions and Future work 

The proposed approach reduces the number of 
regression test cases in black box environment, 
independent of the regression test selection methods that 
are available. The effort required to apply this approach is 
a one-time effort, but it reduces the effort and time 
required for all the remaining regression testing cycles of 
the software. 

The proposed approach is applied on four real-time 
ETL Tools (Data ware housing tools) that are used by 
many customers all over the world. The tested ETL tool 
components are DB2 ETL DB Component, Sybase ETL 
DB Component, Teradata ETL DB Component and 
MySQL ETL DB Component. It is found from the case 
studies that the cost of regression testing can be reduced 
by applying the proposed method and the reduction in 
regression testing cost is ranging between 19.35 and 32.10 
percent. Hence, by using the proposed approach the 
regression testing cost can be reduced considerably. 

As part of the future work, we are planning to 
propose an enhanced regression test selection method in 
black-box environment which further reduces the 
regression testing cost. 
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Abstract 

The Multilingual Information Retrieval System (MLIR) retrieves 
relevant information from multiple languages in response to a 
user query in a single source language. Effectiveness of any 
information retrieval system and Multilingual Information 
Retrieval System is measured using traditional metrics like Mean 
Average Precision (MAP), Average Distance Measure (ADM). 
Distributed MLIR system requires merging mechanism to obtain 
result from different languages. The ADM metric cannot 
differentiation effectiveness of the merging mechanisms. In first 
phase we propose a new metric Normalized Distance Measure 
(NDM) for measuring the effectiveness of an MLIR system. We 
present the characteristic differences between NDM, ADM and 
NDPM metrics. In the second phase shows how effectiveness of 
merging techniques can be observed by using Normalized 
Distance Measure (NDM). In first phase of experiments we show 
that NDM metric gives credits to MLIR systems that retrieve 
highly relevant multilingual documents. In the second phase of 
the experiments it is proved that NDM metric can show the 
effectiveness of merging techniques that cannot be shown by 
ADM metric. 
Keywords: Average Distance Measure (ADM), Normalized 
Distance Measure (NDPM), Merging mechanisms, Multilingual 
Information Retrieval (MLIR). 

1. Introduction 

The Information Retrieval identifies the relevant 
documents in a document collection to an explicitly stated 
query. The goal of an IR system is to collect documents 
that are relevant to a query. Information retrieval uses 
retrieval models to get the similarity between the query 
and documents in form of score. Retrieval models are like 
binary retrieval model, vector space model, and 
probabilistic model. 
 
Cross-language information retrieval (CLIR) search a set 
of documents written in one language for a query in 
another language. The retrieval models are performed 
between the translated query and each document. There 
are three main approaches to translation in CLIR:  
Machine translation, bilingual machine-readable 
dictionary, Parallel or comparable corpora-based methods. 

 
Irrelevant documents are retrieved by information retrieval 
model when translations are performed with unnecessary 
terms. Thus translation disambiguation is desirable, so that 
relevant terms are selected from a set of translations. 
Sophisticated methods are explored in CLIR for maintain 
translation disambiguation part-of-speech (POS) tags, 
parallel corpus, co-occurrence statistics in the target 
corpus, the query expansion techniques. Problem called 
language barrier issues raised in CLIR systems [2]. 
 
Due to the internet explosion and the existence of several 
multicultural communities, users are facing 
multilingualism. User searches in multilingual document 
collection for a query expressed in a single language kind 
of systems are termed as MLIR system. First, the 
incoming question is translated into target languages and 
second, integrates information obtained from different 
languages into one single ranked list. Obtaining rank list 
in MLIR is more complicated than simple bilingual CLIR. 
The weight assigned to each document (RSV) is calculated 
not only according to the relevance of the document and 
the IR model used, but also the rest of monolingual corpus 
to which the document belongs is a determining factor. 
 
Two types of multilingual information retrieval methods 
are query translation and document translation. As 
document translation causes more complications than 
query translation, our proposal is applying query 
translation. Centralized MLIR and distributed MLIR are 
two type architectures. Our proposed metric is applied on 
distributed MLIR. Distributed MLIR architecture has 
problems called merging the result lists. Merging 
techniques are like raw score, round robin. Performance of 
MLIR system differs due to merging methods. To measure 
the MLIR performance correctly we need to consider the 
MLIR features like translation (language barrier), merging 
methods. Our new metric is based on the concept of ADM 
metric. The drawbacks of the ADM metric are overcome 
in the proposed formula. 
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In this paper, Section 2 explains the related work of the 
proposed metric and merging methods. Section 3 explains 
the proposed metric in two phases. First phase explains 
newly proposed metric and second phase explains how the 
proposed metric is applied for merging methods of MLIR. 
Section 4 explains the experimental results and section 5 
states conclusion. 

2. Related work 

There are two types of translation methods in MLIR - 
query translation and document translation [2]. Document 
translation can retrieve more accurate documents than 
query translation because the translation of long 
documents may be more accurate in preserving the 
semantic meaning than the translation of short queries. 
Query translation is a general and easy search strategy.  
 
There are two architectures in MLIR [12]. In centralized 
architecture consists of a single document collection 
containing document collections and a huge index file.  It 
needs one retrieving phase. Advantage of centralized 
architecture is it avoids merging problem.  Problem with   
centralized architecture is the weights of index terms are 
over weighting.  Thus, centralized architecture prefers 
small document collection.  In distributed architecture, 
different language documents are indexed in different 
indexes and retrieved separately. Several ranked document 
lists are generated by each retrieving phase. Obtaining a 
ranked list that contains documents in different languages 
from several text collections is critical; this problem is 
solved by merging strategies. In any architecture problem 
called language translation issues are raised. 
 
In a distributed architecture, it is necessary to obtain a 
single ranked document list by merging the individual 
ranked lists that are in different languages. This issue is 
known as merging strategy problem or collection fusion 
problem. Merging problem in MLIR is more complicated 
than the merging problem in monolingual environments 
because of the language barrier in different languages. 
 
Following are some of the merging strategies. 
 
Round-robin merging strategy:   This approach is based 
on the idea that document scores are not comparable 
across the collections, each collection has approximately 
the same number of relevant documents and the 
distribution of relevant documents is similar across the 
result lists [11].  The documents are interleaved according 
to ranking obtained for each document. 
  

Raw score merging strategy:   This approach is based on 
the assumption that scores across different collections are 
comparable. Raw score sorts all results by their original 
similarity scores and then selects the top ranked 
documents. This method tends to work well when same 
methods are used to search documents [11]. 
 
Normalized score merging:  This aprroch is based on the 
assumption that merging result lists are produced by 
diverse search engines. A simplest normalizing approach 
is to divide each score by the maximum score of the topic 
on the current list.  After adjusting scores, all results are 
sorted by the normalized score [10], [11]. Another method 
is to divide difference between the score and maximum 
score by difference between maximum score and 
minimum score.  This type of merging favours the scores 
which are near the best score of the topic on the list. This 
approach maps the scores of different result lists into the 
same range, from 0 to 1, and makes the scores more 
comparable.  But it has a problem.  If the maximum score 
is much higher than the second one in a result list, the 
normalized-score of document at rank 2 would be low 
even if its original score is high. 
 
System evaluation is measured by calculating gap between 
system and user relevance. Due to Lack of control 
variables measuring the user centered approach is 
becoming difficult. The motivation of our proposal is  
performance measurement can be examined by the 
agreement or disagreement between the user and the 
system rankings.  
 
New metric NDM is generated by considering the features 
of below IR metrics. 
 
Discount Cumulated Gain (DCG):   As rank gets 
increased the importance of document gets decreased. 
  
Normalized Distance-based Performance Measure 
(NDPM):  NDPM gives performance of MLIR system by 
comparing the order of ranking of two documents [1] [5]. 
NDPM is based on a preference relation  on a finite set 
of documents D is a weak order. 
 
Average Distance Measure (ADM):   [3] ADM measures 
the average distance between UREs (user relevance 
estimation) (the actual relevances of documents) and SREs 
(system relevance estimation) (their estimates by the IRS) 
[2]. Drawback of ADM metric is low ranked documents 
are given equal importance high ranked documents [3][1]. 
Problem with precision and recall is, they are highly 
sensitive to the thresholds. Instead of changing the 
relevance, retrieval values suddenly, there should be a 
continuous varying of relevance and retrieval. 
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3. Proposed metric 

Normalized Distance Measure (NDM) is a new metric 
designed mainly for evaluating MLIR system. MLIR 
system has to access more information in an easier and 
faster way than monolingual systems. Distributed MLIR 
system has three steps translation, retrieval and merging. 
NDM considers ranking as a suitable measurement, 
because continuous rank performance measurement is 
better than non continuous groping and also the document 
score of one language cannot be compared to another 
language. Normalized Distance Measure measures the 
difference between the user’s estimated ranked list and 
final MLIR ranked list. The NDM value ranges from 0 to 

1. Final rank list of MLIR represented as MLIRR . The 

ranked list obtained from user is represented as USERR . 


















m

i
iThreshold

iUSERiThreshold

m

i
iMLIR

iUSERiMLIR

R

RR

R

RR

NDM

0
)(

)()(

0
)(

)()(

1




    (1) 

Where i = {0, 1, 2… m} where m is total number of 
documents.  
 

In (1) equation, the term )(iMLIRR  is total penalty 

calculated. ‘α’ is included in (1) equation the penalty when 
an relevant document is not retrieved or when non relevant 

document is retrieved. Penalty MLIRR  measures the 

precision  
 
Six cases are as follows. 

Case (a):   )()( iUSERiMLIR RR   

Case (b):  )()( iUSERiMLIR RR   

Case (c): )()( iUSERiMLIR RR   

Case (d): 0,0 )()(  iUSERiMLIR RR  

Case (e):  0,0 )()(  iUSERiMLIR RR  

Case (f): 0,0 )()(  iUSERiMLIR RR  

 
First three cases consider a document as relevant by both 
MLIR system and USER. Last three cases a document is 
considered as not relevant by either MLIR system or by 
USER. In case (a), (d) difference between rankings is 0 as 
both ranks are same. In case (c), (f) difference between 
rankings is positive. This is represented on left bottom of 
the diagonal in table 1. In case (b), (e) difference between 

rankings is negative. This is represented on top right of the 
diagonal in table 1.  
 

Table 1. Calculation of Distance Between MLIR and USER Rank 
Systems In All Six Possibilities 

  )(iMLIRR  0 1 2 3 4 5 

)(iUSERR
 

)(iMLIRR
 

)(iUSERR  

  

1 2 3 4 5 6 

0 1 0 0.5 0.67 0.75 0.8 0.83 

1 2 1 0 0.33 0.5 0.6 0.67 

2 3 2 0.5 0 0.25 0.4 0.5 

3 4 3 1 0.33 0 0.2
5 

0.33 

4 5 4 1.5 0.67 0.25 0 0.17 

5 6 5 2 1 0.5 0.2
5 

0 

 
We can estimate the good MLIR System by using the user 
estimated values but estimating a worst MLIR is not 
possible because worseness of MLIR system increases as 
the irrelevant documents are increased. Thus we are using 
threshold MLIR as a least bad case MLIR system. The 
denominator measures the difference between the resulted 
ranked lists and threshold MLIR system. The numerator 
measures the difference between the MLIR ranked list and 
ranked list estimated by user. 
 
Table 2 shows the different characteristics of ADM, 
NDPM and NDM. In Table 2, the characteristic called 
“document score” is not needed for user. User is 
concerned only about ordering  and ranking of the 
document  list. NDM gives different importance for first 
and last documents. other characteristics shows the 
reasons, why NDM metric is performing better than other 
metrics. 
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Table 2: Characteristics of NDM, ADM, NDPM 

Characteristics ADM NDPM NDM 

Rank No No Yes 

Order No Yes Yes 

Document  score Yes No No  

Considers irrelevant 
document 

Yes No Yes 

Equal Importance for first 
and last documents 

Yes Yes No 

4. Experimental results  

Phase 1 experiments show the importance of NDM metric. 
Effectiveness of an Information Retrieval System (IRS) 
depends on relevance and retrieval. [2] States that 
precision and recall are highly sensitive to the thresholds 
chosen. 

 
Table 3: Document scores in six MLIR systems 

 D1 D2 D3 D4 D5 
USER 0.9 0.8 0.7 0.6 0.5 
MLIR1 0.8 0.7 0.6 0.5 0.9 
MLIR2 0.9 0.7 0.6 0.8 0.5 
MLIR3 0.9 0.6 0.8 0.7 0.5 
MLIR4 0.9 0.8 0.7 0.5 0.6 
MLIR5 0.8 0.9 0.7 0.6 0.5 
MLIR6 0.9 0.7 0.8 0.5 0.6 

 
Precision and recall are not continuous therefore precision 
and recall are not sensitive to important changes to MLIR 
systems like giving importance to top relevant documents. 
ADM and NDPM metrics are continuous metrics. Thus we 
are comparing the NDM metric with ADM and NDPM. 
 

Table 4: Compare NDM with ADM and NDPM 
 ADM NDPM NDM 
MLIR1 0.84 0.60 0.647 
MLIR2 0.92 0.80 0.863 
MLIR3 0.92 0.80 0.885 
MLIR4 0.96 0.90 0.9507 
MLIR5 0.96 0.90 0.9554 
MLIR6 0.92 0.80 0.987 

 
Table 3 represents the six MLIR system’s score list. The 
scores of the document are converted into rankings to 
obtain NDM and NDPM metrics. The drawbacks of the 
ADM are stated in [3]. The drawbacks of ADM are 
corrected in NDM. [3] states the importance of ranking in 
performance measurement. Table 4 compares NDM metric 
with ADM and NDPM. 

 
We ordered 6 MLIR systems in Table 3 in such a way that 
the bottom MLIR system performance is better than the 
top MLIR systems. In Table 4 the ADM and NDPM 
values of the 6th MLIR system is low even though its 
performance is better that 4th and 5th MLIR system. 
Distribution of relevant documents is slightly different in 
MLIR3 and MLIR4, so NDM values are slightly different 
but ADM and NDPM shows no difference in performance. 
In MLIR2 and MLIR3 2nd, 3rd, 4th documents are 
interchanged among themselves. MLIR1 gives bad 
performance because the 1st top document is placed at last 
position. Figure 1 represents the table 4. 
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Fig. 1 The performance of NDM is compared with the ADM and NDPM 

 
In the second phase of our experiments, we have measured 
the NDM values for four merging technique of a MLIR 
system. ADM value for the above MLIR system is 0.68 
which remains constant for all 4 merging techniques. To 
obtain the performance of merging mechanisms of an 
MLIR we use NDM metric as follows. We took 9 
documents from 3 languages and assigned document 
scores for 9 documents as shown in Table 5. 
 

Table 5: Scores of 9 documents in three languages 
Language 1 Language 2 Language 3 
1.9 0.4 1.2 
1.62 0.2 0.9 
1.4  0.6 
0.8   

 
We performed merging techniques for the above MLIR 
and the documents order is shown in the table 6. The 
ADM and NDM values for four merging mechanisms are 
shown in the Table 7. 
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Table 6: Rank lists of merging techniques 

rank Round 
robin 

Raw score Normalize 
with 
max(RSV) 

Normalize 
with 
max(RSV) 
and 
min(RSV) 

1 1.9 1.9 1 2 
2 0.4 1.62 1 2 
3 1.2 1.4 1 1.72 
4 1.62 1.2 0.8 1.5 
5 0.2 0.9 0.75 1.4 
6 0.9 0.8 0.73 1.2 
7 1.4 0.6 0.5 1 
8 0.6 0.4 0.5 1 
9 0.8 0.2 0.421 1.72 
 

Table 7: NDM measure for 9 documents in three languages. 

0

0.5

1

1.5

2

NDM

ADM

     Fig 
2: Graphical representation of table r. 

Fig 2 shows the variation of NDM metric for merging 
techniques, where ADM shows no difference. 
Characteristics of the NDM, ADM, NDPM shows that 
NDM considered many features. 

5. Conclusions 

This paper shows two phased experiment where first 
phase proposes a new metric for MLIR based on rank 
schema. It is shown that the new meteric is better than old 
metrics like ADM and NDPM metrics. Characteristics that 
differentiate three metrics ADM, NDPM and NDM are 
tabularized. In the first phase we stated the benefits of 
NDM over ADM and NDPM in form of characteristics 

and experiments. In the second phase NDM metric 
evaluates the performance of MLIR system when four 
different types of merging techniques are used. 
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 ADM NDM 

Round Robin Merging 0.68 0.88 

Raw Score Merging 0.68 0.84 

Normalized score merging with max (RSV) 0.68 0.95 

Normalized score merging with max (RSV) 
and min (RSV) 

0.68 0.85 
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Abstract 
In medical imaging, accurate segmentation of brain MR images 
is of interest for many brain manipulations. In this paper, we 
present a method for brain Extraction and tissues classification. 
An application of this method to the segmentation of simulated 
MRI cerebral images in three clusters will be made. The 
studied method is composed with different stages, first Brain 
Extraction from T1-weighted 2D MRI slices (TMBE) is 
performed as pre-processing procedure, then Histogram based 
centroids initialization is done, and finally the fuzzy c-means 
clustering algorithm is applied on the results to segment the 
image in three clusters. The introduction of this pre-processing 
procedure has been made in the goal to have a targeted 
segmentation method. The convergence speed for tissues 
classification has been considerably improved by avoiding a 
random initialization of the cluster centres and reduction of the 
volume of data processing. 
 
Keywords: Clustering, Fuzzy c-means, histogram analysis, 
Brain Extraction, Image segmentation. 

1. Introduction 

Image segmentation is a key step toward image 
analysis and serves in the variety of applications 
including pattern recognition, object detection, and 
medical imaging [1], which is also regarded as one of the 
central challenges in image processing and computer 
vision. The task of image segmentation can be stated as 
the partition of an image into different meaningful 
regions with homogeneous characteristics using 
discontinuities or similarities of the image such as 
intensity, color, tone or texture, and so on [2]. Numerous 
techniques have been developed for image segmentation 

and a tremendous amount of thorough research has been 
reported in the literatures [3–5]. According to these 
references, the image segmentation approaches can be 
divided into four categories: thresholding, clustering, 
edge detection and region extraction. In this paper, a 
clustering based method for image segmentation will be 
considered. Many clustering strategies have been used, 
such as the crisp clustering scheme and the fuzzy 
clustering scheme, each of which has its own special 
characteristics [6]. The conventional crisp clustering 
method restricts each point of the data set to exclusively 
just one cluster. However, in many real situations, for 
images, issues such as limited spatial resolution, poor 
contrast, overlapping intensities, noise and intensity 
inhomogeneities variation make this hard (crisp) 
segmentation a difficult task. Thanks to the fuzzy set 
theory [7], which involves the idea of partial 
membership described by a membership function, fuzzy 
clustering as a soft segmentation method has been widely 
studied and successfully applied to image segmentation 
[9, 10]. Among the fuzzy clustering methods, fuzzy c-
means (FCM) algorithm [8] is the most popular method 
used in image segmentation because it has robust 
characteristics for ambiguity and can retain much more 
information than hard segmentation methods. Although 
the conventional FCM algorithm works well on most 
noise-free images, it has a serious limitation: it does not 
incorporate any information about spatial context, which 
cause it to be sensitive to noise and imaging artefacts. To 
compensate for this drawback of FCM, we have 
proposed in [11] the introduction of spatial information 
as decision by focusing on the neighbourhood (DFN) for 
the pixels not having a strong degree of membership 
after the fuzzy partition. 
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Intracranial segmentation commonly referred to as 
brain extraction or skull stripping, aims to segment the 
brain tissue (cortex and cerebellum) from the skull and 
non-brain intracranial tissues in magnetic resonance 
(MR) images of the brain. Brain extraction is an 
important pre-processing step in neuroimaging analyses 
because brain images must typically be skull stripped 
before other processing algorithms such as registration, 
or tissue classification can be applied. In practice, brain 
extraction is widely used in neuroimaging analyses such 
as multi-modality image fusion and inter-subject image 
comparisons [12]; examination of the progression of 
brain disorders such as Alzheimer’s Disease,  multiple 
sclerosis and schizophrenia, monitoring the development 
or aging of the brain; and creating probabilistic atlases 
from large groups of subjects. Numerous automated 
skull-stripping methods have been proposed [13-18]. 
The rest of this paper is organised as follows: in the next 
section we describe our proposed method for Brain 
Extraction from 2D MRI slices as pre-processing 
procedure; in section 3 the standard clustering fuzzy c-
means algorithm is sketched. Histogram based centroids 
initialization is presented in section 4. The global 
proposed method of segmentation is presented in section 
5. In section 6 we present different results obtained with 
this method. Final conclusions and future works are 
discussed in section 7. 

2. Pre-processing. 

2.1. Filtering. 

This pre-processing stage performs a non linear mapping 
of the grey level dynamics for the image. This transform 
consists in the application of a 3x3 median filter. The 
use of median filtering derives from the nature of the 
noise distribution in the MR images. The main source of 
noise in this kind of images is due to small density 
variations inside a single tissue which tend to locally 
modify the RF emission of the atomic nuclei during the 
imaging process.  

    
      a)           b) 

Figure 1: a) T1 MRI image with salt and paper noise, b) Median filtered 
image. 

2.2. Brain Extraction: Threshold Morphologic Brain 
Extraction (TMBE). 

The goal of this phase is to extract the brain from the 
acquired image: this will allow us to simplify the 
segmentation of the brain tissues. Our easy and effective 
method can be divided in five steps: 

2.2.1 Thresholding. 

This step is based on global binary image thresholding 
using Otsu's method [19]. Figure 2-b shows a result of 
this operation. 
 

2.2.2 Greatest Connected Component Extraction. 

A survey based on a statistical analysis of the existing 
connected components on the dilated image, permits to 
extract the region whose area is the biggest. Figure 2-c 
shows a result of this operation.  

2.2.3 Filling the holes. 

The remaining holes in the binary image obtained in step 
2, containing the greatest connected component, are 
filled using morphologic operation consisting of filling 
holes in the binary image.  A hole is a set of background 
pixels within connected component. The result of this 
operation is shown in figure 2-d. 

2.2.4. Dilatation. 

This morphologic operation consists of eliminating all 
remaining black spots on the white surface of the image. 
These spots are covered by the dilatation of the white 
parts. This carried out by moving a square structuring 
element of size (SxS) on binary image and applying 
logical OR operator on each of the (S2-1) neighbouring 
pixels (figure 2-e). In this paper we consider S=3. 

2.2.5 ROI Extracting. 

The region of interest is the brain tissues. To extract this 
region we use the AND operator between the original 
filtered image and the binary mask obtained in last step. 
The non-brain region is obtained by applying AND 
operator between the image in figure 2-a and the logical 
complement of mask image in figure 2-e.  
 
The figure 2-f shows the region of interest corresponding 
to the effective brain tissues in original MRI. The figure 
2-g presents the non brain region.  
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a) 

 
b) 

 
c) 

 
d) 

 
e) 

 
f) 

 
g) 

 
h) 

Figure. 2: Brain Extraction steps on axial slice of number 84/181 in simulated data volume [21] with 5% uniform noise. 

3. Standard FCM algorithm. 

The fuzzy c-means (FCM) clustering algorithm was first 
introduced by DUNN [20] and later was extended by 
BEZDEK [8]. Fuzzy C-means (FCM) is a clustering 
technique that employs fuzzy partitioning such that a 
data point can belong to all classes with different 
membership grades between 0 and 1. 
The aim of FCM is to find C cluster centers (centroids) 
in the data set X=x1x2xNRp that minimize the 
following dissimilarity function:  
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uij : Membership of data xj in the cluster Vi; 
Vi : Centroid of cluster i; 
d(Vi,xj) : Euclidian distance between ith centroid (Vi) and jth 

data point xj; 
m є [1,∞] : Fuzzy weighting exponent (generally equals 

2).  
N: Number of data. 
C: Number of clusters 2 ≤C < N. 
p: Number of features in each data. 
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To reach a minimum of dissimilarity function there are 
two conditions.  
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This iterative algorithm is in the following steps. 
Step 0. Randomly initialize the membership matrix (U) 

according to the constraints of Equations  2a, 
2b and 2c, Choose fuzzification parameter m 

 m1 , Choose the number of clusters 
C, Choose the initial values of cluster centers 

)0(V  and  threshold ε>0. 

At iteration Ni 
       { 
     Step   1. Calculate centroids vector (VNi) using 

Equation (3). 
     Step 2. Compute dissimilarity function JNi using 

equation (1). If its improvement   over 
previous iteration is below a threshold ε, Go 
to Step 4. 

     Step 3. Compute a new membership matrix (UNi) 
using Equation (4). Go to Step 1. 
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     Step 4. Stop. 
       } 

4. Centroids initialization. 

Clustering algorithms requires an initialisation of the 
clusters centres. Usually, this is randomly made. 
However, an adequate selection permits to improve the 
accuracy and reduces considerably the number of 
required iterations to the convergence of these 
algorithms.  
The choice of the class number and initial correspondent 
centroids can be supervised or unsupervised. The 
supervised method consists in imposing a number and 
initial value of clusters according to the quantity of 
information that we want to extract from the image. The 
unsupervised method is based on the estimation of the 
number of clusters and initial cluster value in the image. 
Among the methods used in this domain we consider the 
histogram information analysis. This strategy consists in 
4 stages: 
 
Stage1: Histogram definition. 
             For image size S×T, at point (s, t), f (s, t) is the 

gray value with 0 ≤s ≤(S–1), 0≤t≤(T–1). Let 
H(g) denote the number of pixels having gray 
level g. Therefore, the histogram function can 
be written as: 
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where g G, (g=0) = 1 and (g≠) = 0.  
 
Stage 2: Histogram smoothing must be done to eliminate 

the parasitic peaks. 
Stage 3: Detecting all local peaks.  

Local peak at position g satisfy the condition 
H(g-1)<H(g) and H(g)>H(g+1). 

Stage 4: Eliminating weak peaks. 
Among the detected peaks, there are some ones 
with weak height, they represent small non 
significant regions, and to eliminate these peaks 
we introduce adapted minimal amplitude Am. 
 

 The number of remaining peaks is the initial number of 
clusters C and correspondent’s gray levels gi are the 

initial centroids )0(V for the clustering algorithm. 

5. Proposed method. 

The proposed segmentation method is summarized as 
follows: 

Inputs   : MRI Gray level image I (size S x T=N), 
minimal amplitude Am, fuzzification parameter 
m (  m1 ) and Threshold > 0.  

Outputs: Number of clusters C, Centroids of clusters 
vector V, correspondent fuzzy partition matrix 
U and segmented image Iseg. 

Pre-processing: 
Step  1.  Noise removing: Median filter. 
Step 2.  Brain Extraction procedure (TMBE) 

(See section 2.2) 
Step 3.  Histogram computing for brain tissues 

using (5). 
Step 4.  Histogram Smoothing with appropriate 

1D Gaussian filter. 
Step 5.  Detect all local peaks of the histogram.  
Step 6.  Eliminate weak peaks. The peaks whose 

the amplitude is < Am are eliminated. 
 The number of remaining peaks is C and 

correspondent gray levels are the initial centroids 

vector )0(V . 
Fuzzy Clustering: 

At iteration Ni do  
{ 
Step 7.  Compute the membership function (UNi) 

using (4). 
Step 8.  Compute the cluster centroids vector 

V(Ni) using (3). 
Step 9. Compute objective function J(Ni) using 

(1). 
Step 10.  If abs(J(Ni)-J(Ni-1))< ε, go to step 11, 

otherwise, go to step 7. 
  } 
 

Region Labelling: 
 
Step 11: Defuzzification: Convert the final membership 

matrix U to crisp one using maximum 
procedure. 

Step 12: Region labelling procedure to obtain Iseg.  

6. Results and discussion. 

The method was implemented in MATLAB 7.8, 
validated on synthesized images, and then several 
simulated cerebral MRI images of different modalities 

(T1, T2 and PD) from the classical simulated brain 
database of McGill University [21] have been 

experimented.  
 
The proposed method for brain extraction (TMBE) was 
tested separately on different magnetic resonance images 
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of different modalities of acquisition especially on 
healthy cerebral ones.    
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Figure. 3: Histogram analysis for centroids initialisation, a) Histogram of the image in figure 4-a, b) Smoothed histogram, c) Histogram of the extracted 
brain tissues in image of figure 4-d, d) Smoothed histogram. 
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Figure. 4: Example of segmentation results. a)-d) Results of brain extraction proposed method. 
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e) Segmented image by the proposed method, f) Cerebrospinal fluid (CSF), g) Gray matter (GM) and h) White matter (WM). 
k) Truth Verity image, l), m) and n) Manual segmentation of the same brain tissues (Brainweb). 
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Figure. 5: Dynamic of different clustering parameters for image in figure 4-d. 

a) Centroids starting from (C1: CSF, C2: GM, C3: WM) = (53, 127, 173) as results of histogram analysis, b) Cardinality of each tissue,  
c) Values of objective function J(Ni), d) Values of Err (J(Ni)-J(Ni-1)). 

 
The effectiveness of the method was tested on simulated 
MR images to extract the well known clusters (truth 
verity). Figure .3 shows the results of histogram analysis 
leading to a centroids initialisation of the extracted 
region of interest consisting of brain tissues that we want 

segment. It is about a sagital T1-weighted slice number 

120/181 in sagital direction of TALAYRACH steriotaxic 
reference (volume of 181x217x181 voxels [21]). 

 
Figure .4 shows an example of qualitative evaluation of 
our segmentation results with the provided manually 
segmentation results by the web site [21] corresponding 
to the same slice described above.   
 
The segmentation aims to divide the image in three 
clusters: White matter (WM), gray matter (GM), and 
cerebrospinal fluid (CSF). The background pixels are 
removed from the image by thresholding (binarisation) 
before the clustering starts.  
 
T1-weighted modality, that belong to the fastest MRI 
modalities available, are often preferred, since they offer 

a good contrast between gray (GM) and white cerebral 
matter (WM) as well as between GM and cerebrospinal 

fluid (CSF). The advantages of using digital 
simulated images rather than real image data for 
validating segmentation methods is that it include 
prior knowledge of the true tissues types. 
 
Comparison between figure .5 and figure .6 shows the 
effectiveness of the proposed method. Indeed, in figure. 
5 we show that when we give adequate initially 
centroids, the iteratively clustering algorithm converge 
rapidly toward the effective clusters in the image (65, 
124, and 166) in approximately about 6 iterations and 
with simple pace of the curves, but when the 
initialisation is made so far from the adequate values of 
the desired clusters, the convergence of the clustering 
algorithm is very slow, as is shown in figure 6 
(approximately about 21 iterations), what gives a gain of 
approximately 70% in time processing. In addition, the 
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pace of the curves present some anomalies that we have 
explain. 
 
The accuracy of the proposed method for brain extraction 
is demonstrated with several MRI images in different 
modalities of acquisition, but its robustness in images of 
T1 modality is very remarkable, the figure 4 (a-d) shows 
an example. 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     222 

 

0 5 10 15 20 25
60

80

100

120

140

160

180

Ni

 

 

CSF

GM
WM

a) 
0 5 10 15 20 25

0

2000

4000

6000

8000

10000

12000

Ni

 

 

Card(CSF)

Card(GM)
Card(WM)

b) 

0 5 10 15 20 25
1

2

3

4

5

6

7

8
x 10

6

Ni

 

 

OblFcn

 c)
  

2 4 6 8 10 12 14 16 18 20 22
-18

-16

-14

-12

-10

-8

-6

-4

-2

0
x 10

5

Ni

 

 

Err

d) 

Figure. 6: Dynamic of different clustering parameters for image in figure 4-d. 
a) Centroids starting from (C1:CSF, C2:GM, C3:WM) = (135.5, 136, 136.5) as manual initialisation, b) Cardinality of each tissue, c) Values of  

objective function J(Ni), d) Values of Err (J(Ni)-J(Ni-1)). 
7. Conclusion and perspectives. 
 

In this paper, we have presented a complete image 
classification method. This method was applied to the 
segmentation of the MRI images. The use of the 
histogram analysis instead of a random initialization 
leads to an important improvement in the choice of the 
centers of classes (70%).   

Unlike other brain segmentation methods described 
in the literature, the one described in this dissertation is 
truly automatic because it does not require a user to 
determine image-specific parameters, thresholds, or 
regions of interest. 

The automatic proposed method for extracting the 
brain from the T1-weighted MRI head scans is based 
on a hybrid processing techniques including the 
adaptive thresholding and morphology mathematical 
operators. 

Qualitative evaluation of the obtained results for 
the proposed brain extraction method show that the 
proposed method achieves important performance with 
synthetic Brainweb data, however it will been 
experimented with real database and quantitatively 

evaluated and compared with the well known brain 
extraction  techniques in the literature.  

In perspective we will also study and characterise 
the comportment of centroids dynamic, it will follows a 
mathematical function. In addition we will explain the 
comportment of the Err curve that is observed in many 
essays when the clusters initialisation is not adequately 
made (figure 6-d). 

The robustness of the method up on the different 
artefacts usually present in magnetic resonance images 
such as noise and intensity inhomogeinity will be 
evaluated in future work. In other hand we are 
extending this method for 3D brain MRI and comparing 
it with some well known similar ones trough 
performance measure.  
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Abstract 

Round Robin, considered as the most widely adopted CPU 
scheduling algorithm, undergoes severe problems directly related 
to quantum size. If time quantum chosen is too large, the 
response time of the processes is considered too high. On the 
other hand, if this quantum is too small, it increases the overhead 
of the CPU. 
In this paper, we propose a new algorithm, called AN, based on a 
new approach called dynamic-time-quantum; the idea of this 
approach is to make the  operating systems adjusts the time 
quantum according to the burst time of the set of waiting 
processes in the ready queue. 
Based on the simulations and experiments, we show that the new 
proposed algorithm solves the fixed time quantum problem and 
increases the performance of Round Robin. 
Keywords: Operating Systems, Multi Tasking, Scheduling 
Algorithm, Time Quantum, Round Robin. 

1. Introduction 

Modern Operating Systems are moving towards 
multitasking environments which mainly depends on the 
CPU scheduling algorithm since the CPU is the most 
effective or essential part of the computer. Round Robin is 
considered the most widely used scheduling algorithm in 
CPU scheduling [8, 9], also used for flow passing 
scheduling through a network device [1]. 

CPU Scheduling is an essential operating system task, 
which is the process of allocating the CPU to a specific 
process for a time slice. Scheduling requires careful 
attention to ensure fairness and avoid process starvation in 
the CPU. This allocation is carried out by software known 
as scheduler and dispatcher [8, 9]. 
Operating systems may feature up to 3 distinct types of a 
long-term scheduler (also known as an admission 
scheduler or high-level scheduler), a mid-term or medium-
term scheduler and a short-term scheduler (fig1).  

 
 
The dispatcher is the module that gives control of the CPU 
to the process selected by the short-term scheduler [8].  

 
Figure 1: Queuing diagram for scheduling 

 
There are many different scheduling algorithms 

which varies in efficiency according to the holding 
environments, which means what we consider a good 
scheduling algorithm in some cases which is not so in 
others, and vice versa. The Criteria for a good scheduling 
algorithm depends, among others, on the following 
measures [8]:  

- Fairness: all processes get fair share of the CPU,   
- Efficiency: keep CPU busy 100% of time,   
- Response time: minimize response time,   
- Turnaround: minimize the time batch users must 

wait for output,   
- Throughput: maximize number of jobs per hour. 
 

Moreover, we should distinguish between the two schemes 
of scheduling: preemptive and non preemptive algorithms. 
Preemptive algorithms are those where the burst time of a 
process being in execution is preempted when a higher 
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priority process arrives. Non preemptive algorithms are 
used where the process runs to complete its burst time 
even a higher priority process arrives during its execution 
time.  

 
First-Come-First-Served (FCFS)[8, 9] is the simplest 
scheduling algorithm, it simply queues processes in the 
order that they arrive in the ready queue. Processes are 
dispatched according to their arrival time on the ready 
queue. Being a non preemptive discipline, once a process 
has a CPU, it runs to completion. The FCFS scheduling is 
fair in the formal sense or human sense of fairness but it is 
unfair in the sense that long jobs make short jobs wait and 
unimportant jobs make important jobs wait [8, 9]. 

 
Shortest Job First (SJF) [8, 9] is the strategy of arranging 
processes with the least estimated processing time 
remaining to be next in the queue. It works under the two 
schemes (preemptive and non-preemptive). It’s provably 
optimal since it minimizes the average turnaround time 
and the average waiting time. The main problem with this 
discipline is the necessity of the previous knowledge about 
the time required for a process to complete. Also, it 
undergoes a starvation issue especially in a busy system 
with many small processes being run [8, 9]. 

 
Round Robin (RR) [8, 9]which is the main concern of this 
research is one of the oldest, simplest and fairest and most 
widely used scheduling algorithms, designed especially 
for time-sharing systems. It’s designed to give a better 
responsive but the worst turnaround and waiting time due 
to the fixed time quantum concept. The scheduler assigns 
a fixed time unit (quantum) per process usually 10-100 
milliseconds, and cycles through them. RR is similar to 
FCFS except that preemption is added to switch between 
processes [2, 3, and 8]. 

 
In this paper, we propose a new algorithm to solve the 
constant time quantum problem. The algorithm is based on 
dynamic time quantum approach where the system adjusts 
the time quantum according to the burst time of processes 
founded in the ready queue. The second section states 
some of previous works done in this field. Section III 
describes the proposed method in details. Section IV 
discusses the simulation done in this method, before 
concluding this paper in the last section. 

2. Previous works 

Round Robin becomes one of the most widely used 
scheduling disciplines despite of its severe problem which 
rose due to the concept of a fixed pre-determined time 
quantum [2, 3, 4, 5, 6, and 7]. Since RR is used in almost 
every operating system (windows, BSD, UNIX and Unix-

based etc…), many researchers have tried to fill this gap, 
but still much less than needs. 
 
Matarneh [2] founded that an optimal time quantum could 
be calculated by the median of burst times for the set of 
processes in ready queue, unless if this median is less than 
25ms. In such case, the quantum value must be modified 
to 25ms to avoid the overhead of context switch time [2]. 
Other works [7], have also used the median approach, and 
have obtained good results. 
 
Helmy et al. [3] propose  a  new weighting technique for 
Round-Robin CPU scheduling algorithm, as an attempt to 
combine the low scheduling overhead of  round robin 
algorithms and favor short jobs. Higher process weights 
means relatively higher time quantum; shorter jobs will be 
given more time, so that they will be removed earlier from 
the ready queue [3]. Other works have used mathematical 
approaches, giving new procedures using mathematical 
theorems [4]. 

 
Mohanty and others also developed other algorithms in 
order to improve the scheduling algorithms performance 
[5], [6] and [7]. One of them is constructed as a 
combination of priority algorithm and RR [5] while the 
other algorithm is much similar to a combination between 
SJF and RR [6]. 

3. AN Algorithm 

In this paper, we present a solution to the time quantum 
problem by making the operating system adjusts the time 
quantum according to the burst time of the existed set of 
processes in the ready queue. 

3.1 Methodology 

When operating system is installed for the first time, it 
begins with time quantum equals to the burst time of first 
dispatched process, which is subject to change after the 
end of the first time quantum. So, we assume that the 
system will immediately take advantage of this method.  
The determined time quantum represents real and optimal 
value because it based on real burst time unlike the other 
methods, which depend on fixed time quantum value. 
Repeatedly, when a new process is loaded into the ready 
queue in order to be executed, the operating system 
calculates the average of sum of the burst times of 
processes found in the ready queue including the new 
arrival process.  
This method needs two registers to be identified: 

- SR: Register to store the sum of the remaining burst 
times in the ready queue. 
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- AR: Register to store the average of the burst times 
by dividing the value found in the SR by the count of 
processes found in the ready queue. 

When a process in execution finishes its time slice or its 
burst time, the ready queue and the registers will be 
updated to store the new data values.  

- If this process finishes its burst time, then it will be 
removed from the ready queue. Otherwise, it will 
move to the end of the ready queue. 

- SR will be updated by subtracting the time consumed 
by this process. 

- AR will be updated according to the new data. 
When a new process arrives to the ready queue, it will be 
treated according to the rules above in addition to updating 
the ready queue and the registers. 
 
 
3.2 Pseudo Code and Flow Chart 
 
The algorithm described in the previous section can be 
formally described by pseudo code and flow chart like 
follows: 
New process P arrives 
 P Enters ready queue 
Update SR and AR 
Process p is loaded from ready queue 
into the CPU to be executed  
  IF (Ready Queue is Empty) 
    TQ  BT (p) 
    Update SR and AR 
  End if 
  IF (Ready Queue is not empty) 
    TQAVG (Sum BT of processes in 
ready queue) 
  Update SR and AR 
  End if 
CPU executes P by TQ time 
  IF (P is terminated) 
 Update SR and AR 
  End if 
  IF (P is not terminated) 
     Return p to the ready queue with 
its updated burst time 
     Update SR and AR 
  End if 
 
 

 

4. Simulations 

In order to validate our algorithm (AN) over the existing 
Round Robin, we have built our simulator using 
MATLAB, since it presents the user data and solutions 
after fetching in a graphical representation which is not 
found in most other languages. 
Using MATLAB 2010a, we built a simulator for AN 
algorithm that acquires a triplet (N, AT, BT) where: 

- N: the number of processes 
- AT: an array of arrival times of all processes  
- BT: an array of burst times of all processes 

The simulator calculates the average waiting time and the 
average turnaround time of the whole system consisting of 
N processes according to the AN algorithm. 
We have also built a simulator for Round Robin algorithm 
that acquires a quadrant (Q, N, AT, BT) where: 

- Q: The time quantum (assigned by the user) 
- N: the number of processes 
- AT: an array of arrival times of all processes  
- BT: n array of burst times of all processes 

Then the simulator calculates the average waiting time and 
the average turnaround time of the whole system 
consisting of N processes according to the Round Robin 
algorithm. 
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Finally, we have developed a simple function to compare 
among the two algorithms presenting graphical result, 
showing the efficiency of our algorithm over Round 
Robin. The function loads data from a text file consisting 
of 50 samples. Each sample is a 4 processes system (N=4). 
Arrival times and burst times were randomly chosen 
varying from 10 To 100 milliseconds. Note that we choose 
N = 4 since whatever N is, we will have the same result as 
will shown in the result below (figures 2 and 3).  
We have chosen a fixed time quantum Q=10 ms in Round 
Robin it gives the results in fig2 and fig3. In these figures, 
the x-axis represents the different samples we have 
targeted, while the y-axis represents the TAT (average of 
turnaround times) in fig 2, and the WT (average of waiting 
times) in fig3. In the graphs below a higher vertex means a 
larger average turnaround time (fig2) and waiting time 
(fig3). As mentioned before a better algorithm is to 
minimize turnaround and waiting time, thus the better 
algorithm has the lowest vertex.  
 
These figures clearly show that for all the tested cases, we 
obtain better results (lower TAT and WT) when using the 
AN algorithm. 
 

 
Figure 2: Average Turnaround time for time quantum = 10 ms 

 

 
Figure 3: Average Waiting time for time quantum = 10 ms 

 
The same process was done on TQ=15, 20, 25 and 30 ms 
to cover as much as possible fixed time quantum 
possibilities, and we always obtain the same results. 

4. Results and Observations 

As a result of the simulation and hand solved examples 
we’ve reached to a conclusion that AN algorithm could 
improve the efficiency of Round Robin by changing the 
idea of fixed time quantum to dynamic calculated 
automatically without the interfere of user. 
 
 
 
 

4.1 Numerical Examples 
To evaluate our proposed method and for simplicity seek 
we will take a group of four processes in four different 
cases with random burst, in fact the number of processes 
does not change the result because the algorithm works 
effectively even if it used with a very large number of 
processes. For each case, we will compare the result of our 
developed method with the traditional approach (fixed 
quantum = 20ms) and with the method proposed in [2]. 
We should mention here, the numerical values of the 4 
different cases are taken from [2].  
 
Case 1: Assume four processes arrived at time = 0, with 
burst time (P1 = 20, P2 = 40, P3 = 60, P4 = 80): 
  Fixed 

Quantum=20ms 
Dynamic 
method [2] 

AN 

Turn-around time 120 112.5 100 
Waiting time 70 77.5 50 
Context switch 9 6 5 
 
Case 2: Assume four processes arrived at time = 0, with 
burst time (P1 = 10, P2 = 14, P3 = 70, P4 = 120): 
  Fixed 

Quantum=20ms 
Dynamic 
method [2] 

AN 

Turn-around time 100.5 96 85.5 
Waiting time 47 42.5 32 
Context switch 11 6 5 
 
Case 3: Assume four processes arrived at different time, 
respectively 0, 4, 8, and 16, with burst time (P1 = 18, P2 = 
70, P3 = 74, P4 = 80):  
 Fixed 

Quantum=20ms 
Dynamic 
method [2] 

AN 

Turn-around time 106 98.5 81 
Waiting time 60 58.5 35 
Context switch 10 4 5 
 
Case 4: Assume four processes arrived at different time, 
respectively 0, 6, 13, and 21, with burst time (P1 = 10, P2 
= 14, P3 = 70, P4 = 120):  
 Fixed 

Quantum 
20ms 

Dynamic 
method [2] 

AN 

Turn-around 
time 

90.5 46 75.5 

Waiting time 37 30.5 22 
Context switch 11 4 4 
 
From the above comparisons, it is clear that the dynamic 
time quantum approach based on the average of processes 
bursts time is more effective than the fixed time quantum 
approach and the proposed method in [2] in round robin 
algorithm, where the dynamic time quantum significantly 
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reduces the context switch, turnaround time and the 
waiting time. In addition, the complexity calculation of the 
mean of the processes is very small. 
 
4.2 Improvements in waiting times and turnaround 
times 
 
At the end of each run we calculated the percentage of 
improvement of AN algorithm over Round Robin by 
implementing a simple rule. 
I = (Vertex [AN] – Vertex [RR])/number of samples 
We obtained the following results (table 1): 
 
Table 1: Improvement percentage of AN 

TQ  % I(wt[TQ])  % I(tat[TQ]) 

10 ms  20.1162  20.1162 
15 ms  16.1163  16.1162 
20 ms  13.8562  13.8562 
25 ms  12.6113  12.6112 
30 ms  10.4413  10.4412 

 
4.3 Success in Statistics 
 
In addition to the improvement measure (%I), we added 
another measure of success over failure which is 
calculated by percentage of success samples over the 
failed ones. A succeed sample is sample where vertex of 
AN algorithm is less than vertex of RR. 
S= ((number of succeed samples) / (total number of 
samples)) we obtained the following results (table 2). 
 
Table 2: Success over failure percentage of AN 

TQ  %S(tat[TQ])  %S(wt[TQ]) 

10 ms  96%  96% 
15 ms  92%  90% 
20 ms  90%  88% 
25 ms  88%  88% 
30 ms  86%  84% 

 
4.4 Improvement in Context Switches 
 
As a result of our observations, 50% of the processes will 
be terminated through the first round and as time quantum 
is calculated repeatedly for each round, then 50% of the 
remaining processes will be terminated during the second 
round, with the same manner for the third round, fourth 
round etc…i.e., the maximum number of rounds will be 
less than or equal to 6 whatever the number of processes 
or their burst time (fig4). [2] 

 
Figure 4: The rate of decrease in the number of processes in each round 

 
The significant decrease of the number of processes will 
inevitably lead to significant reduction in the number of 
context  switches, which may pose high overhead on the 
operating system in many cases. The number of context 
switches can be represented mathematically as follows: 

  1
1

 r

rT KQ  

Where: 
QT = the total number of context switch  
r   = the total number of rounds, r = 1, 2…6  
kr  = the total number of processes in each round  
  
 In other variants of round robin scheduling algorithm, the 
context switch occurs even if there is only a single process 
in the ready queue, where the operating system assigns to 
the process a specific time quantum Q[4]. When time 
quantum expires, the process is interrupted and again 
assigned the same time quantum Q, regardless whether the 
process is alone in the ready queue or not [2, 3], which 
means that there will be additional unnecessary context 
switches, while this problem does not occur at all in our 
new proposed algorithm; because in this case, the time 
quantum will equal to the remaining burst time of the 
process. 

5. Conclusion 

Time quantum is the bottleneck facing round robin 
algorithm and was more frequently asked question: What 
is the optimal time quantum to be used in round robin 
algorithm?  
In light of the effectiveness and the efficiency of the RR 
algorithm, this paper provides an answer to this question 
by using dynamic time quantum instead of fixed time 
quantum, where the operating system itself finds the 
optimal time quantum without user intervention. 
In this paper, we have discussed the AN algorithm that 
could be a simple step for a huge aim in obtaining an 
optimal scheduling algorithm. It will need much more 
efforts and researches to score a goal.  
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From the simulation study, we get an important 
conclusion; that the performance of AN algorithm is 
higher than that of RR in any system. The use of dynamic 
scheduling algorithm increased the performance and 
stability of the operating system and supports building of a 
self-adaptation operating  system, which means that the 
system is who will adapt itself to the requirements of the 
user and not vice versa. 
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Abstract 
Nowadays Person Recognition has got more and more interest 
especially for security reasons. The recognition performed by a 
biometric system using a single modality tends to be less 
performing due to sensor data, restricted degrees of freedom and 
unacceptable error rates. To alleviate some of these problems we 
use multimodal biometric systems which provide better 
recognition results. By combining different modalities, such us 
speech, face, fingerprint, etc., we increase the performance of 
recognition systems.  
In this paper, we study the fusion of speech and face in a 
recognition system for taking a final decision (i.e., accept or 
reject identity claim). We evaluate the performance of each 
system differently then we fuse the results and compare the 
performances.   
Keywords: Biometrics, data fusion, face recognition, automatic 
speaker recognition, data processing, decision fusion. 

1. Introduction 

Identity recognition is becoming more and more used in 
the last years. Demand is increasing for reliable automatic 
user identification systems in order to secure accesses to 
lots of services or buildings. Biometric Identification [1] is 
the area related to person recognition by means of 
physiological features (fingerprints, iris, voice, face, etc.). 
A biometric person recognition system can be used for 
person identification or verification. For the verification, a 
user claims a certain identity (“I am X”). The system 
accepts or rejects this claim (deciding if really the user is 
who he claims to be). For identification, there is no 
identity claim. The system decides who the user is. In this 
paper we use two the biometrics which appears to be the 
most popular ones and are less restricting for person 
identification (voice and face). The major strength of 

voice and face biometrics is their high acceptance by the 
society. 
This multiple sensors capture different biometric traits. 
Such systems, known as multi-modal biometric systems 
[2], are more reliable due to the presence of multiple 
pieces of evidence. These systems are able to meet the 
stringent performance requirements imposed by various 
applications. Moreover, it will be extremely difficult for 
an intruder to violate the integrity of a system requiring 
multiple biometric traits. 
In the literature we find that combining different biometric 
modalities enables to achieve better performances than 
techniques based on single modalities [3]–[10]. 
Combining different modalities allows to outcome 
problems due to single modalities. The fusion algorithm, 
which combines the different modalities, is a very critical 
part of the recognition system. So before the fusion one 
would ask what strategy do we have to adopt in order to 
make the final decision? 
The sensed data (face and speech) are processed by 
different recognition systems: a face identification system 
and a speaker identification system. Each system, given 
the sensed data, will deliver a matching score in the range 
between zero (reject) and one (accept). The fusion module 
will combine the opinions of the different systems and 
give a binary decision: accept or reject the claim.  
An identification scenario involving two modalities is 
shown in Fig. 1. The paper will address the issue of which 
binary classifier to use for the fusion of different expert 
“opinions.” 
The face recognition system will be presented in 
paragraph 2. The speaker recognition system based on 
text-dependent approach is discussed in paragraph 3. 
The fusion [2]-[4] of different modalities is described in 
paragraph 5.  
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Finally we present the evaluation results and the main 
conclusions. 
 
 
 
 
 
 
 
 
 
 
Fig. 1. User access scenario based on speech and face  
Information. 

 

2. Face Recognition 
 
This paper uses a hybrid method combining principal 
components analysis (PCA) [11] and the discrete cosine 
transform (DCT) [12] for face identification [13]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  Recognition Algorithm Stages. 

2.1 Presentation of the Hybrid Method 
PCA and DCT have certain mathematical similarities since 
that they both aim to reduce the dimensions of data. The 
use of a hybrid method combining these two techniques 
gave performances slightly higher than those obtained 
with only one method (experiments being made on three 
different image data bases). Its principle is very simple: 
each image is transformed into a coefficient vector (in the 
training and recognition phase). We first use the DCT 
method which produces a result used as entry for the PCA 

method. We use PCA with coefficients vectors instead of 
pixels vectors. We notice that this technique requires more 
time than PCA (because of the calculation of the 
coefficients) in particular with data bases of average or 
reduced size but it should be noted that it requires less 
memory what makes its use advantageous with bases of 
significant size.  
 
2.2 Experimental Results 
The tests were performed by using the image data bases 
ORL, Yale Faces and BBAFaces. The latter was created at 
the University Center of Bordj Bou Arreridj in 2008. It is 
composed by 23 people with 12 images for each one of 
them (for the majority of the people, the images were 
taken during various sessions). The images reflect various 
facial expressions with different intensity variations and 
different light sources. To facilitate the tests, the faces 
were selected thereafter manually in order to get images of 
124 X 92 pixels, we then convert them into gray levels 
and store them with JPG format. Fig. 3. represents a 
typical example of the data. It should be noted that certain 
categories of this data are not retained for the tests. 

 

 
(a)          (b)         (c)        (d)          (e)         (f) 

 
(g)          (h)         (i)        (j)          (k)         (l) 

 
Fig. 3. Example from BBAFaces. (a): normal, (b): happy, 
(c): glasses, (d): sad, (e): sleepy, (f): surprised, (g): wink, 
(h): dark, (i): top light,  (j): bottom light, (k): left light, (l): 
right light. 
 
In the following we will expose the results obtained for 
the tests realized with Yale Faces and BBA Faces. 

Table 1: Rates of Recognition 

Data Base PCA PCA + DCT 

BBA Faces 57.06 % 66.30 % 

Yale Faces 62 % 72.77 %

ORL Base 71.38 % 72.77 % 

 
Finally we conclude that the combination of PCA with 
DCT offers higher rates of recognition than those obtained 
with only one method which justifies our choice for the  
algorithm used in our system. 
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3. Speaker Recognition System 

Nowadays The Automatic Treatment of speech is 
progressing, in particular in the fields of Automatic 
Speech Recognition "ASR" and Speech Synthesis. 
The automatic speaker recognition is represented like a 
particular pattern recognition task. It associates the 
problems relating to the speaker identification or 
verification using information found in the acoustic signal: 
we have to recognize a person by using his voice. ASR is 
used in many fields, like domestic, military or 
jurisprudence applications.   
In this  work we use an automatic speaker recognition 
system presented an earlier paper [15]. We will use 
speaker recognition in text independent mode since we 
dispose of very few training data. We have to estimate 
with few data a robust speaker model to allow the 
recognition of the speaker. 
 
3.1 Basic System 

A speaker recognition system comprises 4 principal 
elements: 

1. An acquisition and parameterization module of 
the signal: to represent the message in an exploitable 
form by the system. 
2. A training module: who is charged to create a 
vocal reference of the speaker starting from a sample 
of his voice «GMM Gaussian Mixture Models». 
3. A resemblance calculus module: who calculates 
the resemblance between a sample signal and a given 
reference corresponding to a person. 
4. A decision module: based on a strategy of 
decision.  
 
 
 
 
 

 
 
 
Fig. 4. Typical diagram of a checking speaker system 
 

3.2 Speaker Identification "SI"       
The speaker identification consists in recognizing a person 
among many speakers by comparing his vocal expression 
with known references.  From a diagrammatic point of 
view "see figure 4", a sequence of word is given in entry 
of the ASR system. For each known speaker, the sequence 
of word is compared with a characteristic reference of the 
speaker. The identity of the speaker whose reference is the 
nearest to the sequence of word will be the output datum 
of the system (ASR). Two modes of identification are 
possible: identification in a closed unit for which the 
speaker is identified among a known number of speakers 

or identification in an open unit for which the speaker to 
be identified does not belong inevitably to this unit [16].  
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. Automatic Speaker Identification 
 

3.4 Speaker Verification “SV” 
The checking "or authentification" of the speaker consists 
in, after the speaker declines his identity, checking the 
adequacy of its vocal message with the acoustic reference 
of the speaker who it claims to be. A measurement of 
similarity is calculated between this reference and the 
vocal message then compared with a threshold. In the case 
the measurement of similarity is higher than the threshold, 
the speaker is accepted. Otherwise,  the speaker is 
considered as an impostor and is rejected [16].   
 
 
 
 
 
 
 
 
 

 
Fig. 6. Automatic Speaker Verification 

3.5 Text Dependent and independent mode 
We distinguish between the speaker recognition 
independently of the contents of the sentence pronounced 
“text independent mode” and the speaker recognition with 
the pronunciation of a sentence containing a key word 
“text dependent mode”. The levels of dependence to the 
text are classified according to the applications: 
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 Systems with free text "or free-text": the speaker is 
free to pronounce what he wants. In this mode, the 
sentences of training and test are different. 

 Systems with suggested text "or text-prompted": a 
text, different on each session and for each person, 
is imposed to the speaker and is determined by the 
machine. The sentences of training and test can be 
different. 

 Systems dependent on the vocabulary "or 
vocabulary-dependent": the speaker pronounces a 
sequence of words resulting from a limited 
vocabulary. In this mode, the training and the test 
are carried out on texts made up and starting from 
the same vocabulary. 

 Personalized systems dependent on the text (or to 
use-specific text dependent): each speaker has his 
own password. In this mode, the training and the 
test are carried out on the same text. 
The vocal message makes the task of ASR systems 

easier and the performances are better. The recognition in 
text mode independent requires more time than the text 
mode dependent [17]. 
 
3.6 Speaker Modeling 
 
Here we briefly introduce the most usually used 
techniques in the speaker recognition. Here the problem 
(speaker recognition) can be formulated as a classification 
problem. Various approaches were developed; 
nevertheless we can classify them in four great families: 
1. Vectorial approach: the speaker is represented by a 

set of parameter vectors in the acoustic space.  The 
principal is he recognition containing "Dynamic Time 
Warping" DTW and by vectorial quantification. 

2. Statistical approach: it consists in representing each 
speaker by a probabilistic density in the acoustic 
space parameters.   It covers the techniques of 
modeling by the Markov hidden models, the Gaussian 
mixtures and statistical measurements of the second 
order. 

3. The connexionnist approach: mainly consists in 
modeling the speakers by neuron networks. 

4. Relative approach: here we model a speaker relatively 
with other reference speakers which models are well 
learned. 

Finally we say that the automatic speaker   recognition is 
probably the most ergonomic method to solve the access 
problems. However, the voice cannot be regarded as a 
biometric characteristic of a person taking into account 
intra-speaker variability. A speaker recognition system 
generally proceeds in three stages: acoustic analysis of the 
speech signal, speaker modeling and finally taking the 
decision. In acoustic analysis, the MFCC are the most used 
acoustic coefficients. As for the modeling, GMM 

constitutes the state of the art in ASR. The decision of an 
automatic speaker recognition system is based on the two 
processes of speaker identification and/or checking 
whatever the application or the task is concerned with. 
 

4. Performance of Biometric Systems  
 
The most significant and decisive argument which makes 
the difference between a biometric system and another is 
its error rate, a system is considered ideal if its:   
 
False Rejection Rate= False Acceptance Rate= 0; 
 

 
 
Fig. 7.   Illustration of typical errors in a biometric system. 
 
Consequently it is necessary to find a compromise 
between the two rates which are the junction of the curves 
(point X) where couple (TFR, TFA) is minimal.  

5. Fusion by Decision Methods 

Among the fusion of decision methods the most used one 
quotes: 
 
5.1 Fusion by the AND operator:   
If all the systems decided 1 then the final decision is YES 
with the operator AND, a false acceptance occurs only if 
the result of each test is a false acceptance. The probability 
of false acceptance is thus the product of the probabilities 
obtained for each test. 

P (FA) = P1 (FA).P2 (FA) 
But in a symmetrical way, the probability of false 
rejections becomes: 

P (FR) = P1 (FR) + P2 (FR) - P1 (FR).P2 (FR)  
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5.2 Fusion by OR operator 
If one of the systems decided 1 then the final decision is 
YES. The user is accepted so at least one of the two tests 
is positive. In this configuration, a false rejection can exist 
only if the two tests produce a false rejection. The final 
probability of false rejection P (FR) is the product of the 
two probabilities of false rejection  

P (FR) = P1 (FR)*P2 (FR) 
The probability of false final acceptance is described by: 

P (FA) = P1 (FA) + P2 (FA) - P1 (FA)*P2 (FA)  
 

 
 
5.3 Fusion by the majority vote: 
If the majority of the systems decided 1 then the final 
decision is YES. 
Majority Vote is a simple method to combine the exits of 
multiple sources and use a voting process. In this case, 
each source must provide a decision of its choice and the 
final decision is based on a majority rule.   
 
    

 
   
5.4 Experimental Results 
In order to test our system we used ORL and TIMIT bases.  
We used 30 customers and 30 impostors with a base 
containing 100 elements. The face recognition system 
generated 13 false rejections and 6 false acceptances in an 
average time equal to 5.6 seconds whereas the speaker 
recognition system produced 7 false rejections and 12 
false acceptances in an average time equal to 6.1 seconds. 

 In the face recognition system we obtained:  

 P(FA1)=0.1. 
 P (FR1)=0.6. 

 In the speaker recognition system we obtained:  
 P(FA2)=0.3. 
 P (FR2)=0.2. 

 
When applying fusion operators AND and OR we obtain: 

 AND Operator: 
P (FR) = 0.12 

 P (FA) =  0.37 
 

 AND Operator : 
P (FA) = 0.03 
P (FR) = 0.68 

 
The tests carried out confirm not only the importance of 
biometric fusion but also the robustness and the 
effectiveness of the new system which makes its 
appearance much more through the real tests where the 
one modal systems had a fall of performances. 
We noticed that Fusion give better results than those 
obtained by the first system. 
We also noticed that the performances are closely related 
to the number of coefficients taken and the number of 
GMM. Finally we could say that the significant factor is 
the size of the base. 

6. Demonstration System 

 
In the following we present some interfaces of our Multi-
Modal Recognition system which was developed using a 
Pentium IV cadenced at 2 Ghz and using 1 Giga bytes of 
RAM. It was running under Windows XP professional 
edition and using Java 1.6 as programming language. 
 

1. Main Interface 
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2. Acquisition Module for Face  

 

 
 

3. Acquisition Module for Speaker 
 

 
 
 
 
 
 
 
 

 
4. Verification Process 
 

 
 

5. Identification  Process 

 

 

7. Conclusions 

This paper provides results obtained on a multi-modal 
biometric system that uses face and voice features for 
recognition purposes. We used fusion at the decision level 
with OR and AND operators. We showed that the 
resulting system (multi-modal) considered here provide 
better performance than the individual biometrics. For the 
near future we are collecting data corresponding to three 
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biometric indicators - fingerprint, face and voice in order 
to conceive a better multi-modal recognition system. 
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Abstract 

 
 

Fault diagnosis and failure prognosis are essential techniques 
in improving the safety of many manufacturing systems. 
Therefore, on-line fault detection and isolation is one of the most 
important tasks in safety-critical and intelligent control systems.  

Computational intelligence techniques are being investigated 
as extension of the traditional fault diagnosis methods. This 
paper discusses the Temporal Neuro-Fuzzy Systems (TNFS) 
fault diagnosis within an application study of a manufacturing 
system. The key issues of finding a suitable structure for 
detecting and isolating ten realistic actuator faults are described. 
Within this framework, data-processing interactive software of 
simulation baptized NEFDIAG (NEuro Fuzzy DIAGnosis) 
version 1.0 is developed.  

 This software devoted primarily to creation, training 
and test of a classification Neuro-Fuzzy system of industrial 
process failures.  NEFDIAG can be represented like a special 
type of fuzzy perceptron, with three layers used to classify 
patterns and failures. The system selected is the workshop of 
SCIMAT clinker, cement factory in Algeria. 
 
 
Keywords:  Diagnosis; artificial neuronal networks; fuzzy 
logic; Neuro-fuzzy systems; pattern recognition; FMEAC 
(Failure Mode, Effects and Criticality Analysis). 
 

1. Introduction 

Several methods have been proposed in order to solve 
the fault detection and fault diagnosis problems. The most 
commonly employed solution approaches for fault 
diagnosis system include (a) model-based, (b) knowledge-
based, and (c) pattern recognition-based approaches. 
Generally, analytical model-based  methods can be 
designed in order to minimize the effect of unknown 
disturbance and perform the consistent sensitivity  analysis. 

Knowledge-based methods are used when there is a lot of 
experience but not enough details to develop accurate 
quantitative models. Pattern recognition methods are 
applicable to a wide variety of systems and exhibit real-
time characteristics. [8]. Therefore the human expert in his 
mission of diagnosing the cause of a failure of a whole 
system, uses quantitative or qualitative information.  On 
another side, in spite of the results largely surprising 
obtained by the ANN in monitoring and precisely in 
diagnosis they remain even enough far from equalizing the 
sensory capacities and of reasoning human being.  Fuzzy 
logic makes another very effective axis in industrial 
diagnosis. 

Also, can we replace the human expert for automating 
the task of diagnosis by using the Neuro-fuzzy approach?  
In addition, how did the human expert gather all relevant 
information and permit him to make their decision?  Our 
objective consists of the following: making an association 
(adaptation) between the techniques of fuzzy logic and the 
temporal neural networks techniques (Neuro-fuzzy 
system), choosing the types of neural networks, 
determining the fuzzy rules, and finally determining the 
structure of the temporal Neuro-Fuzzy system to maximize 
the automation of the diagnosis task.   

In order to achieve this goal we organize this article into 
three parts. The first part presents principal architectures of 
diagnosis an prognosis methods and principles for 
Temporal Neuro-Fuzzy systems operation and their 
applications (sections 2 and 3).The second part is 
dedicated to the workshop of clinker of cement factory 
(Section 4). Lastly, in the third part we propose a Neuro-
Fuzzy system for system of production diagnosis. Machine 
Fault Prognosis 

The literatures of prognosis are much smaller in 
comparison with those of fault diagnosis. The most 
obvious and normally used prognosis is to use the given 
current and past machine condition to predict how much 
time is left before a failure occurs. The time left before 
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observing a failure is usually called remaining useful life 
(RUL). In order to predict the RUL, data of the fault 
propagation process and/or the data of the failure 
mechanism must be available. The fault propagation 
process is usually tracked by a trending or forecasting 
model for certain condition variables. There are two ways 
in describing the failure mechanism. The first one assumes 
that failure only depends on the condition variables, which 
reflect the actual fault level, and the predetermined 
boundary (figure 1) .  

 
 
 
 
 
 
 
 
 

Figure 1. detection ,diagnosis and prognosis- the phenomenological   
aspect 

The definition of failure is simply defined that the 
failure occurs when the fault reaches a predetermined 
level. The second one builds a model for the failure 
mechanism using available historical data.  In this case, 
different definitions of failure can be defined as follows: 
(a) an event that the machine is operating at an 
unsatisfactory level; or (b) it can be a functional failure 
when the machine cannot perform its intended function at 
all; or  (c) it can be just a breakdown when the machine 
stops operating, etc.  

 
The approaches to prognosis fall into three main 

categories: statistical approaches, model-based 
approaches, and data-driven based approaches. 

Data-driven techniques are also known as data mining 
techniques or machine learning techniques. They utilize 
and require large amount of historical failure data to build 
a prognostic model that learns the system behavior. 
Among these techniques, artificial intelligence was 
regularly used because of its flexibility in generating 
appropriate model. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

   

          Figure 2. Prognosis technical approaches 

 
Several of the existing approaches used ANNs to model 

the systems and estimate the RUL. Zhang and Ganesan 
[14] used self-organizing neural networks for 
multivariable trending of the fault development to estimate 
the residual life of bearing system. Wang and  
Vachtsevanos [13] proposed an architecture for prognosis 
applied to industrial  chillers. Their prognostic model 
included dynamic wavelet neural networks, reinforcement 
learning, and genetic algorithms. This model was used to 
predict the failure growth of bearings based on the 
vibration signals. SOM and back propagation neural 
networks (BPNN) methods using vibration signals to 
predict the RUL of ball bearing were applied by Huang et 
al. in [12].  

 
 

 
 

 
 

 
 

 
 

 
 

 
 
 

          
 

Figure 3. Prognosis technical approaches 

 
Wang et al. [14] utilized and compared the results of 

two predictors, namely recurrent neural networks and 
ANFIS, to forecast the damage propagation trend of 
rotating machinery. In [15], Yam et al. applied a recurrent 
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neural network for predicting the machine condition trend. 
Dong et al. [16] employed a grey model and a BPNN to 
predict the machine condition. Altogether, the data-driven 
techniques are the promising and effective techniques for 
machine condition prognosis. 

2. Temporal Neuro-Fuzzy Systems 

Fuzzy neural network (FNN) approach has become a 
powerful tool for solving real-world problems in the area 
of forecasting, identification, control, image recognition 
and others that are associated with high level of 
uncertainty  [2,7,10,11,14,23,24,23] 

 
The Neuro-fuzzy model combines, in a single 

framework, both numerical and symbolic knowledge about 
the process. Automatic linguistic rule extraction is a useful 
aspect of NF especially when little or no prior knowledge 
about the process is available [3]. For example, a NF 
model of a non-linear dynamical system can be identified 
from the empirical data. 

This model can give us some insight about the on 
linearity and dynamical properties of the system. 

The most common NF systems are based on two types 
of fuzzy models TSK [5] [7] combined with NN learning 
algorithms. TSK models use local linear models in the 
consequents, which are easier to interpret and can be used 
for control and fault diagnosis [23]. Mamdani models use 
fuzzy sets as consequents and therefore give a more 
qualitative description. Many Neuro-fuzzy structures have 
been successfully applied to a wide range of applications 
from industrial processes to financial systems, because of 
the ease of rule base design, linguistic modeling, and 
application to complex and uncertain systems, inherent 
non-linear nature, learning abilities, parallel processing 
and fault-tolerance abilities. However, successful 
implementation depends heavily on prior knowledge of the 
system and the empirical data [25]. 

Neuro-fuzzy networks by intrinsic nature can handle 
limited number of inputs. When the system to be identified 
is complex and has large number of inputs, the fuzzy rule 
base becomes large. 

NF models usually identified from empirical data are 
not very transparent. Transparency accounts a more 
meaningful description of the process i.e less rules with 
appropriate membership functions. In ANFIS [2] a fixed 
structure with grid partition is used. Antecedent and 
consequent parameters are identified by a combination of 
least squares estimate and gradient based method, called 
hybrid learning rule. This method is fast and easy to 
implement for low dimension input spaces. It is more 
prone to lose the transparency and the local model 
accuracy because of the use of error back propagation that 
is a global and not locally nonlinear optimization 

procedure. One possible method to overcome this problem 
can be to find the antecedents & rules separately e.g. 
clustering and constrain the antecedents, and then apply 
optimization. 

Hierarchical NF networks can be used to overcome the 
dimensionality problem by decomposing the system into a 
series of MISO and/or SISO systems called hierarchical 
systems [14]. The local rules use subsets of input spaces 
and are activated by higher level rules[12]. 

The criteria on which to build a NF model are based on 
the requirements for faults diagnosis and the system 
characteristics. The function of the NF model in the FDI 
scheme is also important i.e. Preprocessing data, 
Identification (Residual generation) or classification 
(Decision Making/Fault Isolation). 

For example a NF model with high approximation 
capability and disturbance rejection is needed for 
identification so that the residuals are more accurate. 

Whereas in the classification stage, a NF network with 
more transparency is required. 

The following characteristics of NF models are 
important: 

Approximation/Generalisation capabilities 
transparency: Reasoning/use of prior knowledge /rules 
Training Speed/ Processing speed 
Complexity 
Transformability: To be able to convert in other forms 

of NF models in order to provide different levels of 
transparency and approximation power. 

Adaptive learning 
Two most important characteristics are the generalising 

and reasoning capabilities. Depending on the application 
requirement, usually a compromise is made between the 
above two. 

  In order to implement this type of Neuro-Fuzzy 
Systems For Fault Diagnosis and Prognosis and exploited 
to diagnose of dedicated production system we have to 
propose data-processing software NEFDIAG (Neuro-
Fuzzy Diagnosis). 

The Takagi-Sugeno type fuzzy rules are discussed in 
detail in Subsection A. In Subsection B, the network 
structure of FENN is presented. 

2.1 Temporal Fuzzy rules 

Recently, more and more attention has paid to the 
Takagi-Sugeno type rules [9] in studies of fuzzy neural 
networks. This significant inference rule provides an 
analytic way of analyzing the stability of fuzzy control 
systems. If we combine the Takagi-Sugeno controllers 
together with the controlled system and use state-space 
equations to describe the whole system [10], we can get 
another type of rules to describe nonlinear systems as 
below: 
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Rule r:   IF Xଵ is   T୶భ
୰   AND … … AND X୬ is   T୶N

୰  AND 

            ଵܷ ݅ݏ   ௨ܶభ
௥ ܦܰܣ   … … ௎ܶಾ   ݏ݅ ெܷ  ܦܰܣ

௥  

ܺ                             ࡺࡱࡴࢀ ൌ ௥  ሶܣ   ܺ ൅  ௥ܷܤ
Where   ࢄ ൌ ሾ࢞૚ ૛࢞ … . . ሿ࢔࢞  is the inner is   ࢀ

the inner state vector of the nonlinear system, 
ࢁ ൌ ሾ࢛૚ ૛࢛ … . . ሿ࢔࢛ ࢀ  is the input vector to 

the system, and N, M are the dimensions; 

௫ܶభ
௥ , ௨ܶభ

௥ are linguistic terms (fuzzy sets) defining the 
conditions for  xi and  uj respectively, according to Rule r;  

௥  ൌܣ  ൫ܽ௜௝
௥ ൯

ேכே
 is a matrix of ܰ ൈ ܰ and 

௥  ൌܤ  ൫ܾ௜௝
௥ ൯

ேכெ
  Of ܰ ൈ   ܯ

When considered in discrete time, such as modeling 
using a digital computer, we often use the discrete state-
space equations instead of the continuous version. 
Concretely, the fuzzy rules become: 

Rule r: 
௫ܶభ   ݏ݅ ሻݐଵܺሺ ࡲࡵ

௥ ܦܰܣ   … …  ௫ܶಿ   ݏሻ݅ݐ௡ሺܺ ܦܰܣ
௥  ܦܰܣ

            ଵܷሺݐሻ ݅ݏ   ௨ܶభ
௥ ܦܰܣ   … … ௎ܶಾ   ݏ݅ ሻݐெሺܷ  ܦܰܣ

௥  

ݐሺܺ                      ࡺࡱࡴࢀ ൅ 1ሻ ൌ ௥  ሶܣ   ܺሺݐሻ ൅  ሻݐ௥ܷሺܤ
 
Where ࢄ ൌ ሾ࢞૚ሺ࢚ሻ ሻ࢚૛ሺ࢞ … . . ሻሿ࢚ሺ࢔࢞  ࢀ
is the discrete sample of state vector at discrete time t. 

In following discussion we shall use the latter form of 
rules.  

In both forms, the output of the system is always 
defined as:   

Y = CX ( or  Y(t)= CX(t))                                      (1). 
 Where C= (cij )Px Xis a matrix of PxN,and  P is the 

dimension of output vector Y. 

The fuzzy inference procedure is specified as below. 
First, we use multiplication as operation AND to get the 
firing strength of Rule r:                                                                           

௥݂ ൌ ∏ μ்ೣ ೔
ೝே

௜ୀଵ ሾݔ௜ሺݐሻሿ · ∏ μ்ೣ ೔
ೝெ

௜ୀଵ ሾݑ௜ሺݐሻሿ       (2) 
 
Where μ࢏࢞ࢀ

࢘  ܽ݊݀     μ࢏࢛ࢀ
࢘  are the membership 

functions of   ࢏࢞ࢀ
࢘ ࢏࢛ࢀ     ݀݊ܽ

࢘    respectively? After 
normalization of the firing strengths, we get (assuming R 
is the total number of rules)  

ܵ ൌ  ∑ ௥݂
ோ
௥ୀଵ,௡       , ݄௥ୀ   

௥݂
ܵൗ                                   ሺ3ሻ   

Where S is the summation of firing strengths of all the 
rules, and hr   is the normalized firing strength of Rule r. 
When the defuzzification is employed, we have 

 ܺ௥ሺݐ ൅ 1ሻ ൌ ሻݐ௥ ܺሺܣ  ൅   ,ሻݐ௥ ܷሺܤ

ܺሺݐ ൅ 1ሻ ൌ  ∑ ݄௥
ோ
௥ୀଵ ܺ௥ ሺݐ ൅ 1ሻ                           ሺ4ሻ  

                  ൌ ∑ ݄௥ሾܣ௥ ܺሺݐሻ ൅ ሻሿோݐ௥ ܷሺܤ
௥ୀଵ   

                  ൌ  ሺ∑ ݄௥ ܣ௥ோ
௥ୀଵ ሻܺሺݐሻ ൅ ሺ∑ ݄௥ ܤ௥ோ

௥ୀଵ ሻܷሺݐሻ  

                 ൌ ሻݐሺܺܣ ൅   ሻݐሺܷܤ 

Where  ܣ ൌ ሺ∑ ݄௥ ܣ௥ோ
௥ୀଵ ሻ,   ܤ ൌ ሺ∑ ݄௥ ܤ௥ோ

௥ୀଵ ሻ 

Using equation (4), the system state transient equation, 
we can calculate the next state of system by current state 
and input. 

 

2.2 The structure of temporal Neuro-Fuzzy System  

 

The main idea of this model is to combine simple feed 
forward fussy systems to arbitrary hierarchical models. 

The structure of recurrent Neuro-fuzzy systems is 
presented in figure 3: 

 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 

 

Fig 4. The structure of a simple TNFS 
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In this network, input nodes which accept the 
environment inputs and context nodes which copy the 
value of the state- space vector from layer 3 are all at layer 
1 (the Input Layer). They represent the linguistic variables 
known as uj and xi in the fuzzy rules. Nodes at layer 2 act 
as the membership functions, translating the linguistic 
variables from layer 1 into their membership degrees. 
Since there may exist several terms for one linguistic 
variable, one node in layer 1 may have links to several 
nodes in layer 2, which is accordingly named as the term 
nodes. The number of nodes in the Rule Layer (layer 3) 
and the one of the fuzzy rules are the same - each node 
represents one fuzzy rule and calculates the firing strength 
of the rule using membership degrees from layer 2. The 
connections between layer 2 and layer 3 correspond with 
the antecedent of each fuzzy rule. Layer 4, as the 
Normalization Layer, simply does the normalization of the 
firing strengths. Then with the normalized firing strengths 
hr , rules are combined at layer 5, the Parameter Layer, 
where A and B become available. In the Linear System 
Layer, the 6th layer, current state vector X(t) and input 
vector U(t) are used to get the next state X(t +1), which is 
also fed back to the context nodes for fuzzy inference at 
time (t +1). The last layer is the Output Layer, multiplying 
X(t +1) with C to get Y(t +1) and outputting it. 

Next we shall describe the feed forward procedure of 
TNFS by giving the detailed node functions of each layer, 
taking one node per layer as example. We shall use 
notations like ui

[ k ] to denote the ith input to the node in 
layer k, and o [ k ] the output of the node in layer k. 
Another issue to mention here is the initial values of the 
context nodes. Since TNFS is a recurrent network, the 
initial values are essential to the temporal output of the 
network. Usually they are preset to 0, as zero-state, but 
non-zero initial state is also needed for some particular 
case. 

Layer 1. There is only one input to each node at 

layer 2. The Gaussian function is adopted here as the 

membership function: 
 

ሾଵሿ ൌ݋  ݁
ቀೠሾభሿష೎ೝቁమ

మሺೞೝሻమ
                                           ሺହሻ

  

where cr and sr give the center (mean) and 

width(variation) of the corresponding  u[1] linguistic term 

of input u[ 2 ] in Rule r. 

Layer 2. this layer has several nodes, one for 

figuring matrix A and the other for B. Though we can use 

many nodes to represent the components of A and B 

separately, it is more convenient to use matrices. So with a 

little specialty, its weights of links from layer 4 are 

matrices Ar (to node for A) and Br (to node for B). It is 

also fully connected with the previous layer. The functions 

of nodes for A and B are respectively. 

 

ሾଶሿ ൌ݋   ܣ ݎ݋݂  ෍ ௥ݑ
ሾଶሿ

ோ

௥ୀଵ

, ௥ܣ ሾଶሿ ൌ݋   ܤ ݎ݋݂  ෍ ௥ݑ
ሾଶሿ

ோ

௥ୀଵ

 ௥         ሺ6ሻܤ

Layer 3. the Linear System Layer has only one 

node, which has all the outputs of layer 1 and layer 2 

connected to it as inputs. Using matrix form of inputs and 

output, we have [see (3)] 

ሾଷሿ݋ ൌ ܺܣ ൅ ܷܤ ൌ ௙௢௥ ஺݋ 
ሾଶሿ ௖௢௡௧௘௫௧݋

ሾଵሿ ൅ ௙௢௥ ஻݋
ሾଶሿ ௖௢௡௧௘௫௧݋

ሾଵሿ  

So the output of layer 3 is X(t + 1) in (4). 

This proposed network structure implements the 

dynamic system combined by our discrete fuzzy rules and 

the structure of recurrent networks. With preset human 

knowledge, the network can do some tasks well. But it will 

do much better after learning rules from teaching 

examples. In the next section, a learning algorithm will be 

put forth to adjust the variable parameters in FENN, 

such as cr, sr, Ar, Br, and C. 

3. Proposed Architecture for Fault diagnosis 
and Prognosis 

Faults  are  usually  the  main  cause  of  loss  of  
productivity  in  the  process  industry. This section uses a 
straightforward architecture to detect, isolate and identify 
faults. 

One of the most important types of systems present in 
the process industry is workshop of SCIMAT clinker . A 
fault in a workshop of SCIMAT clinker may lead to a halt 
in production for long periods of time. Apart from these 
economic considerations faults may also have security 
implications. A fault in an actuator may endanger human 
lives, as in the case of a fault in an elevator’s emergency 
brakes or in the stems position control system of a nuclear 
power plant. The design and performance testing of fault 
diagnosis systems for industrial process often requires a 
simulation model since the actual system is not available 
to generate normal and faulty operational data needed for 
design and testing, due to the economic and security 
reasons that they would imply. 
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Figure  5  shows  a  view  and  the  schematics  of  a  
typical  industrial industrial process of manufacture of 
cement.  This installation belongs to cement factory of 
Ain-Touta (SCIMAT) ALGERIA.  This cement factory 
have a capacity of 2.500.000 t/an " Two furnaces " is made 
up of several units which determine the various phases of 
the manufacturing process of cement.  The workshop of 
cooking gathers two furnaces whose flow clinker is of 
1560 t/h.  The cement crushing includes two crushers of 
100t/h each one.  Forwarding of cement is carried out 
starting from two stations, for the trucks and another for 
the coaches. 

 

Fig 5. Workshop of SCIMAT clinker 

 3.1 Faults  

The workshop of SCIMAT clinker may be affected by a 
number of faults. These faults are grouped into four major 
categories: heating tower faults, Kiln Cycling faults, cooler 
balloons faults and gas burner faults. Here only abrupt or 
incipient faults are considered. 

This step has an objective of the identification of the 
dysfunctions which can influence the mission of the 
system. This analysis and recognition are largely 
facilitated using the structural and functional models of the 
installation.  For the analysis of the dysfunctions we 
adopted the method for the analysis of the dysfunctions we 
adopted the method of Failure Modes and Effects Analysis 
and their Criticality (FMEAC). 

While basing itself on the study carried out by [6], on 
the cooking workshop, we worked out an FMEAC by 
considering only the most critical modes of the failures 
(criticality >10), and for reasons of simplicity [46].  
Therefore we have a Neuro-fuzzy system of 27 inputs and 
11 outputs which were used to make a Prognosis of our 
system.  The rules which are created with the system are 
knowledge a priori, a priori the base of rule.  Each variable 

having an initial partition will be modified with the length 
of the phase of training (a number of sets fuzzy for each   
variable).  The reasoning for the diagnosis and prognosis is 
described in the form of fuzzy rules inside our Neuro-
fuzzy system. 

 
 

Table 4.1 faults description  

 
Fault Description Inceptient/

Abrupt 
F1 Chute de la jupe I/A 
F2 bourrage I/A 
F3 No break I/A 
F4 Transporateur à auget I/A 
F5 Presence anneaux I 
F6 Mauvaise homogénéisation I/A 
F7 Chute de croûtage I/A 
F8 Atteinte des briques réfractaires I 
F9 bourrage I/A 

F10 Moteur  ventilateur tirage I/A 
F11 Courroies ventilateur tirage I/A 

 
Our TNFS must have a number of inputs equal to the 

number of variables sensor signals providing the ability to 
extend the timing window used for this problem have 27 
inputs nodes comprised of 11 sensors signals at 4 
successive time points at steps of 10 minutes, resulting in a 
temporal window of 40 minutes for each sensor . 

The TNFS provides 14 outputs representing the 14 
possible classes (faults): 11 process faults, 3 sensor faults 
and normal state. 

 

 3.2 Training TNFS  

To train the  TNFS ,we used scenario for each of the 11 
possible faults. The process was simulated for 120 
minutes, with the faults starting to appear after 40 minutes 
of normal operation. So, we had 9 different positions of 
the temporal window (0-40 mins,10-50 mins, etc..), 
providing 342 input/output vector pairs for training. 

 
NEFDIAG(Neuro-Fuzzy Diagonsis) is a data 

processing program for interactive simulation. The 
NEFDIAG development was carried out within LAP 
(University of Batna), was primarily dedicated to the 
creation, the training, and the test of a Neuro-Fuzzy system 
for the classification of the breakdowns of a dedicated 
industrial process.  NEFDIAG models a fuzzy classifier Fr 
with a whole of classes C = {c1, c2...... cm}[45]. 
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NEFDIAG makes it’s training by a set of forms and 
each form will be affected (classified) using one of the 
preset classes.  Next NEFDIAG generates the fuzzy rules 
by: evaluating of the data, optimizing the rules via training 
and using the fuzzy subset parameters, and partitioned the 
data into forms «characteristic» and classified with 
parameters of the data.  NEFDIAG can be used to classify 
a new observation. The system can be represented in the 
form of fuzzy rules 

 
 

If    symptom1(t) is A1           Symptom2(t-2) is A2 
       Symptom3(t) is A3          Symptom N (t-1) is An  
Then the form (x1, x2, x3..., xn) belongs to class «fault i».   
 
For example A1 A2 A3 An are linguistic terms represented 
by fuzzy sets.  This characteristic will make it possible to 
complete the analyses on our data, and to use this 
knowledge to classify them.  The training phase of the 
networks of artificial Neuro-Fuzzy systems makes it 
possible to determine or modify the parameters of the 
network in order to adopt a desired behavior.  The stage of 
training is based on the decrease in the gradient of the 
average quadratic error made by network RNF[44]. 
 
 
 Figure 5. The diagnosis by NEFDIAG. 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6.  The diagnosis by NEFDIAG. 
 

The NEFDIAG system typically starts with a knowledge 
base comprised of a collection partial of the forms, and can 
refine it during the training. Alternatively NEFDIAG can 
start with an empty base of knowledge.  The user must 
define the initial number of the functions of membership 
for partitioning the data input fields.  And it is also 
necessary to specify the number K, which represents the 
maximum number of the neurons for the rules which will 
be created in the hidden layer.  The principal steps of the 
training algorithm.  

 
The data set used in this experiment contained 200 

samples.  Each data sample   consisted   of   27   features   
comprising   the   temperature   and   pressure 
measurements at various inlet and outlet points of the 
rotary kiln, as well as other important parameters as shown 
in Table 4.2.  The  heat  transfer  conditions  were 
classified  into  two  categories,  i.e.,  the  process  of  heat  
transfer  was  accomplished either efficiently or 
inefficiently.   

From the database, there were 101 data samples  
(50.18%)  that  showed  inefficient  heat  transfer  

condition,  whereas  99  data samples  (49.82%)  showed  
efficient  heat  transfer  condition  in  the  rotary kiln.    
The data  samples  were  equally  divided  into  three  
subsets  for  training,  prediction  and test. 

 

Table 4.2 input and output variables for the rule compiling 

 

 
Usually, the structure of TNFS is determined by trial-

and-error in advance for the reason that  it  is  difficult  to  
consider  the  balance  between  the  number  of  rules  and  
desired performance  [20].  In  this  study,  to  determine  
the  structure  of  TNFS,  first  we  convert numeric data 
into information granules by fuzzy clustering. The number 

Input 
var 

Description 

CO CO in the first combustion chamber 
Temp Temp in  the first combustion chamber 

O2 O2 in the second  combustion chamber 
RPM Rotary kiln rotating RPM 
Press Pressure in the  first combustion chamber 

output 
var 

Description 

ݎ݁݊ݎݑܤ∆  Chang in burner heating power. i.e.  
burner(t)=burner(t-1)+ ∆ݎ݁݊ݎݑܤ(t) 

 .Change in input air quantity ;  i.e ݎ݅ܣ∆
Air(t)=air(t-1)+∆ݎ݅ܣ(t) 

 Change in induced fan inducing power ݊ܽܨܦܫ∆
i.e. IDFan(t)=IDFan(t-1)+∆݊ܽܨܦܫ(t) 

Criterion of 
classification 

System 
Reorganizat

ion  

 Tempral Neuro-Fuzzy System 

C1 C2 C3 …      Cd    C r 

FMEAC 

Analysis phase 

Sensor Data  
(Entry Victor) 

 
Decision 
method 

 

 
exploitation 
Phase 

 
degradation faults reject 

breakdown 
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of clusters defines the number of fuzzy rules. By applying 
the fuzzy C-means clustering method [13,40] on the 
training data and checking the validity measure suggested 
in [13] it was identified that an adequate number of 
clusters is 4. Therefore 4 fuzzy rules were used for the 
basis for training and further refining. The clustering 
algorithm identified the following cluster centers for the 
presented data.  

IF y(t-2) is A1 AND y(t-1) is B1 AND y(t) is C1 THEN y(t+1) is D1  

IF y(t-2) is A2 AND y(t-1) is B2 AND y(t) is C2 THEN y(t+1) is D2  

IF y(t-2) is A3 AND y(t-1) is B3 AND y(t) is C3 THEN y(t+1) is D3  

IF y(t-2) is A4 AND y(t-1) is B4 AND y(t) is C4 THEN y(t+1) is D4  

Initial  fuzzy  terms  A1,  A2,  A3,  A4  were  created  
from  the  component  y(t-2)  of  the  cluster vectors 1, 2, 
3, and 4, respectively. Similarly, terms B1, B2, B3, B4 – 
from y(t-1), C1, C2, C3,  C4 – from y(t), and D1, D2, D3, 
D4 – from y(t+1). The terms A1, A2, ...,B1, B2, ..., C1, 
C2,...D1,  D2, ... are described linguistically.  

 Figure 7 and 8 show the response of the normal model 
output and  the  real  output  from  five  to  fifteen  minutes  
prediction horizon  and  figure 9  to  10  show  the  
response  of  the  fault  model  output  and  the  real  output  
from  three  to  seven minutes prediction horizon for test 
data.  

 
 
 
 
 
 
 
 
 
 
 

Fig. 7.  Normal model with 5 min prediction horizon 
 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8.  Normal model with 10 min prediction horizon 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9.  Normal model with 15 min prediction horizon 

 
 

 
 
 
 
 
 
 
 
 
Fig.10 . Failure model with 10 or 15 min prediction  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11.  Effect of incipient fault  F10 on the Rotary kiln rotating RPM  

 
 
 

4. Conclusion  

 
 The intelligent process operation aid system was 

developed to prevent the faults or errors in the  process of 
manufacture of cement.  This installation belongs to 
cement factory of Ain-Touta (SCIMAT) ALGERIA.   

In order to do this work, the rule based and temporal 
Neuro-fuzzy system was implemented. 
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This TNFS was used for identification, prediction and 
detection of the fault process in the cement rotary kiln, 
back end temperature was used as the process monitor of 
the various conditions. The special character of this 
variable is that it can show the normal and abnormal 
conditions inside the kiln. 

In spite of great importance of fuzzy neural networks 
for solving wide range of real-world problems, 
unfortunately, little progress has been made in their 
development. 

We have discussed recurrent neural networks with 
fuzzy weights and biases as adjustable parameters and 
internal feedback loops, which allows capturing dynamic 
response of a system without using external feedback 
through delays. In this case all the nodes are able to 
process linguistic information. 

As the main problem regarding fuzzy and recurrent 
fuzzy neural networks that limits their application range is 
the difficulty of proper adjustment of fuzzy weights and 
biases, we put an emphasize on the TNFS training 
algorithm. 
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Abstract 
Nowadays the data telecommunication security has been 
provided by most of well-known stream cipher algorithms which 
are already implemented in different secure protocols such as 
GSM, SSL, TLS, WEP, Bluetooth etc. These algorithms are A5/1, 
A5/2, E0 and RC4. On the other hand, these public algorithms 
already faced to serious security weakness such that they do not 
provide enough security of proportional plain data in front of 
cryptanalysis attacks. In this paper we proposed an efficient 
stream cipher algorithm which generates 23 random bits in each 
round of processing by parallel random number generator and 
115 bits of Initial Vector. This algorithm can implement in high 
speed communication link more than 100Mb/s and it has passed 
all of standard cryptographic tests successfully, also it can resist 
in front of well-known attacks such as algebraic and correlation. 
Keywords: Stream Ciphers, GSM, SSL, WEP, A5/1, A5/2, E0, 
data telecommunication, cryptanalysis attacks. 

1. Introduction 

Stream cipher algorithms are being used in a wide range of 
information processing applications. This kind of 
cryptography is symmetric encryption primitives which 
are widely applied for providing the confidentiality of 
different networks. Currently, the public communication 
security is supported by well-known secure protocols such 
as GSM, WEP, SSL, TLS, Bluetooth, etc. These protocols 
are supported by four stream cipher algorithms which are 
A5/x in GSM networks [1] , E0 in Bluetooth standard [2] 
and RC4 in SSL, TLS and WEP (802.11 wireless LAN 
standard) [3]. On the other hand, there are many practical 
attacks discovered on all mentioned encryption algorithms 
[4-6]. 
 
Stream ciphers are always faster than block ciphers but 
due to the nature of random number generators which have 
been used in well-known stream ciphers, there are 
confronting with many threatening problems that permits 
unauthorized persons to easily access on public privacy. 
On the other hand, it is impossible to have infinite state 
random number generator to generate a truly random 

sequence, since the finiteness forces the random sequence 
to be periodic. Therefore, the best that can do is using very 
long period sequences that called pseudo-random 
sequences. 
 
With consider that all of linear random number generators 
are not enough strong in front of algebraic and correlation 
attacks, it is necessary to notice that the linear part of 
algorithm should isolate from the output part of algorithm 
which generates key stream. However, some encryption 
algorithms are not implemented that part of algorithm like 
as A5/x, E0, RC4. Currently, the mentioned algorithms 
have tried to solve the linearity weaknesses by applying 
nonlinear clocking to those cryptosystems. As a result 
those algorithms cannot resist in front of algebraic and 
correlation attacks. It should notice that A5/1, A5/2 and E0 
do not completely protect the linear part of random 
generator which is threatening stream ciphers. 
 
Basically, stream ciphers should have one part as internal 
state and some of update function to update internal state 
for each round of process. The internal state, mostly 
initialized by secret key and initial vector (IV) key, then 
generates long key-stream, that known as a pseudo-
random sequence. The internal state must be located 
behind of output part of the algorithm that generates 
random sequence for plain data engagement. This 
consideration is an important subject that some of current 
stream ciphers do not follow.  The non-compliance with 
this rule causes to generate serious security problems for 
those stream ciphers which do not follow up like as A5/x, 
E0 and RC4 faced to. However, the Boolean functions in 
the output part of random generators must have good non 
linearity properties in order to resist in front of many 
cryptanalysis attacks such as algebraic, correlation and 
known IV attacks [7]. 
 

Another problem that the most of stream ciphers faced to 
is that each of them generates just one random bit in each 
round of process as the output stream of cryptosystem. 
This feature increases the risk of algebraic and 
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correlation attacks against those cryptosystems. In this 
paper, an efficient stream cipher algorithm designed in 
such a way that can generate 115 random bits in one 
round of process. This feature increases the resistance in 
front of Berlekamp-Massey, algebraic and correlation 
attacks. 
 
In this paper, three public stream ciphers algorithms 
(A5/1, A5/2 and E0) are explained briefly, then a new 
stream cipher algorithm has designed in two sections as 
Parallel Random Number Generator and Read Out 
Combiner Function. The designed algorithm can generate 
23 random bits in a round of processing, also it can resist 
in front of algebraic and correlation attacks. The designed 
algorithm can easily implement by software and 
hardware. This algorithm has passed successfully all of 
important cryptographic tests that mentioned in National 
Institute of Standards and Technology (NIST). 

2. Background 

Some of the most popular stream cipher algorithms which 
now cover more than 80% of the world of 
telecommunication and cyber space are A5/1, A5/2, E0 
and RC4. These algorithms are weak in front of different 
kinds of cryptanalysis attacks such as correlation and 
algebraic attacks and etc. In this section their structure of 
those algorithms which are working on the base of LFSRs 
briefly explained. 

2.1 A5/1 Stream Cipher Algorithm  

The A5/1 is one of the stream cipher algorithm that 
currently is using by the most countries around the world in 
order to ensure privacy of conversations on GSM mobile 
phones. The A5/1 consists of 3 shift registers named R1, R2 
and R3 with method of majority clocking as shown in 
Figure 1. The initialization of registers will be done by 64-
bit ܭ௖  and 22-bit frame number which these are first shifted 
into the left side of all 3 registers and XORed with the 
feedbacks.  Then A5/1 is clocked by using the majority 
clocking for 100 cycles to initial mix the bits.  Then, the 
next 114-bits of output from A5/1 is XORed with the plain-
text to encrypt/decrypt. 
 
There are several kinds of attacks are listed on A5/1 in 
section 1 in [8]. One of them is the method of Biryukov [9]. 
He found a known-key stream attack on A5/1 requiring 
about two second of the key stream and recovers Kc in a 
few minutes on a personal computer. The second one is the 
method of Barkan [8]. He proposed a cipher-text-only 
attack on A5/1 that can recover Kc by using only four 
frames of cipher text. 

 
 

 
 
 
 
 
 
 
 
 

Figure 1: The A5/1 stream cipher algorithm. 

Alex Biryukov, Adi Shamir and David Wagner presented 
that it is possible to find the A5/1 key in less than a second 
on a single PC, by analyzing the output of the A5/1 
algorithm in the first two minutes of the conversation [9]. 
It is because the output key stream generated by just linear 
function named XOR. 

 
In 2008, Timo Gendrulis and his team presented a guess-
and-determine attack on the A5/1 stream cipher by running 
on the special-purpose hardware device named 
COPACOBANA [10].  It reveals the internal state of the 
cipher in less than 6 hours on average needing only 64 bits 
of known key stream [11]. 

2.2 A5/2 Stream Cipher Algorithm 

The A5/2 is the 2nd stream cipher algorithm that currently 
support by GSM protocol in many countries. In 2006 Elad 
Barkan, Eli Biham and Nathan Keller demonstrated 
attacks against A5/1 and A5/2, that allow attackers to tap 
GSM mobile phone conversations and decrypt them either 
in real-time, or at any later time. The protocol weaknesses 
of GSM allow to recovery of the secret key. According to 
survey on the attacks against A5/2 stream cipher 
algorithm, it has been determined that exist linear relations 
among the output sequence bits and the vast majority of 
the unknown output bits can be reconstructed.  
Furthermore, some researcher have shown the time 
complexity of the attack is proportional to 2ଵ଻ [12]. While 
according on GSM declaration the complexity of A5/2 
should be 2଺ସ. 

 
In 2007 Ian Goldberg and David Wagner of the University 
of California at Berkeley published an analysis of the 
weaker A5/2 algorithm showing a work factor of 216, or 
approximately 10 milliseconds.  Elad Barkhan, Eli Biham 
and Nathan Keller of Technion, the Israel Institute of 
Technology, have presented a cipher-text-only attack 
against A5/2 that requires only a few dozen milliseconds 
of encrypted off-the-air traffic.  They also described new 
attacks against A5/1 and A5/3 [13]. 
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Figure 2: The A5/2 stream cipher algorithm. 

With point of comparison to the previous algorithms, the 
description of KASUMI is public and based on the block 
cipher MISTY. However, the A5/3 algorithm is so far 
believed to be stronger than A5/1 and A5/2 but an attack 
successfully has done by Biham [8]. He presented that the 
key could be found faster than exhaustive key search [1]. 

2.3 E0 Stream Cipher Algorithm 

Bluetooth protocol is an open standard for short-range 
digital radio. The goal of Bluetooth is to connect devices 
(PDAs, cell, phones, printers, faxes, etc.) together 
wirelessly in a small environment such as an office or 
home. The Bluetooth has three different encryption modes 
to support the confidentiality service as follows: 

 
Mode 1: No encryption is performed on any data. 
Mode 2: Broadcast traffic is not encrypted, but the 

individually addressed traffic is encrypted 
according to the individual link keys. 

Mode 3: All traffic is encrypted according to the master 
link key. 

 
Bluetooth is working on the base of E0 algorithm. Until 
now, there are many known attacks on the encryption 
scheme E0 are available that can threaten the security of 
Bluetooth. The most well-known of them are algebraic 
attacks [14] and correlation attacks [15-16]. 
 
E0 generates a bit using four shift registers with differing 
lengths (25, 31, 33, 39 bits). The Figure 3 shows the 
involved algorithm use in the Bluetooth standard. 
 
However, in E0 like A5/1 and A5/2, the last function that 
generates key stream is simple XOR. Due to the linear 
properties of XOR, the output key stream has linear 
relation with its inputs that it may threaten the whole of 
algorithm. 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 3: The encryption algorithm used in Bluetooth. 

3. New Stream Cipher Algorithm 

One of the important parameter that A5/1, A5/2 and E0 
suffering from is using from XOR at the last section of 
algorithm to generate key stream. This method of random 
bit generation has caused that those algorithm faced to big 
security problems. In this paper, a new algorithm has 
designed in such a way that key stream can resist in front 
of correlation and algebraic attacks. 

3.1 Parallel Random Number Generator 

Linear feedback shift registers (LFSRs) are very applicable 
in parallel random number generators.  Due to the 
simplicity of implementing the LFSRs in structure of 
hardware and software, LFSRs are use in many of random 
number generators. LFSRs can generate different 
sequences with good statistical properties and large length 
of period.  With notice that, the equation of polynomial 
feedback plays very important role in LFSRs. If the 
feedback polynomial equation is primitive, it is means that 
an LFSR with length ݊  can generate maximal length of 
sequence equal to  2௡ െ 1. Furthermore, due to feature of 
output linearity stream, the output sequences of LFSR are 
easily expectable and if the designers want to trap more 
than one stream as outputs of sequence, each bit is exactly 
equal to others bits with time delay (maximum delay is 
length of LFSR-bit or n). This problem is threatening the 
system from different viewpoint especially from 
correlation attack. In this paper, one model of LFSR has 
designed in such a way that can solve this big problem; 
hence it is important in cryptography.  
 
Designing a parallel random number generator (PRNG) by 
using one LFSR has the feature that one can construct a 
linear sequential system which is correctly initialized and 
for each clock cycle generates different consecutive stream 
of the sequences, while the normal LFSR would generate 
just one stream sequence. In fact, each bit-output of the 
finite state machine can be XORed together to form the 
key-stream output. 
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LFSRs are defined by characteristic polynomials which 
determine all properties of the sequences produced by an 
LFSR. Parallel Random Number Generators (PRNGs) are 
defined by very specific polynomials. The most properties 
of this kind of generators are that those have been used in 
practice and at large scale of encryption in symmetric 
cryptography. The estimation of the number of primitive 
polynomials in PRNGs related to LFSRs can be calculated 
from Eq. (1), where v is the number of sub-registers. 

 

ܲሺݔሻ ൌ
ଶభశమቔ

೙
ೡቓ.ఝሺଶ೙ିଵሻ

௡.ଶ೙          (1) 

 
This class of primitive polynomials is very strong 
properties on the parallel implementation of an LFSR. The 
basic idea of a parallel generator consists in generating the 
sub-sequences of a given sequence in parallel. However, 
this is a basic technique for taking advantage of parallel 
computer. 

 
Let ܵ ൌ ሺܵ଴, ଵܵ, ܵଶ, … ሻ  be an unlimited binary sequence 
with period  ܶ, thus ௝ܵ א ሼ0,1ሽ and ௝ܵା் ൌ ௝ܵ or all  ݆ ൒ 0. 
For a given integer d, a v-decimation of S is the set of sub-
sequences defined in Eq. (2). 

 
ܵ௩

௜ ൌ ൫ ௜ܵ, ௜ܵା௩, ௜ܵାଶ௩, … , ௜ܵା௝௩, … ൯                                 (2) 
 

where ݅ א ሼ0, ݀ െ 1ሽ and  ݆ ൌ 0,1,2, …. Consequently, the 
sequence ܵ is completely described by the sub-sequences 
as follows: 

 
ܵ௩

଴ ൌ ሺܵ଴, ܵ௩, … ሻ 
ܵ௩

ଵ ൌ ሺ ଵܵ, ܵ௩ାଵ, … ሻ 
ܵ௩

ଶ ൌ ሺܵଶ, ܵ௩ାଶ, … ሻ 
             

ܵ௩
௩ିଶ ൌ ሺܵ௩ିଶ, ܵଶ௩ିଶ, … ሻ 

ܵ௩
௩ିଵ ൌ ሺܵ௩ିଵ, ܵଶ௩ିଵ, … ሻ 

 
Usually the strong random generators are structured by 
combining of more than one LFSR which are working 
together with different methods to provide non-linearity in 
output stream. This paper do not follows the classical 
methods of generation such as ݊-sequences that explained 
by Colomb. Mostly, the classical methods for generating 
݊-sequences is using a primitive polynomial to select those 
taps of an ݊-cell shift register which, if their contents are 
added modulo 2 and the summation used as input to the 
shift register, will result in a cycle length of 2௡ െ 1 steps. 
In this paper, the special combination of LFSR has 
designed in such a way that each output traps are not equal 
to others outputs. With consider that, this paper need 115 
separated random sequences with maximum period of 
length which should be isolated from each others. This 
paper designed a LFSR in such a way that can provide 115 
separated random stream sequences. On the other hand, 

the speed of processing is important parameters that it is 
possible to implement designed PRNG by software and 
hardware to obtain suitable speed of processing.  In this 
regard, the Eq. (3) initially designed as a primitive 
candidate polynomial equation that can be satisfied the 
form of Eq. (4). 

 
ܲሺݔሻ ൌ x257+x254+x251+x249+x244+x243+x242+x238+ 

x237+x233+x232+x230+x228+x226+x225+x221+x220+ 
x218+x216+x214+x213+x209+x208+x204+x203+x202+ 
x197+x195+x192+x190+x187+x185+x180+x179+x178+ 
x174+x173+x169+x168+x166+x164+x162+x161+x157+ 
x156+x154+x152+x150+x149+x145+x144+x140+x139+ 
x138+x133+x131+x128+x126+x123+x121+x116+x115+ 
x114+x110+x109+x105+x104+x102+x100+x98+x97+ 
x93+x92+x90+x88+x86+x85+x81+x80+x76+x75+x74+ 
x69+x67+x64+x62+x59+x57+x52+x51+x50+x46+x45+ 
x41+x40+x38+x36+x34+x33+x29+x28+x26+x24+x22+ 
x21+x17+x16+x12+x11+x10+x5+x3+1      (3) 
 

According to the output of parallel random number 
generator by LFSRs which should be on the base of Eq. 
(4), after analyzing the Eq. (3), we find that it is equal to 
Eq. (5). So, both of equation are equal to each other from 
period of length and sequence bit-randomness point of 
view. 

 
ܲሺݔሻ ൌ ௡ݔ  ൅ ሺݔ௠ ൅ 1ሻ௞ כ ሺݔ௝ ൅ 1ሻ௟ כ ሺݔ௜ ൅ 1ሻ௬   
    ;     ൫ሺ݉ כ ݇ሻ ൅ ሺ݆ כ ݈ሻ ൅ ሺ݅ כ ሻ൯ݕ ൏ ݊        (4) 
 
ܲሺݔሻ ൌ ଶହ଻ݔ ൅ ሺݔଶ ൅ 1ሻଵ଴଴ሺݔଷ ൅ 1ሻଵଷሺݔହ ൅ 1ሻଷ           (5) 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Diagram of Parallel Random Number Generator. 

On the other hand, we need 23 random bit-streams that 
should be isolated from each other as the output of PRNG. 
The Eq. (5) has potential of parallel random bit-stream 
generation and it can generate 116 isolated bit-stream 
sequences. The period length of each sequence is equal 
to   2ଶହ଻ െ 1 . It is because the characteristic polynomial 
equation of diagram that has shown in Figure 4 is 
primitive. In this regard, we have simulated Eq. (5) in 
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Figure 4. In fact, the diagram that shown in Figure 4 is 
equal to Eq. (5) or Eq. (3). Therefore, we can select just 
115 traps as bit-stream output from Figure 4. However, it 
is advisable to implement a multiplexor for sequence 
selection to increase the nonlinearity of each stream. 
Finally, each sequence can be selected according to Eq. (6) 
as follows: 
 
ܵ௩

ோ೔ ൌ ൫ܵ௩
ோ೔, ܵ௩ାଵ

ோ೔ , … ൯    ;   1 ൑ ݅ ൑ 31   ;   1 ൒ ݒ ൒ 3 

ܵ௪
ோೕ ൌ ቀܵ௪

ோೕ, ܵ௪ାଵ
ோೕ , … ቁ ;   1 ൑ ݆ ൑ 23   ;   1 ൒ ݓ ൒ 5 

ܵ௨
ோೖ ൌ ൫ܵ௨

ோೖ, ܵ௨ାଵ
ோೖ , … ൯  ;   1 ൑ ݇ ൑ 5    ;   1 ൒ ݑ ൒ 7   (6) 

 
It is important to notice that if someone wants to 
implement one multiplexer to increase the degree of 
nonlinearity of stream sequence. It should apply on 
parameters of i, j, k in Eq. (6). 

3.2 Read Out Combiner Function 

The read out combiner as an important part of algorithm, 
plays very critical role in front of different kinds of 
attacks. This part is first part of algorithm that located in 
front of cryptanalyst. This part of algorithm designed in 
such a way that can resist in faced to strong methods of 
attacking such as correlation and algebraic attacks. 
 
The first step is designing the truth table of read out 
combiner function. The truth table should be designed in 
such a way that can satisfy all of features related to 
cryptography point of view such balanced-ness, correlation 
immunity, algebraic degree and non-linearity. The truth 
table of this part of algorithm has shown in Appendix as 
Table 1 and the proportional Boolean function Eq. (7) is as 
follows: 
 
݂ሺݔሻ ൌ തܧഥܦҧܥതܤҧܣ ൅ ܧഥܦҧܥതܤҧܣ ൅ ܧܦҧܥതܤҧܣ ൅ ܧഥܦܥതܤҧܣ ൅ 

തܧܦҧܥܤҧܣ   ൅ ܧܦҧܥܤҧܣ ൅ തܧഥܦܥܤҧܣ ൅ ܧܦܥܤҧܣ ൅ 
തܧഥܦҧܥതܤܣ   ൅ തܧܦҧܥതܤܣ ൅ ܧഥܦܥതܤܣ ൅ തܧܦܥതܤܣ ൅ 
ܧܦҧܥܤܣ   ൅ തܧഥܦܥܤܣ ൅ ܧഥܦܥܤܣ ൅  ത         (7)ܧܦܧܤܣ

 
After designing the truth table as an output of Boolean 
function, the characteristic of designed table has simplified 
as an equation that has shown in Eq. (8). 
 
݂ሺݔሻ ൌ ഥܦҧܥതܤҧܣ ൅ ܥሺܧതܤҧܣ ْ ሻܦ ൅ ܦҧܥܤҧܣ ൅ 

ܦ൫ܥܤҧܣ  ْ തതതതതതതതത൯ܧ ൅ തܧҧܥതܤܣ ൅ ܦሺܥܣ ْ ሻܧ ൅ 
ܧܦҧܥܤܣ ൅  ത        (8)ܧഥܦܥܤܣ 

 
It should be notice that in this paper, the read out combiner 
consists of 23 functions that all of them are same together 
but all of their inputs are different from each others.  Each 
function has five separate inputs from PRNG. Therefore, 
115-bits stream from PNRG after XOR with Initial Vector 
(IV), feed to functions of read out combiner to generate 23 

bits as output of algorithm. So, each bit of key stream 
output is simplifies as Eq. (8). 
 
For convenient explanation of Eq. (8), the Figure 5 shows 
the Eq. (8) as function box with totally 115-bits. In fact, 
the functionality of Figure 5 is exactly Eq. (8). Therefore, 
the functionality of ݂ሺݔሻ  is a function with 5 input 
variables and 1-bit output that operates instead of Eq. (8). 
The important statistical cryptography tests have applied 
on   ݂ሺݔሻ. 
 
 
 
 
 
 
 
 
 
 

Figure 5: Read-Out Combiner Function. 

3.2.1 Balance Check 

With consider that, a binary sequence is called balanced if 
its truth table has the same number of 1’s and 0’s. 
According to Table 1 in Appendix, the function of ݂ሺݔሻ is 
balanced as shown in Eq. (8). The balanced-ness of a 
Boolean function is a significant cryptography property in 
the manner that the output of function should not leak any 
statistical information related to the crypto system. 

3.2.2 Nonlinearity Check 

Both non-linear and linear functions are significance for 
block and stream ciphers. Non-linear functions are usually 
used to achieve confusion, while linear functions are 
employed to achieve diffusion. Non-linear functions are 
useful in protecting a cipher system from a differential 
cryptanalysis, and determining the key by solving 
equations and so on. The non-linearity is the number of 
bits which must change in the truth table of a Boolean 
function to reach the closest affine function. 

 
There are different kinds of nonlinearity measurement 
methods available. In this paper, the non-linearity of Eq. 
(8) has calculated from affine function and Walsh 
spectrum. Therefore, the non-linearity of the Eq. (8) with 
5-variable Boolean function ௙ܰ calculated as follows:  

 

௙ܰ ൌ 2௡ିଵ െ
1
2

ܽ   ,  ห߱௙ሺܽሻหݔܽ݉ א ሼ0,1,2, … 2௡ିଵሽ 

௙ܹ ൌ 16,4,4,4, െ4,4, െ4,0,0,0,4,0,0,4,0,0, െ4,4,4, 
0,0, െ4,4,4,0, െ4,0,0,0,0, െ4,0 
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௙ܰ ൑ 2௡ିଵ െ 2  
೙
మ

ିଵ ฺ  ௙ܰ ൌ 12       (9) 
 

The higher non-linearity in Boolean function means, that 
the designed function can protecting the cipher system in 
faced to some methods of attacks particularly algebraic 
attack. With consider that the non-linearity of designed 
function Eq. (8) that has shows as the read out combiner 
function in Figure 5, has calculated by Eq. (9). Also the 
maximum degree for five variables should be equal to 12, 
it is means that the designed function can protect the 
cipher system from two serious attacks such as correlation 
and algebraic. Currently well-known stream cipher 
algorithms are suffering from these kinds of attacks. 

3.2.3 Correlation Immunity Check 

Cryptographers care about correlation immunity because 
its absence in Boolean functions which are used in a 
cryptosystem can allow effective attacks on the system.  
According to the test result of designed function from 
probability point of view, the result for all of variables is 

equal to 
ଵ

ଶ
.  Therefore the designed function is correlation 

immune. 
 

ሻܣሺܫܥ ൌ
1
2

ሻܤሺܫܥ       ,   ൌ
1
2

ሻܥሺܫܥ       ,   ൌ
1
2

  ,   

ሻܦሺܫܥ ൌ
1
2

ሻܧሺܫܥ       ,   ൌ
1
2

                                           ሺ10ሻ 

 
As it has shown in Eq. (10), which have derived from 
Table 1 (in Appendix), the result check of correlation 
immunity is excellent for designed function. On the other 
hand, from correlation calculations point of view, we have 
calculated all of possibility of designed function.  All of 
results are equal to zero. It is because the correlation 
coefficients have boundaries of -1 and +1. A value of +1 
indicates perfect positive linear relationship between two 
sequences, while -1 is a perfect negative linear relationship 
between them. A value of zero indicates no correlation 
between input variables or independent. In designed 
function, the correlations for five variables are excellent. 
Therefore highly non-linear balanced Boolean function 
with an excellent Correlation-Immunity is enough strong 
in faced to correlation attack. 

3.2.4 Algebraic Degree Check 

The algebraic degree is one of the nonlinearity measures of 
Boolean function. The Boolean functions with small 
algebraic degree are in general considered to be less 
suitable for cryptographic applications than those with 
higher degree. However there are large classes of 
cryptographically strong Boolean functions with small 
algebraic degree such as quadratic bent functions. It is 

important that almost every balanced Boolean function has 
maximal or almost maximal algebraic degree.  

 
The algebraic degree of Eq. (8) is equal to 4 which is the 
maximum level for 5 variables. Therefore, each output 
random bit of this function can successfully resist in faced 
to algebraic attack and Berlekamp-Massey attacks. 

4. Practical Statistical Tests 

According to National Institute of Standards and 
Technology (NIST), all important cryptography tests 
(Frequency test, Serial test, Run, Long Run test, Poker 
test, Auto-Correlation test, Maurer’s Universal Test) have 
applied on designed stream cipher algorithm. All of tests 
passed successfully. 

5. Conclusion 

In this paper we introduce some weaknesses of well-
known stream cipher algorithms in current industrial world 
which are threatening public interests in different cyber 
space networks. According to many sources and serious 
security weaknesses in well-known stream cipher 
algorithms which are already implemented in GSM, SSL, 
TLS, WEP, Bluetooth and so on, it is strongly advise not 
to rely on E0, A5/x and RC4 in field of data security 
communication. 

 
Furthermore, an efficient designed stream cipher algorithm 
can be implemented in GSM, WEP, SSL, TLS and 
Bluetooth protocols. The new algorithm has designed base 
on parallel random number generator with the high speed 
of processing which can be implemented in high speed 
data/voice link of communication  and it can resist in front 
of different kinds of attacks such as correlation and 
algebraic.  

 
The designed algorithm has passed all of cryptographic 
tests in NIST standard successfully. The designed new 
algorithm can support the encryption/decryption with rate 
of 100 MB/s. The key variety of designed algorithm is 
equal to 2ଶହ଻ and the length key of IV is equal to 2ଵଵହ.  It 
can be implemented easily by hardware and software. 
 
This paper designed a new stream cipher algorithm with 
key variety of 2ଶହ଻ and 115-bit IV that is more secure than 
other public one from speed of processing and others 
viewpoint of security. 
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Appendix 

Table 1: Truth table of Nonlinear Function 

Input variety Output 
00000 1 
00001 1 
00010 0 
00011 1 
00100 0 
00101 1 
00110 0 
00111 0 
01000 0 
01001 0 
01010 1 
01011 1 
01100 1 
01101 0 
01110 0 
01111 1 
10000 1 
10001 0 
10010 1 
10011 0 
10100 0 
10101 1 
10110 1 
10111 0 
11000 0 
11001 0 
11010 0 
11011 1 
11100 1 
11101 1 
11110 1 
11111 0 
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Abstract 
This paper describes the effect of inserting a rectangular shape 
defected ground structure (DGS) into the ground plane of the 
conventional rectangular microstrip patch antenna (CRMPA). 
The performances of the CRMPA are characterized by varying 
the dimensions of the rectangular slot (RS-DGS) and also by 
locating the RS-DGS at specific position. Simulation results have 
verified that the CRMPA including RS- DGS had improved the 
CRMPA without RS-DGS. The return loss (RL) enhances 
approximately of 100 %, and gain improvement of 0.8 dB. 
Keywords: Conventional Rectangular Microstrip Patch 
Antenna (CRMPA), Rectangular Slot Defected Groud Structure  
(RS-DGS, Return Loss (RL), Gain, Radiation pattern. 

1. Introduction 

Recently, there has been a growing demand of microwave, 
and wireless communication systems in various 
applications resulting in an interest to improve antenna 
performances. Modern communication systems and 
instruments such as Wireless local area networks (WLAN), 
mobile handsets require lightweight, small size and low 
cost. The selection of microstrip antenna technology can 
fulfill these requirements [1]. WLAN in the 2.4 GHz band 
(2.4-2.483 GHz) has made rapid progress and several 
IEEE standards are available namely 802.11a, b, g and j 
[1]. Various design techniques using defected ground 
structure (DGS) in the patch antenna have been suggested 
in previous publications [2-4]. DGS is realized by etching 
a defect in the ground plane of planar circuits and 
antennas. This defect disturbs the shield current 
distribution in the ground plane and modifies a 
transmission line such as line capacitance and inductance 
characteristics [5]. Accordingly, a DGS is able to provide 
a wide band-stop characteristic in some frequency bands 
with a reduced number of unit cells. Due to their excellent 
pass and rejection frequency band characteristics [5], DGS 

circuits are widely used in various active and passive 
microwave and millimeter-wave devices [6].  
 
The purpose of this work is to enhance conventional 
rectangular microstrip patch antenna (CRMPA) 
performances operating at 2.4 GHz frequency band for 
WLAN applications using Rectangular Slot (RS) in the 
ground plane named RS-DGS. Configurations using RS-
DGS located at different positions in the bottom of the 
substrate are considered and assessment of the new 
rectangular microstrip patch antennas performances 
achieved. 

2. Antenna Design  

A CRMPA is designed on a dielectric layer 
RO4003C substrate which has a relative permittivity   and 
thickness of 1.524 mm. As shown in Figure 2.a, the patch 
antenna has a length (L) of 30 mm and a width (w) of 21 
mm and its resonant frequency is 2.40 GHz. The resonant 
frequency, also called the center frequency, is selected as 
the one at which the return loss is minimum. An etched 
RS-DGS with different length values and a fixed width 
(3.5 mm) is then inserted into the ground plane of the 
original CRMPA shown in figure 1 (Ant.1) at different 
positions as shown in figure 2.a (Ant.2), figure 2.b (Ant.3) 
and figure 2.c (Ant.4).  

 
In Figure 2, the RS-DGS is drawn with dash lines to 

indicate that it is located on the bottom of the substrate. 
Except the insertion of a rectangular shape slot to the 
ground plane, no other modification has been performed to 
the antenna patch and the feeding system. 
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Fig. 1 Conventional Rectangular microstrip patch antenna (Ant. 1) 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The design and simulation are carried out over four 

RMPA types; CRMPA and the new modified model 
antenna by including RS-DGS located at different 
positions as shown in Figure 2a (Ant. 1), Figure 2b (Ant. 
2), Figure 2c (Ant. 3) and, Figure 2d (Ant. 4). The 
simulations are carried out with IE3D from Zeland 
software which is based on the method of moments. The 
software is available in the microwave laboratory of UCL 
–Belgium. 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Rectangular microstrip patch antenna with rectangular slot  
(a) RS_DGS_1 (Ant. 2), (b) RS-DGS_2  (Ant. 3) and (c) RS-DGS_3 (Ant. 

4) 

 
With a specific resonant frequency (f0) and a 

characteristic impedance (Zc), the width (W), length (L) 
and the Feeding position of CRMSA are expressed as 
follows  [7-8] :   
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Rin, Le and ∆L are, respectively, the input impedance, 

the effective and the extended lengths. 

3. Results and discussion  

Figure 3 shows the simulation result of the return loss 
(RL) of the CRMPA and the structures with inserted RS-
DGS at different positions. This figure shows return losses 
of -15.72 dB, -14.99 dB, -26.92 dB and −31.87 dB at the 
resonant frequency of 2.4 GHz for respectively the 
CRMPA, Ant.2, Ant.3 and Ant. 4. 
The simulation carried out with the structure with an RS-
DGS implemented in the antenna (Ant.2) shows no 
significant difference as compared to the CRMPA except a 
slight shift up of the resonant frequency as illustrated in 
Figure 3. However, significant improvements are 
performed when the RS-DGS is implemented as shown in 
Figure 2.b (Ant. 3) and Figure 2.c (Ant. 4).  
 
 
 
 

 
 

Fig. 3 Return Loss of the CRMPA and the antennas with RS-DGS 

Another parameter, namely the gain, is also simulated and 
the results illustrated in Figure 4. This figure shows a gain 

of 5.1 dB for the CRMPA and the insertion of RS-DGS’s 
produces a gain of 5.9 dB for both Ant. 3 and Ant. 4 that 
is an improvement of 0.8 dB with respect to the antenna 
without RS-DGS. The gain enhancement justifies the 
impedance matching of the RL which makes in evidence 
an enhancement of the antenna efficiency. 
Afterward, radiation patterns of the CRMPA in the E and 
H plane for both with and without RS-DGS are shown in 
Figure 5 and Figure 6 respectively. The CRMPA radiation 
patterns are simulated at a frequency of 2.4 GHz. It is 
observed from these figures that the antennas with RS-
DGS have slightly higher lobe level due to the existence of 
the etched structure in the ground plane acting as a slot 
antenna resulting in a field distribution. 
 
 
 
 

 
 
 
 
 

Fig.4  Gains of the CRMPA and the antennas with RS-DGS 

 

 

 

 

 

 

 

 

Fig. 5 E-plane radiation patterns of the CRMPA and                                                 
the antennas with RS-DGS 
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Fig. 6 H-plane radiation patterns of the CRMPA and                                             
the antennas with RS-DGS. 

Table 1 summarizes the obtained simulation features of 
the designed antennas. 

Table 1: The obtained simulations features  
 

 

4. Conclusions 

A simple technique to improve conventional rectangular 
microstrip patch antenna (CRMPA) characteristics by 
adding an etched rectangular slot in the ground plane (RS-
DGS) is presented in this paper. Simulation results have 
shown that inserting RS-DGS improves the antenna 
performances. For the considered CRMPA, the results 
show a 100 % enhancement of the return loss and a 0.8 dB 
improvement of the gain for the configurations named Ant. 
3 and Ant. 4. A further work focusing on the effect of the 
RS-DGS position and parameters is essential to end up 
with an antenna configuration with optimal performances. 

Moreover, an investigation of various shapes of DGSs is 
also planned. 
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Antennas 
types 

Resonance 
Freq. 
[GHz] 

Material 
RL 

[dB] 
Gain 
[dB] 

Ant. 1 : 
CRMPA  

2.4 

RO4003C 
3.4r  

H=1.524 mm 

-15.72 5.1 

Ant. 3 : 
CRMPA 
with RS-

DGS 

2.4 

RO4003C 
3.4r  

H=1.524 mm 

-26.92 5.9 

Ant. 4 : 
CRMPA 
with RS-

DGS 

2.4 

RO4003C 
3.4r  

H=1.524 mm 

-31.87 5.9 
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Abstract 
The increasing complexity of software engineering requires 
effective methods and tools to support requirements analysts’ 
activities. While much of a company’s knowledge can be found 
in text repositories, current content management systems have 
limited capabilities for structuring and interpreting documents. In 
this context, we propose a tool for transforming text documents 
describing users’ requirements to an UML model. The presented 
tool uses Natural Language Processing (NLP) and semantic rules 
to generate an UML class diagram. The main contribution of our 
tool is to provide assistance to designers facilitating the transition 
from a textual description of user requirements to their UML 
diagrams based on GATE (General Architecture of Text) by 
formulating necessary rules that generate new semantic 
annotations. 
Keywords: annotation, class diagram, GATE, requirements, 
semantic techniques, software engineering, UML model.  

1. Introduction 

Increasing complexity of IS (information systems) and 
their quickly development prompted an increased interest 
in their study, in order to evaluate their performance in 
response to users' expectations.  There is much and 
growing interest in software systems that can adapt to 
changes in their environment or their requirements in 
order to continue to fulfill their tasks.  In fact, 
requirements specification is a fundamental activity in all 
process of software engineering. Many Researches [5] 
notice that many system failures can be attributed to a lack 
of clear and specific information requirements.  
Knowledge requirements are formally defined and 
transferred from some knowledge source to a computer 
program. It has been argued that requirements study and 

knowledge acquisition are almost identical processes. 
Analysts can use several techniques necessary to extract 
relevant knowledge for software engineering. These 
knowledge define system expectations in terms of mission 
objectives environment, constraints, and measures of 
effectiveness and suitability. Thus, we need platforms and 
tools that enable the automation of activities involved in 
various life cycle phases of software engineering. These 
tools are very useful to extract functional and non-
functional requirements from textual descriptions in order 
to develop graphic models of application screens, which 
will assist end-users to visualize how an application will 
look like after development. The aim of the work 
presented in this paper is to develop a tool that transforms 
a textual description to an UML class diagram. Our tool 
takes as input text data that represent textual user 
requirements descriptions. First, it identifies named 
entities (i.e., classes, properties and relationships between 
classes) and second it classifies them in a structured XML 
file.  
The paper is organized into five sections. Section 2 
reviews some related works. Section3 gives an overview 
of GATE API. Section 4 discusses our system and the 
final section presents a conclusion. 

2. Related works  

In the last years several efforts have been devoted by 
researchers in the Requirements Engineering community 
to the development of methodologies for supporting 
designers during requirements elicitation, modeling, and 
analysis. 
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However, these methodologies often lack tool support to 
facilitate their application in practice and encourage 
companies to adopt them. 
The present work is in the context of engineering models 
such as MDA (Model Driven Architecture) which is a 
process based on the transformation of models: model to 
model, code to model, model to code, etc. It presents an 
experience in the application of requirements 
specifications expressed in natural language into 
structured specifications. 
The proposed application having an input text data that 
represent user requirements identifies named entities 
(entities, properties and relationships between entities ....) 
to classify them in a structured XML file. Several 
researchers have tried to automate the generation of an 
UML diagram from a natural language specification. 
Kaiya et al. [8] proposed a requirements analysis method 
which based on domain ontologies. However, this work 
does not support natural language processing, it allows the 
detection of incompleteness and inconsistency in 
requirements specifications, measurement of the value of 
the document, and prediction of requirements changes.  
In [2] Christiansen et al. developed a system to transform 
use case diagram to class diagram Defnite Clause 
Grammars extended with Constraint Handling Rules. The 
grammar captures information about static world (classes 
and their relations) and subsequently the system generates 
the adequate class diagram. This work is very interesting 
but the problem that organization’s requirements are not 
always modeled as use case diagram. 
The work in [10] implemented a system named 
GeNLangUML (Generating Natural Language from 
UML) which generates English specifications from class 
diagrams. The authors translate UML version 1.5 class 
diagrams into natural language. This work was considered 
by most developers as an efficient solution for reducing 
the number of errors and verification and an early 
validation of the system but we need for all time to 
generate UML diagram from natural language. The system 
process is as follows: 
 Grammatical labeling based on a dictionary wordnet to 

disambiguate the lexical structure of UML concepts. 
 Sentences generation from the specification by 

checking attributes, operations and associations with 
reference to a grammar defining extraction rules. 

 Checking if the generated sentences are semantically 
correct. 

 Generating a structured document containing the 
natural specification of a natural class diagram. 

 
Hermida et al. [7] proposed a method which adapts UML 
class diagrams to build domain ontologies. They describe 
the process and the functionalities of the tool that they 
have developed for supporting this process. The authors 

have chosen a use case in the pharmacotherapeutic 
domain. The authors present a good approach however it 
is specific to a well defined area (pharmacotherapeutic). 
In [6] authors proposed a tool NT2OD which derives an 
initial object diagram from textual use case descriptions 
using natural language processing (NLP) and ontology 
learning techniques. NT2OD consists of creating a parse 
tree for the sentence, identifying objects and relations and 
generating the object diagram. 
In our work we propose a CASE tool (Computer-aided 
software engineering). We extract information from users’ 
requirements to generate class diagram taking in account 
existing approaches. We propose a design tool which 
extracts UML concepts and generate UML class diagram 
according to different concepts (class, association, 
attribute). The idea is to use GATE API1 and we extended 
it by new JAPE rules to extract semantic information from 
user requirements.   
 

3. GATE overview 

 
GATE “General Architecture for Text Engineering” is 
developed by the Natural Language Processing Research 
Group 2  at the University of Sheffield 3 . GATE is a 
framework and graphical development environment, 
which enables users to develop and deploy language 
engineering components and resources in a robust fashion 
[4]. GATE contains different modules to process text 
documents. GATE supports a variety of formats (doc, pdf, 
xml, html, rtf, email…) and multilingual data processing 
using Unicode as its default text encoding. 
In the present work we use the information extraction tool 
ANNIE plugin (A Nearly-New IE system) (Fig. 1). It 
contains Tokeniser, Gazetteer (system of lexicons), Pos 
Tagger, Sentence Splitter, Named Entity Transducer, and 
OrthoMatcher. 
- Tokeniser: this component identifies various symbols in 

text documents (punctuation, numbers, symbols and 
different types). It applies basic rules to input text to 
identify textual objects. 

- Gazetteer:  gazetteer component creates annotation to 
offer information about entities (persons, 
organizations…) using lookup lists. 

- POS Tagger: this component produces a tag to each 
word or symbol. 

- Sentence splitter: sentence splitter identifies and 
annotates the beginning and the end of each sentence. 

                                                           
1 http://gate.ac.uk/ 
2 http://nlp.shef.ac.uk/ 
3 http://www.shef.ac.uk/ 
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- Named Entity Transducer: the NE transducer applies 
JAPE rules to input text to generate new annotations [1]. 

 

 
 

Fig. 1  ANNIE components in GATE. 
 

 

 
4. System description 
 
Our system is a document analysis and annotation 
framework that uses efficient methods and tools adopted 
from markup domain. The approach discriminates between 
domains of the annotation process and hence allows an 
easy adaptation to different applications.   
In fact, it uses GATE API and especially the following 
components: sentence splitter, pos tagger, gazetteer, 
named entity transducer. The entity recognition is the most 
interesting task for this reason we extended ANNIE tool 
with additional rules and additional lists to enhance 
entities’ extraction. The following figure (fig. 2) describes 
the process we have proposed for the extraction UML 
concepts in order to generate an UML class diagram. 
 
 
 

 
 

Fig. 2. System architecture. 

 
 

4.1 Morphological analysis 

The first phase of our system consists in 
morphosyntactic analysis of users’ requirements. The tool 
parses an input document according to a predefined 
grammar. The produced parse tree consists of structures 
such as paragraph, sentence, and token. In this step we use 
sentence splitter and Tokeniser component to extract 
sentences and basic linguistic entities. Then, we used Pos 
Tagger to associate with each word (token) grammatical 
category and to distinguish the morphology of various 
entities. For example below, the tagger identifies a verb 
(i.e., passe), two nouns (i.e., client, commande), an, and 
two prepositions (i.e., le, une ).  

 
 
Le (PRP) client (NN) passe (VB) une (PRP) commande 

(NN). 
 
 
 

4.2 Semantic Extraction of UML concepts  

The second phase is extraction of UML concepts. The 
system is based in the results generated by 
morphosyntactic analysis stage and uses the Named Entity 
Transducer component to perform the operation for 
extracting named entities (classes, attributes and 
associations) referring to new JAPE rules and Gazetteer 
lists. 
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JAPE rule (Java Annotation Patterns Engine) a variant 
adapted to the Java programming language consists in files 
containing a set of rules [3]. Gazetteer lists are lookup lists 
with one entry per line containing names of people large 
organizations, months of the year, days of the week, 
numbers, etc [10]. 
In class diagram usually have the following format: 
 

Noun+verb+Noun 
 

The example below demonstrates two classes (le client, 
une commande), and an association (passe). 
 
 
 

 
 
 
 
Figure 3 (fig. 3) describes a Jape rule called "Class" 
allowing the recognition of classes running a well-defined 
set of instructions. The actual treatment begins from line 7 
of this figure by testing whether the word (token) under 
analysis belongs to a gazetteer list already defined. If this 
test is checked, the word in question will be annotated 
“Class” or there will be a passage to the following 
instructions from line 16. 
 
 

 
 

Fig. 3. JAPE rule for extracting UML class. 
 
 

To extract association concept we use Jape rule illustrated 
in Figure 4 (fig. 4). If the token belong to gazetteer lists 
(lines 7, 9, 11, 13), it will be annotated as association 
otherwise the instructions from line 16 will be executed: if 
the token belongs to the class list, the second token is a 
"verb", and that the third word belongs to the list "Class", 
then the second word (token) will be annotated as an 
association. 
 
 

 
 

Fig. 4  JAPE rule for extracting association. 

 
 
In addition, we execute instructions in figure 5 (fig. 5) to 
extract attribute. This rule is running as precedent ones 
(JAPE rule extracting class, and JAPE rule extracting 
association). If the token fits in attribute lists so it will 
have an attribute annotation. Else if the token is a name 
following by a verb and another name not belonging in the 
class list the latter is identified as an attribute. 
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Fig. 5  JAPE rule for extracting attribute. 
 
 
In this step, we propose a graphical representation of 
JAPE rules set used by all modules of ANNIE components 
that we have integrated in our application (fig. 6). 
 
 

 
 

Fig. 6. General transducer 
 
 

Figure 6 (fig. 6) illustrates a transducer describing 
extended JAPE grammar used in the context of our 
proposal: semantic extraction of UML concepts in order to 
create the corresponding UML class diagram. 
 
 

4.3 Extraction relations between UML concepts 

The third phase allows organizing relations between the 
entities (UML concepts) and gives not defined entities the 
corresponding annotation based on relations between the 
named entities that already exist. This phase presents a 
coreference resolution which is executed by Orthomatcher 
component. The tasks of recognizing relations are more 
challenging. The tool matches and annotates complex 
relations using annotations rules. 

4.3 Test phase 

In this phase, we have formed a corpus of users’ 
requirements in different areas. Then, we have tested our 
system on this corpus. We applied GATE which generates 
an XML file containing all semantic tags. We clean the 
file by removing unnecessary tags like <sentence>, 
<token>… Figure 7 (fig. 7) shows an example of output 
GATE file. Our tool is robust and efficient and the error 
rate is very low, except that case studies are very 
complicated. 

 

Fig. 7. GATE output file 

5. Conclusion 

Documents are central to Knowledge Management, but 
intelligent documents, created by semantic annotation, 
would bring the advantages of semantic search and 
interoperability. These benefits, however, come at the cost 
of increased authoring effort. Our system consists in 
semantic annotation of users’ requirements based in 
GATE API. In fact, we have followed JAPE rules and 
Gazetteer lists elaboration to identify classes, associations 
and attributes in class diagrams. We assume that a chart 
generation of our XML file will be useful to ensure good 
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readability for the designer. This work is already 
underway. 
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Abstract 

In this paper, we address the problem of blind separation of 
speech mixtures. We propose a new blind speech separation 
system, which integrates a perceptual filterbank and independent 
component analysis (ICA) and using kurtosis criterion. The 
perceptual filterbank was designed by adjusting undecimated 
wavelet packet decomposition (UWPD) tree in order to accord to 
critical band characteristics of psycho-acoustic model. Our 
proposed technique consists on transforming the observations 
signals into an adequate representation using UWPD and 
Kurtosis maximization criterion in a new preprocessing step in 
order to increase the non-Gaussianity which is a pre-requirement 
for ICA.  
Experiments were carried out with the instantaneous mixture of 
two speech sources using two sensors. The obtained results show 
that the proposed method gives a considerable improvement 
when compared with FastICA and other techniques. 
Keywords: Perceptual Filter-Bank, Undecimated Wavelet 
Packet Decomposition, Independent Component Analysis, Blind 
speech separation. 

1. Introduction 

The blind source separation has become an interesting 
research topic in speech signal processing. It is a recent 
technique which provides one of the feasible solutions for 
recover the speech signals from their mixture signals 
without exploring any knowledge about the source signals 
and the mixing channel. This challenging research 
problem has been investigated by many researchers in the 
last decades, who have proposed many methods and it has 
been applied in various subjects including speech 
processing, image enhancement, and biomedical signal 
processing [1], [ 4]. 
Independent Component Analysis (ICA) is one of the 
popular BSS methods and often used inherently with them. 
It is a statistical and computational technique in which the 
goal is to find a linear projection of the data that the source  
 

 
signals or components are statistically independent or as 
independent as possible [1].  
There are many algorithms which have been developed, 
using ICA method, to address the problem of 
instantaneous blind separation [3] such as approaches 
based on the mutual information minimization [9], [28], 
maximization of non-Gaussianity [1], [12], [10] and 
maximization of likelihood [9], [20]. Among these 
approaches, SOBI algorithm [13] is the second order blind 
identification which consists to diagonalize a set of 
covariance matrix and Jade algorithm [14] based on higher 
order statistics and seek to achieve the separation of the 
signals by using a Jacobi technique in order to performed a 
joint diagonalization of the cumulant matrices. 
Some researchers aim to improve the performance of BSS 
system by combining the ICA algorithm with other 
techniques. For example, the approach developed in [25] 
combines binary time-frequency masking technique 
inspired from computational auditory scene analysis 
system [2] with ICA algorithm. Others techniques 
decomposes the observed signals using for example 
subband decomposition [26] or discrete wavelet transform 
[11] and then apply the separation step in each sub band. 
In [27], [29], a preprocessing step is employed in wavelet 
domain but the separation is done in time domain. The 
idea behind employing wavelet transformation as a 
preprocessing step is to improve the non-Gaussianity 
distribution of independent components that is a pre-
requirement for ICA and to increase their independency 
[27], [29], [24]. Inspired from this idea, we propose a new 
blind separation system, in the instantaneous mixture case, 
to extract the speech signals of two-speakers from two 
speech mixtures. The proposed technique uses a perceptual 
filterbank which is designed by adjusting undecimated 
wavelet packet decomposition (UWPD) tree, according to 
critical band characteristics of psycho-acoustic model [15], 
for the transformation of the two mixtures signals into 
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adequate representation to emphasize the non-Gaussian 
nature of mixture signals. 
 
This paper is organized as follows. Section 2 introduces 
the blind speech separation problem and describes the 
FastICA algorithm. Section 3 presents the principle of the 
undecimated wavelet packet decomposition and perceptual 
filterbank. Then in section 4, the proposed method is 
described. Section 5 exposes the experimental results. 
Finally, Section 6 concludes and gives a perspective of our 
work. 

2. Blind Speech Separation 

2.1 Problem Statement 

The objective of Blind Speech Separation is to extract the 
original speech signals from their observed mixtures 
without reference to any prior information on the sources 
signals or the observed mixtures. The latter contain a 
different combination of the source signals and can be 
mathematically described by: 

                            ( ) ( )X t AS t                               (1) 

 
Where X(t)=[x1(t)…xn(t)]

T is a vector of mixture signals, 
S(t)=[s1(t)…sm(t)]T is the unknown vector of sources 
signals and A is the unknown mixing matrix having 
dimension (m*n).  
Independent Component Analysis is a typical BSS method 
which tends to solve this problem.  The purpose of the 
ICA is to find a separating matrix or an unmixing matrix 
W=A-1, which is used to calculate the estimated signal S(t) 
of source signals as S(t)=WX(t). To estimate W, we have 
to make some fundamental assumptions and impose 
certain restrictions [1]: The components si(t) of S(t)  (i.e. 
the sources) are assumed to be statistically independent 
with non-gaussian distribution. 
 
 

 
 
 
        s1                   x1                                        ŝ 1 
        s2                   x2                                        ŝ2 

Fig. 1 Principle of ICA. 

In other words, ICA can be defined as a method that 
researches a linear transformation, which maximizes the 
non-Gaussianity of the components of S(t). To measure the 
non gaussianity, kurtosis or differential entropy called 
negentropy can be employed. FastICA algorithm [12], [1], 
[8] is one of the most popular algorithms performing 

independent component analysis. The Principle of ICA can 
be depicted as in Figure 1. 

2.2 FastICA Method 

The FastICA algorithm (A Fast Fixed-Point algorithm of 
independent component analysis) is a technique proposed 
and developed by Aapo Hyvarinen and al [1], which is 
characterized by a high order convergence rate. In this 
approach, the separation task is based on a point iteration 
scheme in order to find the maximum of the non-
Gaussianity of a projected component. The non-
Gaussianity, which is the function of contrast of FastICA 
algorithm, can be measured with the differential entropy, 
as known as negentropy [12]. The latter is defined as the 
difference between the entropy of a Gaussian random 
vector ygauss of same covariance matrix as y and the 
random vector y: 

                      ( ) ( ) ( )gaussJ y H y H y                        (2) 

 
Where H(y) is the differential entropy of y and it is 
computed as follows: 

                    ( ) ( ) log( ( ))H y f y f y dy                   (3) 

 
The negentropy can be considered as the optimal measure 
of the non gaussianity. However, it is difficult to estimate 
the true negentropy. Thus, several approximations are used 
and developed such the one developed by Aapo Hyvarinen 
et al [1], [12]: 

                   2

1

( ) ( ) ( )
p

i i i
i

J y k E g y E g 


              (4) 

 
Where ki, gi and ν are respectively positive constants, the 
non quadratic functions and Gaussian random variable. 
The separating matrix W is calculated using a fundamental 
fixed-point iteration which performed by using the 
following expression: 

                
   ( ) ( ) '( )T T

i i i i i i iW k E X g W X E g W X W 
  

        

(5) 

3. Undecimated Wavelet Packet-Perceptual 
Filterbank 

3.1 Wavelet Transform 

Wavelet Transform [5], [18], represents an alternative 
technique for the processing of non-stationary signals 
which provides a linear powerful representation of signals. 
The discrete wavelet transforms (DWT) is a multi-
resolution representation of a signal which decomposes 
signals into basis functions. It is characterized by a higher 
time resolution for high frequency components and a 
higher frequency resolution for low frequency components. 
The DWT consists on filtering the input signal by two 

ICA 

W=A-1 A 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     267 

 

filters H (a low-pass filter) and G (a high-pass filter), 
leading two sub-bands called respectively approximations 
and details, followed by a decimation factor of two. This 
filtering process is then iterated only for the approximation 
sub-band at each level of decomposition [6]. 
The wavelet packet decomposition (WPD), viewed as a 
generalization of the discrete wavelet transform (DWT), 
aims to have a more complete interpretation of the signal, 
in which the filtering process is applied to decompose on 
both approximations and details sub-bands and still 
decimates the filters outputs [7]. 
To provide a denser approximation and to preserve the 
translation invariance, the undecimated wavelet packet 
transform (UWPT) has been introduced  and was invented 
several times with different names as algorithm à trous 
(algorithm with holes) [17], shift invariant DWT [22] and 
redundant wavelet transform [16]. The UWPT is computed 
in a similar manner as the wavelet packet transform except 
that the downsampling operation after each filtering step is 
suppressed. 
 

3.2 Perceptual filterbank 

In the proposed blind speech separation system, we use a 
perceptual filterbank which is designed using undecimated 
wavelet packet decomposition [15]. The decomposition 
tree consists on five levels full UWPD tree using 
Daubechies 4 (db4) of an 8 kHz speech signal. This 
decomposition tree structure is adjusted in order to accord 
to critical band characteristics. The result tree was called 
critical bands-undecimated wavelet package 
decomposition (CB-UWPD) tree. Indeed, the audible 
frequency range of human auditory is 20 to 20000 Hz 
which can be approximated with 25 barks. However, the 
sampling frequency chosen is 8 kHz leading to a 
bandwidth of 4 kHz. As shown in table 1, this bandwidth 
containes approximately 17 critical bands (barks). The tree 
structure of CB-UWPD obtained according to the results 
critical bandwidths (CBW) is depicted in fig 1. 
The following equation for each node of the tree is given 
the corresponding to the critical bandwidths (CBW): 

                          ( , ) 2 ( 1)j
scbw i j F                        (6) 

 
Where i=(0,1,..,5) and j=(0.., 2-j-1) are respectively the 
number of levels and the position of the node and Fs is the 
sampling frequency. 
 
 

 

Fig. 1 The CB-UWPD tree and its corresponding frequency 
bandwidths(perceptual filterbank). 

Table 1: Critical Band Characteristics 

Critical bands 
(barks) 

 
Center 

frequency 
(Hz) 

 

Critical 
bandwidth 

(CBW) (Hz) 

1 50 100 

2 150 100 

3 250 100 

4 350 100 

5 450 110 

6 570 120 

7 700 140 

8 840 150 

9 1000 160 

10  1170 190 

11 1370 210 

12 1600 240 

13 1850 280 

14 2150 320 

15 2500 380 

16 2900 450 

17 3400 550 
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Fig. 2  The framework of proposed speech separation system

4. The proposed Method 

We suggest extracting the speech signals of two speakers 
from two speech mixtures. The proposed speech 
separation system, as depicted in Figure 1, contains two 
modules shown in dotted boxes. In the first module, the 
speech mixtures x1(n) and x2(n) are processed by a 
perceptual filterbank which designed by adjusting 
undecimated wavelet packet decomposition (UWPD) tree, 
according to critical bands of psycho-acoustic model of 
human auditory system. In order to increase the non 
Gaussianity that is a pre-requirement for ICA, we select 
the appropriate coefficients of the two mixtures which 
having the high non-Gaussian nature of distribution. The 
two result signals are then used as two new inputs of the 
second module. The latter performs the source separation 
using FastICA algorithm. The description of each module 
is given in the following sub-sections. 

4.1 Preprocessing Module 

In this section, we explain the preprocessing module that 
decomposes the observed signals by perceptual filterbank. 
This filterbank is designed by adjusting undecimated 
wavelet packet decomposition tree to accord critical band 
characteristics of psycho-acoustic model [15]. Each result 
coefficients of the two mixtures  x1(n) and x2(n) can be 
viewed as an appropriate signal. In order to increase the 
non Gaussianity of the signals that is a pre-requirement for 
ICA, we need to find the best coefficients of each mixture 
which have the highest non-Gaussian nature of distribution. 
Thus, the performance of source separation task will be 
improved. The selection of the best coefficients can be 

performed using Shannon entropy criterion [27], [29]. In 
our case, we chose to use the kurtosis (forth order 
cumulant) as a criterion to select the best coefficients 
instead of Shannon entropy criterion. The procedure of the 
selection algorithm is give as follows: 
 
Step 1: Decompose the mixture signals into undecimated 
wavelet packet. 
Step 2: Calculate the kurtosis of each node Cj,k of UWPD 
tree.  
Step 3: Select the node which has the highest kurtosis. 

 
The Kurtosis (forth order cumulant) for each node can be 
estimated by using the fourth moment. It is defined as 
follows: 

              2
4 2( ( )) ( ) 3 ( )kurt y i E y i E y i                   (7)                  

 
Where y(i) is a vector of UWPD coefficients at each node. 
We assume that  y(i)  is zero-mean and have unit energy. 

 
The forth order cumulant (Kurtosis) represents the 
classical measure of non gaussianity of signal [1]. 
Therefore seek to maximize the kurtosis correspond to find 
the representation of signal which own high non-Gaussian 
nature of distribution. Consequently, during the 
application of ICA that exploits the non-Gaussianity in 
separation task, we will have a significant gain. 

4.2 Separation Module 

This module is the separation module. It can be devised 
into two steps. The first step consists of generating the 
unmixing matrix W using the FastICA algorithm. The 
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select UWPD coefficients of two mixtures signals x1(n) 
and x2(n) which obtained in preprocessing module are 
used as two inputs signals of FastICA algorithm. In the 
second step, the separated signals are obtained by taking 
into account the original mixtures signals. 

5. Results and Evaluation 

To evaluate the performance of the proposed blind speech 
separation Method, described in section 4. We use some 
sentences taken from TIMIT database, this database 
consists of speech signals of a total of 6300 sentences 
formed by 10 sentences spoken by each of 630 speakers 
from 8 major dialect regions of the United States [23]. We 
consider two speech mixtures composed of two speakers, 
so we mixes in instantaneous two speech signals, which 
are respectively pronounced by male and female speaker, 
two female speakers and two male speakers. The two 
speech mixtures are generating, artificially, using mixing 
matrix as: 
 

                                        2 1

1 1
A

 
  
 

                               (8) 

 
The performance evaluation of our work includes different 
performance metrics such as the blind separation 
performance measures used in BSS EVAL [19], [30], 
including the signal to interference ratio SIR and the signal 
to distortion ratio SDR measures. The principle of these 
measures consists on decomposing the estimated signal 
si(n) into the following component sum: 

        
arg int( ) ( ) s ( ) ( )i t et erf artefacts n s n n s n                    (9)                  

where starget(n), einterf(n) and eartefact(n) are, respectively, an 
allowed deformation of the target source si(n) an allowed 
deformation of the sources which takes account of the 
interference of the unwanted sources and an artifact term 
which represents the artifacts produced by the separation 
algorithm. The two performance criteria SIR and SDR  are 
computed using the last decomposition as following: 
 

                       
2

arg

2

in

( )
20 log

s ( )

t et

terf

s n
SIR

n
                             (10) 

                  
2

arg

2 2

in

( )
20 log

s ( ) s ( )

t et

terf artefact

s n
SDR

n n




           (11) 

 
In addition, the recovered speech signals are evaluated 
with the segmental, overall signal to noise ratio (SNR) and 
the Perceptual Evaluation of Speech Quality(PESQ). The 
PESQ is defined in the ITU-T P.862 standard [21] and 
represents an objective method for evaluating the speech 
quality. The resulting of PESQ measurement is equivalent 

to the subjective "Mean Opinion Score" (MOS) measured 
score. 
 
In the previous experiments, we compare our system with 
FastICA algorithm [12] and two well-known algorithms 
Jade [14] and SOBI [13]. 

 
The experimental results are shown in three tables which 
reports the evaluation measures obtained for three example 
cases of mixture signal. Table 2 lists the separate 
performance measures including ratio  SIR and SDR 
obtained after separation by Sobi, Jade, FastICA and the 
proposed method. We observed that the  SIR≈SDR and 
their values is better for the proposed method than that of 
FastICA, jade and SOBI in the majority of cases for the 
two signals. The SIR average where we have a mixture 
composed with two female speakers (or experiment 2) for 
exemple,is 14.06 for SOBI, 43.12 db for Jade, 39.80 for 
FastICA and 45.10 db for proposed method. The 
improvement in the SIR and SDR ratio average is 
particularly significant in the case of mixture observed 
formed by two male speaker signals. The improvement 
average in this case between the proposed method and 
FastICA is 15.45 db. 
 
Table 3 and table 4 shows that the estimated signals 
obtained by using the proposed method is better than those 
obtained by FastICA  and the two algorithms Jade and 
SOBI for the three experiments. We have obtained, for 
exemple, seg SNR egale to 33.90 db using proposed 
method and 29.14 db using FastICA. 
 
In order to have a better idea about the quality of estimated 
signal obtained, PESQ has been used. It is regarded as one 
of the reliable methods of subjective test.  It returns a score 
from 0.5 to 4.5. Table 5 illustrates the PESQ score 
obtained. We see that the proposed method is still more 
effective in terms of perceptual quality than FastICA, jade 
and SOBI. 
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Table 2: Comparison of SIR and SDR using SOBI, Jade, Fast-ICA and proposed Method (PM) 

 

 

 

 

 
 
 
 
 
 
 
 
 
 

Table 3: Comparison of segmental SNR using SOBI, Jade, FastICA and proposed Method (PM) 

 

 
 
 
 
 
 
 

Table 4: Comparison of overall SNR using SOBI, Jade, FastICA and proposed Method (PM) 

 

 
 
 
 
 
 
 

Table 5: Comparison of PESQ using SOBI, Jade, FastICA and proposed Method (PM) 

 

 

 
 
 
 
 
 

  SOBI Jade FastICA PM 

Experiment 1 
Female (F)+Male (M) 

SIR (F.speaker) 26.92 54.72 44.39 51.11 

SIR (M.speaker) 26.29 45.63 51.68 60.75 
SDR (F.speaker) 26.92 54.72 44.39 51.11 
SDR (M.speaker) 26.29 45.63 51.68 60.75 

Average 26.60 50.17 48.03 55.93 

Experiment 2 
Female (F)+ Female (F) 

SIR (F.speaker 1) 14.39 41.37 44.57 51.62 
SIR (F.speaker 2) 13.74 44.87 35.04 38.59 
SDR (F.speaker 1) 14.39 41.37 44.57 51.62 
SDR (F.speaker 2) 13.74 44.87 35.04 38.59 

Average 14.06 43.12 39.80 45.10 

Experiment 3 
Male (M)+Male (M) 

SIR (M.speaker 1) 18.46 65.02 46.20 72.22 
SIR (M.speaker 2) 19.57 37.32 48.37 53.25 
SDR (M.speaker 1) 18.46 65.02 46.20 72.22 
SDR (M.speaker 2) 19.57 37.32 48.37 53.25 

Average 19.01 51.17 47.28 62.73 

  SOBI Jade FastICA PM 

Experiment 1 
Female (F)+Male (M) 

Seg SNR (F.speaker) 22.58 33.56 30.79 32.79 

Seg SNR (M.speaker) 20.47 29.40 31.15 33.03 

Experiment 2 
Female (F)+ Female (F) 

Seg SNR (F.speaker 1) 15.19 32.01 32.73 33.76 
Seg SNR (F.speaker 2) 12.27 32.12 28.37 30.07 

Experiment 3 
Male (M)+Male (M) 

Seg SNR  (F.speaker 1) 13.47 33.20 29.14 33.90 
Seg SNR  (F.speaker 2) 20.89 30.88 33.56 34.10 

  SOBI Jade FastICA PM 

Experiment 1 
Female (F)+Male (M) 

Overall SNR (F.speaker) 26.92 54.72 44.39 51.11 

Overall SNR (M.speaker) 26.29 45.63 51.68 60.75 

Experiment 2 
Female (F)+ Female (F) 

Overall SNR (F.speaker 1) 14.37 41.37 44.57 51.62 
Overall SNR (F.speaker 2) 13.82 44.87 35.04 38.59 

Experiment 3 
Male (M)+Male (M) 

Overall SNR (F.speaker 1) 18.47 37.32 46.20 72.22 
Overall SNR (F.speaker 2) 19.55 30.88 48.37 53.25 

  SOBI Jade FastICA PM 

Experiment 1 
Female (F)+Male (M) 

   PESQ (F.speaker) 2.58 3.29 3.25 3.29 

PESQ (M.speaker) 3.45 4.14 4.27 4.38 

Experiment 2 
Female (F)+ Female (F) 

PESQ (F.speaker 1) 1.53 4.20 4.27 4.42 
PESQ (F.speaker 2) 0.88 3.65 3.40 3.52 

Experiment 3 
Male (M)+Male (M) 

PESQ (F.speaker 1) 1.53 2.24 2.06 2.24 
PESQ (F.speaker 2) 1.20 4.23 4.42 4.47 
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6. Conclusions 

In this paper, we proposed a new blind speech separation 
system in the instantaneous case. This system consists on a 
combination of ICA algorithm with undecimated wavelet 
packet transform. The latter is used as a preprocessing 
module using a Kurtosis maximization criterion in order to 
increase the non-Gaussian nature of the signals. The 
results signals are then employed to perform a preliminary 
separation leading to the inverse matrix W used to separate 
the signals in the time domain. The experimental results 
show that the proposed approach yield to a better 
separation performance compared to FastICA and two 
well-known algorithms. 
For future work, we aim to separate the convolutive 
mixtures with the proposed system. 
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Abstract 

Estimating of the overhead costs of building construction 
projects is an important task in the management of these 
projects. The quality of construction management depends 
heavily on their accurate cost estimation. Construction 
costs prediction is a very difficult and sophisticated task 
especially when using manual calculation methods. This 
paper uses Artificial Neural Network (ANN) approach to 
develop a parametric cost-estimating model for site 
overhead cost in Egypt. Fifty-two actual real-life cases of 
building projects constructed in Egypt during the seven 
year period 2002-2009 were used as training materials. 
The neural network architecture is presented for the 
estimation of the site overhead costs as a percentage from 
the total project price. 

Keywords: Construction Projects, Project Site Overhead Cost, 
Egypt, Artificial Neural Network. 

1. Introduction 

Applications of ANN (Artificial Neural Network) in 
construction management in general go back to the early 
1980’s. These applications cover a very wide area of 
construction issues. Neural network models have been 
developed internationally to assist the managers or 
contractors in many crucial construction decisions. Some 
of these models were designed for cost estimation, 
decision making, predicting the percentage of mark up, 
predicting production rate …etc. 
The objective of this research is to develop a neural 
network (NN) model to assess the percentage of site 
overhead costs for building projects in Egypt. This can 

assist the decision makers during the tender analysis 
process. 
Cost Estimating is one of the most significant aspects for 
proper functioning of any construction company. It is the 
lifeblood of the firm and can be defined as the 
determination of quantity and the prediction or 
forecasting, within a defined scope, of the costs required 
to construct and equip a facility. 
The significance of construction cost estimating is 
highlighted by the fact that each individual entity or party 
involved in the construction process have to make 
momentous financial contribution that largely affects the 
accuracy of a relevant estimate. The importance and 
influence of cost estimating is supported by scores of 
researches. 

Carty (1995) and Winslow (1980), for example, have 
documented the importance of cost estimating, mentioning 
it as a key function for acquiring new contracts at right 
price and hence providing gateway for long survival in the 
business. According to Larry, D. (2002) cost estimating is 
of paramount importance to the success of a project [1]. 

Alcabes (1988), articulated that, estimating departments 
is responsible for the preparation of all estimates, 
estimating procedures, pricing information, check lists and 
applicable computerized programs. He also insists on the 
fact that accurate cost categorization, cost reporting, and 
profit calculation are the heart of the construction 
business. In order to achieve a financial engineered 
estimating methodology, it is imperative that different 
techniques should be evaluated [3]. 
Hegazy and Moselhi (1995), conducted several surveys 
studies in Canada and the United States to determine the 
elements of costs estimation. The survey was carried out 
with the participation of 78 Canadian and U.S.A building 
construction contractors in order to elicit current practices 
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with respect to the cost elements used to compile a bid 
proposal and to identify the types of methods used for 
estimating these elements. Their results indicated that 
direct cost and project overhead costs are estimated by 
contractors primarily in a detailed manner, which is 
contrary to the estimation of the general overhead costs 
and the markup [9]. 

Assaf, S. A. et al. (2001), investigated the overhead cost 
practices of construction companies in Saudi Arabia. They 
show how the unstable construction market makes it 
difficult for construction companies to decide on the 
optimum level of overhead costs that enables them to win 
and efficiently administer large projects [4]. 
Cost estimating models and techniques provides a well 
defined engineered calculation methods for the evaluation 
and assessment of all items of office overhead, project 
overhead, profit anticipation, total project cost estimation, 
and the assessment of overhead costs for construction 
projects that leads to competitive bidding in the 
construction industry [11]. 
This paper presents the steps followed to develop a 
proposed model for site overhead cost estimating. The 
necessary information and the required projects data were 
collected on two successive yet dependent stages: 
I. Comparison between the list of site overhead factors 

collected from previous studies and the applied 
Egyptian site overhead list of factors that is adapted by 
the first and second categories of construction firms in 
Egypt; and 

II. Collection of all required site overhead cost data for a 
sample of projects in Egypt to be used during the 
analysis phase and site overhead cost assessment 
model development. 

2. Research Methodology 

The findings from the survey conducted on all the 
previous researches served as key source in the 
identification of the main factors affecting site overhead 
costs for building construction projects. Based on an 
extensive review for the previous studies conducted in this 
area of work, the survey for  such factors mainly include 
projects need for specialty contractors, percentage of sub-
contracted works, consultancy and supervision, contract 
type, firm’s need for work, type of owner/client, site 
preparation, projects scheduled time, need for special 
construction equipment, delay in projects duration, firms 
previous experience with projects type, legal 
environmental and public policies for the home country, 
projects cash-flow plan, project size, and projects location. 
Hence, the study shed a great deal of light on the area of 
site overhead costs for building construction projects in 
Egypt. Through seeking the experts opinions regarding the 

development of a list for the main factors affecting the 
building projects overhead costs. They will be used during 
the development of the model. Such factors were mainly 
identified based on the expert’s opinions from selected 
groups of prominent industrial professionals and qualified 
academicians from the most prominent universities in 
Egypt. The principal objective of this survey study was to 
reinforce the potential model, based on the expert’s 
opinions from the aforementioned expert professionals 
[12]. 
Expert opinion included the reviews from nineteen 
prominent industrial professionals and sixteen qualified 
academicians from the American University in Cairo and 
the Arab Academy for Science and Technology and 
Maritime Transport. Reviews from experienced industrial 
professionals were essential for developing the overall 
model as these professionals are directly associated with 
the leading Egyptian building construction firms. 
Each expert from both contractor and academic 
background were approached based on their personnel 
experiences. Half of the responses were obtained via 
personnel interviews and the other half were obtained 
through delivering the questionnaire and collecting back 
the same, E-mail or Fax. 
As this phase of seeking expert’s opinion consist of the 
walk-through observations of the selected specified 
industrial professionals and academicians connected to the 
construction industry. These reviews provided us with 
qualified remarks and suggestions, which will lead to 
making the necessary alterations on the list of the 
previously identified overhead cost factors to make it 
adaptable to the Egyptian building construction industry 
market. This is an essential step to have a more firm and 
yardstick final model for the assessment of overhead costs 
for building construction projects, in Egypt [12]. 

3. Data Collection 

This phase is divided into two stages; first stage is to 
perform a comparison between the overhead cost factors 
from the comprehensive literature study and the Egyptian 
construction industry. Hence, the main factors affecting 
site overhead costs can be clearly identified. The second 
stage is to collect data for 50 projects from several 
construction companies that represent the first and the 
second categories of construction companies, in Egypt 
[12]. 

3.1 The questionnaire 

In the first section of the data collection process, a 
questionnaire is prepared to investigate the main factors 
affecting site overhead cost for building construction 
projects in Egypt. 
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The questionnaire consisted of three sections, the first 
section contained nine yes or no questions to confirm or 
eliminate any of the constituent factors that have been 
collected previously from the literature study. The second 
section is where the experts illustrate the factors currently 
accounted for by construction firms in Egypt. The third 
section is where the experts are asked for their own 
opinions for the factors that are not accounted for and 
should be considered in order to stroll with the 
construction industry in Egypt. The characteristics of the 
participating experts, the contractors and the academicians 
are setting the basis for the findings of this study. The 
mentioned characteristics of contractors include their 
personnel professional experience and size of the firm they 
are associated with. The distinctiveness of academicians 
described includes their designation, area of specialization 
and essentially their experience. 
Experts for this extensive research are very scrupulously 
identified to obtain comprehensive and precise results. The 
highly capable experts were selected among the practicing, 
experienced contractor's professionals in Egypt and the 
highly qualified academicians from the two renowned 
universities not only in Egypt but in the entire region [12]. 

3.1.1 Academicians 

Academicians are the professionals, who have strong 
influence on national research and scientific work. As part 
of this thesis, expert appraisals from faculty members 
belonging to Construction Engineering and Management 
or Civil Engineering fields from two prestigious 
universities in Egypt. The Academicians engaged for this 
research are icons from academia. Their expertises are 
articulated by the fact that, seventy percent of the 
respondents are either Professor or Associate Professor in 
the two renowned universities. Along with the 
aforementioned colossal qualification levels, the traits of 
the participating academic professionals include their 
experience, classified based on the number of years in 
academia. Thirty one percent of the interviewed experts 
are dedicating their services to the academic discipline 
from more than 20 years. Another forty four percent of the 
academic experts have 10-20 years of practicing 
experience (twenty five percent have from 15-20 years and 
nineteen percent have from 10-15) and twenty five percent 
have less than 10 years of professional experience in 
academia (Fig. 1) [12]. 

Less than 10
25%

Years 10-15
19%Years 15-20

25%

Over 20
31%

 
Fig. 1. Academicians Years of Experience. [12] 

3.1.2 Contractors 

The participating contractors (Cost Estimating Engineers) 
are highly experienced professionals from the construction 
industry. About fifty percent of the experts have more than 
20 years of professional experience in the construction 
business. The remaining has experience less than 20 years. 
These vastly experienced industry professionals occupy 
senior and highly ranked administrative positions within 
their firms. Seventy percent of the experts are ranked as 
General Manager Engineers. The remaining thirty percent 
work as project cost estimation engineers. The participants 
work for successful construction firms belonging to the 
first and second categories. Twelve experts work for first 
category construction companies, five experts work for 
second category construction companies, and two experts 
work for a major construction consultancy firm all within 
Egypt, (Fig. 2). 
The views of the contracting experts from firms of 
different grades were sought to get a more diversified & 
comprehensive review [12]. 

Less than 10
11%

Years 10-15
21%

Years 15-20
21%

Over 20
47%

 
Fig. 2. Contractors Years of Experience. [12] 
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The analysis of the collected questionnaires illustrated that 
there is a difference between the factors that govern the 
assessment of building construction site overhead cost in 
Egypt and the international building construction industry 
trend. Many factors are not accounted for in Egypt due to 
its insignificance in the local market while it is a great 
contributor in both Europe and North/South America 
construction markets. Moreover, in Egypt there is a trend 
between contractors to combine two or more contributing 
items in one main factor. The academicians contravened 
with that behavior and characterized it to be an 
unprofessional attitude because it depends entirely on the 
person that is performing the task and his/her experience 
with the projects on hand (personalization). So after cross-
matching and making the necessary alterations on the 
questionnaires collected from both the contractors and 
academicians in Egypt, a final list of factors were 
generated that represent both the parties and it can 
accurately represent the factors that contribute to building 
construction site overhead cost in the Egyptian 
construction market (Table 1) [12]. 

Table 1: Factors Contributing to Construction Site Overhead Cost 
Percentage in Egypt 

 Factor 
1 Construction Firm Category. 
2 Project Size. 
3 Project Duration. 
4 Project Type. 
5 Project Location. 
6 Type-Nature of Client. 
7 Type of Contract. 
8 Contractor-Joint Venture. 
9 Special Site Preparation Requirements. 
10 Project need for Extra-man Power. 

4. Site Overhead Cost Data 

A comparative analysis was performed between building 
construction site overhead cost and each constituent of site 
overhead regarding building construction projects, with 
the aid of (52) completed building construction projects. 
These projects were executed during the seven year period 
from 2002 to 2009. The comparison is made in terms of 
cost influence for each factor of projects site overhead on 
the percentage of projects site overhead cost in order to 
recognize and understand the governing relationship 
between each factor and the percentage of site overhead 
cost [12]. 
It must be illustrated that for all the collected projects the 
adapted construction technology was typical traditional 
reinforced concrete technology. This may be due to the 
participating experts opinion, because that technology 
represents over (95%) of the adopted building construction 
technology in Egypt. Contrarily, if any specific 

construction technique is required for a certain project it 
must be accounted for by the construction firm cost 
estimating department in an exceptional manner [12]. 

5. Comparative Analysis Results 

The major and minor findings of the entire research were 
summarized in this part of the research. Based on the 
findings the current and further recommendations are 
developed as the base for further research in the very 
context of building construction projects overhead cost for 
the first and the second categories of construction 
companies, in Egypt [12]. 
The analysis illustrated many facts that needed to be 
clarified and understood about the percentage of site 
overhead costs for building construction projects in Egypt. 
These facts will be the structure (backbone) for the 
development of a model for the assessment of site 
overhead cost as a percentage from the total contract 
amount for building construction projects, in Egypt. This 
can be simply summarized in the following two facts: [12] 
A. Through the literature review and the expert’s 

opinions potential factors that are found to influence 
the percentage of site overhead costs for building 
construction projects in Egypt, ten factors were 
identified. 

B. The analysis of the collected data gathered from fifty-
two real life building construction projects from 
Egypt during the seven year period from 2002 to 
2009, illustrated that project's duration, total contract 
value, projects type, special site preparation needs and 
projects location are identified as the top five factors 
that affect the percentage of site overhead costs for 
building construction projects in Egypt. 

6. Neural Network Model 

The guidelines of N-Connection Professional Software 
version 2.0 (1997), users manual were used to obtain the 
best model. Moreover, for verifying this work the 
traditional trial and error process was performed to obtain 
the best model architecture [11]. 
The following sections present the steps performed to 
design the artificial neural network model, ANN-Model. 
Neural network models are generally developed through 
the following basic five steps [8]: 
1. Define the problem, decide what information to use and 

what network will do; 
2. Decide how to gather the information and represent it; 
3. Define the network, select network inputs and specify 

the outputs; 
4. Structure the network; 
5. Train the network; and 
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6. Test the trained network. This involves presenting new 
inputs to the network and comparing the network’s 
results with the real life results, (Fig. 3). 

 

Define the Problem  

Gather Data and Design 
the Neural Network 

Train Successfully?  

Test Network  

Tested Successfully?  

Run the Designed Neural Network 

Train Network  

Yes 

Yes 

No 

No 

 
Fig. 3. Neural Network Design. [8] 

6.1. Design of the Neural Network Model 

Through this step, the following sequences were followed: 

i. Neural Network Simulation Software Selection 

Many design software are used for creating neural 
network models. As stated earlier in the previous studies 
phase, many researchers used Neural Network Software in 
construction management in general. In this research, the 
N-Connection Professional Software Version 2.0 was used 
to develop the Neural Network Model. 
This application software is very easy to use and its 
predicting accuracy is very high compared to other 
software program. It is compatible with Microsoft 
Windows. The N-Connection uses the back propagation 
algorithm in its engine. The past researches proved that the 
back-propagation rule is a suitable learning rule for most 
problems. It is the most commonly used technique for 
solving estimation and prediction problems [16]. 
Firstly, in order to design the neural network model the 
(N-Connection V2.0) guidelines will be used for 
assistance. Moreover, to verify this research work the trial 
and error process was used to obtain the best structure of 
the model. During this procedure if the network is not 

trained satisfactory, adding or removing of hidden layers 
and hidden nodes will be performed until an acceptable 
model structure is reached, that can predict the percentage 
of site overhead cost with an acceptable error limit. The 
learning rate, training and testing tolerance are fixed by 
the N-Connection V 2.0 automatically [16]. 

ii. Determining the Best Network Architecture 

There are two questions in neural network designing that 
have no precise answers because they are application-
dependent: How much data do you need to train a 
network? And, how many hidden layers and nodes are the 
best numbers to use? In general, the more facts and the 
fewer hidden layers and hidden nodes that you can use, is 
the better [16]. There is a subtle relationship between the 
number of facts and the number of hidden layers/nodes. 
Having too few facts or too many hidden layers/nodes can 
cause the network to "Memorize". When this happens, it 
performs well during training but tests poorly [16]. The 
network architecture refers to the number of hidden layers 
and the number of nodes within each hidden layer [16]. 
The two guidelines that are discussed in the following 
section can be used in answering the last two questions 
[8]. 

iii. Determining the Number of Hidden Layers/Nodes 

Hidden layer is a layer of neurons in an artificial neural 
network that does not connect to the outside world but 
connects to other layers of neurons [16]. 

Hegazy et al. (1995), stated that one hidden layer with a 
number of hidden neurons as one-half of the total input 
and output neurons is suitable for most applications, but 
due to the ease of changing the network architecture 
during training, an attempt will be performed to verify this 
research work, through finding the network structure that 
generates the minimum RMS value for the given problem 
output parameters [9]. 
Before starting to build, train and validate the network 
model, there are two parameters that should be well 
defined to have a good training manner. These parameters 
are: 

1. Training and Testing Tolerance 

Training and testing tolerance is a value that specifies how 
accurate the neural network's output must be considered 
correct during training and testing. The most meaningful 
tolerance is specified as a percentage of the output range, 
rather than the output value [16]. 
A tolerance of 0.1 means that the output value must be 
within 10% of the range of the output to be considered 
correct. Selecting a tolerance that is too loose (large) or 
too tight (small) can have an impact on the network's 
ability to make predictions. It is important that the selected 
tolerance will give responses close enough to the pattern 
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to be useful. However, it is not always possible for Neural 
Connection V2.0 to train if it begins with a very small 
tolerance. In this study the tolerance is set by the program 
to (0.1). 

2. Learning Rate 

The learning rate specifies how large an adjustment Neural 
Connection will make to the connection strengths when it 
gets a fact wrong. Reducing the learning rate may make it 
possible to train the network to a smaller tolerance. The 
learning rate pattern is automatically set by the Neural 
Connection 2.0 Software program in a way that maximizes 
the performance of the program to achieve the best results. 

iv. Training the Network 

Training the network is a process that uses one of several 
learning methods to modify weight, or connection 
strengths. All trial models experimented in this study was 
trained in a supervised mode by a back-propagation 
learning algorithm. A training data set is presented to the 
network as inputs, and the outputs are calculated. The 
differences between the calculated outputs and the actual 
target output are then evaluated and used to adjust the 
network's weights in order to reduce the differences. As 
the training proceeds, the network's weights are 
continuously adjusted until the error in the calculated 
outputs converges to an acceptable level. The back-
propagation algorithm involves the gradual reduction of 
the error between model output and the target output. 
Hence, it develops the input to output mapping by 

minimizing a root mean square error (RMS) that is 
expressed in the equation (1) [16]: 

- Equation (1): 

 

Where n is the number of samples to be evaluated in the 
training phase, Oi is the actual output related to the sample 
i (i=1...n), and Pi is the predicted output. The training 
process should be stopped when the mean error remains 
unchanged. The training file has (90%) of the collected 
facts, i.e. has 47 facts (Projects). These facts are used to 
train and validate the network [11]. 

v. Testing the Network 

Testing the network is essentially the same as training it, 
except that the network is shown facts it has never seen 
before, and no corrections are made. When the network is 
wrong, it is important to evaluate the performance of the 
network after the training process. If the results are good, 
the network will be ready to use. If not, this means that it 
needs more or better data or even re-designs the network. 
A part of the collected facts (data) around (10%), i.e. 5 
facts (projects) is set aside randomly from the set of 
training facts (projects) [11]. Then these facts are used to 
test the ability of the network to predict a new output 
where the absolute difference is calculated for each test 
project outcome by the equation (2) [16]: 

- Equation (2): 

 

An absolute difference of 10 means that there is a 10 
percent difference between the models predicted outcome 
value and the actual real life outcome value for that given 
project. This difference can be positive or negative 
difference (i.e. absolute difference range = ±10) and that 
must be clearly stated when testing phase is completed for 
it represents one of the main features of the constructed 
Neural Network Model characteristics [16]. 

vi. Creating Data File for Neural Connection 
N-Connection 2.0 is a tool that allows creating definition, 
training fact, and testing facts. The database that feeds into 
the Excel file consists of 47 examples of building 
construction site overhead costs percentage for projects 
constructed during the period 2002 to 2009 in Egypt, and 
5 examples will be set aside for the final best model 

testing. The Neural Connection 2.0 program will need 
around 34 (73%) of the facts for training, which are the 
calculated minimum needed number of facts for the 
program to train properly, which leaves 13 of the facts for 
validation [11]. 

vii. Determining the Best Structure for the Model 

The characteristics of the model learning rule, training and 
testing tolerance is set automatically by the program. The 
variables that the program requires setting during the 
design stage are [16]: 
1. Number of Hidden Layers (the program accepts up to 

two Hidden Layers); 
2. Number of Hidden Nodes in each Layer; and 
3. Type of Transfer Function in each layer. 
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The program is generated through the following sequence 
of alterations and selecting the model structure that 
provides the minimum RMS value [11]: 
1. One Hidden Layer with Sigmoid Transfer Function; 

(Table 2A) 

2. One Hidden Layer with Tangent Transfer Function; 
(Table 2B) 

3. Two Hidden Layers with Sigmoid Transfer Function in 
each; (Table 2C) 

4. Two Hidden Layers with Tangent Transfer Function in 
each; (Table 2D) 

Table 2A: Experiments for Determining the Best Model 

Model 
No. Input Nodes Output 

Node 
No. of Hidden 

Layers 
No. of Hidden Nodes Absolute 

Difference % RMS 
In 1st Layer In 2nd Layer 

1 10 1 1 3 0 7.589891 0.900969 
2 10 1 1 4 0 5.491507 0.602400 
3 10 1 1 5 0 8.939657 1.046902 
4 10 1 1 6 0 7.766429 0.932707 
5 10 1 1 7 0 4.979286 0.535812 
6 10 1 1 8 0 5.818345 0.647476 
7 10 1 1 9 0 4.947838 0.579932 
8 10 1 1 10 0 8.887463 1.039825 
9 10 1 1 11 0 4.858645 0.507183 
10 10 1 1 12 0 5.352388 0.651948 
11 10 1 1 13 0 2.476118 0.276479 
12 10 1 1 14 0 2.857856 0.428663 
13 10 1 1 15 0 4.074554 0.478028 
14 10 1 1 20 0 8.065637 1.050137 

i.e. Model trials from 1 to 14 has a Sigmoid transfer function. 

The first fourteen model trails illustrated that the RMS and 
Absolute Difference values changed as the number of 
hidden nodes in the single hidden layer increased in a 
nonlinear relationship, where the lowest RMS value of 
0.276479 and a corresponding Absolute Difference value 
of 2.476118 were achieved in the eleventh trial where 
there were thirteen hidden nodes in the single hidden layer 
with a sigmoid transfer function. On the other side highest 

RMS value of 1.050137 and the corresponding Absolute 
Difference value of 8.065637 were achieved in the 
fourteenth trial when there was twenty hidden nodes in the 
single hidden layer with a sigmoid transfer function. For 
the remaining twelve model trails the RMS and Absolute 
Difference values changed consecutively within the above 
mentioned ranges for each model trial. 

Table 2B: Experiments for Determining the Best Model 

Model 
No. Input Nodes Output 

Node 
No. of Hidden 

Layers 
No. of Hidden Nodes Absolute 

Difference % RMS 
In 1st Layer In 2nd Layer 

15 10 1 1 3 0 3.809793 0.490956 
16 10 1 1 4 0 5.666974 0.703804 
17 10 1 1 5 0 3.813867 0.425128 
18 10 1 1 6 0 5.709665 0.709344 
19 10 1 1 7 0 5.792984 0.634338 
20 10 1 1 8 0 2.952316 0.343715 
21 10 1 1 9 0 5.629162 0.655106 
22 10 1 1 10 0 3.544173 0.387283 
23 10 1 1 11 0 5.578666 0.686378 
24 10 1 1 12 0 5.772656 0.701365 
25 10 1 1 13 0 3.582526 0.380564 
26 10 1 1 14 0 4.614612 0.515275 
27 10 1 1 15 0 4.806596 0.641098 
28 10 1 1 20 0 7.005237 0.826699 

i.e. Model trials from 15 to 28 has a Tangent transfer function. 

The model trails from 15 to 28 where there is one hidden 
layer, illustrated that the RMS and Absolute Difference 
values changed as the number of hidden nodes/hidden 
layer changed in a nonlinear relationship, where the lowest 
RMS value of 0.343715 and a corresponding Absolute 

Difference value of 2.952316 were achieved in the 
twentieth model trial when there was eight (8) hidden 
nodes in the single hidden layer. On the other side, with a 
tangent transfer function, the highest RMS value of 
0.826699 and the corresponding Absolute Difference 
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value of 7.005237 were achieved in the twenty eighth 
model trial when there were twenty hidden nodes in the 
single hidden layer. The remaining values changed 

consecutively within the above mentioned ranges for each 
model trial. 

Table 2C: Experiments for Determining the Best Model 

Model 
No. Input Nodes Output 

Node 
No. of Hidden 

Layers 
No. of Hidden Nodes Absolute 

Difference % RMS 
In 1st Layer In 2nd Layer 

29 10 1 2 2 1 9.919941 1.519966 
30 10 1 2 2 2 5.170748 0.581215 
31 10 1 2 3 1 10.374248 1.413138 
32 10 1 2 3 2 11.167767 1.687072 
33 10 1 2 3 3 8.013460 1.140512 
34 10 1 2 4 1 5.679721 0.643957 
35 10 1 2 4 2 5.577789 0.617385 
36 10 1 2 4 3 5.448696 0.598400 
37 10 1 2 4 4 4.079718 0.492011 
38 10 1 2 5 3 4.191063 0.574500 
39 10 1 2 5 4 6.024062 0.723419 
40 10 1 2 5 5 5.322466 0.654373 
41 10 1 2 6 4 7.257790 0.804202 
42 10 1 2 6 5 5.158298 0.567479 
43 10 1 2 6 6 5.270355 0.545017 

i.e. Model trials from 29 to 43 has a Sigmoid transfer function for both hidden layers. 

The model trails from 29 to 43 illustrated that the RMS 
and Absolute Difference values changed as the number of 
hidden nodes per each hidden layer increased in a 
nonlinear relationship, where the lowest RMS value of 
0.492011 and a corresponding Absolute Difference value 
of 4.079718 were achieved in the model trial number (37) 
when there were two hidden layers with four hidden nodes 
in each layer and having a sigmoid transfer function. 
Contrarily, the highest RMS value of 1.687072 and the 

corresponding Absolute Difference value of 11.167767 
were achieved in the model trial number (32) when there 
were two hidden layers with three hidden nodes in the fist 
layer and two hidden nodes in the second hidden layer and 
having a sigmoid transfer function. For the remaining 
thirteen model trails the RMS and Absolute Difference 
values changed consecutively within the above mentioned 
ranges for each model trial having a sigmoid function in 
each layer. 

Table 2D: Experiments for Determining the Best Model 

Model 
No. Input Nodes Output 

Node 
No. of Hidden 

Layers 
No. of Hidden Nodes Absolute 

Difference % RMS 
In 1st Layer In 2nd Layer 

44 10 1 2 2 1 4.364562 0.499933 
45 10 1 2 2 2 3.551318 0.380629 
46 10 1 2 3 1 4.787220 0.493240 
47 10 1 2 3 2 6.267891 0.852399 
48 10 1 2 3 3 6.515138 0.829739 
49 10 1 2 4 1 3.458081 0.481580 
50 10 1 2 4 2 9.249286 1.158613 
51 10 1 2 4 3 4.735680 0.552350 
52 10 1 2 4 4 7.445228 0.991062 
53 10 1 2 5 3 7.729862 1.105441 
54 10 1 2 5 4 9.807989 1.180131 
55 10 1 2 5 5 6.060798 0.657344 
56 10 1 2 6 4 3.213154 0.355932 
57 10 1 2 6 5 4.381631 0.490479 
58 10 1 2 6 6 4.731568 0.502131 

i.e. Model trials from 44 to 58 has a Tangent transfer function for both hidden layers. 

 
The model trails from 44 to 58 illustrated that the RMS 
and Absolute Difference values changed as the number of 
hidden nodes per each hidden layer increased in a 
nonlinear relationship, where the lowest RMS value of 
0.355932 and a corresponding Absolute Difference value 
of 3.213154 were achieved in the model trial number (56), 

when there was two hidden layers with six hidden nodes 
in the first hidden layer and four hidden nodes in the 
second hidden layer and with a tangent transfer function in 
each layer. On the other side, the highest RMS value of 
1.180131 and the corresponding Absolute Difference 
value of 9.807989 were achieved in the model trial 
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number (54) when there was two hidden layers with five 
hidden nodes in the fist layer and four hidden nodes in the 
second hidden layer and with a tangent transfer function in 
each layer. For the remaining thirteen model trails the 
RMS and Absolute Difference values changed 
consecutively within the above mentioned ranges for each 
and with a sigmoid function in each layer [11]. 
The recommend model for this prediction problem is that 
with the least RMS value from all the fifty-eight trails and 
error process [16]. This is trial number eleven [11]. 
As a result, from training phase the characteristics of the 
satisfactory Neural Network Model that was obtained 

through the trail and error process are presented in 
(Table 3) and (Fig. 4). 
Model Trial Number Eleven with the following Eight 
Design Parameters, which are [11]: 
1. Input layer with 10 Neurons (nodes); 
2. One hidden layer with 13 Neurons (nodes); 
3. Output layer with 1 Neuron (node); 
4. With a Sigmoid Transfer Function; 
5. Learning rate automatically adjusted by the program; 
6. Training Tolerance = 0.10 (Adjusted by Program); 
7. Root Mean Square Error = 0.276479; 
8. Absolute Mean Difference % = 2.476118. 

Table 3: Characteristics of the Best Model 

Model No. of input 
nodes 

No. of 
hidden 
layers 

No. of nodes/ 
hidden layer LR TF No. of output 

nodes RMS 

11 10 1 13 Back 
propagation 

Sigmoid 
function 1 0.276479 

LR: Learning Rule; TF: Transfer Function; RMS: Root Mean Square Error. 

viii. Testing the Validity of the Model 

To evaluate the predictive performance of the network, 
the five projects that were previously randomly selected 
and reserved for testing from the total collected projects 
are introduced to the best model without the percentage of 
their site overhead cost for testing the prediction ability of 
the designed ANN-program. 
The model will predict the percentage of building 
construction projects site overhead costs for projects 
constructed in Egypt. The predicted percentage will be 
compared to the real life projects percentage (stored 
outside the program). The difference between them will be 
calculated if it is equal or under the value of the designed 
model's Absolute Difference, then it is considered to be a 
correct prediction attempt. If it exceeds the value of the 
designed model Absolute Difference, then it is considered 
to be a wrong prediction attempt, (Table 4) presents the 
actual and predicted percentages for the test sample. 

The model correctly predicted four from the five testing 
projects sample which is 80% of the test sample. The 
wrongly predicted project had a positive difference 
between the value of predicted percentage from the model 
output and the real life percentage for the same project 
equal to (+) 4.620294427%. This means that the predicted 
outcome is greater than the actual real life project value by 
this percentage value [11]. Such percentage is found to be 
acceptable; program user’s manual, because the difference 
between the predicted program outcome for this project 
and the real life outcome for the same project is less than 
five percent (5%) which is found by the program to be 
very small (under 10%) and acceptable. The program 
(user’s manual) clearly dictates to regard small differences 
and accept any sample difference that small to be a correct 
sample [16]. But even if the model’s correct predicted 
outcome is taken to be (80%) that will still be considered 
as a very high and the model is accepted [8]. 

Table 4: Actual and Predicted Percentage of Building Site Overhead for the Test Sample. 

Project No. 
Actual real 

life percentage 
Network output

(predicted percentage) Absolute difference % Comments 
1 8.13 8.32294 ( - )  2.373185732 Correct 
2 9.51 9.07061 ( + )  4.620294427 Wrong 
3 10.86 10.59704 ( + )  2.421362799 Correct 
4 10.84 11.11394 ( - )  2.427121771 Correct 
5 11.43 11.3421 ( + )  0.769028871 Correct 

As it is clear the correct predicted model outputs of the 
percentage of site overhead costs differ from the actual 
real life project percentage of site overhead costs value 
with a value under (±2.476%) which is the designed 
model absolute difference%, which is assumed to be 
acceptable. 

 

This demonstrates a very high accuracy for the proposed 
model and the viability of the neural network as a 
powerful tool for modeling the assessment of the building 
construction site overhead cost percentage for projects 
constructed in Egypt [11]. 
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Fig. 4. Structure of the Best Model. [11] 

7. Summary 

Construction firms should carefully examine contract 
conditions and perform all the necessary precautions to 
make sure that project site overhead costs factors are 
properly anticipated for and covered within the total 
tender price. The study conducted a survey that 
investigated the factors affecting project's site overhead 
cost for building construction projects in the first and 
second categories of construction companies. An ANN 
model was developed to predict the percentage of site 
overhead cost for building construction projects in Egypt 
during the tendering process. A sample of building 
projects was selected as a test sample for this study. The 
impacts of different factors on the site overhead costs 
were deeply investigated. The survey results illustrated 
that site overhead costs are greatly affected by many 
factors. Among these factors come project type, size, 
location, site conditions and the construction technology. 
All of these factors make the detailed estimation of such 
overhead costs a more difficult task. 
Hence, it is expected that a lump-sum assessment for such 
cost items will be a more convenience, easy, highly 
accurate, and quick approach. Such approach should take 
into consideration the different factors that affect site 
overhead cost. It was found that an ANN-Based Model 
would be a suitable tool for site overhead cost assessment. 

8. CONCLUSIONS 

The following conclusions are drawn from this research: 
1. Through literature review potential factors that 

influence the percentage of site overhead costs for 
building construction projects were identified. Ten 
factors were identified; 

2. The analysis of the collected data gathered from fifty-
two real-life building construction projects from Egypt 
illustrated that project's duration, total contract value, 
projects type, special site preparation needs and 
project's location are identified as the top five factors 
that affect the value of the percentage of site overhead 
costs for building construction projects in Egypt; 

3. Nature of the client, type of the contract and contractor-
joint venture are the lowest affecting factors in the 
percentage of site overhead costs for building 
construction projects in Egypt; 

4. A satisfactory Neural Network model was developed 
through fifty-eight experiments for predicting the 
percentage of site overhead costs for building 
construction projects in Egypt for the future projects. 
This model consists of one input layer with ten neurons 
(nodes), one hidden layer having thirteen hidden nodes 
with a sigmoid transfer function and one output layer. 
The learning rate of this model is set automatically by 
the N-Connection V2.0 while the training and testing 
tolerance are set to 0.1; 
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5. The results of testing for the best model indicated a 
testing root mean square error (RMS) value of 
0.276479; and 

6. Testing was carried out on five new facts (Projects) that 
were still unseen by the network. The results of the 
testing indicated an accuracy of (80%). As the model 
wrongly predicted the percentage of site overhead costs 
for only one project (20%) from the testing sample. 
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Abstract 

In this paper, a new matching scheme based on the scalar 
product (SP) between two templates is used in the matching 
process. We also introduced the active contour technique to 
detect the inner boundary of the iris which is not often a circle 
and the circular Hough transform to determine the outer 
boundary of the iris. The active contour technique takes into 
consideration that the actual pupil boundary is near-circular 
contour rather than a perfect circle, which localize the inner 
boundary of the iris perfectly. The 1-D log-Gabor filter is used 
to extract real valued template for the normalized iris. We apply 
our system on two publicly available databases (CASIA and 
UBIRIS) and the numerical results show that, perfectly 
matching process and also the matching time is reduced. We 
also compare our results with previous results and find out that, 
the matching with SP is faster than the matching with other 
techniques. 
 
Keywords: Biometric, Iris Recognition, Segmentation, Active 
Contour, Normalization, Feature Extraction, Matching, Scalar 
Product. 

1. Introduction 

The developments in science and technology have made it 
possible to use biometrics in applications where it is 
required to establish or confirm the identity of 
individuals. Applications such as passenger control in 
airports, access control in restricted areas, border control, 
database access and financial services are some of the 
examples where the biometric technology has been 
applied for more reliable identification and verification. 
Biometrics is inherently a more reliable and capable 
technique to identity human's authentication by his or her 
own physiological or behavioral characteristics. The 
features used for personnel identification by current 

biometric applications include facial features, 
fingerprints, iris, palm-prints, retina, handwriting 
signature, DNA, gait, etc [17, 23]. The human iris is an 
annular part between pupil and sclera and its complex 
pattern contains many distinctive features such as arching 
ligaments, furrows, ridges, crypts, corona, and freckles 
Figure. 1. At the same time the iris is protected from the 
external environment behind the cornea and the eyelids. 
No subject to deleterious effects of aging, the small-scale 
radial features of the iris remain stable and fixed from 
about one year of age throughout one's life. The reader's 
two eyes, directed at this page, have identical genetics; 
they will likely have the same color and may well show 
some large scale pattern similarities; nevertheless, they 
have quite different iris pattern details. 
 

 
 

Fig 1: The image (Img 141 1 1) from the UBIRIS database 
 
All these advantages let the iris recognition be a 
promising topic of biometrics and get more and more 
attention [7, 8, 26]. Even though iris is seen as the most 
reliable biometric measure, it is still not in everyday use 
because of the complexity of the systems. In an iris 
recognition system, iris location is an essential step that 
spends nearly more than half of the entire processing time 
[36]. The correctness of iris location is required for the 
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latter processes such as normalization, feature extraction 
and pattern matching. For those reasons, to improve the 
speed and accuracy of iris location becomes nontrivial. 
The algorithm proposed in this work is improvement of 
the matching process in the algorithms proposed by 
Daugman [8, 9]. The United Arab Emirates Expellees 
Tracking and Border Control System [22] is an 
outstanding example of the technology. 
In general, the process of iris recognition system consists 
of: (i) image acquisition, (ii) Preprocessing the iris image 
including iris localization, image normalization and polar 
transformation, (iii) iris Feature extraction and (iv) iris 
matching. 

1.1 Related Work 

The research in the area of iris recognition has been 
receiving considerable attention and a number of 
techniques and algorithms have been proposed over the 
last few years. Flom and Safir first proposed the concept 
of automated iris recognition in [18]. The approach 
presented by Wildes [26] combines the method of edge 
detection with Hough transform for iris location. 
However, the parameters need to be precisely set and 
lengthy location time is required. Daugman's method is 
developed first using the integro-differential operator [10] 
for localizing iris regions along with removing possible 
eyelid noises. In the past few years, some methods made 
certain improvement based on the Daugman's method [8, 
9]. Bowyer et al. [17] recently presented an excellent 
review of these methods. However, at this time, essentially 
all of the large scale implementations of iris recognition 
are based on the Daugman iris recognition algorithms [8]. 
The difference between a pair of iris codes was measured 
by their Hamming distance. Sanchez-Reillo and Sanchez-
Avila [27] provided a partial implementation of the 
algorithm by Daugman. Boles and Boashash [34] 
calculated a zero-crossing representation of one-
dimensional wavelet transform at various resolution levels 
of a concentric circle on an iris image to characterize the 
texture of the iris. Iris matching was based on two 
dissimilarity functions. [29] Decomposed an iris image 
into four levels using 2-D Haar wavelet transform and 
quantized the fourth-level high-frequency information to 
form an 87-bit code. A modified competitive learning 
neural network was adopted for classification. Tisse et al. 
[5] analyzed the iris characteristics using the analytic 
image constructed by the original image and its Hilbert 
transform. Emergent frequency functions for feature 
extraction were in essence samples of the phase gradient 
fields of the analytic image's dominant components [17, 
31]. 

Similar to the matching scheme of Daugman, they 
sampled binary emergent frequency functions to form a 
feature vector and used Hamming distance for matching. 
Kumar et 
al. [3] utilized correlation filters to measure the 
consistency of iris images from the same eye. The 
correlation filter of each class was designed using the two-
dimensional Fourier transforms of training images. If the 
correlation output (the inverse Fourier transform of the 
product of the input images Fourier transform and the 
correlation filter) exhibited a sharp peak, the input image 
was determined to be from an authorized subject, 
otherwise an impostor one. Bae et al. [16] projected the 
iris signals onto a bank of basis vectors derived by 
independent component analysis and quantized the 
resulting projection coefficients as features. In another 
approach by Ma et al. [19] and Even Symmetry Gabor 
filters [10] are used to capture local texture information of 
the iris, which are used to construct a fixed length feature 
vector. 
In the last year only, the iris takes the attention of many 
researchers and different ideas are formulated and 
published. For example, in [1] a bi-orthogonal wavelet 
based iris recognition system, is modified and 
demonstrated to perform o_-angle iris recognition. An 
efficient and robust segmentation of noisy iris images for 
non-cooperative iris recognition is described in [32]. Iris 
image segmentation and sub-optimal images is discussed 
in 
[13]. Comparison and combination of iris matchers for 
reliable personal authentication are introduced in [2]. 
Noisy iris segmentation, with boundary regularization and 
reflections removal, is discussed in [28]. 

1.2 Outline 

In this paper, we first present the active contour models 
for iris preprocessing (segmentation step) which is a 
crucial step to the success of any iris recognition system, 
since data that is falsely represented as iris pattern data 
will corrupt the biometric templates generated, thus 
resulting in poor recognition rates. Once the iris region is 
successfully segmented from an eye image, the next stage 
is to transform the iris region so that it has fixed 
dimensions (normalization) in order to allow comparisons 
using Daugman rubber sheet model. After that the 1-D 
log-Gabor filter is used to extract real valued template for 
the normalized iris. 
 
2. Iris Localization Techniques 
 
It is the stage of locating the iris region in an eye image, 
whereas mentioned the iris region is the annular part 
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between pupil and sclera, see Figure 1. The iris 
segmentation has achieved by the following three main 
steps. The first step locates the center and radius of the 
iris in the input image by using the circular hough 
transform. Then a set of points is taken as pupil 
initialization from the nearby points to the iris center. The 
last step locates the pupil boundary points by using the 
region-based active contours.  

2.1 Hough Transform 

The Hough transform is a standard computer vision 
algorithm that can be used to determine the parameters of 
simple geometric objects, such as lines and circles, 
present in an image. The circular Hough transform can be 
employed to deduce the radius and center coordinates of 
the pupil and iris regions. For instance, recognition of a 
circle can be achieved by considering the strong edges in 
an image as the local patterns and searching for the 
maximum value of the circular Hough transform. An 
automatic segmentation algorithm based on the circular 
Hough transform is employed by Wildes et al. [26], and 
Tisse et al. [5]. 
The localization method, similar to Daugman's method, is 
also based on the first derivative of the image. In the 
proposed method by Wildes, an edge map of the image is 
first obtained by thresholding the magnitude of the image 
intensity gradient: 
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Where ),( yxG is a Gaussian smoothing function with 
scaling parameter   to select the proper scale of edge 
analysis. Firstly, an edge map is generated by calculating 
the first derivatives of intensity values in an eye image 
and then thresholding the result. From the edge map, 
votes are cast in Hough space to maximize the defined 
Hough transform for the desired contour. Considering the 
obtained edge points as for the parameters of circles 
passing through each edge points as niyx ii ,.....3,2,1),,(  . 
These parameters are the center coordinates cx and cy , 
and the radius r, which are able to define any circle 
according to the equation: 

222 ryx cc                                           

(3) 
A Hough transform can be written as: 
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Where the parametric function 
222 )()(),,,,( ryyxxryxyxg ciciccii  . 

 Assuming a circle with the center ),( cc yx and radius r, 
the edge points that are located over the circle result in a 
zero value of the function g. The value of g is then 
transformed to 1 by the h function, which represents the 
local pattern of the contour. The local patterns are then 
used in a voting procedure using the Hough transform, H, 
in order to locate the proper pupil and limbus boundaries. 
In order to detect limbus, only vertical edge information is 
used. The upper and lower parts, which have the 
horizontal edge information, are usually covered by the 
two eyelids. The horizontal edge information is used for 
detecting the upper 
and lower eyelids, which are modeled as parabolic arcs. 

2.2 Active Contour Models 

Ritter et al. [24] make use of active contour models for 
localizing the pupil in eye images. Active contours 
respond to pre-set internal and external forces by 
deforming internally or moving across an image until 
equilibrium is reached. The contour contains a number of 
vertices, whose positions are changed by two opposing 
forces, an internal force, which is 

                                 
(a)                          (b)                         (c)          

Figure 2: Errors in pupil localization by using the circular Hough 
transform. 
 
dependent on the desired characteristics, and an external 
force, which is dependent on the image. Each vertex is 
moved between time t and t + 1 by: 

)()()()1( ,int, tFtFtVtV iextiii                                 

(6) 
Where Fint,i is the internal force, Fext,i is the external force 
and Vi is the position of vertex i. For localization of the 
pupil region, the internal forces are calibrated so that the 
contour forms a globally expanding discrete circle. The 
external forces are usually found using the edge 
information. 
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In order to improve accuracy Ritter et al. use the variance 
image, rather than the edge image. A point interior to the 
pupil is located from a variance image and then a discrete 
circular active contour (DCAC) is created with this point 
as its center. The DCAC is then moved under the 
influence of internal and external forces until it reaches 
equilibrium, and the pupil is localized. 

2.3 Discrete Circular Active Contour 

Ritter (2003) et al. [25] proposed a model which detects 
pupil and limbus by activating and controlling the active 
contour using two defined forces: internal and external 
forces. 
The internal forces are responsible to expand the contour 
into a perfect polygon with a radius   larger than the 
contour average radius. The internal force Fint,i applied to 
each vertex, Vi, is defined as 

iii VVF int,                                        

(7) 
where 

iV is the expected position of the vertex in the 
perfect polygon. The position of

iV can be obtained with 
respect to Cr, the average radius of the current contour, 
and the contour center, C = (Cx; Cy). The center of a 
contour which is the average position of all contour 
vertices is defined as 
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(8) 
The average radius of the contour is the average distance 
of all the vertices from the defined center point C is as the 
following equations 
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(9) 
Then the position of the vertices of the expected perfect 
polygon is obtained as 
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(10) 
where n is the total number of vertices. 
The internal forces are designed to expand the contour 
and keep it circular. The force model assumes that pupil 
and limbus are globally circular, rather than locally, to 
minimize the undesired deformations due to specular 
reflections and dark patches near the pupil boundary. The 
contour detection process of the model is based on the 
equilibrium of the defined internal forces with the 
external forces. The external forces are obtained from the 
grey level intensity values of the image and are designed 

to push the vertices inward. The magnitude of the 
external forces is defined as: 

)()( ^
,, F iextiiiext VIVIF                      (11) 

where I(Vi) is the grey level value of the nearest neighbor 
to Vi.  F iext

^
,
 is the direction of the external force for each 

vertex and it is defined as a unit vector given by: 
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(12) 
Therefore, the external force over each vertex can be 
written as: 

FFF iextiext iext,,
^

,
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              (13) 

The movement of the contour is based on the composition 
of the internal and external forces over the contour 
vertices. Replacement of each vertex is obtained 
iteratively by: 

)()1()()()1( ,int, tFtFtVtV iextiii    (14) 
Where   is a defined weight that controls the pace of the 
contour movement and sets the equilibrium condition of 
internal and external forces. The final equilibrium is 
achieved when the average radius and center of the 
contour becomes the same for the first time in m iterations 
ago. The discrete circular active contour is applied on the 
three images in Figure 3. 

 
Figure 3: The segmentation of the DCA 

2.4 Detecting Eyelids, Eyelashes and Noise Regions 

The eyelids are detected by first fitting a line to the upper 
and lower eyelid using the linear Hough transform. A 
horizontal line is then drawn which intersects with the 
first line at the iris edge that is closest to the pupil. A 
second horizontal line allows the maximum isolation of 
eyelid regions. 
Detecting eyelashes requires proper choice of features and 
classification procedure due to complexity and 
randomness of the patterns. The proposed eyelash 
detection by Kong et 
al. consider eyelashes as two groups of separable 
eyelashes, which are isolated in the image, and multiple 
eyelashes, which are bunched together and overlap in the 
eye and applies two different feature extraction methods 
to detect eyelashes [35]. Separable eyelashes are detected 
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using 1-D Gabor filter, since the convolution of a 
separable eyelash with the Gaussian smoothing function 
results in a low output value. 
Thus, if a resultant point is smaller than a threshold, it is 
noted that this point belongs to an eyelash. Multiple 
eyelashes are detected using the variance of intensity. If 
the 
variance of intensity values in a small window is lower 
than a threshold, the center of the window is considered 
as a point in an eyelash. The two features combined with 
a 
connectivity criterion would lead to the decision of 
presence of eyelashes. In addition, an eyelash detection 
method is also proposed by Huang et al. that uses the edge 
information obtained by phase congruency of a bank of 
Log-Gabor filters. The edge information is also infused 
with the region information to localize the noise regions 
[15], as in Figure 4. 

       
Figure 4:  illustrates the perfect iris localization, where black regions denote 
detected eyelids and eyelashes regions. 
3. Normalization 
 
Once the iris region is successfully segmented from an eye 
image, the next stage is to transform the iris region so that 
it has fixed dimensions in order to eliminate dimensional 
inconsistencies between iris regions, and to allow 
comparisons. The dimensional inconsistencies between 
eye images are mainly due to the stretching of the iris 
caused by pupil dilation from varying levels of 
illumination. Other sources of inconsistency include, 
varying imaging distance, rotation of the camera, head 
tilt, and rotation of the eye within the eye socket. The 
normalization process will produce iris regions, which 
have the same constant dimensions, so that two images of 
the same iris under different conditions will have the 
same characteristic features at the same spatial location. 
A proper normalization technique is expected to 
transform the iris image to compensate these variations. 
Most normalization techniques are based on transforming 
iris into polar coordinates, known as unwrapping process. 
Pupil boundary and limbus boundary are generally two 
non-concentric contours. The non-concentric condition 
leads to different choices of reference points for 
transforming an iris into polar coordinates. Proper choice 
of reference point is very important where the radial and 
angular information would be defined with respect to this 
point. Unwrapping iris using pupil center is proposed by 
Boles and Boashash [34] and Lim et al. [14]. Another 

reference point proposed by Arvacheh [6], which is the 
virtual center of a pupil with radius equal to zero 
(linearly-guessed center). The experiments demonstrate 
that the linearly-guessed center provides much better 
recognition accuracy. The linearly-guessed center is 
equivalent to the technique used by Joung et al. [4]. 
In addition, most normalization approaches based on 
Cartesian to polar transformation unwrap the iris texture 
into a fixed-size rectangular block. For example, in Lim et 
al. method, after finding the center of pupil and the inner 
and outer boundaries of iris, the texture is transformed 
into polar coordinates with a fixed resolution. In the 
radial direction, the texture is normalized from the inner 
boundary to the outer boundary into 60 pixels. The 
angular resolution is also fixed to a 0:8o over the 360o, 
which produces 450 pixels in the angular direction. Other 
researchers such as Boles and Boashash, Tisse et al. [5]. 
And Ma et al. [20] also use the fixed size polar 
transformation model. 
However, the circular shape of an iris implies that there 
are different number of pixels over each radius. 
Transforming information of different radii into same 
resolution results in different amount of interpolations, 
and sometimes loss of information, which may degrade 
the performance of the system. 

3.1 Daugman's Rubber Sheet Model 

It transforms a localized iris texture from Cartesian to 
polar coordinates. It is capable of compensating the 
unwanted variations due to distance of eye from camera 
(scale) and its position with respect to the camera 
(translation). The Cartesian to polar transformation is 
defined as 

),()),(),,(((  rIryrxI                            
(15) 
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where I(x; y) is the iris region image, (x; y) are the 
original Cartesian coordinates, ),( r  are the corresponding 
normalized polar coordinates, and (xp; yp) and (xi; yi) are 
the coordinates of the pupil and iris boundaries along the 
_ direction. The process is inherently dimensionless in the 
angular direction. In the radial direction, the texture is 
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assumed to change linearly, which is known as the rubber 
sheet model, as shown in Figure 5. 
 

 
Figure 5: The rubber sheet model for normalizing the segmented irises. 

 
The rubber sheet model [30] linearly maps the iris texture 
in the radial direction from pupil border to limbus border 
into the interval [0 1] and creates a dimensionless 
transformation in the radial direction as well. It takes into 
account pupil dilation and size inconsistencies in order to 
produce a normalized representation of constant 
dimensions. In this way the iris region is modeled as a 
flexible rubber sheet anchored at the iris boundary with 
the pupil center as the reference point. 
Although the normalization method compensates 
variations due to scale, translation and pupil dilation, it is 
not inherently invariant to the rotation of iris. Rotation of 
an iris in the Cartesian coordinates is equivalent to a shift 
in the polar coordinates. In order to compensate the 
rotation of iris textures, a best of n test of agreement 
technique is proposed by Daugman in the matching 
process. In this method, iris templates are shifted and 
compared in n different directions to compensate the 
rotational effects. The rubber sheet model is applied on 4 
different iris images, as shown in Figure 6. 

(a)     (b)  

(c)     (d)  

(e)     (f)  

(g)    (h)  
 
Figure 6: The normalized iris image and its polar form to four different iris 
images by using rubber sheet model, where (a) is an image from the 
CASIA-Iris V. 1, (b) is an image from the CASIA-Iris V. 3-Interval, (e) is 
an image from the CASIA-Iris V. 3-Lamp, and (f) is an image from the 
UBIRIS database. (c), (d), (g) and (h) are the polar form to the four iris 
images respectively. 

4. Feature extraction 

In order to provide accurate recognition of individuals, 
the most discriminating information present in an iris 
pattern must be extracted. Only the significant features of 
the iris must be encoded so that comparisons between 
templates can be made. Most iris recognition systems 
make use of a band pass decomposition of the iris image 
to create a biometric template. 
The first step after the iris normalization is to extract the 
features from the normalized iris image. The Gabor 
wavelet method with log-polar transformation was 
designed by Daugman in 1993 and is widely used in 
commercialized iris recognition systems [10]. The log-
Gabor wavelet method with Polar transformation was 
designed by Masek and Kovesi and implemented in 
Matlab  
[21]. Wavelets can be used to decompose the data in the 
iris region into components that appear at different 
resolutions. Wavelets have the advantage over traditional 
Fourier transform in that the frequency data is localized, 
allowing features which occur at the same position and 
resolution to be matched up. A number of wavelet filters, 
also called a bank of wavelets, are applied to the 2-D iris 
region, one for each resolution with each wavelet a scaled 
version of some basis function. The output of applying the 
wavelets is then encoded in order to provide a compact 
and discriminating representation of the iris pattern. 
Some works have used multi-resolution techniques for iris 
feature extraction [8, 26, 34] and have proven a high 
recognition accuracy. At the same time, however, it has 
been observed that each multi-resolution technique has its 
specification and situation in which it is suitable; for 
example, a Gabor filter bank has been shown to be most 
known multi-resolution method used for iris feature 
extraction and Daugman [8] in his proposed iris 
recognition system demonstrated the highest accuracy by 
using Gabor filters. 

4.1 The 1-D Log-Gabor Filter 

The 1-D log-Gabor band pass filter is used to extract the 
features in an iris [35, 36], it is defined as 

)log(2
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(16) 
where,   is used to control the filter bandwidth and ! is 
the filter's center frequency, which is derived from the 
filter's wavelength,  . The 1-D log-Gabor filter does not 
have a spatial domain format. Each row of the iris image, 
in the log-polar coordinates, is first transformed to the 
frequency domain using fast Fourier transform (FFT). 
This frequency domain row signal is then filtered with the 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     290 

 

1-D log-Gabor filter (i.e. multiplied with the 1-D log-
Gabor filter in the frequency domain). 
The filtered row signal is transferred back to the spatial 
domain via inverse fast Fourier transform (IFFT). The 
spatial domain signal is then transferred to a filtered 
image in the spatial domain, and hence the biometric code 
(template) is obtained from the filtered image. 
Figure 7 shows the step-by-step process of the 1-D log 
Gabor filter feature extraction. 

5. Matching 

Once an iris image relevant texture information extracted, 
the resulting feature vector (iris template) is compared 
with enrolled iris templates. The template generated needs 
a corresponding matching metric, which gives a measure 
of similarity between two iris templates. This metric 
should give one range of values when comparing 
templates generated from the same eye, known as intra-
class comparisons, and another range of values when 
comparing templates created from different irises, known 
as extra-class comparisons. 
These two cases should give distinct and separate values, 
so that a decision can be made with high confidence as to 
whether two templates are from the same iris, or from two 
different irises. The following subsections introduce some 
famous matching metrics, and finally the scalar product 
(SP) method.  

5.1 The Normalized Hamming Distance 

The Hamming distance (HD) gives a measure of how 
many bits are the same between two bit patterns, 
especially if the template is composed of binary values. 
Using the HD of two bit patterns, a decision can be made 
as to whether the two patterns were generated from 
different irises or from the same iris. For example, 
comparing the bit patterns P and Q, the HD is defined as 
the sum of disagreeing bits (sum of the exclusive-OR 
between P and Q) over N, the total number of bits in each 
bit pattern. It is known as the normalized HD, and is 
defined as: 
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(17) 
Since an individual iris region contains features with high 
degrees of freedom, each iris region will produce a bit-
pattern which is independent to that produced by another 
iris, on the other hand, two iris codes produced from the 
same iris will be highly correlated. 
In case of two completely independent bit patterns, such 
as iris templates generated from different irises, the HD 

between the two patterns should equal 0.5. This occurs 
because independence implies that, the two bit patterns 
will be totally random, so there is 0.5 chance of setting 
any bit to 1, and also to zero. Therefore, half of the bits 
will agree and half will disagree between the two patterns. 
If two patterns are derived from the same iris, the HD 
between them will be close to 0.0, since they are highly 
correlated and the bits should agree between the two iris 
codes. 
Daugman [8] uses this matching metric as following, the 
simple Boolean Exclusive-OR operator (XOR) applied to 
the 2048 bit phase vectors that encode any two iris 
patterns, masked (AND'ed) by both of their corresponding 
mask bit vectors to prevent noniris artifacts from  
influencing iris comparisons. The XOR operator   
detects disagreement between any corresponding pair of 
bits, while the AND operator   ensures that the compared 
bits are both deemed to have been uncorrupted by 
eyelashes, eyelids, specular reflections, or other noise. The 
norms of the resultant bit vector and of the AND'ed 

mask vectors are then measured in order to compute the 
fractional HD (Equation 5.18), as the mea-sure of 
dissimilarity between any two irises, whose two phase 
code bit vectors are denoted codeP; codeQ and whose 
mask bit vectors are denoted maskP; maskQ: 

maskQmaskP
maskQmaskPcoodeQcodeP

HD


)( 


          (18) 

The denominator tallies the total number of phase bits 
that mattered in iris comparisons after artifacts such as 
eyelashes, eyelids, and specular reflections were 
discounted, so the resulting HD is a fractional measure of 
dissimilarity; 0.0 would represent a perfect match. 

5.2 The Weighted Euclidean Distance 

The weighted Euclidean distance (WED) can be used to 
compare two templates, especially if the template is 
composed of integer values. It gives a measure of how 
similar a collection of values are between two templates. 
This metric is employed by Zhu et al. [37] and is defined 
as: 
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 (19)                    
where fi is the thi  feature of the unknown iris, and P

if is 
the thi  feature of iris template k, and P

i i is the standard 
deviation of the thi  feature in iris template k. The 
unknown iris template is found to match iris template k, 
when the WED is a minimum at k. 
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5.3 The Normalized Correlation 

Wildes et al. [26] make use of Normalized correlation 
(NC) between the acquired and database representation 
for goodness of match. This is represented as: 
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where p1 and p2 are two images of size 
1, nm   and 

1  
are the mean and standard deviation of p1, and 

2 and 

2 are the mean and standard deviation of p2. 
Normalized correlation is advantageous over standard 
correlation, since it is able to account for local variations 
in image intensity that corrupt the standard correlation 
calculation. 

5.4 The Scalar Product 

The Scalar product method (SP) can be used to compare 
two templates, especially if the template is composed of 
real values. It considers the two templates as two vectors 
and gives the )cos(  between the two templates. The 

)cos(  between any two templates is between -1 and 1. If 
)cos(  is close to 1, the two templates are for the same 

iris, but if it was close to zero, the templates are for 
different irises. For example suppose that we have two 
templates P and Q, the scalar product is defined as: 

)cos(.. QPQP                                    

(21) 
The localization of the iris and the coordinate system 
desc-  

Figure 7: The step-by-step process of a row signal feature extraction by 
using the 1-D log-Gaber filter  

 

Iter.
No 

Templates )cos( 
 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

P = [2 6 2 1 2 8 5 10 2 3], Q = [1 2 3 4 5 6 7 8 9 10] 
P = [2 6 2 1 2 8 5 10 2 3], Q = [2 3 4 5 6 7 8 9 10 1] 
P = [2 6 2 1 2 8 5 10 2 3], Q = [3 4 5 6 7 8 9 10 1 2] 
P = [2 6 2 1 2 8 5 10 2 3], Q = [4 5 6 7 8 9 10 1 2 3] 
P= [2 6 2 1 2 8 5 10 2 3],Q= [5 6 7 8 9 10 1 2 34] 
P = [2 6 2 1 2 8 5 10 2 3], Q = [6 7 8 9 10 1 2 3 4 5] 
P = [2 6 2 1 2 8 5 10 2 3], Q = [7 8 9 10 1 2 3 4 5 6] 
P = [2 6 2 1 2 8 5 10 2 3], Q = [8 9 10 1 2 3 4 5 6 7] 
P = [2 6 2 1 2 8 5 10 2 3], Q = [9 10 1 2 3 4 5 6 7 8] 
P= [2 6 2 1 2 8 5 10 2 3],Q  = [10 1 2 3 4 5 6 7 8 9] 

0:7881 
0:8235 
0:8911 
0:7013 
0:6723 
0:5469 
0:6144 
0:7141 
0:7817 
0:7206 

 
Table 1: This table indicates that, the maximum )cos(  = 0:8911, thus 

  = 26:988 which is the smallest   between the two templates. i.e., 
there is no match between the two templates for ever. 
 
The previous table is for a simple example, but for iris  
the algorithm will perform 4800 iterations for comparing 
every two templates, because each template consists of 
4800 elements. 

6. Results 

The actual iris image was first segmented using the 
gradient-based Hough transform to detect the outer iris 
boundary, and the DCAC for the inner iris boundary to 
avoid the errors of Hough transform, and then the eyelids, 
eyelashes, and noise regions are detected. Secondly the 
detected iris image is normalized using Daugman's rubber 
sheet model. After that the relevant texture information is 
extracted using the 1-D Log-Gabor filter, hence we have a 
real valued template of 24020  elements which will be 
converted to a vector of 48001 elements. Finally these 
templates are stored to comprise a database of templates 
which will be used in the matching process by using the 
scalar product method. 
This database of templates has two categories, the CASIA 
which consists of 996 templates and UBIRIS which 
consists of 723 templates. The SP method was tested by 
using 915 and 448iris images from CASIA and UBIRIS 
d- 
ribed above achieve invariance to the 2-D position and 
size of the iris, and to the dilation of the pupil within the 
iris. However, it would not be invariant to the orientation 
of the iris within the image plane. The most efficient way 
to achieve iris recognition with orientation invariance is 
not to rotate the image itself using the Euler matrix, but 
rather to compute the iris phase code in a single canonical 
orientation and then to compare this very compact 
representation at many discrete orientations by cyclic 
scrolling of its angular variable. Thus for example to 
apply the SP method on two different templates P = [2 6 2 
1 2 8 5 10 2 3], reference template and Q = [1 2 3 4 5 6 7 
8 9  
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10], template from the database of 10 elements, it will 
work as shown in Table 1. 
database respectively, and was found to give good correct 
recognition rates compared to other matching methods as 
shown in Table 2.  

Matching measure Correct recognition rate (CRR)% 
WED 

SP 
HD 

98.73 
98.26 
98.22 

Table 2: The correct recognition rates achieved by three matching measures 
using the CASIA and UBIRIS database. 

 
In our experimental results the false match rate (FMR), 
the rate which non-authorized people are falsely 
recognized during the feature comparison which contrasts 
the false accept rate (FAR) and the false non-match rate 
(FNMR), the rate that authorized people are falsely not 
recognized during feature comparison which contrasts the 
false reject rate (FRR) are estimated. Figure 8, illustrates 
the receiver operating characteristic (ROC) curves for the 
CASIA database after applying the SP matching method. 
Where 100-FNMR is plotted vs. the FMR. 

 
Figure 8: The obtained ROC curves to three different matching measures 

using the CASIA database. 

 
Figure 9: The matching of (012 1 3) iris image from (CASIA-Iris V. 1) with 
the template number 80 from 150 templates, where as shown )cos(  = 1 

between the compared iris template and the template number 80, hence the 
two are templates for the same iris image. 

 
Figure 10: There is no match of (050 1 3) iris image (CASIA-Iris V. 1) with 
any template from 150 templates, where the maximum )cos( = 0:83 is 
between the compared iris template and the template number 124, hence the 
two templates are very similar but they are not templates for the same iris 
image. 

 
Figure 11: The matching of (Img 2 1 4) iris image from (UBIRIS database) 
with the template number 9 from 150 templates, where as shown 

)cos(  = 1 between the compared iris template and the template number 
9, hence the two are templates for the same iris image. 

 
Figure 12: There is no match of (Img 235 1 5) iris image (UBIRIS 
database) with any template from 150 templates, where the maximum 
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)cos(  = 0:18 is between the compared iris template and the template 
number 145, hence the two templates are not so similar and 
also they are not templates for the same iris image. 

7. Conclusion 

Here we have presented an active contour model, in order 
to compensate for the iris detection error caused by two 
circular edge detection operations. After perfect iris 
localization, the segmented iris region is normalized 
(transformed into polar coordinates) to eliminate 
dimensional inconsistencies between iris regions. This 
was achieved by using Daugman's rubber sheet model, 
where the iris is modeled as a flexible rubber sheet, which 
is unwrapped into a rectangular block with constant polar 
dimensions )24020(  elements. 
The next stage is to extract the features of the iris from 
the normalized iris region. This was done by the 
convolution of the 1-D Log-Gabor filters with the 
normalized iris region. After that the convoluted iris 
region is reshaped to be a template of (1_4800) real 
valued elements. 
Finally the scalar product matching scheme is used, 
which give the )cos(  between two templates. If 

)cos(  = 1 between two templates P and Q this means 
that, the two templates were deemed to have been 
generated from the same iris, otherwise they have been 
generated from different irises. 
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Abstract 
Evolutionary algorithms are considered more efficient for 
optimal system design because they can provide higher 
opportunity for obtaining the global optimal solution. This paper 
introduces a method for construct and train Recurrent Neural 
Networks (RNN) by means of Multi-Objective Genetic 
Algorithms (MOGA). The use of a multi-objective evolutionary 
algorithm allows the definition of many objectives in a natural 
way. The case study of the proposed model is the phoneme 
recognition. We have shown that the proposed model is able to 
achieve good results in recognition tasks. 
Keywords: Recurrent neural network, Genetic algorithm, 
Phonemes recognition, Multi-objective optimization. 

1. Introduction 

Recurrent Neural Networks (RNN) represent a large and 
varied class of computational models that are designed by 
more or less detailed analogy with biological brain 
modules. In this paper we focus on the use a particular 
network : Elman-type recurrent networks in witch the 
hidden layer is returned to the input layer [7].  

In recent years, gradient-based RNN solved many tasks 
[26]. The Back-propagation, however, has two major 
limitations: a very long training process, with problems 
such as local minima and network design. The back-
propagation algorithm adjusts exclusively the connection 
weights for particular network architecture, but the 
algorithm does not adjust the network architecture to 
define the optimum Neural Network (NN) for a particular 
problem [3], [25]. To overcome these restrictions, various 
methods for auto-design NN have been proposed [2], [10]. 

Genetic Algorithms (GA) are a search heuristic that 
mimics the process of natural evolution. They maintain a 
population of solution candidates and evaluate the fitness 
of each solution according to a specific fitness function. 
Even though, GA are not guaranteed to find the global 

optimum, they can find an acceptable solution relatively in 
a wide range of problems [4].  

Various combinations of GA and NN have been 
investigated [3], [10], [24]. Much research concentrates on 
the acquisition of parameters for a fixed network 
architecture [6], [9]. Other work allows a variable 
topology, but disassociates structure acquisition from 
acquisition of weight values by interweaving a GA search 
for network topology with a traditional parametric training 
algorithm over weights [2], [10]. Some studies attempt to 
co-evolve both the topology and weight values within a 
GA framework, but the network architectures are 
restricted [15].  

Many researches exist, describing multitude applications 
for GA [4]. A substantial proportion of these applications 
involve the evolution of solutions to problems with more 
than one objective [13], [22], [27]. More specifically, such 
problems consist of several separate objectives, with the 
required solution being one where some or all of these 
objectives are satisfied to a greater or lesser degree.  

Multi-objective genetic algorithms (MOGA) have been 
widely used for the evolution of NN. Dehuri and Cho [11] 
propose a multi-criterion pareto GA used to train NN for 
classification problems. Delgado and Pegalajar [12] 
propose a MOGA for obtaining the optimal size of RNN 
for grammatical inference. 

In this study, we combine RNN with MOGA to provide an 
alternative way for optimizing both RNN structure and 
weights. An important aspect of our work is the use of 
multi-objective optimization to evaluate the ability of new 
RNN [20]. The use of different objectives for each 
network allows a more accurate estimation of the 
goodness of a network.  

This paper is organized as follows. Section 2 explains the 
application of multi-objective optimization to the problem 
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of fitness estimation. Section 3 describes the proposed 
constructive multi-objective RNN. Section 4 presents the 
experimental results obtained on the classification of the 
TIMIT vowels. 

2. Multi-objective optimization 

In this section, we briefly present the formulation of a 
multi-objective optimization problem (MOO) such as 
some required notions about Pareto based multi-objective 
optimization and some concepts relating to Pareto 
optimality [2], [12].  

The scenario considered in this paper involves an arbitrary 
optimization problem with k objectives, which are, 
without loss of generality, all to be minimized and all 
equally important, i.e., no additional knowledge about the 
problem is available. We assume that a solution to this 
problem can be described in terms of a decision vector 
denoted by: 

),...,,( 21 nxxxx 
(1) 

where nxxx ,...,, 21  are the variables of the problem.  

Mathematically, the multi-objective optimization problem 
is stated by : 







...
)),(),...,(),(()(min: 21

Cxcs
xfxfxfxFMOO k (2) 

where if  are the decision criteria and k is the number of 

objective function. 

An optimization problem searches the action *x where the 
constraints C are satisfied and the objective function F(x) 
is optimized.  

In practical applications, there is no solution that can 
minimize all of the k objectives. As a result, MOO 
problems tend to be characterized by a family of 
alternatives solutions.  

The approach most used is to weight and sum the separate 
fitness values in order to produce just a single fitness 
value for every solution, thus allowing the GA to 
determine which solutions are fittest as usual. However, as 
noted by Goldberg [14], the separate objectives may be 
difficult or impossible to manually weight because of 
unknowns in the problem. Additionally, weighting and 
summing could have a detrimental effect upon the 
evolution of acceptable solutions by the GA (just a single 
incorrect weight can cause convergence to an 
unacceptable solution). 

The concept of Pareto-optimality helps to overcome this 
problem of comparing solutions with multiple fitness 
values. A solution is Pareto optimal if it is not dominated 
by any other solutions. A Pareto optimal solution is 
defined as follows: a decision vector x is said to dominate 
a decision vector y if and only if   :,,1 ki   

  )()(:,,1)()( yjfxjfkjyifxif   . The decision vector x is 

Pareto optimal if and only if x is non-dominated [5]. 

The Pareto approach is based on two aspects: the ranking 
and the selection. The ranking methods are the following:  

- NDS (Non Dominated Sorting) : In this method, 
the rank of an individual is the number of 
solutions dominating this individual plus one 
[12].  

- WAR (Weighted Average Ranking) : In this 
method, population members are ranked 
separately according to each objective function. 
Fitness equal to the sum of the ranks in each 
objective is assigned [2]. 

- NSGA (Non-dominated Sorting Genetic 
Algorithm) [21]: In this method, all non-
dominated individuals of the population have 
rank 1. Then, these individuals are removed and 
the next set of non-dominated individuals are 
identified and assigned next rank [21].  

Several methods of selection based on the concept of 
dominance are: 

- Tournament based selection [2]: at each 
tournament, two individuals A and B fall in 
competition against a set of domt individuals in 

the population. If the competitor A dominates all 
individuals and all the other competitor B is 
dominated by at least one individual, then 
individual A is selected. 

- Pareto reservation strategy [5]: in this method, 
the non-dominated individuals are always saved 
to the next generation. 

- Ranking method [2]: the cost associated with a 
new individual is determined by the relative 
distance in objective space with respect to 
individuals not dominated of the current 
population. 

3. Recurrent neural netw orks design by 
means of multi-objective genetic algorithm 

We shall now tackle the problem of finding RNN having the 
smallest recognition error and the least number of hidden units. 
For this reason, we formulate the problem as optimisation 
algorithm, more specifically, as a matter of MOO. In order to 
solve it we shall use an algorithm based on Pareto optimality that 
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his goal is to optimize three objectives. A performance goal 
minimizes the recognition error (to maximize the successes in the 
testing set). Tow goals of diversity to increase diversity in the 
population : mutual information and internal diversity.  

In this paper we propose a model called Recurrent Neural 
Networks Design by means of Multi-Objective Genetic 
Algorithm (RNND-MOGA). It reflects the types of networks that 
arise from a RNN performing both structural and weight 
learning. The general architecture of RNND-MOGA is 
straightforward. Input and output units are considered to be 
provided by the task and they are immutable by the 
algorithm; thus each network for a given task always has 

inm input units and 
outm  output units. The number of 

hidden units and bias varies from 0 to a user supplied 
maximum maxh .  

The proposed hybrid learning process is the following (see 
Fig. 1). In each generation, networks are first evaluated 
using Pareto optimisation algorithm. The best P% RNN 
are selected for the next generation; all other networks are 
discarded and replaced by mutated copies of networks 
selected by proportional selection. Generating an offspring 
is done using only tow types of mutation operators : the 
parametric mutation and the structural mutation. The 
parametric mutation alters the value of parameters (link 
weights) currently in the network, whereas structural 
mutation alters the number of the hidden units, thus 
altering the space of parameters. 

 
 
 

Yes 

Multi-objectives evaluation 

      i >= imax 

New generation 

Best solutions 

No 

Selection 

Performance Mutuelle information Inner diversity

i = i + 1

Generation N° i 

Structural mutation  

Parametric mutation 

End ? 

Yes 

No 

 

Fig. 1. Proposed evolution strategy 

3.1 Encoding 

The proposed chromosome representation is a structure 
encoding the learning parameters, the weights and the 
bias. The chromosome structure is a record composed of 
these attributes :  

- IW: matrix of the RNN input weights ; 
- LW: matrix of the RNN connection weights ; 
- b1: vector of RNN bais ; 
- trainPrm: save learning rate and epochs number ; 
- learnFcn: save the learning function of an RNN. 

3.2 Initialization 

The proposed algorithm initializes the population with 
randomly generated RNN. The number of hidden units for 
each one is chosen from a uniform distribution in a user 
defined range ( max0 hh  | maxh  is the maximum number 

of hidden units in the network). Once a topology has been 
chosen, all links are assigned weights random initialized. 

3.3 Genetic operators 

GA used here is a modified algorithm. The main 
differences compared to the standard GA are that there is 
no crossover and structural mutations are added. Both of 
the mutation operators will be described in detail below. 
The crossover operator, which combines genes from two 
individuals, is rarely useful when evolving NN and is 
therefore not used here.  

The parametric mutation changes the weights of a network 
without changing its topology. In this work, we use the 
back-propagation algorithm as a parametric mutation 
operator. It is run using a low learning rate for few epochs. 
In our model, this epochs number is randomly chosen 
within a user defined rang. The network is allowed to 
draw lessons from the training set, but it is also prevented 
from being too similar to the rest of networks. The 
parametric mutation is always performed after the 
structural one, because it does not alter the structure of a 
network and it is used to adapt mated networks. 

Fig. 2 describe two types of structural mutation :   

- Add hidden units: Generating an offspring using 
structural mutation involves three steps: copying 
the parent, determining the severity of the 
mutations to be performed, and finally mutating the 
copy. The severity of a mutation of a given parent 
is dictated by its score. It defines the number of 
hidden units to be added. Networks with a low 
score suffer a severe mutation, and those with a 
high score are undergoing a slight transformation. 
Equations (3) and (4) calculate, respectively, the 
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severity of mutation and the number of hidden units 
to add. 





N

k

kScore

iScore
iT

1

)(

)(
1)(

 (3) 

 ))(()( minmaxmin  iTiHU 
(4) 

where Score(i) represents the score of the 
th

i individual,
min

 an
max

 are respectively the 

minimum and maximum number of hidden units to 
be add, α is a random value between 0 and 1.  

Once the number of units to be added is 
determined, we modify the network structure under 
the new constraints and the connections’ weights of 
these units are randomly initialized. 

- Remove hidden units: This type of mutation is used 
to remove the hidden units that do not contribute to 
improve recognition of the network. The process 
of deleting a hidden unit occurs as follows. In the 
first step, we seek the inactive unit among hidden 
units of the network. This is done by calculating the 
score of each hidden unit using equation (5). It 
calculates the difference in score of RNN with and 
without the hidden unit. The unit having the lowest 
fitness is eliminated. 

)()()( iScoreiScoreiS uu 
(5) 

where Score(i) is the generalisation rate of the 
thi RNN, )(iScoreu is the generalization rate of the 

ith  RNN without the uth unit. 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 2. Structural mutation strategy 

 

3.4 Multi-objective optimization 

A promising approach for performing optimization 
problems is the MOGA aiming at producing Pareto 
optimal solutions [11]. The key concept here is 
dominance. However, the success of a Pareto optimal GA 
depends largely on its ability to maintain diversity. 
Usually, this is achieved by employing niching techniques 
such as fitness sharing [5] and the inclusion of some 
useful measures applied to other models, such as negative 
correlation or mutual information [17]. The MOGA 
employed in this work can be described as a niched Pareto 
GA with NSGA [21] and tournament selection [2]. The 
algorithm uses a specialised tournament selection 
approach, based on the concept of dominance.  

The proposed algorithm is based on the concept of Pareto 
optimality [19]. We consider a population of networks 
where the th

i individual characterised by a vector of 
objectives values. In fact, the population has N individuals 
and M objectives are considered. In our study, tree 
objectives are considered.  

In this paper, we define the following four objectives: 

- Objective of performance: The performance of 
RNN is given by its generalization rate. 

- Mutual information: The mutual information 
between RNN 

i
f and 

j
f  is given by equation (6) : 

)
2

1log(
2

1
),( ijjfifO

MI
 (6) 

where ij  is the correlation coefficient between 

the networks. The objective is the average of 
mutual information between each pair of networks 
[18].  

- Internal diversity: The internal diversity of a RNN 
measures the difference between the outputs of the 
networks [16]. The internal diversity of the 

thk RNN is given by equation (7) : 




N

ijj jfifO
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iIDO FD
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1

1
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where N is the size of the RNN population, P is the 

number of training vectors and
FD

O is the functional 

diversity between the ith and the jth network : 
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where kx  is the  kth training vectors. 
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4. Experimental results 

In this section, we evaluate and compare the described and 
the proposed evolutionary constructive RNN for 
continuous speech recognition on the maco-class of 
vowels of TIMIT speech corpus [1]. 

4.1 Database description 

The third component is a phoneme recognition 
module. The speech database used is the DARPA TIMIT 
acoustic-phonetic continuous speech corpus which 
contains: /iy/, /ih/, /eh/, /ey/, /ae/, /aa/, /aw/, /ay/, /ah/, /ao/, 
/oy/, /ow/, /uh/, /uw/,/ux/, /er/, /ax/, /ix/, /axr/ and /ax-h/. 
The corpus contains 13 699 phonetic unit for training and 
4041 phonemes for testing. 

Speech utterance was sampled at a sampling rate of 16 
KHz using 16 bits quantization. Speech frames are filtered 
by a first order filter. After the pre-emphasis, speech data 
consists of a large amount of samples that present the 
original utterance. Windowing is introduced to effectively 
process these samples. This is done by regrouping speech 
data into several frames. A 256 sample window that could 
capture 16 ms of speech information is used. To prevent 
information lost during the process, an overlapping factor 
of 50% is introduced between adjacent frames. 
Thereafter, mel frequency cepstral analysis was applied to 
extract 12 mel cepstrum coefficients (MFCC) [8]. 
Among all parameterization methods, the cepstrum has 
been shown to be favourable in speech recognition and is 
widely used in many automatic speech recognition 
systems [23]. The cepstrum is defined as the inverse 
Fourier transform of the logarithm of the short-term power 
spectrum of the signal. The use of a logarithmic function 
permits us to deconvolve the vocal tract transfer function 
and the voice source. Consequently, the pulse sequence 
originating from the periodic voice source reappears in the 
cepstrum as a strong peak in the ‘quefrency’ domain. The 
derived cepstral coefficients are commonly used to 
describe the short-term spectral envelope of a speech 
signal. The advantage of using such coefficients is that 
they induce a data compression of each speech spectral 
vector while maintaining the pertinent information it 
contains. The mel-scale is a mapping from a linear to a 
nonlinear frequency scale based on human auditory 
perception. It is proved that such a scale increases 
significantly the performance of speech recognition 
systems in comparison with the traditional linear scale. 
The computation of MFCC requires the selection of M 
critical bandpass filters. To obtain the MFCC, a discrete 
cosine transform, is applied to the output of M filters. 
These filters are triangular and cover the 156 − 6844 Hz 
frequency range; they are spaced on the mel-frequency 
scale. This scale is logarithmic above 1 kHz and linear 

below this frequency. These filters are applied to the log 
of the magnitude spectrum of the signal, which is 
estimated on a short-time basis. 

4.2 Discussion 

In the experiments below, the number of hidden units for 
networks of the initial population was selected uniformly 
between 1 and 5. Each network has 12 input units 
representing the 12 MFCC coefficients and 20 output units 
representing the TIMIT vowels. Table 1 represents the 
parameter setting. 

In this section, results produced by the proposed model 
will be presented and compared with results produced by 
the Elman model using 30 hidden units the GA and the 
Elman model using 16 hidden units (the best topology 
given by the proposed model). 

Table 1: Learning parameters of the proposed model 

Parameter name Value 
Learning rate for the training of the Elman model 0.5 
Epochs number for the trainig of the Elman model 100 
Mutation rate for the standard GA 0.8 
Crossover rate for the standard GA 0.4 
Structural mutation rate 0.2 
Parametric mutation rate 0.3 
Generation number of the population of networks 20 

 

The learning process of the GA used for comparison is the 
following. First, a population of chromosomes is created 
and initialised randomly. Then, a roulette selection is used 
to select individuals to be reproduced. Thereafter, a one-
point crossover operator is used to produce new 
individuals. During crossover process, pairs of genomes 
are mated by taking a randomly selected string of bits 
from one and inserting it into the corresponding place in 
the other, and vice versa. After that, a classic mutation 
operator is used to mate these individuals. The classic 
mutation operator exchanges a random selected gene with 
a random value within the range of the gene's minimum 
value and the gene's maximum value. 40% of the best 
individuals are guaranteed a place in the new generation. 
This process is repeated for 100 generations.  

The best structure of RNN provided by the proposed 
model is composed of 16 hidden units. We use the back-
propagation algorithm to train a RNN using this structure. 
We note that, using this network, recognition rates and run 
time are greatly improved than those given by the RNN 
using 30 hidden units (see tables 2 and 3). We conclude 
that the proposed constructive evolutionary process 
improves the objective of defining the best structure of a 
RNN. 
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Tables 2 and 3 present a comparison of training rates, 
generalization rates and run time of the studied models. 
The Elman model using 30 hidden neurons provides the 
lowest recognition rate and the greater runtime of about 10 
hours. GA gives best recognition rates than those given by 
the Elman model using 30 hidden units and it requires 
only 3 hours 30 minutes.  

Furthermore, we note that the proposed model provides 
the best training rate of about 58.79% and the best 
generalisation rate of about 58.38%. In addition, it 
ameliorates the recognition rate of most of the phonemes 
such as /ey/ having 18% rather than 2% and /ay/ having 
39% rather than 8%. We conclude, then, that the proposed 
multi-objective constructive model improves the objective 
of training of RNN. Furthermore, it should be noted that 
the proposed model takes 7 hours for training. 
This is justified by the fact that we use several objectives. 

Table 2: Training rates of the Elman model usig 30 hidden units, the GA, 
the Elman model using 16 hidden units and the RNND-MOGA model 

Vowels Samples Elman  
(30 hidden 

units) 

GA Elman  
(16 hidden 

units) 

RNND-MOGA

iy  1552 77.83 85.5 77.19 84.99 

ih  1103 11.6 18.04 17.32 41.52 
eh  946 28.43 25.58 28.65 57.19 
ey  572 2.27 1.40 0.35 17.83 

ae  1038 77.84 86.71 74.95 84.49 

aa  762 71.39 72.57 66.01 80.18 
aw  180 0.00 0.56 0.00 5.00 
ay  600 7.67 17.33 1 38.83 
ah  580 7.07 7.41 23.79 12.41 

ao  665 64.36 72.03 62.86 83.16 
oy  192 0.00 0.00 0.00 0.00 

ow  549 14.39 29.87 41.71 28.05 

uh  141 0.00 0.00 0.00 0.00 

uw  198 47.98 20.71 50.51 66.67 
ux  400 2.25 1.00 2.00 11.25 
er  392 8.42 16.58 8.67 37.24 
ax  871 38.35 47.19 38.12 57.41 
ix  2103 71.85 70.28 66.14 84.31 
axr  739 52.23 63.46 54.26 64.68 
axh  86 37.21 34.88 62.79 38.37 

Global 
rate 

13966 43.63 47.68 44.29 58.79 

Runtime   10h20mn 3h30mn 4h 7h 

5. Conclusion 

In this paper, we have presented a model based on multi-
objective genetic algorithms in order to train and to design 

recurrent neural networks. This algorithm is able to reach 
a wider set of possible RNN structures. We have shown 
that this model is able to achieve good performance in the 
recognition of TIMIT vowels, outperforming other studied 
methods.  

The main results are as follows: 

- The best RNN structure produced by the proposed 
model gives a better recognition rate at a lower 
runtime.  

- The proposed model improves the recognition rate 
of the TIMIT vowels macro-classes of about 15% 
compared with the Elman model. 

We suggest extending the constructive method to determine 
the optimal number of hidden layer and the number of 
hidden units in each one. 

Table 3: Generalization rates of the Elman model usig 30 hidden units, the 
GA, the Elman model using 16 hidden units and the RNND-MOGA model 

Vowels Samples Elman 
(30 hidden 

units) 

GA Elman 
(16 hidden 

units) 

RNND-MOGA

iy  522 72.22 83.33 72.41 86.02 
ih  327 8.26 12.23 16.51 34.86 
eh  279 30.83 22.94 24.01 63.44 
ey  162 1.24 1.85 0.00 20.99 
ae  237 73.1 86.92 73 81.43 

aa  237 62.87 59.49 54.85 74.68 
aw  30 0.00 0.00 0.00 0.00 

ay  168 2.38 17.86 0.00 41.07 
ah  183 8.74 9.84 21.86 12.02 

ao  222 59.91 64.41 54.96 82.88 
oy  51 0.00 0.00 0.00 0.00 

ow  171 9.94 26.32 35.09 22.81 

uh  59 0.00 0.00 0.00 0.00 

uw  51 31.37 11.76 23.53 39.22 
ux  104 2 2.88 2.88 8.65 
er  141 3.55 16.31 4.96 36.88 
ax  249 50.2 61.85 47.39 67.07 
ix  610 67.21 69.18 60.98 81.97 
axr  210 55.72 65.71 46.19 69.05 
axh  28 32.14 39.29 39.29 28.57 

Global rate 4042 41.28 46.57 40.68 58.38 
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Abstract   
 

Mobile Ad Hoc Networks (MANETs) rely on the preliminary 
hypothesis that all co-operating nodes completely cooperate 
in an infrastructureless wireless network. Each node helps 
each other to perform network functions in a self-
organization way. However, some nodes in a network may 
oppose to cooperating with others to avoid consuming their 
battery power and other resources. Recently, the routing 
misbehavior has been an interesting topic in this research 
field. In this paper, we propose selective acknowledgement 
(SACK), an end-to-end network-layer acknowledgement 
scheme, which can be easily attached on top of all source 
routing protocol. Dissimilar all previous research attempts 
made to tolerate routing misbehavior, this study discloses the 
malicious action and then recognizes compromised node or 
malicious nodes in the network. The malicious node will be 
prevented in the future routing process to improve 
the performance of the network throughput. Additional 
information of SACK scheme and preliminary evaluation are 
presented in this paper. 
 

Keywords: Mobile Ad hoc Network, MANET, Selfish, Routing 
Misbehavior, Malicious, Non-cooperation, Reputation. 

 
1. Introduction 

 
The growth of wireless computer networks plays 
increasingly vital roles in modern society. Self organization, 
lacks of infrastructure, and dynamic change of nodes are the 
main characteristic of Mobile Ad Hoc Network (MANET). 
A MANET is a collection of wireless mobile nodes 
performing a temporary network without any established 

infrastructure or centralized authority[1]. Such network does 
not rely on fixed architecture and pre-determined 
connectivity. Nodes transmit information directly to another 
in a range of their wireless signal. The transmission range 
depends not only on the power level used for the 
transmission, but also on the terrain, obstacles and the 
specific scheme used for transmitting the information[2]. 
Nodes in MANET are dynamically changed, which means 
that the topology of such networks may change rapidly and 
unpredictably over time. A MANET consists of devices that 
are autonomously self-organized into networks. A self-
organizing capability makes MANET completely different 
from any other network. MANET is one of the most 
innovative and challenging areas of wireless networks. It is 
a key step in the evolution of wireless networks. The 
network is a self-organization which means that all network 
activity including discovering the topology and delivering 
messages must be executed by themselves, i.e., routing 

functionality will be incorporated into mobile nodes. An 
extensive description about the ad-hoc networks and the 
interrelated research topics can be found in 
[16][17][18][19][20]. The main challenge of MANET is the 
vulnerability to security attacks. The security challenge has 
become a primary concern to provide secure 
communication. 
 
In MANETs, routing misbehavior can seriously downgrade 
the performance at the routing layer. Particularly, nodes may 
take part in the route discovery process and maintenance 
processes but deny to forward data packets. How do we 
disclose a misbehavior activity? How can we perform such 
a detection processes more effective, with low routing 
control overhead, and more accurate, with less false 
detection rate and false alarm? 
 
In this paper, we concentrate on routing misbehavior that is 
a severe threat to Mobile Ad hoc networks. Although many 
research attempts have been proposed to secure routing 
protocols, but it is not adequately addressed for the routing 
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misbehavior. We have studied routing misbehavior in which 
a malicious node kindly forward a routing message but 
intentionally drops the data packets they received, unlike all 
previous research efforts made to tolerate routing 
misbehavior, our work detected the malicious activity and 
then identified the compromised nodes or malicious 
behavior nodes in the network. We propose a scheme called 
Selective Acknowledgement (SACK) to detect misbehaving 
nodes, which can be implemented on network layer of any 
source routing protocol. The source node validates that the 
packet forwarded is received completely by neighbor nodes 
on the source route by a specific type of acknowledgement 
packets, called SACK packets. SACK packets have a related 
operation as the SACK packets on the TCP layer, but the 
SACK packets in TCP are used for reliable communication 
and flow-control. A neighbor node noticed the arriving of 
data packet by reply back to the source node with a SACK 
packet. The neighbor node will suspect to be a malicious 
node, if the source node does not accept a SACK packet 
interrelated to a specific data packet that was replied back. 
The malicious node will be avoided in the future routing 
process, so the throughput performance of overall network 
will be enhanced. 
 
The rest of the paper is organized as follows. In section 2, 
various approaches mitigated routing misbehavior are 
summarized. In section 3, the details of routing misbehavior 
are given. The information of the SACK system and 
interrelated discussion are presented in section 4. We 
conclude the work in section 5. 
 
2. Related Work 
 
The fundamental technique for the most of an intrusion 
detection system that found in this section is Watchdog. 
Sergio Marti et al. [3] proposed an intrusion detection 
technique called Watchdog and constructed on a Dynamic 
Source Routing (DSR) protocol [4]. The authors proposed 
two techniques to improve a throughput ratio in the situation 
that compromised nodes willing to forward routing packets 
but reject to forward data packets. The first technique is 
Watchdog, which recognizes misbehaving nodes while the 
second technique, the Pathrather, which is similar to an 
intrusion detection system that helps routing protocols to 
eliminate these misbehaving nodes from the active route. 
When a node forwards a packet, the node’s Watchdog 
verifies that the next node in the path also forwards the 
packet by listening continuously in a promiscuous mode to 
the neighbor node’s transmissions. If the neighbor node does 
not forward the packet, it was decided as a misbehaving 
node. The Watchdog increases the misbehaving counter 
every time a node misses to forward the packet. If the 
misbehaving counter reaches a particular threshold, it 
recognized that the node is misbehaving node, then this 
node is prevented using the Pathrather. The drawbacks of 
watchdog are that it might not detect a misbehaving node in 
the presence of receiver collision, ambiguous collision, false 
misbehavior reporting, limited transmission power, partial 
dropping and collusion. 
 

Hasswa et al. proposed an intrusion detection and response 
system for mobile ad hoc network called Routeguard[5]. 
This technique is a combination of two techniques, 
Watchdog and Pathrather, proposed by Marti et al. [3], to 
categorize each neighbor node into 4 categories: fresh, 
member, unstable, suspect. The Watchdog classified each 
node based on the ratings acquired from its behavior. 
Moreover, each category has a various trust level as trusted 
and untrusted. The trusted member lets the node to take part 
in the network. On the other hand, the untrusted member 
corresponds to a node that is absolutely untrusted and not 
allowed from using the network resources. Routeguard is a 
similar process to the Pathrather which performs by every 
node in the network and takes over a rating for all neighbors 
nodes in it wireless signal range. A Routeguard enhances 
Pathrather performance by distributing ratings to all 
participant nodes and measuring a path metric. Therefore, it 
demonstrates a more detailed and standard classification 
system that rates every node in the network. 
 
Nasser and Chen [6] proposed an improved intrusion 
detection system for detecting malicious nodes in MANETs 
named ExWatchdog based on the Watchdog 
technique proposed by Marti et al. [3]. The researchers focus 
on the false misbehaving of the Watchdog technique, where 
a malicious node which is the actual intruder incorrectly 
reports another node as misbehaving. In ExWatchdog, a 
table is looked after by every node to record the quantity of 
packets the node forwards, receives or sends respectively. 
The source node will discover another path, when it obtains 
information of the misbehaving node, to enquire the 
destination node related to the number of received 
packets.  The actual malicious node reports another node as 
misbehaving will be suspected, If the source node found that 
it is the same packets that it has sent. Otherwise, nodes 
being broadcasted information about a malicious node do 
false detection. However, there is still a drawback, it is 
impracticable to approve and confirm the number of packets 
with the destination node if the actual misbehaving node 
exists in all active paths from source to destination.   
 
Parker et al in [7] proposed an improvement to an original 
the Watchdog technique which not only suitable for DSR 
protocol but also suitable to all routing protocols used in 
MANETs. In differentiating to the Watchdog, the nodes 
overhear all the other nodes in their neighborhoods and 
not only the next forward node on the path. The authors also 
proposed two response mechanisms, passive response and 
active response. The passive response mode performs freely, 
and eventually the intrusive node will be prevented from 
using all network resources. The second mechanism is the 
active response mode where the decision making is done by 
a cluster head which starting a voting procedure. If the 
majority decides that the suspected node is the intruder, and 
the intruder node will be prevented from using network 
resources. After all, an alert will be broadcasted throughout 
the network. 
 
Animesh and Amitabh [8] proposed a method to improve 
performance of Watchdog technique by focus to the 
problem of collusion attack, which means a malicious 
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behavior from a collaboration of many nodes. The 
researchers assumed that the few nodes established the 
network are trusted nodes and the others that would join the 
network later are ordinary nodes. The Watchdog nodes are 
chosen from the trusted nodes to prevent the problem of 
inaccurate reporting. The two thresholds are maintained in 
every Watchdog, for all its neighbors that are not trusted 
nodes called SUSPECT_THRESHOLD and 
ACCEPTANCE_THRESHOLD respectively. The 
SUSPECT_THRESHOLD used for measure a node's 
misbehaving, and the ACCEPTANCE_THRESHOLD used 
for measure a node's good behavior. The Watchdog node 
will distinguish the neighboring nodes as a malicious or 
trusted node based on these thresholds. 
 
Sonja Buchegger and Jean Boudec proposed another 
reputation mechanism called “CONFIDANT", which means 
for Cooperation Of Nodes: Fairness In Dynamic Ad-hoc 
NeTworks [9]. The CONFIDANT has four main 
components, a reputation system, a monitor, a trust manager 
and a path manager. Each node implemented these 
components to monitor its neighbors by hearing to the 
transmission of the next node or by watching routing 
protocol behavior. A trust manager will be broadcasted 
alarm messages to all nodes in the network by when a 
misbehaving node is detected. The reputation system is used 
to measure nodes’ reputation in a network. A path manager 
is responsible to rank a path according to a security 
metric. Furthermore, a path manager will punish a selfish 
node by denying it all services. The simulation result of the 
performance of protocol in a scenario when a third of nodes 
behave selfishly showed that the throughput given by 
CONFIDANT is quite similar to the throughput of a usual 
network condition without selfish nodes. Since the 
CONFIDENT protocol relying on the Watchdog 
mechanism, it receives many of the Watchdog problems. 
 
Michiardi et al. [10] proposed the other protocol that also 
uses a Watchdog mechanism called CORE, a COllaborative 
REputation mechanism. However, it is complemented by a 
complex reputation mechanism that differentiates from 
subjective reputation. This protocol includes of three main 
components, functional reputation, observations and indirect 
reputation that use positive reports by others. These three 
components are weighted for a combined reputation value 
that is used to take decisions about cooperation or gradual 
isolation of a node. Each node takes part in the IDS has 
reputation table and Watchdog mechanism. The reputation 
table keeps track of reputation values of other nodes in the 
network. Since a misbehaving node can accuse a good node, 
only positive rating factors can be distributed in CORE. This 
protocol also depends on the use of the Watchdog 
mechanism that inherited its disadvantages and problems.   
 
3. Problem of routing misbehavior 
 
In this section, we give elaborate more detail the problem 
caused by routing misbehavior. The design of routing 
protocols used in Wireless Ad Hoc networks such as DSR, 
AODV [21] and DSDV [22] are highly vulnerable to routing 
misbehavior due to faulty or compromised nodes. A selfish 

node operates normally in the Route Discovery and the Route 
Maintenance phases of the DSR protocol, but it does not intend 
to perform the packet forwarding function for data packets 
unrelated to it. The source node may being confused since such 
misbehaving nodes participate in the Route Discovery phase, 
they may be included in the routes chosen to forward the data 
packets from the source, but the misbehaving nodes refuse to 
forward the data packets from the source. In TCP, the source 
node may either choose an alternate route from its route cache 
or initiate a new Route Discovery process. The alternate route 
may again contain misbehaving nodes and the data 
transmission may fail again. However, the new Route 
Discovery phase will return a similar set of the same routes 
which including the misbehaving nodes. Eventually, the source 
node may conclude that routes are unavailable to deliver the 
data packets. This cause the network fails to provide reliable 
communication for the source node even though such routes are 
available. In UDP, the source simply sends out data packets to 
the next-hop node, which forwards them on. The existence of a 
misbehaving node on the route will cut off the data traffic flow. 
The source has no knowledge of this at all. Node’s 
misbehavior can be classified [11] into 3 categories as 
follow: 
 Malfunctioning nodes: This behavior happen when 

nodes suffer from hardware failures or software errors. 
 Selfish nodes: In this group, nodes refuse to forward or 

drop data packet and can be defined into three types 
[12] (i.e. SN1, SN2 and SN3). SN1 nodes take 
participation in the route discovery and route 
maintenance phases but refuse to forward data packets 
to save its resources. SN2 nodes neither participate in 
the route discovery phase nor in data-forwarding phase. 
Instead they use their resource only for transmissions of 
their own packets. SN3 nodes behave properly if its 
energy level lies between full energy-level E and certain 
threshold T1. They behave like node of type SN2 if an 
energy level lies between threshold T1 and another 
threshold T2 and if an energy level falls below T2, they 
behave like node of type SN1.  

 Malicious: These nodes use their resource and aims to 
weaken other nodes or whole network by trying to 
participate in all established routes thereby forcing 
other nodes to use a malicious route which is under 
their control. After being selected in the requested 
route, they cause serious attacks either by dropping all 
received packets as in case of Black Hole attack [13], or 
selectively dropping packets in case of Gray Hole attack 
[14]. For convenience such malicious nodes are referred 
as MN nodes. SN2 type nodes do not pose significant 
threat therefore can simply be ignored by the routing 
protocol. On the other hand SN1, SN3 and MN nodes 
are much more dangerous to routing protocols. These 
nodes interrupt the data flow by either by dropping or 
refusing to forward the data packets thus forcing routing 
protocol to restart the route-discovery or to select an 
alternative route if it is available which in turn may 
again include some malicious nodes, therefore the new 
route will also fail. This process form a loop which 
enforce source to conclude that data cannot be further 
transferred.  

 
4. Proposed Scheme 
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In this section, we elaborate more details of our solution to 
address the routing misbehavior. Our solution has two main 
processes. We detect the malicious activity in the first effort 
and then identify the malicious or compromised nodes in the 
network. Our scheme can be integrated on top of any source 

routing protocol such as DSR and AODV.  
 

The Selective Acknowledgement (SACK) is a network layer 
acknowledgment-based scheme that considered as an 
enhancement system of an end-to end acknowledgment 
scheme (ACK). It aims to improve the performance of ACK 
scheme. It reduces the routing overhead of ACK while 
maintaining better performance and increases its detection 
efficiency by applying node detection instead of link 
detection. It is built on top of DSR routing protocol because 
it needs a source route protocol. 
 
Figure 1 illustrates the operational detail of SACK scheme. 
Assume that the process of Routing Discovery has already 
established a source route from a source node S through 
N1,N2,N3 to a destination node D. In the SACK scheme, 
instead of sending back an acknowledge packets all the time 
when a data packet is received, a node wait until a curtain 
amount of data packets of the same source node arrive, then 
it send back one SACK packet acknowledge for multiple 
data packets that have been received. When a source node S 
send out any packet to a destination node D through its 
neighbor nodes N1, N2, N3, all these node add a packet ID 
in to a list of receive data packet as shown in figure 2. In 
stead of sending back an acknowledgement every time when 
a data packet is received, a node waits until a certain number 
of data packets of the same source node arrive. Then the 
node sends back one SACK packet acknowledging multiple 
data packets that have been received. If the source node 
receives a SACK packet from the destination that means 
there are no misbehaving nodes along the path. 
  
 

Nid 
Neighbor ID 

Mcount 
Misbehavior 

counter 

ID_List 
List of data packet IDs 

Awaiting SACK 
 

Fig.2. Data Structure of Misbehavior Detection List 
 
 

Figure 2 illustrates the data structure of the Misbehavior 
Detection List. To detect misbehavior nodes, the sender of a 
data packet maintains a list of data packet IDs that receive a 
SACK packet from neighbor nodes. Each node maintains its 
unique list for each neighbor node. When a node, N1, sends 
or forwards a data packet to its neighbor node, N2, it adds 
the packet ID to its Misbehavior Detection List 
corresponding to N2. When it receives a SACK packet, it 
updates the node N2, and then removes the corresponding 
packet ID from the list. The node N2 will be suspected if its 
data packet ID stays on the list longer than a certain period 
of time, time_out. The misbehavior counter, Mcount, is 
increased by one when misbehavior is suspected. When 
Mcount reaches certain of threshold level, threshold, a node 
declares its neighbor node, N2, as a misbehaving node and 
broadcasts an RERR message to report a source node and all 
its neighbor nodes about this misbehavior node. All nodes in 
the same network update its misbehaving list and avoid this 
misbehaving node in the next routing process. 
 
5. Conclusion 
 
This paper presents a frame work in detecting misbehaving 
nodes and isolating such nodes from routing process in 
MANETs. This scheme can be combined on top of any 
source routing protocol such as DSR. A comprehensive 
analysis of routing misbehavior was made to develop a 
security module that would meet the network security goal. 
Currently we are working on its simulation in ns-2 simulator 
[15] to show the results and effectiveness of our solution on 
DSR routing protocol. Similar approaches can also be 
integrated to these source routing algorithms to address 
other attacks like black hole and gray hole attacks in 
MANETs. 
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Abstract 
Growth of information in the web leads to drastic increase in 
field of information retrieval. Information retrieval is the process 
of searching and extracting the required information from the 
web. The main purpose of the automated information retrieval 
system is to reduce the overload of document retrieval. Today’s 
retrieval system presents vast information, which suffers from 
redundancy and irrelevance. There arises a need to provide high 
quality summary in order to allow the user to quickly locate the 
desired and concise information ase number of documents 
available on user’s desktops and internet increases. This paper 
provides the complete survey, which gives a comparative study 
about the existing multi-Document summarization techniques. 
This study gives an overall view about the current research 
issues, recent methods for summarization, data set and metrics 
suitable for summarization. This frame work also investigates 
about the performance competence of the existing techniques. 

Keywords:Multi-Document Summarization, Generic 
Summary, Query Based Summary.  

 

1. Introduction 

Document Summarization is an automated technique, 
which reduces the size of the documents and gives the 
outline and concise information about the given document. 
That is the summarization process extracts the most 
important content from the document. In general, the 
summaries are created in two ways. They are generic 
summary and query based summary. The generic summary 
refines overall content of the input document given by the 
user whereas the query based one retrieves the information 
that more relevant to the user query. Document 
summarizations are of two types, they are single document 
summarization and Multi-document summarization. The 

summary that is extracted and created from a single 
document is known as Single Document Summarization, 
whereas Multi-document Summarization is an automatic 
procedure for the extraction of information from multiple 
sources.  

The purpose of a brief summary is to shorten the 
information search and to minimize the time by spotting 
the most relevant source documents. Widespread multi-
document summary itself hold the required information, 
hence limiting the need for accessing original files to some 
cases when refinement is required. Automated summaries 
give the extracted information from multiple sources 
algorithmically. 

The remainder of this paper is organized as follows: 
Section 2 provides the Classification of various 
summarization techniques and describes about the related 
works in field of generic based and query based summary 
generation.  The general framework for extracting 
summary from documents sources and steps involved in 
this process of summary extraction are described in 
section 3. Section 4 gives the detailed discussion about the 
framework for analyzing existing summarization 
techniques. The paper is concluded with a brief discussion 
in section 5. 

2. Classification of Summarization                            
Techniques 

This chapter gives an overview about various 
summarization techniques. The summarization techniques 
are classified into two major groups Generic and Query 
based summary creation. The generic summary refines 
overall content of the input document given by the user 
whereas the query based one retrieves the information that 
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is more relevant to the user query.  The classification of 
multi-document summarization is shown in the figure 1. 
The brief description about each technique is stated below. 

2.1 Generic Summary Extraction Techniques 

The RANDOM based technique [9] is the simplest 
technique, which randomly selects lines from the input 
source documents. Depending upon the compression rate 
i.e. the size of the summary, the randomly selected lines 
will be included to the summary. In this technique, a 
random value between 0 and 1 is assigned to each 
sentence of the document. A threshold value for length of 
the sentence is provided in general. The score of 0 to 1 is 
assigned to all sentences that do not meet assigned length 
cut-off.  Finally, required sentences are chosen according 
to assigned highest score for desired summary.  

 

Fig.1 Classification of summarization techniques 

LEAD based technique is one where first or first and last 
sentence of the paragraph are chosen depending upon the 
compression rate (CR) and it is suitable for news articles. 
It can be reasonable that n% sentences are chosen from 
beginning of the text e.g. selecting the first sentence in all 
the document, then the second sentence of each, etc. until 
the desired summary is constructed. This method is called 
LEAD [9] based method for summarization. In this 
technique a score of 1/n to each sentence is assigned, 
where n is the sentence number in the corresponding 
document file. This means that the first sentence in each 
document will have the same scores; the second sentence 
in each document will have the same scores, and so on. 
The length value is also provided as a threshold .The 
sentences with less length than the specified threshold 
value are thrown out. 

MEAD is a commonly used technique which can perform 
many different summarization tasks. It can also summarize 
individual documents or clusters of related documents. 

MEAD is the combination of two baseline summarizers: 
lead-based and random based. Lead-based summaries are 
produced by selecting the first sentence of each document, 
then the second sentence of each, etc. until the desired 
summary size is met. A random summary consists of 
enough randomly selected sentences (from the cluster) to 
produce a summary of the desired size. MEAD is a 
centriod-based extractive summarizer that scores sentences 
based on sentence-level and inter-sentence features that 
indicate the quality of the sentence as a summary 
sentence .It then chooses the top-ranked sentences for 
inclusion in the output summary. MEAD extractive 
summaries score the sentences according to certain 
sentence features – Centriod [9], Position [9], and Length 
[9].  

Dragomir R. Radev [1] et al proposed a multi-document 
text summarizer, called MEAD. The proposed system 
creates the summary based on cluster centroids. Centroid 
is the set of words that are most important to the cluster. In 
addition to the Centroid, position and first sentence 
overlap values are involved in the score calculation. Two 
new techniques namely cluster based relative utility and 
cross sentence information subsumption were applied to 
the evaluation of both single and multiple document 
summaries. Cluster base relative utility refers to the degree 
of relevance of a particular sentence to the general topic of 
the cluster. Summarization evaluation methods used could 
be divided into two categories: intrinsic and extrinsic. 
Intrinsic evaluation method measures the quality of multi-
document summaries in a direct manner. Extrinsic 
evaluation methods measure how sucessfully the 
summaries help in performing a particular task. The 
extrinsic evaluation in terms called task-based evaluation. 
The new utility-based technique called CBSU was used 
for the evaluation of MEAD and of summarizers in 
general. It was found that MEAD produces summaries that 
are similar in quality to the ones produced by humans. 
MEAD’s performance was compared to an alternative 
method, multi-document lead and showed how MEAD’s 
sentence scoring weights can be modified to produce 
summaries significantly better than the alternatives. 

Afnan Ullah Khan [3] et al proposed a new technique for 
information summarization, which is the combination of 
the rhetorical structure theory and MEAD summarizer. In 
general MEAD summarizer is totally based on 
mathematical calculation and lack a knowledge base. 
Rhetorical structure theory is used to overcome this 
weakness. The new summarizer system is evaluated 
against the original MEAD summarizer system. The 
proposed summarizer tool was exploited mainly in two 
areas of information that are Financial Articles and 
PubMed abstracts. The experimental results show that 
MEAD produces successful summaries 75% time for both 
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short and long documents whereas MRST produces 
successful summaries for short documents 70% of the time 
and long documents summaries 65% of the time, as the 
size of the document increases the performance of MRST 
deteriorates. 

The two-stage sentence selection approach proposed by 
Zhang Shu [4] et al is based on deleting sentences in a 
candidate sentence set to generate summary. The two 
stages are (1) acquisition of a candidate sentence set and 
(2) the optimum selection of sentence. The candidate 
sentence set is obtained by redundancy-based sentence 
selection approach at the first stage where as in the second 
stage, optimum selection of sentences technique is used to 
delete sentences in the candidate sentence set according to 
its contribution to the whole set until desired summary 
length is met. With a test corpus, the ROUGE value 
obtained for the proposed approach proves its validity, 
compared to the traditional method of sentence selection. 
The influence of the chosen token in the two-stage 
sentence selection approach on the quality of the generated 
summaries is analysed. It differs from the traditional 
method of adding sentences to create summary by deleting 
the sentences in a set of candidate sentences to create the 
summary. With the test corpus used in DUC 2004, and 
compared to the redundancy based sentence selection, the 
experiments show that the two-stage sentence selection 
approach increases the ROUGE value of the summaries, 
which proves the validity of the proposed approach.  

Dingding Wang [7] et al proposed a summarization system 
which is mainly based on sentence-level semantic analysis 
and non-negative matrix factorization. The sentence-
sentence similarity is calculated by using the semantic 
analysis and the similarity matrix is constructed. Then the 
symmetric matrix factorization process is used to group 
the similar documents into clusters. The experimental 
result on DUC2005 and DUC2006 datasets achieves the 
higher performance. 

Ben Hachey [8] proposed a generic relation extraction 
based summarization system. A GRE system builds the 
systems for relation identification and characterization 
which can be transferred across domains and tasks without 
any modification in model parameters. Relation 
identification is the extraction of relation forming entity 
mention pairs whereas relation characterization is the 
assignment of types of relation mentions. An experimental 
result shows that the proposed system’s performance is 
slightly superior when compared to the existing system. 

Md. Mohsin Ali [9] et al proposed two techniques for both 
single and multi document text summarization. The first 
technique is adding a new feature called SimWithFirst 
(Similarity with First Sentence) with MEAD 
(Combination of Centroid, Position, and Length Features) 

called CPSL and second is the combination of LEAD and 
CPSL called LESM. In general LEAD is the 
summarization technique in which first or first and last 
sentence of the paragraph are chosen depending upon the 
compression rate (CR). The results of proposed techniques 
are compared   with conventional methods called MEAD 
with respect to some evaluation techniques. The results 
demonstrate that CPSL shows better performance for short 
summarization than MEAD and for remaining cases it is 
almost similar to MEAD and LESM also shows better 
performance for short summarization than MEAD but for 
remaining cases it does not show better performance than 
MEAD. 

Shu Gong [11] et al proposed a Subtopic-based Multi-
documents Summarization (SubTMS) method. This 
method adopts probabilistic topic model to find out the 
subtopic information inside each and every sentence and 
uses a hierarchical subtopic structure to explain both the 
whole documents collection and all sentences inside it. 
here the sentences represented as subtopic vectors, it 
assess the semantic distances of sentences from the 
documents collection’s main subtopics and selects 
sentences which have short distance as the final summary. 
They have found that, training a topic’s documents 
collection with some other topics’ documents collections 
as background knowledge, this approach achieves fairly 
better ROUGH scores compared to other peer systems in 
the experimental results on DUC2007 dataset. 

A.Kogilavani [12] et al proposed an approach to cluster 
multiple documents by using document clustering 
approach and to produce cluster wise summary based on 
feature profile oriented sentence extraction strategy. Most 
similar documents are grouped into same cluster using 
document clustering algorithm. Feature profile is 
generated which mainly includes the word weight, 
sentence position, sentence length, and sentence centrality, 
proper nouns in the sentence and numerical data in the 
sentence. Based on this feature profile sentence score is 
calculated for each and every sentence in the cluster of 
similar documents.  According to different compression 
ratio sentences are extracted from each cluster and ranked. 
Then the sentences are extracted and included in the 
summary.  Extracted sentences are arranged in 
chronological order as in input documents and with the 
help of  this, cluster wise summary will be generated. An 
experimental result shows that the proposed clustering 
algorithm is efficient and feature profile is used to extract 
most important sentences from multiple documents. The 
summary generated using the proposed method is 
compared with human summary created manually and its 
performance has been evaluated and the result shows that 
the machine generated summary coincides with the human 
intuition for the selected dataset of documents. 
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2.2 Query Based Summary Techniques 

Dragomir R. Radev [2] et al designed a prototype system 
called SNS, which is pronounced as “essence”. This 
mainly integrates natural language processing and 
information retrieval techniques in order to perform 
automatic customized summarization of search engine 
results. The proposed system actually retrieves documents 
related to an unrestricted user query and summarizes a 
subset of them as selected by the user Task-based extrinsic 
evaluation showed that the system is of reasonably high 
quality. 

Furu [5] et al proposed a graph based query oriented 
summarization based on query sensitive similarity 
measure. For the evaluation of sentence-sentence edges 
the similarity measure incorporates the query influence 
technique. Graph modeling and graph based ranking 
algorithm is used for finding the similarity between the 
sentences. Then sentences which are more similar to the 
user query will be retrieved.  The experimental results on 
DUC 2005 shows that it improves ROUGH score. 
Xiao [6] et al designed and proposed a system to automate 
the multi-document summarization. The proposed system 
retrieves the documents related to the query given by the 
user. The sentence score is calculated based on relevant 
value and in-formativeness value. These values are 
realized by word sentence overlap and semantic graph 
techniques. Then the sentences with the highest score are 
included to the summary. The investigational result shows 
that the proposed system achieves better quality. 

Lei Huang [10] et al considers document summarization as 
a multi-objective optimization problem involving four 
objective functions, namely information coverage, 
significance, redundancy and text coherence. These 
functions measure the possible summaries based on the 
identified core terms and main topics (i.e. a cluster of 
semantically or statistically related core terms). The 
datasets namely DUC 2005 and 2006 have been chosen 
for query-oriented summarization tasks to test the 
proposed model. The experimental results indicate that the 
multi-objective optimization based framework for 
document summarization is truly a promising research 
direction. It is valuable to note that a real optimization 
based summarization method is different from the existing 
non-optimization based methods in two noteworthy 
aspects. First, it ranks summaries instead of ranking 
individual sentences. Second, though ignored in the 
previous literature, the approach to rank summaries should 
not directly rely on the approach to rank sentences. 
Otherwise, the optimization solutions will degenerate to 
the traditional non-optimization based (e.g. MMR like) 
methods. 

 

 

3.  GENERAL PROCEDURE FOR DOCUMENT 
SUMMARIZATION 
Usually document sources are of unstructured format, 
transforming these unstructured documents to structured 
format requires some pre-processing steps. Fig.1 presents 
the sequence of steps involved in document 
Summarization. Some commonly used pre-processing 
steps are 

Sentence Decomposition: The given input document is 
decomposed into sentences. 

Stop words removal: Stop words are typical frequently 
occurring words that have little or no discriminating 
power, such as \a", \about", \all", etc., or other domain-
dependent words. Stop words are often removed. 

Stemming: Removes the affixes in the words and 
produces the root word known as the stem [13]. Typically, 
the stemming process is performed so that the words are 
transformed into their root form. For example connected, 
connecting and connection would be transformed into 
‘connect’. Most widely used stemming algorithms are 
Porter [17], Paice stemmer [16], Lovins [15], S-removal 
[14] 

Feature Vector Construction: Feature vector is constructed 
based on term frequency (TF-DF) and inverse document 
frequency (TF-IDF). 

After applying the preprocessing techniques, the processed 
documents are clustered using a clustering algorithm in 
order to group the similar documents. Cluster analysis or 
clustering is the assignments of a set of observations into 
subsets (called clusters) so that observations of same 
cluster are similar in some sense. Some of the famous 
types of clustering are described below. 

Hierarchical algorithms find consecutive clusters using 
previous clusters. They are of two types namely 
agglomerative ("bottom-up") and divisive ("top-down"). 
The first type begins with each element as a individual 
cluster and merge them into larger clusters. Divisive 
algorithms start with the whole document set and divide it 
into smaller clusters. 

Partitional algorithms typically resolve all clusters at once, 
but can be used as divisive algorithms in the hierarchical 
clustering. 

After the clustering process the summary is created for the 
clustered documents. We have discussed the variety of 
summary creation techniques in the previous section. 
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Fig. 2 General Procedure for Document Summarization 

4. A FRAMEWORK FOR ANALYZING 
DOCUMENT SUMMARIZATION 
 

This study mainly highlights the recent research work in 
the field of multi-document summarization. This paper 
primarily focuses about the proposed frame work for 
comparing various multi-document summarization 
techniques. The comparative study is based on the survey, 
which is made by analyzing the existing algorithms, 
considering the characteristic factors like Document 
summarization technique, Data set used for experiments, 
Performance metrics and detail about the performance of 
the proposed technique.  Column one in this table presents 
the title of the related papers. The Frame work, algorithm 
and techniques which are discussed in the existing papers 
are stated in column two.  The third column gives the 
details of the data set which are considered for conducting 
the experiments. Metrics considered by the authors for 
performance evaluation are given in column four. The 
concise details about the performance of the proposed 
techniques are listed in column five. 

Table 1: Comparision Of Existing Summarization 
Techniques  

Paper 
Title 

Algorithm/ 
Technique 

DataSet Evalu
ation 

tool/M
etric 

Performance 
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Mead extraction 
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Utilit
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Syste
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search 

engine hit 
lists 
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Global E-
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This frame work precisely states the details about the 
algorithms, data sets, metrics and performance. From the 
analysis it is understood that majority of the researchers 
concentrate on multi- document summarization. During 
the earlier stage most of the researchers concentrate on 
single document summarization. Multi document 
summarization came in picture from 2000 onwards.  At 
earlier days the position of the sentences are considered to 
be important and have included to the summary like 
including title sentences, sentences at the mid of the 
paragraph etc.  This method is suitable for documents 
which are related to news documents. But recent 
researchers not only concentrate on position they also give 
importance to the semantics of the sentences and their 
significance are identified and then it is added to the 
summary. Most of the researchers compare their proposed 
work with human generated summaries and justifies their 
work.   From the survey it is concluded that MEAD is the 
most popular tool for Document summarization. Precision, 
Recall, Kappa Coefficient, F-Measure, etc are metrics 
used for evaluating the generated summary.   

Rough score gives the measurement of sentence relevance.  
The Rough score are used by majority of researchers in 
association with DUC dataset for evaluating the quality of 
generated summary. In addition to that some of the 
document summarization uses the news articles and 
financial articles as the dataset.  Some summarization 
technique ranks the sentences according the factor like 
position, semantic, number of nouns, length etc are 
included to the summary. Compression rate is considered 
to be one more factor for summary generation.  Generic 
summary generation draws the attention of many 
researchers. 

5. CONCLUSION 
 

In this paper a frame work for analyzing existing 
document summarization algorithms was proposed. This 
framework gives the brief overview of recent research 
work on various algorithms in document summarization 
technology. Some inferences from the analytical frame 
work were also discussed. This gives the clear idea about 
the ongoing field of research in summarization. Document 
Summarization still has a scope in summarization in 
Distributed Environment and in Dynamic Multi-Document 
Summarization or update summarization. Automatic 
evaluation methods for document summarization are still 
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an ongoing research process. Redundancy elimination in 
generated summary is also an attractive area of research. 
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Abstract 
In today’s world anybody who wants to access any information 
the first choice is to use the web because it is the only source to 
provide easy and instant access to information. However web 
readers face many hurdles from web which includes load of web 
pages, text size, finding related information, spelling and 
grammar etc. However understanding of web pages written in 
English language creates great problems for non native readers 
who have basic knowledge of English. In this paper, we propose 
a plain language for a local language (Urdu) using English 
alphabets for web pages in Pakistan. For this purpose we 
developed two websites, one with a normal English fonts and 
other in a local language text scheme using English alphabets. 
We also conducted a questionnaire from 40 different users with a 
different level of English language fluency in Pakistan to gain 
the evidence of the practicality of our approach. The result shows 
that the proposed plain language text scheme using English 
alphabets improved the reading comprehension for non native 
English speakers in Pakistan.  

Keywords: Web readability, readability enhancement, text 
readability, lower literate people, typography, content usability, 
web accessibility. 

1. Introduction 

In today’s life World Wide Web has been considered as an 
instant and easy source to get any information. No doubt 
the World Wide Web contributes greatly in creation of an 
increasing global information database. Using web site 
anyone can promote its ideas business very easily. Almost 
all households have access to the internet and can reach 
the whole world in just few clicks. Beside the uses of 
internet there are lots of problems associated with the web 
like lost of web pages, web pages load, and text too small 
or too large, bad spelling or grammar, finding related 

information, appropriate guidance for users to relevant 
information and when get some information then the 
understanding of these information [15]. Among all these 
problems one of the major problem is the understanding of 
the text and materials written in website. In today’s web 
primary language for the websites are English language 
due to which non native readers whose primary language 
is not English faces great problems due to their limited 
knowledge about unfamiliar vocabulary, the grammar, 
composition and structure of sentences, self explanatory 
graphs, and use of abbreviations or intimidating content 
display [1], which creates lots of problems in web 
readability. Web readability can be defined as “a 
combination of reading comprehension, reading speed 
and user satisfaction in terms of reading comprehension, 
dictionary, thesaurus and existing online tools and 
browser add-ones”. Readability may also be defined as 
“how easily a person can read and understand any written 
materials”. Website readability is an indicator of overall 
difficulty level of a website [1][2]. 

Many researchers have discussed web readability issues 
and proposed various ideas to enhance web readability 
[1][2][3][4], this study also discuss web readability by 
addressing following research question. 

 How to enhance web readability for users whose 
first language is not an English language? 

 Which approach has been adopted to cope up 
readability issue while using English language 
and Local languages? 

In this paper, we propose a plain language text using 
English alphabets for web pages. For this purpose we 
developed two websites, one with a normal English 
alphabet and other in a local language (Urdu) text scheme 
using English alphabets with a questionnaire to evaluate 
our proposal. We conducted a study on 40 different users 
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with a different level of English language fluency in 
Pakistan. 
The work is organized as follows. Section 2 gives the 
overview and background of the internet users in Pakistan. 
Section 3 present some related studies. Section 4 provides 
the approach of our study. Section 5 and 6 shows 
interpretations. Finally the study is concluded and leaves 
some an open issue.  

2. Background and Motivation 

Plain Language is a writing approach that is effective to 
understand information easily the first time reader’s reads 
it [14]. 
Pakistan is a multilingual country, it has two official 
languages: English and Urdu. Urdu is also the national 
language. Additionally, Pakistan has four major provincial 
languages Punjabi, Pashto, Sindhi, and Balochi, as well as 
two major regional languages: Saraiki and Kashmiri [10].  

Table 1: Pakistani languages 

Languages Percentage of speakers 

Punjabi 44.15 
Pashto 15.42 
Sindhi 14.10 
Siraiki 10.53 
Urdu 7.57 
Balochi 3.57 
Other 4.66 

 
Internet access has been available in Pakistan since 1990s. 
The country has been following an aggressive IT policy, 
aimed at enhancing Pakistan’s drive for economic 
modernization and creating an exportable software 
industry. There is no doubt that has been helping increase 
the popularity of the Internet. Table 2 shows the number 
of users within a country that access the Internet [11]. 

Table 2: Internet users in Pakistan 

Year Internet 
users 

Rank Percent 
Change 

Date of 
Information 

2003 1,200,000 47   2000 
2004 1,500,000 48 25.00 % 2002 
2005 1,500,000 49 0.00 % 2002 
2006 10,500,000 23 600.00 % 2005 
2007 10,500,000 24 0.00 % 2005 
2008 17,500,000 17 66.67 % 2007 
2009 17,500,000 17 0.00 % 2007 
2010 18,500,000 20 5.71 % 2008 

 
Where English is also an official language but it is not the 
most spoken language of Pakistan. Because English is so 
widely spoken, it has often been referred to as a world 
language [12]. That is why English is taught as foreign 
language in Pakistan, but still the percentage of English 
fluency is low among the people in Pakistan.  The Literacy 

rate of Pakistan is (56%). Sindh (58%) and Punjab (58%) 
are equally more literate as compared to NWFP (50%) and 
Balochistan (49%) provinces. The percentage of English 
speakers in the country is only 10.9% [13]. So the users 
when try to read the information on the web in English, 
they suffer with web readability.  We try to solve this 
problem by using English alphabets written in local 
language (Urdu). Although the Google translation of the 
web pages from English to Urdu (national language of 
Pakistan) is available, but the main problem with that, it 
translate the sentence word by word, which does not make 
the Urdu sentence understandable 
Major headings are to be column centered in a bold font 
without underline. They need be numbered. "2. Headings 
and Footnotes" at the top of this paragraph is a major 
heading. 

3. Related Work 

Web becomes more complex with the fast growth of 
information distributed through web pages especially that 
use a fashion-driven graphical design but readability of 
WebPages is not taken into consideration. The readability 
is an important criterion for measuring the web 
accessibility especially non-native readers encounter even 
more problems. 
Readability crucial presentation attributes that web 
summarization algorithms consider while generating a 
query based web summary. Text on the web of a suitable 
level of difficulty for rapid retrieval but appropriate 
techniques needs to be work out for locating it. 
Readability measurement is widely used in educational 
field to assist instructors to prepare appropriate materials 
for students.  However, traditional readability formulas are 
not fit to attract much attention from both the educational 
and commercial fields [1][2][5][6][7][8][9]. 
Miller and Hsiang Yu [1] propose a new transformation 
method, Jenga Format, to enhance web page readability. A 
user study on 30 Asian users with moderate English 
fluency is conducted and the results show that the 
proposed transformation method improved reading 
comprehension without negatively affecting reading 
speed. The authors have solved the problems of distraction 
elimination and content transformation. They have found 
two important factors, sentence separation and sentence 
spacing, affecting the reading. 
Pang Lau and King [2] propose a bilingual readability 
assessment scheme for web site in English and Chinese 
languages. The Experimental results show that, for page 
readability apart from just indicating difficulty, the 
estimated score acts as a good heuristic to figure out pages 
with low textual content such as index and multimedia 
pages. 
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Gradišar et al [5] identifies the existence of factors that 
influence reading experience, the authors examined the 
readability of combination of 30 different text colors that 
are presented on the CRT display by measurement of 
speed of reading through Chapman-Cook Speed. The 
results show that there are no statistically major 
differences in readability between 30 color combinations 
but they have prove an existence of at least five factors, 
which simultaneously and differently affect readability of 
a colored text. 
Uitdenbogerd [6] experimented and compare the range of 
difficulty of the text web that is found in traditional hard-
copy texts for English as Second Language (ESL) learners 
using standard readability measures. The results suggest 
that an on-line text retrieval engine based on readability 
can be of use to language learners because of the ESL text 
readability range fall within the range for web text. 
Xing et al [7] demonstrates a novel approach, in order to 
increase the accuracy of readability for measuring English 
readability applying techniques from natural language 
processing and information theory. The authors have 
found by applying the concept of entropy in information 
theory that the readability differences are not caused by 
the text itself but by the information gap between text and 
reader.  
Gottron and Martin [8], describes the modern content 
extraction algorithms that help to estimate accurately the 
readability of a web document prior to index calculation. 
The authors observed the SMOG and the FRE index to be 
far more accurate in combination with CE in comparison 
to calculating them on the full document. 
Kanungo and Orr [9] propose a machine learning 
methodology that first models the readability of abstracts 
using training data with human judgments, and then 
predicts the readability scores for previously unseen 
documents using gradient boosted decision trees. The 
performance of the model goes beyond that of other kinds 
of readability metrics such as Collins-Thompson-Callan, 
Fog or Flesch-Kincaid. The model can also be used in the 
automatic summarization algorithm to generate summaries 
that are more readable 

4. The Approach 

In order to understand the effect of content transformation 
and to analyze the difference and compare the readability 
between English language and local language written in 
English alphabet (plain language) we developed two 
websites with four web pages each and conducted a formal 
user study to investigate the effectiveness of both contents 
from end users point of view [Table 3].  

Table 3: web pages information 

Websites contents are from standard IELTS test. In first 
website first page has small passages written in English 
language, and second page had another same size passage 
as first but this was translated into national language 
(Urdu) using English alphabets. In second website the first 
page had the same content as the first page of first website 
but this was translated passage, and the second page had 
the English version of the second page of first website. At 
the end of each passage there is a questionnaire which 
included few MCQ’s related to that passage.   
The website first register the users, then a reader started 
the test by reading a first passage after completing 
questions, at the end of a each test a reader moved to the 
next test with another passage translated into national 
language using English alphabet. For each test there were 
timers which take the duration of time spent on each test. 
After completing both tests there is another page for the 
feed back in order to comments about both tests.  

5. Results 

There are 40 users selected for this test: 12 females and 28 
males. All the users are from Pakistan whose first 
language are not English. We have categorized our users 
into three categories [Table 4]: 

 Undergraduate Students. 
 Professionals having good knowledge of English 

language 
 Other Workers having basic knowledge of 

English language 

Table 4:  user’s categories 

 

 

 

 

At the end of each passage there are nine questions related 
to that passage. The result of each group is shown in Table 
5 and Figure 1. The time taken in reading both passages of 
English and a plain language (Local language-Urdu) 
written in English alphabets is shown in Figure 2. 

Table 5: Correct answers attempt by users with time taken 

No. of correct answers attempted by Students 
No. of English Time/User Translated Time/User 

Website 1 
Page 1 Page 2 Page 3 Page 4 

Passage A 
(English) 

Questionnaire Passage B 
(Translated) 

Questionnaire

Website 2 Page 1 Page 2 Page 3 Page 4 
Passage A 
(Translated) 

Questionnaire Passage B 
(English) 

Questionnaire

Category Education No. of Users 

Professionals Masters / Bachelors 10 

Students Undergraduate 18 

Workers Secondary School 12 
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cases Pages pages 

18 50% 9min 84% 11min 

No. of correct answers attempted by Workers, Lower literate user 
No. of 
cases 

English Time/User Translated Time/User 

12 9% 40min 86% 19min 

No. of correct answers attempted by Professionals 

No. of 
cases 

English Time/User Translated Time/User 

10 88% 8min 90% 10min 

 
 

 
Figure 1: Percentage of correct answers of both tests 

 
Figure 2: Percentage of Time taken for both test (English passages and 

Translated passages) 

5. Findings 

Based on the results of the study, we can say that: 
1. The transformation of the text content enhances 

web readability for non native user i.e. whose 
first language is not English. 

2. The translated version of an English text gives 
better result and the percentage of correct 
answers is more than English passage text. 

3. The ratio of correct answers for translated version 
is very high in Worker, lower-literate user and in 
undergraduate student’s category because they 
have only basic and moderate knowledge of 
English. In Student category there is slight 
difference while for professionals who have good 

understanding of English and have high 
education is almost equal. 

4. As in Pakistan the level for higher education is 
less than the population having basic education, 
so the translated version of English text is more 
readable than English text. 

There are many interesting comments from users 
which they have given at the end of test. Like most of 
the people are not very much familiar with the 
translated version that’s why it takes longer time for 
them and they preferred for English version of a text 
although they made more mistakes while solving the 
questions of English passage compared to translate 
version. Many users recommend the translated 
version of a passage because of easily understandable.  

5. Conclusion and Future Work 

In order to analyze the difference and to compare the 
readability between English language and a pain language 
(local language -Urdu) using English alphabets we 
develop two sites having few pages.  We take two 
passages from the standard IELTS reading passage. At the 
end of each passage there is a questionnaire for 
investigating the effect of our approach.  
We have observed that by changing the contents of web 
pages into local language by using English alphabets we 
get better result. The level of understanding content is very 
much high for all those who have basic knowledge of 
English. By using this approach we can enhance web 
readability to all those non native English speaker 
countries whose local language text is incompatible with 
the web pages. 

We plan to extend our study in other Asian countries for 
the non native readers to investigate the usefulness of our 
approach to web readability. 
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Abstract 
Pattern matching in a DNA sequence or searching a pattern from a 
large data base is a major research area in computational biology. 
To extract pattern match from a large sequence it takes more time, 
in order to reduce searching time we have proposed an approach 
that reduces the search time with accurate retrieval of the matched 
pattern in the sequence. As performance plays a major role in 
extracting patterns from a given DNA sequence or from a 
database independent of the size of the sequence. When sequence 
databases grow, more efficient approaches to multiple matching 
are becoming more important. One of the major problems in 
genomic field is to perform pattern comparison on DNA and 
protein sequences. Executing pattern comparison on the DNA and 
protein data is a computationally intensive task. In the current 
approach we explore a new technique which avoids unnecessary 
comparisons in the DNA sequence called 2-jump DNA search 
multiple pattern matching algorithm for DNA sequences. The 
proposed technique gives very good performance related to DNA 
sequence analysis for querying of publicly available genome 
sequence data. By using this method the number of comparisons 
gradually decreases and comparison per character ratio of the 
proposed algorithm reduces accordingly when compared to the 
some of the existing popular methods. The experimental results 
show that there is considerable amount of performance 
improvement due to this the overall performance increases. 
Keywords- Characters, matching, patterns, sequence. 

1. Introduction 

Bioinformatics is the application of computer technology for 
managing the biological information. Computers are used to 
gather, store, analyze and integrate biological and genetic 
information which can then be applied to gene based drug 
discovery and development. The problem of exact string 
matching is to find all occurrences of pattern 'P' of size 'm' in 
the text string 'T' of size 'n'. Researchers have been focused 
this sphere of research, various techniques and algorithms 
have been purposed and designed to solve this problem. 
Exact String matching algorithms are widely used in 
bibliographic search, question answering application, DNA 
pattern matching, text processing applications and 
information retrieval from databases. The pattern matching 

problem has attracted a lot of interest throughout the history 
of computer science, particularly in the present day high 
performance computing and has used in various computer 
applications for several decades. These algorithms are 
applied in most of the operating systems, editors, search 
engines on the internet, retrieval of information (from text, 
image or sound) and searching nucleotide or amino acid 
sequence patterns in genome and protein sequence 
databases. Bioinformatics is a multi disciplinary science that 
uses methods and principle from mathematics and computer 
science and statistics for analyzing biological data where 
DNA pattern analysis plays a vital role, for various analyses 
like discrimination of cancer from the gene expression, 
mutations evolution, protein-protein interaction in cellular 

activities etc. Pattern matching plays a vital role in various 
applications in computational biology for data analysis like 
feature extraction, searching, disease analysis, structural 
analysis.  
 
Pattern matching focuses on finding the occurrences of a 
particular pattern of in a text. The problem in pattern 
discovery is to determine how often a candidate pattern 
occurs, as well as possibly some information on its 
frequency distribution across the sequence/text. In general, 
a pattern will be a description of a set of strings, each string 
being a sequence of symbols.  Hence, given a pattern, it is 
usual to ask for its frequency, as well as to examine its 
occurrences in a given sequence/text. Many algorithms 
have been developed each designed for a specific type of 
search. Although they all serve the same function but they 
vary in the way they process the search, and second in the 
methods they use to efficiently achieve the optimal 
processing time.  
 
Every human has his/her unique genes. Genes are made up 
of DNA; therefore the DNA sequence of each human is 
unique. However, surprisingly, the DNA sequences of all 
humans are 99.9% identical, which means there is only 
0.1% difference. DNA is contained in each living cell of an 
organism, and it is the carrier of that organism’s genetic 
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code. The genetic code is a set of sequences, which define 
what proteins to build within the organism. Since 
organisms must replicate and reproduce tissue for 
continued life, there must be some means of encoding the 
unique genetic code for the proteins used in making that 
tissue. The genetic code is information, which will be 
needed for biological growth and reproductive inheritance. 
 
DNA is the basic blue print of life and it can be viewed as a 
long sequence over the four alphabets A, C, G and T. DNA 
contains genetic instructions of an organism. It is mainly 
composed of nucleotides of four types. Adenine (A), 
Cytosine (C), Guanine (G), and Thymine (T). The amount 
of DNA extracted from the organism is increasing 
exponentially. So pattern matching techniques plays a vital 
role in various applications in computational biology for 
data analysis related to protein and gene in structural as 
well as the functional analysis.  It focuses on finding the 
particular pattern in a given DNA sequence. The biologists 
often queries new discoveries against a collection of 
sequence databases such as GENBANK, EMBL and DDBJ 
to find the similarity sequences. As the size of the data 
grows it becomes more difficult for users to retrieve 
necessary information from the sequences. Hence more 
efficient and robust methods are needed for fast pattern 
matching techniques. It is one of the most important areas 
which have been studied in computer science. The  string 
matching can be described as: given a specific strings P 
generally called pattern searching in a large sequence/text T 
to locate P in T. if P is in T, the matching is found and 
indicates the position of P in T, else pattern does not occurs 
in the given text. Pattern matching techniques has two 
categories and is generally divides into multiple pattern 
matching and single pattern matching algorithms. 
 

 Single pattern matching  
 Multiple pattern matching techniques 

 
In a standard problem, we are required to find all 
occurrences of the pattern in the given input text, known as 
single pattern matching. Suppose, if more than one pattern 
are matched against the given input text simultaneously, 
then it is known as, multiple pattern matching. Whereas 
single pattern matching algorithm is widely used in 
network security environments. In network security the 
pattern is a string indicating a network intrusion, attack, 
virus, and snort, spam or dirty network information, etc. 
Multiple pattern matching can search multiple patterns in a 
text at the same time. It has a high performance and good 
practicability, and is more useful than the single pattern 
matching algorithms. To determine the function of specific 
genes, scientists have learned to read the sequence of 
nucleotides comprising a DNA sequence in a process called 
DNA sequencing. Comparison, pattern recognition, 
detecting similarity and phylogenetic trees constructing 
in genome sequences are the most popular tasks. The 

process of sequence alignment allows the insertion, 
deletion and replacements of symbols that representing 
the nucleotides or amino acids sequences. From the 
biological point of view pattern comparison is motivated 
by the fact that all living organisms are related by 
evolution. That implies that the genes of species that are 
closer to each other should show signs of similarities at 
the DNA level. Moreover, those similarities also extend 
to gene function. Normally, when a new DNA or protein 
sequence is determined, it would be compared to all 
known sequences in the annotated databases such as 
GenBank, SwissProt and EMBL. 
 
Let P = {p1, p2, p3,...,pm} be a set of patterns of m characters 
and T={t=t1,t2,t3…tn} in a text of n characters which are 
strings of nucleotide sequence characters from a fixed 
alphabet set called ∑= {A, C, G, T}. Let T be a large text 
consisting of characters in ∑. In other words T is an 
element of ∑*. The problem is to find all the occurrences of 
pattern P in text T. It is an important application widely 
used in data filtering to find selected patterns, in security 
applications, and is also used for DNA searching. Many 
existing pattern matching algorithms are reviewed and 
classified in two categories. 
 

 Exact string matching algorithm  
 Inexact/approximate string matching algorithms 

        
 Exact pattern matching algorithm will find that whether the 
probability will lead to either successful or unsuccessful 
search. The problem can be stated as: Given a pattern p of 
length m and a string/Text T of length n (m ≤  n). Find all 
the occurrences of p in T. The matching needs to be exact, 
which means that the exact word or pattern is found. Some 
exact matching algorithms are Naïve Brute force algorithm, 
Boyer-Moore algorithm [3], KMP Algorithm [7]. 
       
Inexact/Approximate pattern matching is sometimes 
referred as approximate pattern matching or matches with k 
mismatches/ differences. This problem in general can be 
stated as: Given a pattern P of length m and string/text T of 
length n.  (m ≤ n). Find all the occurrences of sub string X 
in T that are similar to P, allowing a limited number, say k 
different characters in similar matches. The 
Edit/transformation operations are insertion, deletion and 
substitution.  Inexact/Approximate string   matching 
algorithms are classified into: Dynamic programming 
approach, Automata approach, Bit-parallelism approach, 
Filtering and Automation Algorithms. Inexact sequence 
data arises in various fields and applications such as 
computational biology, signal processing and text 
processing. Pattern matching algorithms have two main 
objectives.  

 Reduce the number of character comparisons required 
in the worst and average case analysis. 
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 Reducing the time requirement in the worst and   
average case analysis. 

 
In many cases most of the algorithm operates in two stages. 
Depending upon the algorithm some of the algorithm uses 
pre-processing phase and some algorithm will search 
without it. Many Pattern matching algorithms are available 
with their own merits and demerits based upon the pattern 
length and the technique they use. Some pattern matching 
algorithm concentrates on pattern itself. Other algorithm 
compare the corresponding characters of the patterns and 
text from the left to right and some other perform the 
character from the right to left. The performance of the 
algorithm can be measured based upon the specific order 
they are compared. Pattern matching algorithms has two 
different phases. 

 Pre-processing phase or study of the pattern.  
 Processing phase or searching phase. 

 
The pre-processing phase collects the full information and 
is used to optimize the number of comparisons. Whereas 
searching phase finds the pattern by the information 
collected in pre-processing.  
 
Bioinformatics has found its applications in many areas. It 
helps in providing practical tools to explore proteins and 
DNA in number of other ways. Bio-computing is useful in 
recognition techniques to detect similarity between 
sequences and hence to interrelate structures and functions. 
Another important application of bioinformatics is the 
direct prediction of protein 3-Dimensional structure from 
the linear amino acid sequence. It also simplifies the 
problem of understanding complex genomes by analyzing 
simple organisms and then applying the same principles to 
more complicated ones. This would result in identifying 
potential drug targets by checking homologies of essential 
microbial proteins. Bioinformatics is useful in designing 
drugs. Pattern matching in biology differs from its 
counterpart in computer science. DNA strings contain 
millions of symbols, and the pattern itself may not be 
exactly known, because it may involve inserted, deleted, or 
replacement of the symbols. Regular expressions are useful 
for specifying a multitude of patterns and are ubiquitous in 
bioinformatics. However, what biologists really need is to 
be able to infer these regular expressions from typical 
sequences and establish the likelihood of the patterns being 
detected in new sequences. 
 
The sequence of DNA constitutes the heritable genetic 
information in nuclei, plasmids, mitochondria, and 
chloroplasts that forms the basis for the developmental 
programs of all living organisms. Determining the DNA 
sequence is therefore useful in basic research studying 
fundamental biological processes, as well as in applied 

fields such as diagnostic or forensic research. Because 
DNA is key to all living organisms, knowledge of the DNA 
sequence may be useful in almost any biological subject 
area. For example, in medicine it can be used to identify, 
diagnose and potentially develop treatments for genetic 
diseases. Similarly, genetic research into plant or animal 
pathogens may lead to treatments of various diseases 
caused by these pathogens. 
 
When we know a particular sequence is the cause for a 
disease, the trace of the sequence in the DNA and the 
number of occurrences of the sequence defines the intensity 
of the disease. As the DNA is a large database we need to 
go for efficient algorithms to find out a particular sequence 
in the given DNA. We have to find the number of 
repetitions and the start index and end index of the 
sequence, which can be used for the diagnosis of the 
disease and also the intensity of the disease by counting the 
number of pattern matching strings, occurred in a gene 
database. 
 
Since children inherit their genes from their parents, they 
can also inherit any genetic defects. Children and siblings 
of a patient generally have a 50% chance of also being 
affected with the same disease. Genetic testing can identify 
those family members who carry the familial unusual 
mutation and should undergo annual tumor screening from 
an early age. Genetic testing can also identify family 
members who do not carry the familial unusual mutation 
and do not need to undergo the increased tumor 
surveillance recommended for patients with unusual 
mutations. The unusual pattern in the strand reflects in the 
split strand and hence increases in the unusual mutations 
increase in the cells. All familial cancer syndromes are 
caused by a defect in a gene that is important for preventing 
development of certain tumors. Everybody carries two 
copies of this gene in each cell, and tumor development 
only occurs if both gene copies become defective in certain 
susceptible cells. Genetic testing can help to diagnose by 
detecting defects in the unusual mutated gene. 
       
The rest of the paper is organized as follows. We briefly 
present the background and related work in section 2. 
Section 3 deals with proposed model i.e., 2-JUMP DNA 
search multiple pattern matching algorithm. Experimental 
results and discussion are presented in Section 4 and we 
make some concluding remarks in Section 5.  

2. Background and Related Work 

This section reviews some work related to DNA sequences. 
An alphabet set ∑ = {A, C, G, T} is the set of characters for 
DNA sequence which are used in this algorithm.  
The following notations are used in this paper: 
DNA sequence characters ∑= {A, C, G, T}. 
 Denotes the empty string. 
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│P │ Denotes the length of the string P. 
S[n]  Denotes that a text which is a string of length n. 
P[m] Denotes a pattern of length m. 
CPC-Character per comparison ratio. 
 
String matching mainly deals with problem of finding all 
occurrences of a string in a given text. In most of the DNA 
applications it is necessary for the user and the developer to 
be able to locate the occurrences of specific pattern in a 
sequence. In Brute-force algorithm the first character of the 
pattern P is compared with the first character of the string 
T. If it matches, then pattern P and string T are matched 
character by character until a mismatch is found or the end 
of the pattern P is detected. If mismatch is found, the 
pattern P is shifted one character to the right and the 
process continues. The complexity of this algorithm is 
O(mn). The Bayer-Moore algorithm [3] applies larger shift-
increment for each mismatch detection. The main 
difference the Naïve algorithm had is the matching of 
pattern P in string T is done from right to left i.e., after 
aligning P and string T the last character of P will matched 
to the first of T . If a mismatch is detected, say C in T is not 
in P then P is shifted right so that C is aligned with the 
right most occurrence of C in P. The worst case complexity 
of this algorithm is O(m+n) and the average case 
complexity is O(n/m). 
 
 In IFBMPMA [12] the elements in the given patterns are 
matched one by one in the forward and backward until a 
mismatch occurs or a complete pattern matches .The KMP 
algorithm [7] is based on the finite state machine 
automation. The pattern P is pre-processed to create a finite 
state machine M that accepts the transition. The finite state 
machine is usually represented as the transition table. The 
complexity of the algorithm for the average and the worst 
case performance is O(m+n).  
 
In IBKMPM [13] algorithm we first choose the value of k 
(a fixed value), and divide both the string and pattern into 
number of substring of length k, each substring is called as 
a partition. If k value is 3 we call it as 3-partition else if it is 
4 then it is 4-partition algorithm. We compare all the first 
characters of all the partitions, if all the characters are 
matching while we are searching then we go for the second 
character match and the process continues till the mismatch 
occurs or total pattern is matched with the sequence. If all 
the characters match then the pattern occurs in the sequence 
and prints the starting index of the pattern or if any 
character mismatches then we will stop searching and then 
go to the next index stored in the index table of the same 
row which corresponds to the first character of the pattern 
P. 

In approximate pattern matching method the oldest and 
most commonly used approach is dynamic programming. 
In 1996 Kurtz [8] proposed another way to reduce the space 

requirements of almost O(mn). The idea was to build only 
the states and transitions which are actually reached in the 
processing of the text. The automaton starts at just one state 
and transitions are built as they are needed. The transitions 
those were not necessary will not be build.  
 
The Deviki-Paul algorithm [5] for multiple pattern 
matching requires a preprocessing of the given input text to 
prepare a table of the occurrences of the 256 member 
ASCII character set. This table is used to find the 
probability of having a match of the pattern in the given 
input text, which reduces the number of comparisons, 
improving the performance of the pattern matching 
algorithm. The probability of having a match of the pattern 
in the given text is mathematically proved. 
       
 In the MSMPMA [18] technique the algorithm scans the 
input file to find the all occurrences of the pattern based 
upon the skip technique. By using this index as the starting 
point of matching, it compares the file contents from the 
defined point with the pattern contents, and finds the skip 
value depending upon the match numbers (ranges from 1 to 
m-1). Harspool [6] does not use the good suffix function, 
instead it uses the bad character shift with right most 
character .The time complexity of the algorithm is O(mn).  
 
Berry-Ravindran [2] calculates the shift value based on the 
bad character shift for two consecutive text characters in 
the text immediately to the right of the window. This will 
reduce the number of comparisons in the searching phase. 
The time complexity of the algorithm is O(nm) .Sunday [4] 
designed an algorithm quick search which scans the 
character of the window in any order and computes its shift 
with the occurrence shift of the character T immediately 
after the right end of the window. The FC-RJ [11] 
algorithm searches the whole text string for the first 
character of the pattern and maintains an occurrence list by 
storing the index of the corresponding character. Time and 
space complexity of preprocessing is O(n). FC_RJ uses an 
array equal to size of the text string for maintaining 
occurrence list. 
        
Ukkonen [15] proposed automation method for finding 
approximate patterns in strings. He proposed the idea using 
a DFA for solving the inexact matching problem. Though 
automata approach doesn’t offer time advantage over 
Boyer-Moore algorithm [3] for exact pattern matching.  
The complexity of this algorithm in worst and average case 
is O(m+n). In this every row denotes number of errors and 
column represents matching a pattern prefix. Deterministic 
automata approach exhibits O(n) worst case time 
complexity. The main difficulty with this approach is 
construction of the DFA from NFA which takes 
exponential time and space. Wu.S.Manber.U [16] proposed 
the algorithm for fast text searching allowing errors. The 
first bit-parallel method is known as “shift-or” which 
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searches a pattern in a text by parallelizing operation of non 
deterministic finite automation. This automation has m+1 
states and can be simulated in its non deterministic form in 
O(mn) time. The filtering approach was started in 1990. 
This approach is based upon the fact it may be much easier 
to tell that a text position doesn’t match. It is used to 
discard large areas of text that cannot contain a match. The 
advantage in this approach is the potential for algorithms 
that do not inspect all text characters.  
        
By using dynamic programming approach especially in 
DNA sequencing Needleman-Wunsch [9] algorithm and 
Smith-waterman algorithms [14] are more complex in 
finding exact pattern matching algorithm. By this method 
the worst case complexity is O(mn). The major advantage 
of this method is flexibility in adapting to different edit 
distance functions. The Raita algorithm [10] utilizes the 
same approach as Horspool algorithm[6] to obtaining the 
shift value after an attempt.  Instead of comparing each 
character in the pattern with the sliding window from right 
to left, the order of comparison in Raita algorithm [10] is 
carried out by first comparing the rightmost and leftmost 
characters of the pattern with the sliding window. If they 
both match, the remaining characters are compared from 
the right to the left. Intuitively, the initial resemblance can 
be established by comparing the last and the first characters 
of the pattern and the sliding window. Therefore, it is 
anticipated to further decrease the unnecessary 
comparisons. 
         
The Aho-Corasick algorithm[1] developed at Bell Labs in 
1975 by Alfred Aho and Corasick is an extension of the 
KMP algorithm [7]. The AC algorithm consists of 
constructing a finite state pattern matching machine from 
the keyword and then using the machine to process the text 
in a single pass. It can find an occurrence of several 
patterns in the order of O(n) time, where n is the length of 
the text, with pre-processing of the patterns in linear time.  
 
Two dimensional pattern matching methods are commonly 
used in computer graphics. Takaoka and Zhu proposed 
using a combination of the KMP[6] and RK methods in an 
algorithm developed for two dimensional cases. The second 
approach that runs faster when the row length of the pattern 
increases and is significantly faster than previous methods 
proposed. Three dimensional pattern matching is useful in 
solving protein structures, retinal scans, finger printing, 
music, OCR and continuous speech. Multi-dimensional 
matching algorithms are a natural progression of string 
matching algorithms toward multi-dimensional matching 
patterns including tree structure, graphs, pictures, and 
proteins structures. 
 
3. 2-JUMP DNA Se arch Multiple Pattern  
Matching Algorithm 

In this method we use combination of both the techniques 
 Index Based Search 
 ASCII sum 

The index based search has been well established. Here we 
created index table of the input data and our search skips 
primarily on the index-row of the first character of the 
pattern. However in our proposed work, we go one step 
ahead and rather than using primitive method of comparing 
single character at a time, we rather compare sum of two 
characters of both input sequence data and pattern. This 
reduces our comparisons by one-third (we count one 
comparison for sum). After we match it completely we go 
for order checking in the subgroups sequentially until there 
is a mismatch or it completely matches. 
 
3.1. Algorithm 
    
 Input[n] : Input character array of length n. 
 Patt[m] :  Pattern character array of length m. 
 IndexTable[4][n] – index Table of input of length 4*n (ACGT) 
    Let i,j,startIndex,flag,compare,counter  integer variables 
     i=j=start Index=compare=counter=0. 
     Flag=1 
1.  Create the index table. 
2.  Fetch startIndex as per first letter of pattern.  
     startIndex = IndexTable [firstLet][i]; 
3.  while(n-startIndex > m) 
 while(j<m) 
if(m-j==1) // odd no. of characters in pattern.  
                if(input[startIndex+j] != pat[j]) 
                compare++; 
                 flag=0; 
                  break; 
                Inp2 =input[startIndex+j]+input[startIndex+j+1]; 
                Pat2 = pat[j]+pat[j+1]; 
                Compare++; 
  If(inp2!=pat2) 
  Flag=0; 
  Break; 
                 Else  
                 compare++; 
 If(input[startIndex+j] != pat[j]|| input[startIndex+j+1] != pat[j+1]) 

flag=0; 
break; 

                                If(flag == 1)  
Counter++;  

                                Else 
  Flag=1; 
                                J=0; 
           StartIndex = IndexTable[firstLet][++i]; 
 
3.2. Index Based Search 
 
This method has been invented and used to reduce the 
search time drastically. In this method we make an Index 
table of given input on the basis of characters involved 
which in our case are A,C,G,T. So, we have a (4xSize of 
input) table. Now we concentrate only on the index row of 
first character of our pattern and continue our comparison 
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technique from the first index onwards. Based upon our 
comparisons results of success or failure we can directly 
jump to next potential occurrence of pattern by moving to 
the next index in the row chosen. We continue above 
operations till we finish all indexes of that row. In this way 
we need not move serially through the input, but rather we 
only concentrate only on the potential strings. 
 
3.3 ASCII SUM (or 2-Jump) 

Our unique comparison method adds further benefits to our 
Index Based Search. Here we use unique property of 
characters involved in our search patterns and input. As we 
are dealing with only genetic data, so our domain confines 
to following four characters A, C, G, T. Further reducing 
these characters to single digits by mod formula. 
 

Table.1. Subscript values of DNA sequence characters 

 
Now we can use unique property of above integers. Any 
sum of above in combination of two gives a unique number 
in return. 
                              A + A ~ 1 + 1 = 2 
                              A + T ~ 1 + 0 = 1 
                              A + G ~ 1 + 2 = 3 
                              A + C ~ 1 + 3 = 4 
 
And so on for other integers too. Now we can use this to 
reduce our both input size and patterns to half the length 
they actually are, i.e., we combine two neighboring 
alphabets (or their reduced integers) to give single integers. 
 
          E.g. Sequence=ATTGCCATA 
                 Equivalent integers: 100233101 
                 Pattern-GCCA 
                 Equivalent integers: 2 3 3 1 
 
Here the first character of pattern is ‘G’. From our sequence 
we find that first index of character ‘G’ is at 4. So we start 
forming groups from 4th index onwards. 2-Sum groups 
starting at ‘G’ of sequence: (2+3), (3+1) = 5,4. 
2-Sum groups of pattern: (2+3), (3+1) = 5,4. 
 
So, now rather than comparing each character/integer 
separately we can compare two of them in one go. If in one 
go we find that our pattern string matches a substring of the 
input, and then we can go further and compare the two 
characters. This will be necessary as the two characters may 
exist in reverse order form as compared to that of pattern. 
 

               E.g. input- AT 
                  Pattern- TA 
 
      But, such comparison will be required only if pattern 
matches. Thus over all we find following result: Say, 
comparisons found over pattern lengths in general are ‘n’. 
By our methods we reduce them to halves i.e., ‘n/2’. 
Further adding the single comparisons if our pattern 
matched: n/2 + p. Where p is length of pattern, which is 
generally quite small. Thus taking p->0. We get total 
number of comparisons is n/2. The conversion of input can 
be done on the fly or while creation of index table.  

3.4. Trivial Cases in Comparisons 

Case i: If S =  i.e., |S| = 0 and P =  i.e., |P| = 0 then the 
number of occurrences of P in S is 0. 
Case ii: If S =  i.e. |S| = 0 and for any |P| ≥ 0 then the 
number of occurrences of P in S is 0. 
Case iii: If S ≠  i.e., |S| ≠ 0 and for any |P| = 0 then the 
number of occurrences of P in S is 0. 
Case iv: If S ≠  i.e., |S| ≠ 0, P ≠  i.e., |P| ≠ 0 and |S| ≤ |P| 
then the number of occurrences of P in S is 0. 

 
3.4. To understand the algorithm assume a string        
S=AGAATGCAGCTACAAGGTTCCATTCTGTCTCGCACTA of  
37 characters  and pattern  P= ATGCAG. Therefore the string 
can be viewed as follows in an indexing table. 
 

Table.2. Index values of A,C,G and T sequence characters 

 
As ‘A’ being our first character of pattern the target indexes 
are 1, 3, 4, 8, 12, 14, 15, 22, 34 and 37. 
Here S2 and P2 refer to combination of two characters of 
input string and pattern respectively.  S and P refer to 
whole input and pattern s1. First we begin at index 1 
because ‘A’ is starting from index 1. We then form 2-
groups of input and pattern both. 
                             i.e., S2 = A+G 
                                   P2 = A+T 
Clearly S2!= P2 therefore  S!= P. So we skip and go to 
next index. 
 
2. At index 3 we get another probable match. We form 2-
groups of input and pattern both. 
                            i.e., S2 = A+A 
                                  P2 = A+T 
Again we find S2!=P2, so we can match directly from next 
index. 
 

S.No DNA ASCII 
Value 

ASCII 
Value-64 

(ASCIIValue- 
64)%5 

Array 
Subscript 

1 A 65 1     1         1 

2 C 67 3     3  3 

3 G 71 7     2         2 

4 T 84 20     0         0 

T 0 5 11 18 19 23 24 26 28 30 36 

 A 1 1 3 4 8 12 14 15 22 34 37 

 G 2 2 6 9 16 17 27 32    

C 3 7 10 13 20 21 25 29 31 33 35 
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4. Next we move to index 4. Here, 
                                    S2 = A+T 
                                    P2 = A+T 
So we get S2=P2, we move further to next subgroup, 
                                    S2 = G+C 
                                    P2 = G+C 
As S2=P2 we proceed further, 
                                    S2=A+G 
                                    P2=A+G, 
As all subgroups have matched we go for checking order in 
our subgroups. In case of first subgroup, we find character 
in same order as pattern, so we go for next subgroup. Here 
also characters are in same order as per pattern. Same 
follows up to the last subgroup .So we do three more 
comparisons and over all in 6 comparisons we are getting 
our pattern matched.  
Thus S=P. We now proceed to next index. 
 
5. Next we move to index 8. Here, 
                               S2 = A+G 
                               P2 = A+T 
Clearly S2!=P2. Thus we conclude S!=P and move to 
further index. 
 
6. However at 12, we find 
                              S2 = A+C 
                              P2 = A+T. 
Here too we find S2!=P2 giving us S!=P. We check for 
next index now. 
 
7.  At index 14, 
                                S2 = A+A 
                               P2 = A+T 
So S2!=P2. Without further checking we skip to next 
index. 
 
8. Next at index 15, 
                                 S2 = A+G 
                                 P2 = A+T 
Again we have S2!=P2. We need not check further and 
continue our search from next index. 
9. Next at index 22, 
                                   S2 = A+T 
                                  P2 = A+T 
We find successful match in this subgroup so we check for 
next subgroup too, 
                                    S2=T+C 
                                   P2=G+C 
But here we find mismatch i.e., S2!=P2. Without checking 
further we can skip to next index. 
 
10. However at next index i.e., 34 we find that remaining 
length of input string S is 4 characters, while our pattern 
string P’s length is 6 characters. Therefore it is not possible 
to match pattern with sequence. So we skip remaining 
comparisons. 

Proof: Let N=Input String say, ATTTGACCTTGAAA... 

By converting the string to equivalent numerical sequence 
using formula, 

N[i] = (N[i] – 64) % 5, i = Length of Input. 

Now we apply same to Pattern P, 

P[i] = (P[i] – 64) % 5, i = Length of Pattern. 

First we prepare P, 

P[j] = P[i] + P[i+1] 

j++, i+2 

Where P’ is another array of length half that of P. 

Now we process N, 

2Sum = N[i]+N[i+1], where i<length of P 

Compare (P’[j],2Sum) 

Where Compare function compares the two quantities and 
breaks the whole operation if it find mismatch. 

Thus we see effectively maximum number of comparisons 
require. 

Max (length of(P’), (length of(N))/2); 

in case of even comparisons and  

Max (length of(P’), (length of(N))/2) + 1; 

in case of odd comparisons. Also the comparisons are 
finally going to end as length of N is finite. 

4. Experimental Results and Discussions 
 
In this section we present several experiments comparing 
our algorithm to the existing algorithms and evaluating 
with the number and size of patterns on the performance. 
Each experiment was performed on different pattern sizes 
and the comparison results are noted. The text file which 
we used for our experiments was a collection of 1024 
nucleotide sequence characters. From the below figure we 
can draw the following conclusions. As the size of the 
pattern increases the number of comparisons increases but 
in the proposed technique as the size increases the number 
of comparisons decreases in some of the cases. The patterns 
are randomly chosen from the given file size of 1024 
characters.  
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4.1. The below DNA sequence dataset has been taken 
for the testing of 2-jump algorithm .The DNA 
biological sequence S∑*of size n=1024 and pattern 
P∑*. Let S be the following DNA sequence.  
 

“AGAACGCAGAGACAAGGTTCTCATTGTGTCTCGC
AATAGTGTTACCAACTCGGGTGCCTATTGGCCTCC
AAAAAAGGCTGTTCAACGCTCCAAGCTCGTGACCT
CGTCACTACGACGGCGAGTAAGAACGCCGAGAAG
GTAAGGGAACTAATGACGCGTGGTGAATCCTATG
GGTTAGGATCGTGTCTACCCCAAATTCTTAATAAA
AAACCTAGGACCCCCTTCGACCTAGACTATCGTAT
TATGGACAAGCTTTAACTGTCGTACTGTGGAGGCT
TCAAAACGGAGGGACCAAAAAATTTGCTTCTAGC
GTCAATGAAAAGAAGTCGGGTGTATGCCCCAATTC
CTTGCTGCCCGGACGGCCAGTTCATAATGGGACAC
AACGAATCGCGGCCGGATATCACATCTGCTCCTGT
GATGGAATTGCTGAATGCGCAGGTGTGCTTATGTA
CAATCCACGCGGTACTACATCTTGTCTCTTATGTA
GGGTTCAGTTCTTCGCGCAATCATAGCGGTACGAA
TACTGCGGCTCCATTCGTTTTGCCGTGTTGATCGG
GAATGCACCTCGGGGACTGTTCGATACGACCTGGG
ATTTGGCTATACTCCATTCCTCGCGAGTTTTCGATT
GCTCATTAGGCTTTGCGGTAAGTAAGTTCTGGCCA
CCCACTTCGAGAAGTGAATGGCTGGCTCCTGAGCG
CGTCCTCCGTACAATGAAGACCGGTCTCGCGCTAA
ATTTCCCCCAGCTTGTACAATAGTCCAGTTTATTAT
CAAAGATGCGACAAATAAATTGATCAGCATAATC
GAAGATTGCGGAGCATAAGTTTGGAAAACTGGGA
GGTTGCCAGAAAACTCCGCGCCTACTTTCGTCAGG
ATGATTAAGAGTATCGAGGCCCCGCCGTCAATACC
GATGTTCTTCGAGCGAATAAGTACTGCTATTTTGC
AGACCCTTTGCCAGGCCTTGTCTAAAGGTATGTTA
CTTAATATTGACAATACATGCGTATGGCCTTTTCC
GGTTAACTCCCTG”. 
 
The index table (index Tab[4][1024]) for sequence S is 
very large in number of DNA sequence characters . For  
different patterns sizes which has been chosen randomly  
from the above DNA sequence the number of occurrences 
and the number of comparisons is shown in the Table. 3. To 
check whether the given pattern is present in the sequence 
or not we need an efficient algorithm with less comparison 
time and complexity. By the current technique different 
patterns are analyzed and the graph is plotted by using 
these results and analyzed accordingly. From the below 
experimental results, improvement can be seen that 2-
JUMP algorithm gives good performance compared to the 
some of the popular methods shown in the Table.4. Here 
we have taken five fields in the Table .3. The pattern text, 
number of characters in the pattern, number of occurrences 
of a pattern, the proposed method and the number of 
comparisons and comparisons per character. The number of 
comparisons per character (CPC ratio) which is equal to 
(Number of comparisons /file size) can be used as a 

measurement factor, this factor affects the complexity time, 
and when it is decreased the complicity also decreases. 
 

Table .3.Experimental results analysis of 2-jump algorithm 

 
From the below Table.4. results analysis it has been 
observed the following in terms of relative performance of 
our algorithm with some of existing algorithms. To 
measure the performance of the proposed algorithm with 
the existing popular algorithm we have used two 
parameters like CPC (Character per comparison ratio) and 
number of comparisons which are shown in Table.4. The 
proposed algorithm gives good performance with the 
algorithms like MSMPMA, Brute-force, Tri-Match, 
IKPMPM and Naïve string matching algorithms. From the 
Table.4. We have taken different pattern sizes from 1 to 16 
and analyzed accordingly. In all the different cases the 
proposed technique gives better performance with existing 
algorithms. 
 

Table .4.Comparisons of different algorithms with 2-jump 

 

S.No          Pattern 
 

Patten 
Length

No. of
Occur

  2-
jump 

CPC 

1 A 1 259 259 0.2 
2 AG 2 53 312 0.3 
3 CAT 3 11 335 0.3 
4 AACG 4 5 434 0.4 
5 AAGAA 5 2 441 0.4 
6 AAAAAA 6 3 456 0.4 
7 AGAACGC 7 2 379 0.3 
8 AAAAAAGG   8 1 460 0.4 
9 GCTCATTAG 9 1 390 0.3 

10 CCTTTTCCGG 10 1 377 0.3 
11 TTTTGCCGTGT 11 1 431 0.4 
12 TTCTTAATAAAA 12 1 435 0.4 
13 GGGACCAAAAAAT 13 1 392 0.3 
14 TTTTGCCGTGTTGA 14 1 432 0.4 
15 CCTCCAAAAAAGGCT 15 1 382 0.3 
16 GGCTGTTCAACGCTCC 16 1 392 0.3 
17 TTTTCGATTGCTCATTA 17 1 432 0.4 
18 GGGATTTGGCTATACTCC 18 1 395 0.3 
19 GGCCTTGTCTAAAGGTATG 19 1 393 0.3 
20 CCTGAGCGCGTCCTCCGTCA 20 1 382 0.3 

 
Pattern 

2-JUMP 
 
IBKPMPM MSMPMA Brute- 

Force 
Tri- 

Match 
Naïve 
String 

No.of 
Com

CPC
No.of 
Com 

CPC 
No.of 
Com 

CPC 
No.of 
Com 

CPC
No.of 
Com 

CPC
No.of 
Com 

CPC

A 259 0.2 259 0.2 1024 1.0 1024 1.0 1025 1.0 1024 1.0

AG 312 0.3 518 0.5 1230 1.2 1282 1.2 1284 1.2 1281 1.2

CAT 335 0.3 542 0.5 1298 1.2 1318 1.2 1321 1.2 1310 1.2

AACG 434 0.4 614 0.6 1359 1.3 1376 1.3 1380 1.3 1376 1.3

AAGAA 441 0.4 607 0.5 1375 1.3 1388 1.3 1393 1.3 1387 1.3

AAAAAAGG 460 0.4 623 0.6 1394 1.3 1409 1.3 1417 1.3 1407 1.3

TTCTTAATAAAA 435 0.4 634 0.6 1390 1.3 1390 1.3 1402 1.3 1399 1.3

GGCTGTTCAACGCTCC 392 0.3 580 0.5 1349 1.3 1349 1.3 1365 1.3 1349 1.3
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Fig.1. Shows comparison of different algorithms with 2-
JUMP.The proposed algorithm outperforms when 
compared with some of the popular algorithms. The current 
technique gives good performance in reducing the number 
of comparisons compared with other algorithms. The dotted 
line shows the 2-jump proposed model where as 
MSMPMA, Brute-Force, Trie-matching IKPMPM and 
Naïve string searching are shown by solid lines. From the 
below graph towards the X-axis we have the pattern size 
whereas towards Y-axis shows the number of comparisons.  
If we see the experimental analysis all the other algorithms 
will gives more than 1000 comparisons where as the 
proposed technique gives less than 500 comparisons due to 
the indexed method.  

 
Fig.1. Comparison of different algorithms with 2-JUMP. 

 
The following are observed from the experimental results. 

 Reduction in number of comparisons. 
 The ratio of comparisons per character has gradually 

reduced and is less than 1. 
 Suitable for unlimited size of the input file. 
 Once the indexes are created for input sequence we 

need not create them again.  
 For each pattern we start our algorithm from the 

matching character of the pattern which decreases the 
unnecessary comparisons of other characters. 

 It gives good performance for DNA related sequence 
applications. 
 

Applications in Bioinformatics 
 
Different biological problems of bioinformatics involve the 
study of genes, proteins, nucleic acid structure prediction, 
and molecular design. 
 Alignment and comparison of DNA, RNA, and protein 

sequences. 
 Gene mapping on chromosomes. 
 Gene finding and promoter identification from DNA   

sequences. 
 Interpretation of gene expression and micro-array data. 
 Gene regulatory network identification. 

 Construction of phylogenetic trees for studying 
evolutionary relationship. 

 DNA and RNA structure prediction. 
 Protein structure prediction and classification. 
 Molecular design. 
 Organize data and allow researchers to access existing 

information and submit new entries. 
 Develop tools and resources which are used for 

analysis and management of biological data. 
 Use sequence data to analyze and interpret the results 

in a biologically meaningful manner. 
 To help researchers in the pharmaceutical industry in 

drug design process. 
 Finding similarities among strings such as proteins of 

different organisms. 
 Finding similarities among parts of spatial structures. 
 Constructing of phylogenetic trees called the evolution 

of organisms. 
 Classifying new data according to previously clustered 

sets of annotated data. 
 
5. Conclusion 
In this paper we have proposed a new algorithm for DNA 
pattern matching called 2-jump index based search for 
DNA pattern matching. The proposed technique enhances 
the comparison time and the CPC ratio when compared 
with some of the popular techniques. The proposed 
algorithm is implemented, analyzed, tested and compared. 
The experimental result shows that there is a large amount 
of performance improvement due to this the overall 
performance increases. 

References 

[1] Aho, A. V., and M. J. Corasick, ‘‘Efficient string matching: 
an aid to bibliographic Search, ’’ Communications of the 
ACM 18 (June 1975), pp. 333 340. 

[2] Berry, T. and S. Ravindran, 1999. A fast string 
matching algorithm and experimental results. In: 
Proceedings of the Prague Stringology Club Workshop 
’99, Liverpool John Moores University, pp: 16-28. 

[3] Boyer R. S., and J. S. Moore, ‘‘A fast string searching 
algorithm‘Communications of the ACM 20, 762- 772, 1977.  

[4] D.M. Sunday, A very fast substring search algorithm, Comm. 
ACM 33 (8) (1990) 132–142. 

[5] Devaki-Paul, “Novel Devaki-Paul Algorithm for Multiple 
Pattern Matching” International Journal of Computer 
Applications (0975 – 8887) Vol 13– No.3, January 2011. 

[6] Horspool, R.N., 1980. Practical fast searching in strings. 
Software practice experience, 10:501-506 

[7] Knuth D., Morris. J Pratt. V Fast pattern matching in strings, 
SIAM Journal on Computing, Vol 6(1), 323-350, 1977. 

0

200

400

600

800

1000

1200

1400

1600

1 2 3 4 5 8 12 16

2-JUMP MSMPMA 
TRI-MATCH BRUTEFORCE
NAÏVE STRING IBKPMPM



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org    329 

 

[8]  Kurtz. S, Approximate string searching under weighted edit 
distance. In proceedings of the 3rd South American workshop 
on string processing. Carleton Univ Press, pp. 156-170, 1996 

[9] Needleman, S.B Wunsch, C.D(1970). “A general method 
applicable to the search for similarities in the amino acid 
sequence of two proteins.” J.Mol.Biol.48,443-453. 

[10] Raita, T. Tuning the Boyer-Moore-Horspool string-searching 
algorithm. Software - Practice Experience 1992, 22(10), 879-
884.  

[11] Rami H. Mansi, and Jehad Q. Odeh, "On Improving the 
Naive String Matching Algorithm," Asian Journal of 
Information Technology, Vol.8, No. I, ISS N 1682-
3915,2009, pp. 14-23. 

[12] Raju Bhukya, DVLN Somayajulu,‘‘An Index Based Forward     
backward Multiple Pattern Matching Algorithm, ‘World 
Academy of Science and  Technology..June 2010, pp347-355 

[13] Raju Bhukya, DVLN Somayajulu,”An Index Based K-Partition 
Multiple Pattern Matching Algorithm”, Proc. of International 
Conference on Advances in Computer Science 2010 pp 83-87. 

[14] Smith,T.F and waterman, M (1981). Identification of 
common molecular subsequences T.mol.Biol.147,195-197. 

[15] Ukkonen,E., Finding approximate patterns in strings J.Algor. 
6, 1985, 132-137. 

[16] Wu S., and U. Manber, ‘‘Agrep — A Fast Approximate 
Pattern-Matching Tool,’’ Usenix Winter 1992 Technical 
Conference, San Francisco (January 1992), pp. 153 162. 

[17] Wu.S.,Manber U., and Myers,E .1996, A sub-quadratic 
algorithm for approximate limited expression matching. 
Algorithmica 15,1,50-67, Computer Science Dept, University 
of Arizona,1992. 

[18] Ziad A.A Alqadi, Musbah Aqel & Ibrahiem M.M.EI Emary,  
Multiple Skip Multiple Pattern Matching algorithms. IAENG 
International Vol 34(2),2007.

 

 
Raju Bhukya has received his B.Tech 
in Computer Science and Engineering 
from Nagarjuna University in the year 
2003 and M. Tech degree in Computer 
Science and Engineering from Andhra 
University in the year 2005. He is 
currently working as an Assistant 
Professor in the Department of 
Computer Science and Engineering in 
National Institute of Technology, 

Warangal, Andhra Pradesh, India. He is currently working in the 
areas of Bio-Informatics. 
 
Somayajulu DVLN has received his M. Sc and M. Tech 

degrees from Indian Institute of 
Technology, Kharagpur in 1984 
and in 1987 respectively, and his 
Ph. D degree in Computer 
Science & Engineering from 
Indian Institute of technology, 
Delhi in 2002. He is currently 
working as Professor and Head of 
Computer Science & Engineering 
at National Institute of 
Technology, Warangal. His 
current research interests are bio-

informatics, data warehousing, database security and Data 
Mining.  

 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org  330 

 

Data Structure & Algorithm for Combination Tree To 
Generate Test Case 

 
Ravi Prakash Verma1, Bal Gopal2 and Md. Rizwan Beg3 

 
 1 Department of Computer Science and Engineering, Integral University 

Lucknow, Utter Pradesh, 226026 India 
 
 

2 Department of Computer Applications, Integral University 
Lucknow, Utter Pradesh, 226026 India 

 
 

3 Department of Computer Science and Engineering, Integral University 
Lucknow, Utter Pradesh, 226026 India 

 
 
 
 

 
Abstract 

The combinations play an important role in software testing. 
Using them we can generate the pairs of input parameters for 
testing. However until now we have the tabular representations 
for combination pairs or simply the charts for them. In this 
paper we propose the use of combination trees which are far 
easier to visualize and handle in testing process. This also gives 
the benefits of the remembering the combination of input 
parameters which we have tested and which are left, giving 
further confidence on the quality of the product which is to be 
released.    
Keywords: Software testing, combination trees, Data 
structures, algorithm 

 

1. Introduction 

The software testing is one the most important activity in 
the SDLC [4]. It authenticate whether the software being 
developed solves the intended purpose or not [2]. 
“Software systems continuously grow in scale and 
functionality” [1]. Therefore large size and complexity of 
software can introduces more error, bugs and faults, in 
this situation testing becomes more important to uncover 
errors, bug & faults before software is actually put to 
use. Software testing also confirms that software being 
developed as per requirements [5]. At present it is mostly 
done manually and the test cases are written by the tester, 
it is a manual activity [3] [6]. This is most error prone 
area as important path or case may be missed out by the 
tester [3]. The testers develop test cases on the basis of 
the combinations of value of input parameters taken one 
at a time, these test cases are represented in the tabular 

form. It becomes difficult to remember that all the 
combination have been listed out or not. Further it 
difficult to visualize that whether we have covered all 
input parameters decisions that can be taken by the user. 
The combination trees can show the decision or action 
taken by the uses in a sequence which is very important 
for the software developer and tester to prove the 
robustness of the software system being developed. 
Testing done on the bases of combination trees [7] 
ensures that we are covering every possible action that 
can be taken by the user or at least can ensure that 
software system performs correctly if valid condition & 
action are chosen. In this paper we present a formal data 
structure and algorithm to generate the combination trees 
from the set of elements represented in array.  
 

2. Proposed work 

The number of k-combinations from a given set S of n 
elements (distinct and no repeating) is often denoted by 

nCk which is 
1)...1(

1)...1(








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


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.  When k > n/2 then 





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








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


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n
for 0 ≤ k ≤ n. The total number of 

combination from n distinct elements is = nC0 + nC1 + nC2 

+ … nCn-1 + nCn which is 2n or




ni

i 0

n
i C . As we see that nC0 

represents null or empty elements in the set, however this 
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is not the case in testing as this represents the case where 
we do not have input, so ignoring this we have = nC1 + 

nC2 + … nCn-1 + nCn which is 2n -1 or




ni

i 1

n
i C . For 

example if we have S = {a, b, c}, n = |S| = 3. The total 
number of combination are given by = 3C1 + 3C2 + 3C3 = 3 
+ 3 + 1 = 7 or 23 -1 = 8. The sets are given as follows 
{a}, {b}, {c}, {a, b}, {a, c}, {b, c}, {a, b, c}. If we want 
to generate combination tree for this set S we start with 
root, which represents the null or empty set initially, this 
is level zero. For making level 1 then we add all the 
distinct elements from the set and make root as their 
parent not that the number of levels in the combination 
tree are n+1 where n represents number of distinct nodes, 
the level start from 0, 1, 2, … , n. After that we add 
(make child) next element from the set S higher in some 
order preferably lexicological order to the first child at 
level 1, once these are fixed we select next child and here 
also we take element higher in lexicological order and 
add them until all elements in the set are exhausted. Then 
the same is repeated until all levels are occupied. The 
combination tree representation of the combination just 
generated is shown by the tree in figure 1. 
 

 
Figure 1. Showing combination tree 

 
The sets and its element can be represented as conditions 
or the input given to the software module. The 
combination trees connects these conditions and input 
values and we can it imitate the users action and choices 
if follow a particular part in the combination tree. It gives 
complete listing of action that users can do. The testers 
can follow a particular path and decide what software 
should be doing under a situation and decide whether the 
software module should pass or fail on particular path. 
 
Now we formalize the above method into algorithm and 
give its supporting data structures. First of all we need a 

structure to represent a tree node having data, pointer to 
parent and pointers to child, which is given as follows. 
 
struct node { char [ ] value ; 
       int iChild; 
                      structure node *Parent; 
                      structure node *Child [Max]; 
                   } 
 
The Max can take value of N, where N is the number of 
elements in the set S represented by array. Next we 
define auxiliary function to create a node, which is given 
as follows. 
 
struct node * Root = NULL; 
 
node * makeNode(char data, int nC, int i) 
 { node * temp = (node *) malloc(sizeof(node)); 
   if (i = = 1) 
    { temp->value = data; } 
   else 
    { temp->value = 'R'; } 
   temp->Parent = NULL; 
   temp->iChild = nC; 
   for (int j = 0; j < temp->iChild; ++j) 
    { temp->Child[j] = (node *) malloc(sizeof(node)); 
      temp->Child[j] = NULL; 
    } 
   return (temp); 
 } 
 
The root of the tree is the special node having no data but 
it has pointers to its children and it parent field is set to 
NULL. The auxiliary function to create root node is 
called with “nC” as “Max” and “I” as “0”. 
 
We need and auxiliary array or list to store the nodes at 
given level which server as parent to the child below the 
current level. The linked list representation of pointers to 
nodes is used to store intermediate result. One of the 
advantages provided by this storage is that it avoids back 
tacking and traversal. The size of this pointer array first 
increases then it starts to reduce and finally reduces to 

zero size in length. This happens because in 




ni

i 1

nci , 
nci 

equals ncn-i, which is 2(n-1) -1. For this we define node 
structure PPNode and “addParentPointer” auxiliary 
functions to add nodes in the list and 
“removeNodeFromHead()” to delete the added nodes 
from the beginning in FIFO order. The PPHead & PPTail 
are pointers to handle the list. These are as follows. 
 
struct PPNode { struct  node * N; 

           struct node * next; 
                         }; 
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struct PPNode  * PPHead = NULL; 
struct PPNode  * PPTail = NULL; 
 
void addParentPointer(node * n) 
 { PPNode * temp = (PPNode*) malloc 
                                  (sizeof(PPNode)); 
   temp->N = n; 
   temp->Next = NULL; 
   if (PPHead == NULL && PPTail == NULL) 
    { PPHead = temp; 
      PPTail = PPHead; 
      Root = n; 
    } 
   else 
    { PPTail->Next = temp; 
      PPTail = temp; 
    } 
} 
 
void removeNodeFromHead() 
 { PPNode  * temp = (PPNode *) malloc 
                                   (sizeof(PPNode)); 
   temp = PPHead; 
   if (PPHead != NULL && PPHead->Next !=NULL) 
    { PPHead = PPHead->Next; } 
   else 
    { PPHead = NULL; } 
   free(temp); 
 } 
 
Another auxiliary function is used to set the index value 
such that the element in the Array is greater than its 
parent in terms of lexicographical order, this is given as 
follows. 
 
int setIndex(PPNode * T) 
 { int j = 0; 
   char x = T->N->value; 
   for (int i = 0; i < Max; ++i) 
    { if (x == Array[i]) 
       { j = i; 
  i = Max; 
       } 
    } 
    return (j+1); 
 } 
 
Last we need an array to store the distinct elements and 
Max is the number of elements in array. To start creating 
the tree we set head & tail of the linked list to NULL and 
root of the tree to NULL. Finally the 
“createCombinationTree” function creates the 
combination tree and is given as follows. 
 

void cCTree(int _Max) 
{ 
1.  addParentPointer(makeNode(NULL, _Max, 0)); 
2.  i = 0; 
3.  while (PPHead != NULL) 
4.   { j = 0; 
5.     while ( i < _Max) 
6.      { node * n =  makeNode(Array[i], _Max-i-1, 1); 
7. n->Parent = PPHead->N; 
8. PPHead->N->Child[j] = n; 
9. addParentPointer(n); 
10. i = i + 1; 
11. j = j + 1; 
        } 
12.     j = 0; 
13.     removeNodeFromHead(); 
14.     i = setIndex(PPHead); 
      } 
} 
13.        temp = temp→next;  
14.        removeNodeFromHead(); 
15.        i = setIndex(temp); 
         }    
}   
 

3. Proof and analysis 

For a set of elements S containing n elements a 
combination tree can be generated, where the elements 
are distinct and repetition in generated combination are 
not allowed. In order to prove that combination tree 
algorithm generates all the combination successfully and 
the loops terminate and the algorithm halts, we use the 
loop invariance method [8], which is given as follows: 

3.1. Proof 

Initialization: Prior to the beginning of the loop the link 
list “ParentPoiunterNode” is empty. 
 
Maintenance: To see that, at each iteration maintains the 
loop invariance we start with the root, that is the first 
node that is added, i is initialized to zero and the 
immediate child of the root gets insert into the tree as 
well as in the list. Once the insertion is complete we 
remove the first node root from the list and this time the i 
gets the new value 1 and this time also the list is not 
empty but contains the new roots at next level. Once the 
value of i is exceeds the maximum number of elements 
then new node are not being added to the list instead they 
are removed from the head. 
 
Termination: At termination we see that node are 
removed one by one as i get the value always higher then 
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maximum, therefore nodes are removed one by one and 
finally the list becomes empty. 
 

3.2. Complexity Analysis  

To establish the upper bound in the proposed algorithm, 
to represent the worst case run time, we have to do 
approximation at various places in order to simply the 
analysis. We start by measuring the upper bound of 
various auxiliary procedure used and them using them in 
the proposed algorithm for final rough estimation. The 
function “makeNode(data)”, “makeRootNode()” and 
“setIndex(struct PPNode * T)” have the complexity of 
O(n). The complexity of “setIndex(struct PPNode * T)” 
is the approximate value as the complexity decreases as 
the node starts taking it places in the tree since first time 
it get called it takes n units of time, second time it takes 
n-1 units of time and finally it stats taking O(1) time. The 
functions void “addParentPointer(struct * node)” and 
void “removeNodeFromHead()” take O(1) time. for the 
algorithm “createCombinationTree” we start with step 1 
which takes O(n) time, step 2 takes O(1) time, step 3 has 
a loop which executes taking  (nC1 + nC2 + … nCn-1 + nCn  

= 2n -1) O(2n) time, step 4 take O(2n) time, step 5 is loop 
taking maximum time of O(n2n), 6 takes O(n) time step 
7-12 take O(1) individually & they are in two loops 
therefore take total time of O(n2n), step 13 take O(1) and 
finally step 14 takes total time of O(n2n). Summing up 
the total time of each step we get 
= O(n) + O(1) + O(1) + O(2n) + O(2n) + O(n2n) + O(1) + 
O(1) + O(1) + O(1) + O(1) + O(1) + O(1) + O(1) + 
O(n2n). 
= O(n) + 10O(1) + 2O(2n) + 2O(n2n) 
Ignoring constant we have 
= O(n2n) + O(2n) + O(n) 
= O(2n (n+1)) + O(n) 
Ignoring lower order terms we have 
= O(n2n) 
So the approximate worst case complexity of the creating 
combination tree is O(n2n). 

4. Conclusion & future work 

The combinations can be generated by reading the 
vertices and follow leading edges as path to other 
vertices, when we start from a root & descend to child, 
the combination pair is, all node encountered while 
descending from root to the leaves of the tree. There fore 
to generate combination pair having 2 elements we have 
to descend to depth of two. The root of the tree is at 
depth zero, so we follow every path from the root to 
depth of two. This is how we have generated the 
combination tree which assumes that there are distinct 

elements in the set S having n number of elements. We 
have generated non repeating combination with over all 
complexity of O(n2n). For the future work we should try 
to establish more accurate upper bound on the algorithm 
and also reduce the fixed space take by each node as the 
number of child of a node in the combination tree varies, 
these are maximum for the roots & decrease when we 
descend in the tree, therefore memory requirement drops 
and also the number of sub paths decrease.       
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Abstract 
Requirements play an important role in conformance of 
software quality, which is verified and validated through 
software testing. Usually the software requirements are 
expressed natural language such as English. In this paper we 
present an approach to generate test case from requirements. 
Our approach takes requirements expressed in natural language 
and generates test cases using combination trees. However until 
now we have the tabular representations for combination pairs 
or simply the charts for them. In this paper we propose the use 
of combination trees which are far easier to visualize and 
handle in testing process. This also gives the benefits of 
remembering the combination of input parameters which we 
have tested and which are left, giving further confidence on the 
quality of the product which is to be released.    
Keywords: Software testing, combination trees, Data 
structures, algorithm, Software Requirements, test cases  

 

1. Introduction 

The software testing is one the most important activity in 
the SDLC [4]. It authenticate whether the software being 
developed solves the intended purpose or not [2]. 
“Software systems continuously grow in scale and 
functionality” [1]. Software testing confirms that 
software being developed as per requirements [5]. At 
present it is mostly done manually and the test cases are 
written by the tester, it is the Ad-hoc activity [3] [6]. This 
is most error prone area as important path or case may be 
missed out by the tester [3]. The testers develop test 
cases on the basis of the combinations of value of input 
parameters taken one at a time, these test cases are 

represented in the tabular form. It becomes difficult to 
remember that all the combination have been listed out 
or not. Further it difficult to visualize that whether we 
have covered all input parameters decisions that can be 
taken by the user. The trees can show the decision or 
action in a sequence which is very important for the 
software developer and tester to prove the robustness of 
the software system being developed. Testing done on 
the bases of combination trees [7] ensures that we are 
covering every possible action that can be taken by the 
user or at least can ensure that software system performs 
correctly if valid condition & action are chosen. In this 
paper we have proposed the algorithm to generate the 
test cases from by the use of combination trees and then 
we combine these trees to generate a single tree. The 
path traced from root to the node and finally to the leave 
nodes give the test case.  
 

2. Proposed work 

For the sake of understanding we take one example of 
the requirement and demonstrate the how the test cases 
are to be generated from software requirements using 
combination trees. As we know there are lots of software 
systems being developed which are GUI based. We pick 
one of common software requirement which is part of in 
fact every software system which is GUI based, which is 
“the user should be able to log in to the system”. From 
here onwards we formalize our approach which is as 
follows.  
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2.1 Identification of classes of input 

 
As we see that there are six controls on the Login Form 
namely two Textboxes, two Labels and two buttons. This 
login form is shown in the figure below (figure 1)  
 

 

Figure 1. Sample login form  

 
Let us establish which control receives which type of 
input from the user the “UserID” & “Password” texboxes 
receive user ID & password respectively, while the labels 
have fixed caption for the same. The buttons “Submit 
and Cancel receive the click Events. On the basis of the 
classes of input controls used in the form we can separate 
the distinct classes, over here in his case we have 
“textbox” and “Buttons”.  
 
The “Text” input to the control textbox can be any value 
from the superset as the set  
AN = {alpha-numeric characters like a-z, A-Z} 
SC = {Special characters like '$','#','!','~','*', ...)} 
NC = {(numeric characters like 0-9)} 
 
Text = {AN, SC, NC} 
 
Any input can be classified into valid & invalid class and 
the in case of text it is constraint by length possibly c1 ≤ 
k ≤ c2, where c1 and c2 are finite and c1 ≠ c2. Now we 
define the input into valid, invalid and show the desired 
length.  Now lets us give each cell a number so that it 
could be differentiated with each other and handling 
becomes easy, from now onwards we will use these 
numbers and to understand what they are indicating to 
we have to refer the following tables. 

Table 1. classification of inputs of Textboxes 

SN Input  Length Valid Invalid 
 

1 
 

TextUID 
 

 
>6 (1) 

 
alpha-

numeric 
characters 
{a-z, A-
Z} (2) 

Special characters 
like{'$','#','!','~','*',...} 

numeric characters 
like{0-9} i.e. Text - 

AN(3)
 

2 
 

TextP 
 

> 6 (4) 
 

Text (5) 
 
- 

 

Table 2. classification of inputs of buttons 

 
The condition or statement represented by any number 
can be complimented as, For example we see that (1) in 
table 1 represents that the textbox which accepts the user 
id of the user should allow a user id greater than the 
length six, so notation (1')  means that user id is less than 
length six. We that the input that is accepted by this form 
under the above requirement should have (1)·(2) and 
another statement can be generated by taking the 
compliment of (1)·(2) which is (1')·(2) which mean the 
input is any combination from the set AN but length is 
less than six. “·”implies that both the statements are to be 
imposed simultaneously. Now we individually take one 
row from the table and put it into arrays. For table 1, row 
1 the arrays elements are 1.2 & 1.3 and it compliment is 
1'·2 & 1'·3. For table 1, row 2 the arrays elements are 4.5 
and it compliment is 4'·5. Similarly for table 2, row 1 the 
array elements are 6.7, 8, 9 and for table 2, row 2 the 
array elements are 10.11 & 10.12. For the array we are 
generating a combination tree with the following 
algorithm and creating an orchid with trees representing 
each array. We will need a following data stricture: 
 
struct node {      char [ ] value ; 
                           structure node *Parent; 
                           structure node *Child [Max]; 
                   }                      
 
Roots is an array of node which are used to store the 
different roots of the tree and is defined as follows 
 
struct Roots { 

     struct  node * N; 
     struct node * next; 

                  } Roots[MaxNumberOfArrays];  
 

SN Object/
Control 

Event Embedded 
procedure/funct

ion 

Action 

1 Submit 
Button 

Event 
ClickS

B 

 (6) 

Calls Match: 
which   
matches user 
name  
& password (7)  

If Match 
successful:  
Go to 
Home 
Page (8) 
If Match 
unsuccessf
ul:  
Display 
Message 
(9) 

2 Cancel 
Button 

Event 
ClickC

B  

(10) 

Calls Clear All  
Textboxes (11) 

All text 
boxes are 
cleared 
(12)  
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struct Roots  * RootsHead = NULL; 
struct Roots  * RootsTail = NULL; 
 
void addRoot(struct * node) 
 { if (RootsHead = = NULL && RootsTail = = NULL) 
     { RootsHead = (struct *Roots) malloc(sizeof(struct 
Roots));  
        RootsTail = (struct *Roots) malloc(sizeof(struct 
Roots));  
        RootsHead→N = node; 
        RootsHead→next = NULL; 
        RootsTail = RootsHead; 
     } 
    else 
     { struct Roots  * temp = (struct *Roots) 
malloc(sizeof(struct Roots)); 
        temp = RootsTail; 
        temp →N = node; 
        temp→next = NULL; 
        RootsTail→next = temp; 
        RootsTail = temp; 
        Free(temp); 
     } 
} 
         
void removeNodeFromHead() 
 { if (RootsHead ≠ NULL) 
     { struct Roots  * temp = (struct *Roots) 
malloc(sizeof(struct Roots));  
        temp = RootsHead; 
        temp = temp→next; 
        RootsHead = temp; 
     }     
 } 
 
int countRoots(struct Roots  * RootsHead) 
 { if (RootsHead ≠ NULL) 
     { int i = 1; 
       struct Roots  * temp = (struct *Roots) 
malloc(sizeof(struct Roots));  
       temp = RootsHead; 
       while (temp ≠ RootsTail) 
         { temp = temp→next; 
            i = i +1; 
         } 
        return (i); 
     } 
    else 
 { return (0); } 
 
}         
 
struct node * makeRootNode(char [] NameOfArray) 
 { struct node * temp = (struct * Roots) 
malloc(sizeof(struct Roots));  

    temp→value = NameOfArrary; 
    temp→ Parent = NULL; 
    for (int i = 0; i < MAX + 1; ++i) 
      { temp→ Child[i] = NULL } 
    retrun (temp); 
} 
 
bool match(char [ ] NameOfArray) 
{ struct node * temp = (struct * Roots) 
malloc(sizeof(struct Roots));  
   temp = RootsHead; 
   while (temp ≠ RootsTail) 
     { if (temp→value = NameOfArrary) 
         { return (True) ; 
           temp = RootsTail; 
         } 
        temp = temp→next  
     } 
     return (False); 
 }  
 
The linked list representation of pointers to nodes is used 
to store intermediate result. One of the advantages 
provided by this storage is that it avoids back tacking and 
traversal. The size of this pointer array first increases 
then it starts to reduce and finally reduces to zero size in 

length. This happens because of 




ni

i 1

nci , which is 2(n-1) -1.  

 
struct ParentPointerNode { struct  node * N; 

                            struct node * next; 
                  }; 
 
struct ParentPointerNode  * ParentPointerHead = NULL; 
struct ParentPointerNode  * ParentPointerTail = NULL; 
 
void addParentPointer(struct * node) 
 { if (ParentPointerHead = = NULL && 
ParentPointerTail = = NULL) 
     { ParentPointerHead = (struct *ParentPointerNode) 
malloc(sizeof(struct ParentPointerNode));  
        ParentPointerTail = (struct *ParentPointerNode) 
malloc(sizeof(struct ParentPointerNode));  
 
        ParentPointerHead→N = node; 
        ParentpointerHead→next = NULL; 
        ParentPointerTail = ParentPointerHead; 
     } 
    else 
     { ParentPointerTail →next = node; 
        ParentPointerTail = node; 
     } 
} 
         
void removeNodeFromHead() 
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 { if (ParentPointerHead ≠ NULL) 
     { struct ParentPointerNode  * temp = (struct 
*ParentPointerNode) malloc(sizeof(struct 
ParentPointerNode));  
        temp = ParentPointerHead; 
        temp = temp→next; 
        ParentPointerHead = temp; 
     }     
 } 
 
struct node * makeNode(char [] data ) 
 { struct node * temp = (struct *ParentPointerNode) 
malloc(sizeof(struct ParentPointerNode));  
    temp→value = data; 
    temp→ Parent = NULL; 
    for (int i = 0; i < MAX + 1; ++i) 
      { temp→ Child[i] = NULL } 
    retrun (temp); 
} 
 

2.2 Algorithm to create combination tree 

 
void createCombinationTree(Element [] Array, int 
MaxElementInArray) //, int CountRoot) 
 {  if (ParentPointerHead = = NULL) 
      { for ( i = 0; i < MaxElementInArray; ++i) 
          { struct node * NewNode = makeNode(Array[i]); 
             if ( match(Array) = = False) 
             { struct node * NewRootNode = 
makeRootNode(); 
                addRoot(NewRootNode); 
             } 
             NewNode→Parent = NewRootNode; 
             NewRootNode→Child[i] = NewNode; 
             addParentPointer(NewNode); 
          } 
       }  
      else 
       {  
         struct node * temp = (struct *ParentPointerNode) 
malloc(sizeof(struct ParentPointerNode));  
         temp = ParentPointerHead; 
 
         while (temp ≠ ParentPointerTail) 
           { struct node * N = (struct *ParentPointerNode) 
malloc(sizeof(struct ParentPointerNode));  
              Node = ParentPointerHead; 
              k= 0; 
              char [] tempValue = N→value; 
              for (j = 0; j < MaxElementInArray; ++j) 
               { if (N→value < Array[i]) 
                  { struct node * NewNode = 
makeNode(Array[i]);  

                     NewNode→Parent = N; 
                     N→Child[k] = NewNode; 
                    addParentPointer(NewNode); 
                     k = k + 1; 
                  }   
               } 
            } 
          temp→next = node; 
          removeNodeFromHead(); 
       }    
   } 
} 
             
This will create an orchid of as many trees equal to 
number of arrays, since we have one array for every 
single row. The orchid is as shown the black dots 
represent the roots of trees (see figure 2). 
 

 

Figure 2. Orchid of combination trees 

 

2.3 Elimination of combination  

        
As in any combination tree there could be absurd 
combinations which are impossible to reach in practical 
situations, till now these are not eliminated in our 
approach. Out of this enormous sample space the 
reduction is only possible if we fix certain criteria of how 
the things will happen in the system. This could be easily 
done by simple control flow graph or establish a simple 
procedure of how to login into our system (see figure 3). 
The procedure is as follows 
1. enter user ID 
2. enter password 
3. if you press submit button go to step 5 
4. if you press cancel button go to step 6 
5. matches user ID and password if matched go to step 

7 else go to step 6 
6. all textboxes are cleared 
7. system takes to the home page 
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8. system shows home page 
With the help of this procedure we can connect the 
orchid into a single tree 
 

 

Figure 3. Control flow graph of the procedure to login to the system 
using login form 

2.4 Elimination of child 

Combination tree shows all possible combination, it does 
not considers where they are meaning full or not, certain 
combinations generated by the above algorithm are 
impossible to realize for example in the above case we 
can see that if by pressing “Submit” button the use may 
go with situation 8 or 9 (see table ) but not the both one 
after the other or if “Click” event of the button is not 
fired then either 8 nor 9 can be possible. Therefore there 
could be many such cases present in the combination tree 
which are infeasible, absurd or not possible altogether. 
To eliminate such cases we have to parse the entire 
collection of tree under certain rules which eliminate 
these combinations. This rule should be developed only 
for the trusted & standard components, whose behaviors 
is known and has been thoroughly tested. For example in 
our case it’s the “Button”. Following rules can be 
defined using a rule set. 
 
Definition: Rule set is the set of edges or set of possible 
productions. Let S be set of rules and L be the set of 
symbols denoted by L = {L1, L2, L3, … , Ln}, with which 
we express the rules or productions. For example in our 
case the set of symbols is L = {6.7, 8, 9} and the rule set 
S is defined as follows: 
 

9|8|7.6 SSSS   

Now we can produce all applicable rules with the 
production system these are as follows 
 
Rule 1 

SS 7.6  

78.6S  
 
Rule 2 

SS 7.6  

79.6S  
 
We define the production set P = {6.78, 6.79} and apply 
it over the orchid then we eliminate edges from root to 8, 
root to 9, and 8 to 9. Similarly for others and the 
resulting orchid is given in figure below (figure 4). 
 

 

Figure 4. After elimination of children  

 

2.5 Elimination of roots 

The elimination of roots is possible by merging the trees 
which represent the complimentary conditions 
originating from same steps of control flow graph. As 
Roots [0] & Roots [1] originate from same step 1 of the 
flow control and Roots [2] & Roots [3] also originate 
from same step 1 of the flow control. The new orchid is 
shown in figure 5. 
 
 

 

Figure 5. After elimination of roots 
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2.6 Combining trees 

We can see that if we do not reduce the combination 
tress then we would have huge number of possibility and 
number of test case generated will be very large. As we 
have developed a control flow graph for the object under 
test, if we use that then we could limit the number of 
possibilities by which user can interact with the form, 
with the help of this we fix the merger of tree as follows 
(figure 6) 
 
 

 

Figure 6. After combining trees 

 
Now we add two additional nodes an extension node, 
expected result pass node and expected result fail node. 
The expected result pass node is the node where the 
software/module/form should comply with the intended 
purpose of the software requirement further its child 
fields are set to NULL (see figure 7). The expected result 
fail node is not actually indicate the failure of the 
software/module/form instead it indicate that it indicate 
that software/module/form should raise an error message 
or it should not allow users to continue. Here also the 
child fields of expected result fail node are set to NULL. 
The aforementioned nodes are graphically shown in the 
figure below. These nodes are attached as leaflet of the 
tree forming external nodes. We can fix these nodes with 
help of tables and flow control generated finally we get 
the following (see figure 8) 
 

 

Figure 7. Additional nodes 

 

 

Figure 8. Final combination tree 

 

3. Result and analysis  

To get the test case we have to descend from the root to 
its child and where ever we find a terminating leaves we 
list the nodes encountered and that becomes the test case 
with the expected result motioned in the leaves whether 
it passes or fails. In doing so we get 4 test cases at level 
2, 22 test case at level 3, 28 test case at level 4 and 
finally 9 at level 5. So in total we have 63 test cases. 
Among all test cases generated so far we have 3 test 
cases where we have the expected results pass. As we 
can see that in this simple case can produce enormous 
amount of test case, however in practice only some are 
created and only few are executed.  
 

4. Conclusion and future work 

 
It has been impossible to think about such number when 
we create test cases on ad-hoc bases, however it may not 
be possible to execute all of them but at least we discover 
the test cases in which the system should pass 
successively under given choices of inputs and action by 
user. We can deliver the system on the bases of selecting 
the test case in which there is expected result pass while 
maturing & increasing our confidence on system by 
performing more test as system is operational. If we find 
any bugs or fault we can fix them later on. The optimal 
testing is necessary to establish quality control. Our 
future work will be to release a tool to support our claim 
as it is not possible to manually generate such amounts 
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of test case and we would probabilistically determine the 
optimality in execution of test cases over such standard 
software components such as login form.      
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Abstract 

Biclustering is a two way clustering approach involving 
simultaneous clustering along two dimensions of the data matrix. 
Finding biclusters of web objects (i.e. web users and web pages) 
is an emerging topic in the context of web usage mining. It 
overcomes the problem associated with traditional clustering 
methods by allowing automatic discovery of browsing pattern 
based on a subset of attributes. A coherent bicluster of 
clickstream data is a local browsing pattern such that users in 
bicluster exhibit correlated browsing pattern through a subset of 
pages of a web site. This paper proposed a new application of 
biclustering to web data using a combination of heuristics and 
meta-heuristics such as K-means, Greedy Search Procedure and 
Genetic Algorithms to identify the coherent browsing pattern. 
Experiment is conducted on the benchmark clickstream msnbc 
dataset from UCI repository. Results demonstrate the efficiency 
and beneficial outcome of the proposed method by correlating 
the users and pages of a web site in high degree.This approach 
shows excellent performance at finding high degree of 
overlapped coherent biclusters from web data. 
 
.Keywords: — Biclustering, Clickstream data, Coherent 
Bicluster, Genetic Algorithm, Greedy Search Procedure, 
Web Mining. 

1. Introduction 

The World Wide Web is the one of the important media to 
store, share, and distribute information in the large scale. 
Nowadays web users are facing the problems of 
information overload and drowning due to the significant 
and rapid growth in the amount of information and the 
number of users. As a result, how to provide web users 
with more exactly needed information is becoming a 
critical issue in web-based information retrieval and web 
applications.  

 
Web mining [5,15] discovers and extracts interesting 

pattern or knowledge from web data. It is classified into 
three types as web content mining, web structure, and web 
usage mining. Web usage mining is the intelligent data 
mining technique to mine clickstream data in order to 
extract usage patterns.  These patterns are analyzed to 

determine user’s behavior which is an important and 
challenging research area in the web usage mining.    

 
Clickstream data is a sequence of Uniform Resource 

Locators (URLs) browsed by the user within a particular 
period of time. To discover pattern of group of users with 
similar interest and motivation for visiting the particular 
website can be found by clustering. Traditional clustering 
[6] is used to cluster the web users or web pages based on 
the existing similarities. When a clustering method is used 
for grouping users, it typically partitions users according 
to their similarity of browsing behavior under all pages. 
However, it is often the case that some users behave 
similarly only on a subset of pages and their behavior is 
not similar over the rest of the pages. Therefore, 
traditional clustering methods fail to identify such user 
groups. 
 

To overcome this problem, concept of Biclustering or 
Coclustering was introduced. Biclustering[2-4] was first 
introduced by Hartigan and called it direct clustering[11]. 
The application of biclustering in web mining is ideal 
when users have multiple interest/behavior over different 
subsets of web pages. Biclustering attempts to cluster web 
user and web pages simultaneously based on the users’ 
behavior recorded in the form of clickstream data. It 
identifies the subset of users which show similar interest/ 
behavior under a specific subset of web pages. These 
browsing pattern play vital role in E-commerce based 
applications. Recommender systems analyze patterns of 
user browsing interest and to provide personalized 
services which match user’s interest in most business 
domains, benefiting both the user and the merchant.  
 

The objective of the proposed method is to identify 
set of subgroup of users and set of subgroup of pages with 
maximum volume such that these users and pages are 
highly correlated.  
 

The rest of the paper is organized as follows. Section 
2 describes some of the biclustering approaches available 
in the literature. Methods and materials required for 
biclustering approach are described in the section 3. 
Section 4 focuses on the proposed Biclustering framework 
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using Genetic Algorithm. Analysis of experimental results 
is discussed in the Section 5. Section 6 concludes the 
paper with features for future enhancements. 

2. Related Work 

Koutsonikola, V.A. et al.[13] proposed a bi-clustering 
approach for web data, which identifies groups of related 
web users and pages using spectral clustering method on 
both row and column dimensions. S. Araya et al.[14] 
proposed methodology for target group identification from 
web usage data which improved the customer relationship 
management e.g. financial services. Sujatha et al.[16] 
proposed a novel method to improve the cluster quality 
using Genetic Algorithm (GA) for web usage data. 
Guandong et al.[10] presented  an algorithm using 
bipartite spectral clustering to extract bicluster from web 
users and pages and the impact of using various clustering 
algorithms is also investigated in that paper. 

 
The followings are the some of the biclustering 

algorithm available in the literature. Cho et al. [4] 
introduced K-Means based biclustering algorithms that 
identifies ’ m’ row clusters and ‘n’ column clusters while 
montonically decreasing the Mean Square Residue score 
defined by Cheng and Church. Dhillon et al.[8] proposed 
an innovative co-clustering algorithm that monotonically 
increases the preserved mutual information by 
intertwining both the row and column clusterings at all 
stages. Tang et al.[17] introduced a framework for 
unsupervised analysis of gene expression data which 
applies an interrelated two-way clustering approach on the 
gene expression matrices. Kluger et al.[12] proposed a 
method to discover the biclusters with coherent values and 
looked for checkerboard structures in the data matrix by 
integrating biclustering of rows and columns with 
normalization of the data matrix. Another approach called 
Double Conjugated Clustering (DCC) which aims to 
discover biclusters with coherent values defined using 
multiplicative model of bicluster by Busygin et al.[3] 

 
Coupled Two Way Clustering algorithm[9] was 

introduced by Getz et al. which performs one way 
clustering on the rows and columns of the data matrix 
using stable clusters of row as attributes for column 
clustering and vice versa. Bleuler et al. [2] propose a 
evolutionary algorithm framework that embeds a greedy 
strategy. Chakraborty et al. [5] use genetic algorithm to 
eliminate the threshold of the maximum allowable 
dissimilarity in a bicluster. 

 
In literature, biclustering algorithms are widely 

applied to the gene expression data. Most of these 
algorithms are failed to extract the coherent pattern from 

the data matrix. In web mining, there is no related work 
that has been applied specific biclustering algorithms for 
discovering the coherent browsing patterns.  

 
In this paper, Greedy Search Procedure and 

evolutionary approach namely Genetic Algorithm (GA) is 
introduced to obtain the optimal coherent browsing 
patterns. The results show that GA outperforms the greedy 
procedure by identifying coherent  browsing patterns. 
These patterns are very useful in the decision making for 
target marketing. 
 

3. Methods and Materials 

3.1 Preprocessing  
 
        Clickstream data pattern is converted into web user 
access matrix A by using (1) in which rows represent 
users and columns represent pages of web sites. Let A( U, 
P) be an  ‘n x m’ user access matrix where U be a set of 
users and P be a set of pages of a web site. It is used to 
describe the relationship between web pages and users 
who access these web pages. Let ‘n’ be the number of web 
user and ‘m’ be the number of web pages. The element aij 
of A(U, P) represents frequency of the user Ui of U visit 
the page Pj of P during a given period of time. 

   
Hits(Ui, Pj),  if Pj is visited by Ui 

aij =    
0  , otherwise     

                (1) 
where Hits(Ui, Pj)  is the count/frequency of the user Ui  
accesses the page Pj during a given period of time.  
 
3.2  Coherent Bicluster 
 

A bicluster with coherent values is the subset of 
users and subsets of pages with coherent values on both 
rows and columns. A measure called Average Correlation 
Value (ACV)[1] is used to measure the degree of 
coherence of the biclusters. 
 
3.3  Average Correlation Value  

It is used to evaluate the homogeneity of a bicluster. 
Matrix B = (bij) has the ACV which is defined by the 
following function, 

_ _
1 1 1 1( ) max{ , }

2 2

n n m m
r row n r col mij kl

i j k lACV B
n n m m

   
   

 
                  

                      (2) 

ijrowr _
is the correlation between row i and row j, 
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klcolr _
and is the correlation between column k and 

column l. A high ACV suggests high similarities among 
the users or pages. ACV can tolerate translation as well as 
scaling. And also works well for biclusters in which 
there’s a linear correlation among the users or pages.  
 
3.4. Greedy Search Procedure 

A greedy algorithm repeatedly executes a search 
procedure which tries to maximize the bicluster based on 
examining local conditions, with the hope that the 
outcome will lead to a desired outcome for the global 
problem. This approach employs simple strategies that are 
easy to implement and most of the time quite efficient. 
 
Structure of Greedy Search Procedure 
Step 1: Start with initial bicluster.  
Step 2: For every iteration   
 Add/ remove the element(user/page) to/from the bicluster 
which maximize  the objective function. 
End for 
 
In this paper, objective function is to maximize ACV of a 
bicluster. 
 
3.5 Encoding of Biclusters 

Each enlarged and refined bicluster is encoded as 
a binary string .The length of the string is the number of 
rows plus the number of columns of the user access matrix 
A (U, P). A bit is set to one when the corresponding user 
or page is included in the bicluster. These binary encoded 
biclusters are used as initial population for genetic 
algorithm. 
 
3.6 Volume of Bicluster 

The number of elements in bicluster B (I, J) is 
called the volume of bicluster B (I, J) and denoted as 
VOL (B (I, J)).  

VOL (B (I, J)) = |I| × |J|                 (3)                                                    

where, |I| is the number of users in the B and |J| is the 
number of pages in B.  
 

4. Coherent Biclustering Approach Using 
Evolutionary Algorithm 

The proposed algorithm is used to identify the 
optimal coherent biclusters in terms of volume and quality 
in three subsequent steps. First step is to identify the initial 
biclusters called seeds by using K-Means clustering 

algorithm. Second step is to enlarge and refine these seeds 
using greedy search procedure which results in local 
optimum. Third step is to obtain global optimum of 
biclusters using evolutionary technique called genetic 
algorithm. These overlapped coherent biclusters have high 
degree of correlation among subset of users and subset of 
related pages of a web site.  
 

This algorithm identifies the coherent browsing 
pattern from the web usage data which plays vital role in 
the direct marketing and target marketing. One-to-one 
relation between web users and pages of a web site is not 
appropriate because web users are not strictly interested in 
one category of web pages. Therefore, the proposed 
algorithm is tuned to discover the overlapping coherent 
biclusters from clickstream data patterns.  
 
4.1 Bicluster Formation using K-Means Algorithm 
 

In this paper, K-Means clustering method is 
applied on the web user access matrix A(U, P) along both 
dimensions separately to generate ku user clusters and kp 
page clusters .And then combine the results to obtain small 
co-regulated submatrices (ku × kp) called biclusters. These 
correlated biclusters are called seeds.  
 
4.2 Enlargement and Refinement of Bicluster Using 
Greedy Search Procedure 
 

In this step, seeds are enlarged and refined by 
adding /removing the rows and columns to enlarge their 
volume and improve their quality respectively. The main 
goal of the greedy search procedure is to maximize the 
volume of the bicluster seed without degrading the quality 
measure. 
 

Here, ACV is used as merit function to grow the 
seeds. Insert/Remove the users/pages to /from the bicluster 
if it increases ACV of the bicluster. 
 
Algorithm 1: Seed Enlargement and Refinement using 
Greedy Search Procedure 

       Input: User Access Matrix A 
       Output: Set of enlarged and refined biclusters 
  

Step 1. Compute ku  user clusters and kp page 
clusters from preprocessed clickstream data. 

Step 2. Combine ku  and kp clusters to form ku × 
kp biclusters called seeds. 

Step 3. For each seed do 
Call Seed Enlargement(Seed(U, P)) 
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Call Seed Refinement(Seed( U, P)) 
Step 4. Return enlarged and refined  biclusters 

 
Algorithm 2: Seed Enlargement (Seed(U, P)) 
      Input: Set of seeds. 
      Output: Set of enlarged seeds. 

Step 1. Set of users ‘u’ not in U 
Step 2. Set of pages ‘p’ not in P 
Step 3. For each node u/p do 

If ACV( union(Seed, u/p)) >       
ACV(Seed(U, P)) then 

Add u/p to Seed(U, P) 
End(if) 

End(for) 
Step 4. Return Enlarged Seed 

  
 Algorithm 3: Seed Refinement (Enlarged Seed(U, 

P)) 
      Input: Set of seeds. 
      Output: Set of refined seeds. 
 

Step 1. For each  node u/p in U/P 
Remove node u/p from Enlarged Seed , 
U’/P’ be set of rows/columns in U/P but 
not contained u/p 

If ACV (Enlarged Seed(U’, P’)) > 
ACV(Enlarged Seed(U, P) 

Update U/P 
      End(if) 
End(for) 

Step 2. Return Refined seed as bicluster  
 
Enlarging and refining the seed starts from page list 
followed by user list until ACV is increased using greedy 
search procedure.  

 
4.3 Coherent Biclustering Framework using Genetic 
Algorithm (GA) 

 
The GA is a stochastic global search method that 

mimics the metaphor of natural biological evolution. GA 
operates on a population of potential solutions applying 
the principle of survival of the fittest to produce better and 
better approximations to a solution. At each generation, a 
new set of approximations is created by the process of 
selecting individuals according to their level of fitness in 
the problem domain and breeding them together using 
operators borrowed from natural genetics. This process 
leads to the evolution of populations of individuals that are 
better suited to their environment than the individuals that 
they were created from, just as in natural adaptation. 

 
Biclustering approach is viewed as optimization 

problem with the objective of discovering overlapping 
coherent biclusters with high ACV and high volume. In 
this paper, Genetic Algorithm (GA) is used for 
optimization of bicluster. The important feature of GA is 
that it provides a number of potential solutions to a given 
problem and the choice of final solution is left to the user.  
 

Usually, GA is initialized with the population of 
random solutions. In order to avoid random interference, 
biclusters obtained from greedy search procedure are used 
to initialize GA. This will result in faster convergence 
compared to random initialization. Maintaining diversity 
in the population is another advantage of initializing with 
these biclusters. 

 
Fitness Function 

The main objective of this work is to discover high 
volume biclusters with high ACV. The following fitness 
function F (I, J) is used  to extract optimal bicluster.   

 
      
  |I|*|J| , if ACV(bicluster) ≥ δ 

  
F (I, J) = 

                   0, Otherwise   (4) 
 

Where |I| and |J| are number of rows and columns of 
bicluster and  δ is defined as follows 

 
ACV threshold δ =  Max(ACV(P)) 
 

Here, the objective function should be maximized. P is the 
set of biclusters in each population, mp is the probability 
of mutation, r is the fraction of the population to be 
replaced by crossover in each population, cp is the fraction 
of the population to be replaced by crossover in each 
population, n is the number of biclusters in each 
population. The biclustering framework using genetic 
algorithm is given below. 
Algorithm 4: Evolutionary Biclustering Algorithm  
Input: Set enlarged and refined seed 
Output: Optimal Bicluster 

Step 1. Initialize the population 
Step 2. Evaluate the fitness of individuals 
Step 3. For i =1 to max_iteration  

Selection() 
Crossover() 
Mutation() 
Evaluate the fitness  

End(For) 
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   Step 4.   Return the optimal bicluster 
 

 
Selection: The most commonly used form of GA selection 
is Roulette Wheel Selection (RWS), is used for the 
selection operator. When using RWS, a certain number of 
biclusters of the next generation are selected 
probabilistically, where the probability of selecting a 
bicluster solution Snn is given by                                                                                                                                                                          

Pr(Sn) = Fitness(Sn) / ∑ N=1…n  Fitness(Sn)   (4) 
 
With RWS, each solution will have a probability to 

survive by being assigned with a positive fitness value. A 
solution with a high volume has a greater fitness value and 
hence has a higher probability to survive. On the other 
side, weaker solutions also have a chance to survive the 
selection process. This is an advantage, as though a 
solution may be weak, it may still contain some useful 
components. 

 
Crossover and Mutation: Then cp of parents is chosen 

probabilistically from the current population and the 
crossover operator will produce two new offsprings for 
each pair of parents using one point crossover technique 
on genes and conditions separately. Now the new 
generation contains the desired number of members and 
the mutation will increase or decrease the membership 
degree of each user and page with a small probability of 
mutation mp.  

 
5. Experimental Results and Analysis 
 

The experiments are conducted on the well-
known benchmark clickstream dataset called msnbc 
dataset which was collected from MSNBC.com portal. 
This data set is taken from UCI repository, where the 
original data is preprocessed using equation 1. There are 
989,818 users and only 17 distinct items, because these 
items are recorded at the level of URL category, not at 
page level, which greatly reduces the dimensionality.  
 

The length of the clickstream record starts from 1 
to 64. Average number of visits per user is 5.7. Intuitively, 
very small and very large number of URL category visited 
may not provide any useful information about the user’s 
behavior. Thus, the length of the record having less than 5 
is considered as a very small and record length greater 
than 15 is considered as a very large. During data filtering 
process, small and large records are removed from the 
dataset. 
 

The metric index R is used to evaluate the overlapping 
degree between biclusters. It quantifies the amount of 
overlapping among biclusters. Degree of overlapping[7], 
is used as quantitative index to evaluate quantitatively the 
quality of generated biclusters. The degree of overlapping 
among all biclusters is defined as follows 

 

   

| | | |

1 1

1

| | * | |

1
* 1

1 1

U P

ij

i j

k ij

R T
U P

where

N
Tij W a

N k

 



 
     



          (5) 
where N is the total number of biclusters, |U| represents 
the total number of users, and |P| represents the total 
number of pages in the data matrix A. The value of wk(aij ) 
is either 0 or 1. If the element (point) aij � A is present in 
the kth bicluster, then wk(aij) = 1, otherwise 0. Hence, the R 
index represents the degree of overlapping among the 
biclusters. If R index value is higher, then degree of 
overlapping of the generated biclusters would be high. The 
range of R index is 0 ≤ R ≤ 1. 

 
During the bicluster formation step, K-Means 

clustering algorithm is applied along the both dimensions 
to generate ku and kp clusters and combined these clusters 
to get ku* kp initial biclusters called seeds. Seeds are the 
biclusters whose volume is small. During the second step, 
seeds are enlarged and refined iteratively using Greedy 
Search Procedure. These seeds are enlarged and refined at 
incremental of ACV to reach high volume which is 
evident from the Table 1 and Table 2. 
 
Table 1: Performance of Biclustering using Greedy Search 
Procedure 
 
  Seed 

Formation 
Phase 

Seed 
Enlargement and 
Refinement Phase 

No. of 
Seeds 114 114 
Averag
e  ACV 0.4711 0.9413 
Averag
e  
Volume 494.9 1599.8 
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Table 2: Step-Wise Performance of Biclustering using 
Greedy Search Procedure 

 Average 
ACV 

Average 
Volume 

Initial Bicluster 0.4711 494.9 
Seed After Column 

Insertion 
0.8420 758.2 

Seed After Row 
Insertion 

0.8848 3488.6 

Seed After Column 
deletion 

0.9395 1600.5 

Seed After Row 
deletion 

0.9413 1599.8 

 
Each bicluster seed underwent four stages of seed 

enlargement and refinement step. During each stage their 
ACV is incremented which is shown in Fig 2. Since the 
quality of the bicluster is more important than the volume, 
the volume adjusted in order to achieve the high ACV in 
various stages of the second phase which is portraits in 
Fig1. 
 

To avoid random interference, very tightly correlated 
biclusters obtained using greedy search procedures are 
used as initial population for GA. Moreover, it results in 
quick convergence and provides number of potential 
biclusters. These biclusters have high ACV and high 
volume which is obvious from table 4. This approach 
shows excellent performance at finding high degree of 
overlapped coherent biclusters from web data. 
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Fig 1. Volume of Biclusters in Various Stages    
 

Table 3: Parameter Setting for GA 
Crossover Probability 0.7 

Mutation Probability 0.01 

Population Size 114 

Generation 100 

ACV Thersold 0.95 
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Fig 2. ACV of Biclusters in Various Stages 
 

Table 4: Performance of Biclustering using GA  
Mean 
Volume 

Mean 
ACV  

Row 
Percent-
age 

Column 
percent-
age 

Overlapp
-ing 
Degree 

12715 0.9609 99.9 82.35 0.2152 

 
Table 5: Comparison of Average Volume and 
Homogeneity of  biclusters  
 Average 

Volume 
Average 
ACV  

Overlapping 
Degree 

Two-Way K-
Means 

494.9 0.4711 0 

Greedy 
Search 
Procedure 

1599.8 0.9413 0.0192 

Genetic 
Algorithm 

12715 0.9609 0.2152 

 
These biclusters exhibit coherent pattern on a 

subset of dimensions. In clickstream analysis, the 
frequency of visiting the pages of a web site of two users 
may rise or fall synchronously in response to a set of their 
interest. Though the magnitude of their interest levels may 
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not be close, but the pattern they exhibit can be very much 
similar. Our proposed biclustering frame work is 
interested in finding such coherent patterns of bicluster of 
users and with a general understanding of users’ browsing 
interest. This method makes significant contribution in the 
field of web mining, E-Commerce applications and etc.    

 
From the results, it is obvious that it correlates 

the relevant users and pages of a web site in high degree 
of homogeneity. Analyzing these overlapping coherent 
biclusters could be very beneficial for direct marketing, 
target marketing and also useful for recommending 
system, web personalization systems, web usage 
categorization and user profiling. The interpretation of 
biclustering results is also used by the company for 
focalized marketing campaigns to improve their 
performance of the business. 

 
CONCLUSION 
 

The main contribution of this paper is twofold 
namely, development of coherent biclustering framework 
using GA to identify overlapped coherent biclusters from 
the clickstream data patterns and a coherence quality 
measure called ACV is used to get coherent biclusters in 
last two phases of the biclustering framework. The 
interpretation of the biclustering results can also be used 
towards improving the website’s design, information 
availability and quality of provided services. The 
overlapping nature of the proposed framework can 
significantly contribute towards this direction. This 
method has potential to identify the coherent patterns 
automatically from the clickstream data.  Future work 
aims at extending this framework by enriching clustering 
process would result to enhanced clusters’ quality and a 
more accurate definition of relation coefficients. 
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Abstract 

Recently the sensor communication research has introduced an 
IP-based communication known as 6LoWPAN to sensor network. 
6LoWPAN was introduced to give a new perspective to sensor 
network by enabling IPv6 to be applied to wireless sensors as 
well as wired sensor. Dedicated routing protocols based on 
6LoWPAN was soon introduced and Hierarchical Routing 
Protocol for 6LoWPAN (HiLOW) is one of them.  HiLOW 
clearly defines the routing tree setup process, address allocation 
technique and the data routing process but there is some 
shortcomings in terms of transmission power selection. HiLOW 
does not highlight how the suitable transmission power is being 
selected for sensor communication purpose and this leads to the 
assumption that at all time and all scenarios the sensors are using 
maximum transmission power. In the case the sensors are using 
maximum transmission power for communication even when it is 
not necessary then power depletion for sensors will be amplified 
and the network lifetime will be significantly reduced.      In this 
paper we present a brief introduction to 6LoWPAN, a concise 
review on HiLOW, a highlight on issues revolving each process 
in HiLOW and propose a new idea on transmission power 
selection method for HiLOW.  
Keywords: Wireless Sensor Network, Hierarchichal Routing, 
6LoWPAN, HiLOW, Transmission Power Selection. 

1. Introduction 

The Wireless Sensor Network (WSN) has been getting 
much focus from research community in recent years due 
to its foreseen potential as a tool in solving many problems 
from day to day problems such as home monitoring [1] up 
to ecological problems such as mountain side monitoring 
to detect possible landslides. Initially WSN started a 
technology used and researched only for military usage for 
the purpose of detecting enemies, land mines and 
identifying own man, but WSN has been extended to home 
monitoring, office monitoring, environmental monitoring 
and many other areas. In future WSN could exist in every 

part of our life due to the engineering contribution. Even 
though enormous improvement in being observed from the 
hardware engineering perspective but till today WSN still 
faces the limitation in power and computational capacities 
and memory usage[2].   

 
In WSN there are two crucial activities which take place; 
first is sensing activity done by the sensors then followed 
by communication between sensors. Radio communication 
for transmission is typically the most energy consuming 
activity [3] and the reception energy is often as high as the 
transmission energy. Thus the network protocol as well as 
the routing protocol being designed specifically for WSN 
needs to take into consideration the energy usage in setting 
up the network as well as complexity of computation 
during routing. Flaws in routing tree setup could increase 
the request of retransmission and also cause the node to 
use more power to reach the parent node or child node to 
transmit; this will lead towards energy wastage and further 
shorten the network life and reliability. 

 
IPv6 over Low-Power Wireless Area Network 
(6LoWPAN) was introduced by Internet Engineering Task 
Force (IETF) as a standardization effort of IPv6 
networking over IEEE 802.15.4.  Prior to the introduction 
of 6LoWPAN many other communication protocols have 
been introduced to Wireless Sensor Network namely 
802.15.1 Bluetooth [4], WirelessHart [5], ZWave [6], 
ZigBee [6] and others. 6LoWPAN[7] is significant 
compared to the prior communication protocols as it is the 
first to introduce IPv6 to be applied not only to wireless 
but also wired sensor network.  
 
IPv6 was introduced to Low-Power Wireless Area 
Network compared to IPv4 as IPv6 is the future network. 
IPv6 was introduced to overcome the address depletion 
problem in IPv4. Thru introduction of IPv6 other 
weakness in IPv4 is also handled such as inefficiency of 
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header processing, lack of standisation on mobility flow, 
control, security, M/c and re-configuratiion. As IPv6 will 
soon be the addressing scheme as well as the additional 
benefits it posses then the low powered sensor network is 
also introduced with IPv6 capability in contrary to IPv4. 
 

6LoWPAN defines the network layer protocol as well 
as the transport layer protocol which can be deployed to 
any IEEE 802.15.4[8, 9] compliant sensors. The 
6LoWPAN stack is minimum 30KB in size which is 
smaller compared to the named protocols above. The 
routing protocol for 6LoWPAN is an open area for 
research as it is not specifically defined. As of now, there 
are three prominent routing protocols which have been 
designed specifically for 6LoWPAN namely Hierarchical 
Routing Protocol (HiLOW) [11, 12], Dynamic MANET 
On-demand for 6LoWPAN (DYMO Low) [13] and 
6LoWPAN Ad Hoc On-Demand Distance Vector Routing 
(LOAD) [14]. 

 
The remainder of this paper is organized as follows: 

Section 2 reviews the processes defined in HiLOW 
protocol briefly and highlights the issues pertaining the 
protocol and other works undertaken to improve HiLOW. 
Section 3 explains in detail the proposed power selection 
method. Section 4 presents the conclusion.   

2. HiLOW Protocol and Existing Issues 

A hierarchical routing protocol (HiLow) for 6LoWPAN 
was introduced by K. Kim in 2007 [11]. HiLOW exploits 
the dynamic 16-bits short address assignment capabilities 
of 6LoWPAN. HiLOW makes an assumption that the 
multi-hop routing occurs in the adaptation layer by using 
the 6LoWPAN Message Format. The operations in 
HiLOW ranging from the routing tree setup operation up 
to the route maintenance operation and the issues 
revolving each operation level will be discussed in the rest 
of the section. 
 

2.1 Hilow Routing Tree Setup, Issues and Other 
Works done. 

The process of setting up the routing tree in HiLOW 
consists of a sequence of activities. The process is started 
by a node which tries to locate an existing 6LoWPAN 
network to join into. The new node will either use active 
or passive scanning technique to identify the existing 
6LoWPAN network in its Personal Operation Space 
(POS). 
 
If the new node identifies an existing 6LoWPAN it will  
then find a parent which takes it in as a child node and 

obtain a 16 bit short address from the parent. Parent node 
is a node which is already attached to the network. The 
parent will assign a 16 bit short address to a child by 
following the formula as in (1). An important element of 
HiLOW is that the Maximum Allowed Child (MC) need to 
be fixed for every network and all the nodes in the network 
is only able to accept child limited to the set MC.  In the 
case where no 6LoWPAN network is discovered by the 
node then it will initiate a new 6LoWPAN by becoming 
the coordinator and assign the short address as 0.  

FC      : Future Child Node’s Address 

MC    : Maximum Allowed Child Node 

N : Number of child node inclusive of the new 
node. 

AP     : Address of the Parent Node 

FC = MC * AP + N ( 0 < N <= MC )              (1)

Three potential issues have been identified in this process. 
The first issue involving this protocol is that the nodes are 
assumed to communicate using maximum power 
transmission. Using maximum power transmission to 
communicate to its parent’s node is not advantageous.  
This method could lead towards enhanced power drainage 
of a child node. For example in a scenario that a child 
communicates with a parent using maximum power 
transmission (power level 10) even though it could 
communicate via lower transmission (power level 5) then 
its power drainage is heightened by nearly 50%. So in this 
paper we are proposing a power selection method during 
the routing tree setup by implementing binary search 
algorithm with LQI value as qualifier.  The proposed 
method is expected to reduce power wastage and heighten 
the network lifetime. 
 
The second issue would be when the child node gets 
respond from more than one potential parent. There is no 
clear mechanism rolled out in selecting the suitable parent 
to attach with. If the new node chooses to join the first 
responding parent node, it could be bias to the parent as 
some parent might be burdened with more parents 
meanwhile other parents which is in the same level has 
less child or none at all. Selecting the parent based on first 
responded potential parent could also lead to fast depletion 
of energy to certain parent causing the life span of the 
network to be shorter and the stability to be jeopardized. 
Selection of parent without considering the link quality 
could cause towards high retransmission rate which will 
consume energy from the child node as well as parent 
node. 
In [15] a mechanism to overcome the issue was suggested. 
Their mechanism suggests the potential parent node to 
provide the new child with its existing child node count 
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(child_number). By issuing the child_number the node 
could select suitable parent which has less child nodes. 
The suggested mechanism performs well only when the 
potential parent node has same depth, same energy level 
and has different number of existing child. Their 
mechanism also does not take into consideration the 
quality of the link established between the parent node and 
child node. Therefore the suggested mechanism does not 
solve the arising issue completely. In order to overcome 
the weakness in the selection method a comprehensive 
parent selection method that takes into consideration the 
link quality, the existing energy of the potential parent as 
well as the depth of the parent has been proposed in [16]. 
The paper theoretically discusses how the proposed 
method could overcome bias child attachment in different 
scenarios. 
   
Third issue revolves around the MC value which is being 
fixed for all nodes. The current scenario works well in a 
homogenous powered sensor environment where all the 
sensors’ power source is the same; for example all is 
battery powered with same type of battery or all sensors 
are non-battery powered and having same power source.  
Meanwhile in a heterogeneous power source sensor 
environment this method is not advantageous as sensors 
which are main power and affluent in energy should be 
assigned with more child compared to battery powered 
sensor. This is an open issue to be addressed in HiLOW 
and assumption that all nodes having same energy 
conservation have to be made. The activity of 
disseminating the MC value to joining nodes is also left in 
gray. This issue is not addressed in this paper. 

 

2.2 Routing Operation in HiLOW 
 
Sensor nodes in 6LoWPAN can distinguish each other and 
exchange packet after being assigned the 16 bits short 
address. HiLOW assumes that all the nodes know its own 
depth of the routing tree. The receiving intermediate nodes 
can identify the parent’s node address through the defined 
formula (2). The ‘[]’ symbol represents floor operation 
 
AC  : Address of Current Node  

MC : Maximum Allowed Child 

                               AP = [(AC-1) / MC]                    (2) 

By using the above formula the receiving intermediate 
nodes can also identify whether it is either an ascendant 
node or a descendant node of the destination. When a node 
receives a packet, the node determines the next hop node 
to forward the packet by following the three cases (3) as 

shown in [10]. So far no issues have been identified in this 
process. 

 

SA : Set of Ascendant nodes of the destination node 

SD : Set of Descendant nodes of the destination node 

AA(D,k) : The address of the ascendant node of depth D  
of the node k 

DC : The depth of current node 

C  : The current node 

Case 1: C is the member of SA                                        (3) 

The next hop node is AA (DC+1, D) 

Case 2: C is the member of SD 

The next hop node is AA (DC-1, C) 

Case 3: Otherwise 

The next hop node is AA (DC-1, C) 

2.3 Route Maintenance in HiLOW 
 
Each node in HiLOW maintains a neighbor table which 
contains the information of the parent and the children 
node.  When a node loses an association with its parent, it 
should to re-associate with its previous parent by utilizing 
the information in its neighbor table. In the case of the 
association with the parent node cannot be recovered due 
to situation such as parent nodes battery drained, nodes 
mobility, malfunction and so on, the node should try to 
associate with new parent in its POS [11]. Meanwhile if 
the current node realizes that the next-hop node regardless 
whether its child or parent node is not accessible for some 
reason, the node shall try to recover the path or to report 
this forwarding error to the source of the packet.  
 
Even though a route maintenance mechanism has been 
defined in HiLOW, the mechanism is seen as not sufficient 
to maintain the routing tree. An Extended Hierarchical 
Routing Over 6LoWPAN which extends HiLOW was 
presented by in [16] in order to have better maintained 
routing tree.  They suggested two additional fields to be 
added to the existing routing table of HiLOW namely, 
Neighbour_Replace_Parent (NRP) and 
Neighbour_Added_Child (NAC). This NRP doesn’t point 
to the current parent node but to another node which can 
be its parent if association to current parent fails. 
Meanwhile NAC refers to the newly added child node. 
More work need to be done on this mechanism on how 
many nodes allowed to be adapted by a parent node in 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org   351 

 

addition to the defined MC and whether this mechanism 
will have any impact on the routing operation, however 
this topic is beyond the scope of this paper. 

3. Transmission Power Level Selection 
Method for HiLOW 

A transmission power level selection method by 
implementing binary search algorithm coupled with 
maximum search round and LQI value as qualifier is being 
presented in this paper. The suggested method is able to 
reduce number of nodes communicating using maximum 
transmission power with its parent node, by doing so the 
energy used in transmission is reduced and network 
lifetime is heightened.  
 
Binary search method coupled with maximum is selected 
compared to incremental search or pure binary search in 
order to reduce the number of rounds the nodes undergoes 
to search for parent. Table 1 displays the number of 
maximum search rounds in worst case scenario which is 
possible based on the different number of power levels for 
three different searches. From the table it can be easily 
deducted that Binary Search Algorithm is more efficient in 
worse case scenarios. Meanwhile the mechanism 
suggested in this paper ensures that the number of search 
is even more limited as the energy is very crucial for 
sensor nodes.  

 
An assumption that all the nodes have mapped their Tx 
Power Setting to output power and the Tx Power setting is 
incremental by 1 from each other, for example as set by 
default in Atmel Raven Nodes as shown in Table 2. An 
assumption that different power level setting uses different 
battery consumption is also made for example in Atmel 
Raven when the output Power is 0dBm the amount of 
battery power is quoted to be less than 13mA and in the 
case of full output power ( ≈ -17 dBm) the battery 
consumed battery power is 16-17mA. 

Table 1: Maximum Search Rounds in worst case scenario for three 
different type of search method 

 
Power 
Level (N) 

Incremental / 
Linear Search 

Binary Search 
(log2N) 

Suggested 
Search (MR 
=4) 

5 5 3 3 

10 10 4 4 

20 20 5 4 

30 30 5 4 

40 40 6 4 

The transmission power selection process starts when a 
node starts when the node looking to join a network in it 

POS as shown in Fig. 1. Before starting a scan the node 
needs to determine and the Lowest Transmit Power (LP) 
and Highest Transmit Power (HP). The node then sets the 
Optimum Transmit Power (OP) value to be equivalent to 
HP. Then the Search Transmit Power (SP) value has to be 
determined. The SP value is determined following 
mathematical equation in (4). The Current Search (CR) 
value is also set to 0. 

Table 2: Default Power Mapping in Atmel Raven Sensor Nodes [19] 

 

TX 
Power 
Setting 

Output Power[dBm]  

0  3  
1  2.6  
2  2.1  
3  1.6  
4  1.1  
5  0.5  
6  -0.2  
7  -1.2  
8  -2.2  
9  -3.2  
10  -4.2  
11  -5.2  
12  -7.2  
13  -9.2  
14  -12.2  
15  -17.2  

 
Two values are to be set during compile time; one is 
Maximum Search Round (MR), the MR value has to be set 
for all nodes and the value should be same for all nodes. 
MR is basically the number of maximum search round the 
nodes can go through before they terminate the search. 
Second value is the accepted LQI value. 
 

SP : Search Transmit Power Level 

HP : Highest Transmit Power Level 

LP : Lowest Transmit Power Level 

                      SP = [ ( (HP - LP)-1) / 2                            (4) 

The node then will use the SP to search for the potential 
parent.  

In the case 1: Where the node does not find any potential 
parent it will set the LP value to be SP value.  
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Fig. 1  Proposed power level selection method for HiLOW 

 
In the case 2: Where the node does find a potential parent 
it will compare the LQI value with the accepted LQI value. 
In the case where the LQI value is more than accepted LQI 
then the HP will be set to equal with SP and OP will also 
be set to equal SP. In the other case the LP value will be 
set to SP value and the OP value remain unchanged. 
 

Regardless which ever case the node encountered, the 
node will then continue to the same process which is 
increment CR by 1, then determine if the CR more than 
MR. If the condition is true then the node terminates the 
search process and set the transmission power level to be 
equivalent to OP. In the case the condition is not true then 
the SP is again determined, then the new SP is compared 
with the LP to ensure that is higher than LP if it is not then 
the process is also terminated and the transmission power 
level is set to be equivalent to OP. In the case the condition 
is true then the process loops back to the process for a 
parent using the SP power level.  

4. Conclusions 

In this paper review on HiLOW, issues revolving each 
process in HiLOW and other works done in this area are 
presented. A new idea on transmission power level 
selection method by implementing binary search algorithm 
coupled with maximum search round and LQI value as 
qualifier is presented in this paper. The presented power 
level selection method is believed to be able to overcome 
the problem of maximum power usage for every 
transmission; by which the network lifetime could be 
increased. The presented power selection method is also 
better than linear search method and pure binary search 
method as discussed in our paper as it has it exits search in 
fixed number of rounds compared to the latter. Even 
though the method is suggested for HiLOW, the method 
could be easily adapted to other type of hierarchical 
routing. Our future research will be focused on validating 
the suggested mechanism as well as adapting it to other 
routing protocols such as LEACH.  
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Abstract 

Cloud Computing is an attractive concept in IT field, since it allows 
the resources to be provisioned according to the user needs[11]. It 
provides services on virtual machines whereby the user can share 
resources, software and other devices on demand. Cloud services are 
supported both by Proprietary and Open Source Systems. As 
Proprietary products are very expensive, customers are not allowed to 
experiment on their product and security is a major issue in it, Open 
source systems helps in solving out these problems. Cloud Computing 
motivated many academic and non academic members to develop 
Open Source Cloud Setup, here the users are allowed to study the 
source code and experiment it. This paper describes the configuration 
of a private cloud using Eucalyptus. Eucalyptus an open source 
system has been used to implement a private cloud using the hardware 
and software without making any modification to it and provide 
various types of services to the cloud computing environment. 

Keywords:  Cloud Computing, Open Source, Private Cloud. 

1. Introduction 

Cloud computing is a computing environment, where resources 
such as computing power, storage, network and software are 
abstracted and provided as services on the internet in a 
remotely accessible fashion. Billing models for these services 
are generally similar to the ones adopted for public utilities. 
On-demand availability, ease of provisioning, dynamic and 
virtually infinite scalability is some of the key attributes of 
cloud computing [6]. 
 
The main concept behind cloud computing is providing 
services. It provides various types of services, some of the 
important services are SaaS, PaaS and IaaS. Software as a 
service is a model of software deployment whereby a provider 
licenses an application to customers for use as a service on 
demand. Platform as a service generates all facilities required 
to support the complete cycle of construction and delivery of 
web-based applications wholly available in Internet without the 
need of downloading software or special installations by  

 

 
 
developers and finally Infrastructure as a service provides 
informatics resources, such as servers, connections, storage and  
other   necessary   tools   to construct an   application    design  
prepared to meet different   needs of multiple   organizations,  
making it quick, easy and economically viable [4].  
 
Cloud computing is mainly classified into three types based on 
the deployment model; Public cloud, Private cloud and Hybrid 
cloud. If the services are provided over the internet then it is 
public cloud or external cloud and if it is provided with in an 
organization through intranet then it is named as private cloud 
or internal cloud and Hybrid cloud is an internal/external cloud 
which allows a public cloud to interact with the clients but 
keep their data secured within a private cloud [7].  
 
This paper explains about EUCALYPTUS: an open-source 
system that enables the organization to establish its own cloud 
computing environment. Eucalyptus is structured by various 
components which interact with each other through well-
defined interfaces. It is used for implementing on-premise 
private and hybrid clouds using the hardware and software 
infrastructure that is in place, without modification. 

2. Eucalyptus 
 
Eucalyptus (Elastic Utility Computing Architecture for Linking 
Your Programs To Useful Systems) was released in May 2008, 
creator of the leading Open-Source Private Cloud platform. 
They were incorporated as an organization in January 2009 
Headquartered in Santa Barbara, California. 
 
Eucalyptus software is available under GPL (General Public 
License) that helps in creating and managing a private or even 
a publicly accessible cloud. It provides an EC2 (Elastic 
Compute Cloud)-compatible cloud computing platform and S3 
(Simple Storage Service)-compatible cloud storage platform. 
 

Dr.G.R.Karpagam1, J.Parkavi2 
 

1Professor, Department of   Computer Science and Engineering, 
 PSG College of Technology, Coimbatore-641 004, India 

 
 

2ME, Software Engineering,  
Department of   Computer Science and Engineering, 

 PSG College of Technology, Coimbatore-641 004, India 
 

Setting up of an Open Source based Private Cloud 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org   355 

 

Eucalyptus is one of the key for open source cloud platforms 
which   makes    it   much   popular.  The client tools used   for                                                                       
Eucalyptus is same as that of AWS, because Eucalyptus 
services are available through EC2/S3 compatible APIs [6]. 

  

2.1 Amazon AWS Compatibility 

API compatibility layer is build on top of Eucalyptus that 
explores the functionality in terms of Amazon’s API.  Amazon 
tools, infrastructure and other work that someone put into 
building for Amazon would also be compatible with 
Eucalyptus inside the datacenter. In Fig.1 we can see various 
components of Amazon and Eucalyptus. The EC2 (Elastic 
Compute) component of Amazon which handles the 
provisioning of virtual machine and its resources are replaced 
here with cloud controller similarly Amazon provides storage 
mechanism EBS (Elastic Block Storage) which provides block 
storage devices to virtual machines are replaced by Storage 
Controller and S3 (Simple Storage System) simple object based 
get put mechanism, here it is implemented as walrus. 
 

 
Fig.1. Services from AWS and Eucalyptus [2]. 

3. UEC Architecture 

Ubuntu Enterprise Cloud UEC, is a private cloud set up for 
developing its our own IT infrastructure. UEC comes up with 
many open source software and Eucalyptus is one among them 
and it makes the installation and configuration of the cloud 
easier. Canonical also provides commercial technical support 
for UEC.The basic architecture of UEC consists of A front end 
which runs one or more Cloud Controller (CLC),Cluster 
Controller (CC),Walrus (WS3),  Storage Controller (SC)  and 
One or more nodes[6]. The architecture of UEC is shown in 
Fig 2. A CLC manages the whole cloud and includes multiple 
CC’s. There will be a WS3 attached to a CLC.A CC can 
contain multiple NC’s and SC’s. Ultimately the VM’s will be 
running in the NC making use of its physical resources [5]. 

 
Fig.2. Architecture of Ubuntu Enterprise Cloud [13]. 

4. Building a private cloud 

Private Cloud is also called an internal cloud which is mainly 
designed to control the data of an organization, than by getting 
the resources from other hosted services [12]. 
 
This section describes about the basic installation and 
configuration of Ubuntu Enterprise Cloud as well as the steps 
for creating a virtual machine image and uploading the image 
to the private cloud.  

 
4.1 Installation and Configuration 

 
The UEC setup in Fig.3. Includes two servers (Server 1 and 
Server 2) which will run a Lucid 64-bit server version and the 
third system which will run a Lucid Desktop 64-bit version 
(Client 1) [6] [8]. 

 

 

Fig.3.UEC basic setup with Three Machines [6]. 
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5. Steps in Configuring an  Open Source Private 
Cloud 

 
Steps 

 
Description/commands 
 

Installation Procedure for Server 1 
Install Ubuntu 
Server 10.04 CD in 
Server 1 

Boot the Server off  for 
installation 

Setup the IP 
address details. 

192.168.4.145. ( Please do t hat 
for eth0) 

Cloud Controller 
Address 

Leave this blank as Server1 is 
the   Cl oud Controller in this 
setup 

Cloud Installation 
Mode 

Select “Cloud controller", 
“Walrus storage service", 
“Cluster controller" and 
“Storage controller". 

Network interface 
for communication 

Select eth1 node 

Eucalyptus cluster 
name 

Cluster 1 

Eucalyptus IP 
range 

192.168.4.155-192.168.4.165 

 
Installation Procedure for Server 2 

Install Ubuntu 
Server 10.04 CD in 
Server 2 

Boot the Server off  for 
installation 

Setup the IP 
address for one 
interface 

Please do that for eth0 by setting 
up the private IP - 192.168.4.146 

Cloud Controller 
Address 

192.168.4.145 

Cloud Installation 
Mode 

Select “Node Controller" 

Gateway 192.168.4.145 (IP of the CC)     
 

Installation Procedure for Client 1 
Install Ubuntu 
Desktop 10.04 CD 
in Client 

Boot the Desktop off  for 
installation 

IP Address The Desktop will be o n the 
enterprise network and will 
obtain an IP address through 
DHCP 

Install KVM To help us to  install images on 
KVM platform and bundle them 
 
 

 

 Invoke the Web Interface 
Login to the web 
interface of CLC 

https://192.168.4.145:8443/ 
The default usern ame is 
“admin" and the d efault 
password is “admin". 

Download  the 
credentials  

From https://192.168.4.145:8443/ 
#credentials and save it i n the 
~/.euca directory 

 
Extract the 
credentials archive 

$ cd .euca 
$ unzip mycreds.zip 

Source eucarc $ . ~/.euca/eucarc 
Verify euca2ools 
communication 
with UEC 

$euca-describe-availability-zones 
verbose 
 

Running Instances 
Installing  Images From Canonical over the 

internet (no proxy), chec k Store 
tab. 

Checking the 
available Images 

   $ euca-describe-images 

Installing a 
Keypair 

$ euca-add-keypair mykey > 
~/.euca/ mykey.priv 
$ chmod 0600 
~/.euca/mykey.priv    

Running an  
Instance   ( using 
terminals) 

$ euca-run-instances -g Ubuntu 
9.10 -k mykey -t c1.medium emi- 
E08810 7E 
 

Hybridfox Used to run the  ins tances using 
GUI 

Life cycle of an 
Instance 
 

Pending - Running - Shutting 
down – Terminated – Reboot. 
$euca-run-instances 
$euca-terminate-instances 
$euca-reboot-instances 

Table.1. Configuration Steps 
 

6. ALGORITHM 
 
6.1 Installing server1 

 
1. Boot the server off the Ubuntu Server 10.04 CD. At the      
graphical boot menu, select “Install Ubuntu Enterprise Cloud" 
and proceed with the basic installation steps. 
 2. Installation only lets you set up the IP address details    for    
one interface. Please do that for eth0. 

 3. We need to choose certain configuration options for UEC, 
during the course of the install. 

 4. Cloud Controller Address - Leave this blank as Server1 is the   
Cloud Controller in this setup. 

 5. Cloud Installation Mode - Select “Cloud controller", “Walrus 
storage service", “Cluster controller" and “Storage controller". 
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 6. Network interface for communication with nodes - eth1 
 7. Eucalyptus cluster name – cluster1 
 8. Eucalyptus IP range - 192.168.4.155-192.168.4.165   [6]. 

6.2 Installing server 2 

1. Boot the server off the Ubuntu Server 10.04 CD. At the 
graphical boot menu, select “Install Ubuntu Enterprise Cloud" 
and proceed with the basic installation steps. 
2. Installation only lets us to set up the IP address for one 
interface. Please do that for eth0 by setting up the private IP - 
192.168.4.146. 

3. Then choose certain configuration options for UEC, during 
the course of the install. Ignore all the settings, except the 
following: 

4. Cloud Controller Address - 192.168.4.145 
5. Cloud Installation Mode - Select “Node Controller" 
6. Gateway - 192.168.4.145 (IP of the CC)    [6]. 

6.3 Installing Client 1 

    The purpose of Client1 machine is to interact with the cloud 
setup, for bundling and registering new Eucalyptus Machine 
Images (EMI). 
1. Boot the Desktop off the Ubuntu Desktop 10.04 CD and 
install. The Desktop will be on the enterprise network and will 
obtain an IP address through DHCP. 
2. Install KVM to help us to install images on KVM platform 
and bundle them: 
$apt_get install qemu_kvm   [6]. 
 

6.4 Algorithm for Invoking the Web Interface 

1. Login to the web interface of CLC by using the following 
link https://192.168.4.145:8443. The default username is 
“admin" and the default password is “admin". 
2. Note that the installation of UEC installs a self signed 
certificate for the web server. The browser will warn us about 
the certificate not having been signed by a trusted certifying 
authority. Authorize the browser to access the server with the 
self signed certificate.  
3. When you login for the first time, the web interface prompts 
to change the password and provide the email ID of the admin. 
After completing this mandatory step, download the credentials 
archive from https://192.168.4.145:8443/ #credentials and save 
it in the ~/.euca directory. 
4.  Extract the credentials archive: 
     $ cd .euca 
     $ unzip mycreds.zip 
5. Source eucarc script to make sure that the environmental 
variables used by euca2ools are set properly.  
     $ . ~/.euca/eucarc 

6. To verify that euca2ools are able to communicate with the 
UEC, try fetching the local cluster availability details shown in 
Fig.4. 
     $ euca-describe-availability-zones verbose 

 

Fig .4 Snapshot for list of Available Resources 
 

7. If the free/max VCPUs are set as 0 in the above list, it means 
that the node did not get registered automatically. Use the 
following on Server1 and approve when prompted to add 
192.168.4.146 as the Node Controller: 

 $sudo euca_conf --discover-nodes   [6]. 

7. Running Instances 

7.1 Installing Cloud Images 

  No images exist by default in the Store (web Interface). 
Running an instance or VM in the cloud is only based on 
image. Images can be installed directly from Canonical online 
cloud image store or we can also build custom image, bundle 
it, upload and register them with the cloud. The “Store” tab in 
the web interface will show the list of images that are available 
from Canonical over the internet [6]. 
 

 
Fig.5. List of Images from Store 
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7.2 Checking Images 

“euca-describe-images” is the command-line equivalent of 
clicking the “Images” tab in the Eucalyptus administrative web 
interface. This shows the emi-xxxxxx identifier for each 
image/bundle that will be used to run an instance. 

   $ euca-describe-images 

IMAGE emi-E088107E image-store-1276733586/ image. 
manifest.xml admin 
available public x86_64machine eki-F6DD1103 eri-0B3E1166 
IMAGE eri-0B3E1166 image-store-1276733586/ ramdisk. 
manifest.xml admin 
available public x86_64ramdisk 
IMAGE eki-F6DD1103 image-store- 1276733586/ kernel. 
manifest.xml admin 
available public x86_64kernel 
 

7.3 Installing a Keypair 

Build a keypair that will be injected into the instance allowing 
us to access it via ssh: 
$ euca-add-keypair mykey > ~/.euca/mykey.priv 
$ chmod 0600 ~/.euca/mykey.priv   [6] 

7.4 Running the Instances 

1. Now we are finally ready to begin running instances. We’ll 
start by creating an instance of our image and connections will 
be allowed on ports ssh and http: 
$ euca-run-instances -g Ubuntu 9.10 -k mykey -t c1.medium 
emi-E088107E 
2. After issuing the “euca-run-instances” command to run an 
instance, we can track its progress from pending to running 
state by using the euca-describe-instances command and the 
output is described in the below Fig.6. 

 
Fig.6. Snapshot of Running Instances 

7.5 Hybridfox 
Hybridfox provide compatibility between Amazon Public 
cloud and Eucalyptus Private Cloud [9]. Hybridfox tool is a 
modified or extended elasticfox that enables us to switch 
seamless between different cloud clusters in order to manage 
the overall cloud computing environment. Hybridfox can 
perform all the functions that can be done by elasticfox, on the 
Eucalyptus Computing environment like Manage Images, 
Raise and Stop Instances, Manage Instances, Manage Elastic 
IPs, Manage Security Groups, Manage Key pairs and Manage 
Elastic Block Storage[3].Running a different  instance by using 
Hybridfox is shown below in the Fig.6. 
 

 
Fig.7. Running the Instance by Hybridfox 

 

 7.6 Life cycle of an Instance 

When “euca-run-instances” command is invoked (or when run 
instance is chosen from Hybridfox/Elasticfox), the running 
process will be in a sequential manner as shown in Fig.7.Here 
are some few things that happen on various components of 
UEC: 
1. Authentication/Authorization of the user request to ensure 
that we have permission to launch the instance 
2. Identification of CC to take responsibility for deploying the 
instance and identification of the NC for running the instance. 
3. Downloading the image from WS3 to NC (images are 
cached so that starting multiple instances of the same machine 
image downloads that image only once) [6] 
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Fig.7. Life Cycle of an Instance [6]. 
 

8. Future Scope 

Types of Services 
 A cloud can provide service either to private or public cloud. 
In public cloud, based on demand the services are provided to 
the client and in a private cloud the service is provided to a 
single client [10]. The combination of both public and private 
cloud is called hybrid private cloud, here the private cloud is 
hosted in a public cloud. Services that are included to the cloud 
setup are listed in Table.2. 
 

 
Table.2. List of Services 

 

8.1 Web  Service 
 A user can access a web page from any computer connected to 
the cloud by using Apache web server. Install the Apache web 
server in the instance and get accessed to the service. 
$sudo apt-get install apache2 

8.2 Compiler as a Service 
This service is provided to compile the c++file. Even if the 
client doesn’t have the compiler, it can be compiled with the 
compiler available from cloud. The user is ssh’ed to the 
instance with certain privileges and allowed to compile and see 
the result. 
$ssh cloud@<IP Address> 
Installing gnu c++ compiler in an instance: 
$sudo apt-get install build-essential 

8.3 Other Services 
IDE as a service can be obtained by installing Apache Tomcat6 
and Search Engine as a service can be achieved by accessing 
through the Web Service. 

9.  Conclusion 

Cloud computing is an everlasting computing environment 
where data  are delivered on-demand to authenticated devices 
in a secured manner and users utilize a shared and elastic 
Infrastructure. This paper briefly explains the set up of a 
private cloud in a cluster based environment using open source 
technologies like Eucalyptus, KVM, and euca2ools. The virtual 
machine images are available in the cloud and upon user 
request; its instances are created and run. Services were 
included successfully and made available to the user. The 
current implementation of this paper provides Infrastructure as 
a service (IaaS) and Software as a Service (SaaS). 
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Abstract 
 For many years, researchers tried and succeeded to develop 
agents that can adapt their behavior to face new opponent 
scenarios and beating them. So in this paper we introduce an 
experience exchanging model that allow a game engine to 
update all other engines with the game reaction against new 
surprising un-programmed opponent scenarios that face the 
computer player through exchanging new cases among engines 
case-based reasoning systems. We believe this will reveal game 
players from downloading a new engine of the game and 
loosing their saved episodes.  

Keywords: Real-Time Strategy Games, Case-based 
Reasoning, Feature Similarity. 

1. Introduction 
Artificial Intelligence (AI) [2][4][18] is the area of 
computer science focusing on creating intelligent 
machines. The ability to create intelligent machines has 
intrigued humans since ancient times. Today with the 
advent of the computer and 60 years of research into AI 
programming techniques, the dream of smart machines is 
becoming a reality.  
 
Researchers are creating systems as intelligent agents 
that can autonomously decide about the desired results 
without user interaction, script or even fixed execution 
plan. They can mimic human thought, understand speech 
and beat the best human chess-player. This has two 
benefits, first, they allow for a high-level definition of  
 

the problem. Secondly, agents are better reusable and 
more robust than fixed programs. These benefits make 
agents a suitable area for computer AI games.  

AI games has existed since1951 when Christopher 
Strachey wrote a checkers program [16][18]. As 3D 
rendering [16] hardware and resolution quality of game 
graphics improved, AI games had increasingly become 
one of the critical factors determining a game's success. 
From this we can refer to AI games as techniques used in 
computer and video games to produce the illusion of 
intelligence [16][18] in the behavior of non-player 
characters (NPCs). While the non-player character is a 
character that is controlled by the game master so it is a 
part of the program, but not controlled by a human. 

The real-time performance requirements of computer AI 
games, the demand for humanlike interactions [5], 
appropriate animation sequences, and internal state 
simulations for populations of scripted agents have 
impressively demonstrated the potential of academic AI 
research and AI games technologies. 

2. Background 
 

2.1 Real-Time Strategy Games  

A real-time strategy game (RTS) is a strategic war [5][9] 
game in which multiple players operate on a virtual 
battlefield, controlling bases and armies of military units. 
It typically ends with the destruction of the enemy.  
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The better balance you get among economy, technology, 
and army, the more chances you have to win.  

Although many studies exist on learning to win games 
with comparatively small search spaces, few studies exist 
on learning to win complex strategy games. Some 
researchers argued that agents require sophisticated 
representations and reasoning abilities to perform well in 
these environments, so they are challenging to construct.  

Fortunately, Ponsen and Spronck (2004) [14] developed 
a good representation for WARGUS, a moderately 
complex RTS game. They also employed a high-level 
language for game agent actions to reduce the decision 
space. Together, these constrain the search space of 
useful plans and state-specific sub-plans, allowing them 
to focus on the performance task of winning RTS games.  

Marthi, Russell, and Latham (2005) [11] applied 
hierarchical reinforcement learning (RL) in a limited 
RTS domain. This approach used reinforcement learning 
augmented with prior knowledge about the high-level 
structure of behavior, constraining the possibilities of the 
learning agent and thus greatly reducing the search 
space.  

Ponsen, Muñoz-Avila, Spronck and Aha (2006) [12] 
introduced the Evolutionary State-based Tactics 
Generator (ESTG), which focuses on the highly complex 
learning task of winning complete RTS games and not 
only specific restrained scenarios.  
 

2.2 Case-based Reasoning 

Case-based Reasoning (CBR) is a plausible generic 
model of an intelligence and cognitive science-based 
method by the fact that it is a method for solving 
problems by making use of previous, similar situations 
and reusing information and knowledge about such 
situations. CBR [13] combines a cognitive model 
describing how people use and reason from past 
experience with a technology for finding and presenting 
such experience. The processes involved in CBR can be 
represented by a schematic cycle as shown in figure (1). 

1. Retrieval is the process of finding the cases in the 
case-base that most closely match the current 
information known (new case) [1][8]. 

2. Reuse is the step where [1] matching cases are 
compared to the new case to form a suggested 
solution. 

3. Revision is the testing of the suggested [8] solution to 
make sure it is suitable and accurate.  

4. Retention is the storage of new cases for future 
reuse.  

 

 

2.2.1 Case-based Reasoning related to RTS 

 In this section we will try to summarize some case-
based reasoning researches on real-time and/or strategy 
games. Some CBR researches has targeted real-time 
individual games, as Goodman’s (1994) [7] projective 
visualization for selecting combat actions, and predicting 
the next action of a human playing Space Invaders.  

MAYOR (1996) [6] used a causal model to learn how to 
reduce the frequency of failed plan executions in 
SimCity, a real-time city management game. Where 
Ulam et al.’s (2004) [17] meta-cognitive approach 
performs failure-driven plan adaptation for Freeciv 
game. They employed substantial domain knowledge, 
and addressed a gaming sub-task (i.e., defend a city).  

Molineaux and Ponsen (2005) [2] relax the assumption 
of a fixed adversary, and develop a case-based approach 
that learns to select which tactic to use at each state. 
They implemented this approach in the Case-based 
Tactician (CAT). They reported learning curves that 
demonstrate its performance quickly improves with 
training, even though the adversary is randomly chosen 
for each WARGUS game. CAT is the first case-based 
system designed to win against random opponents in a 
RTS game.  

Santiago et.al.,(2007) proposed Darmok [15] as the base 
reasoning system, which is a case-based planning system 
designed to play real-time strategy (RTS) games. In 
order to play WARGUS, Darmok learns plans from 
expert demonstrations, and then uses case-based 
planning to play the game reusing the learnt plans. 

In this section, different concepts and topics related to 
RTS games were explained. All challenges that face RTS 
games were concerned with increasing game intelligence 
through improving tactics, reinforcement learning, player 
satisfaction and modeling opponents. But our concern 

Fig.1 Aamodt Case-based reasoning cycle [1]
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was different; we tried to increase game intelligence not 
through learning but through exchanging experiences 
between game engines. That we will try to explain in 
next section. 

3. Real-Time Strategy Experience 

Exchanger  Model [Real-See] 

As usual if you want to update any application you just 
need to download its update from its web site but what 
would you do if your engine of the application is more 
updated than the source itself ?!.Usually this cannot 
happen in ordinary applications, but here we are talking 
about RTS games which depend on agents trained by the 
recent RL techniques. This means that they can update 
themselves according to any changes in their 
environment.  
 
In this paper we introduce our model that allowed an 
RTS game engine to update all other engines with the 
game reaction against new surprising un-programmed 
opponent scenarios that face the computer player. We 
believe this will reveal game players from downloading a 
new engine of the game and loosing their saved episodes. 
But we first needed to discuss the existing case 
representations and whether we can use them or we will 
need one of our own. 
 
3.1 Proposed Case Representation 

Many case representations are depending on the game or 
the researcher point of view. We here tried to make use 
of the former representations to get a case representation 
that suits our model and could be applied in different 
RTS games. For example Aha et.al (2005) [2] defined a 
case C as a four-tuple:  

C = [BuildingState, Description, Tactic, Performance] 

Where we can consider the BuildingState as a part of the 
Description. We can also notice that they didn’t mention 
the goal of the case while it is an important factor in case 
retrieval. From all of this we proposed a case 
representation of our own to use it through our model  

C =<State, Action, Goal, Problems to avoid, 
Performance > 

• State is a vector composed of features representing 
game state that the system has already experienced. 

• Action set is a list of case actions the agent can take at 
that level in the architecture. 

• Goal: is a list of Goals to be achieved 

• Problems to avoid: is a list of Problems to avoid  
• Performance is a value in [0, 1], reflects the utility of  

choosing that tactic for that state. 
 
 

Our case representation concentrates on making case 
retrieval more accurate and easier depending first on the 
case state features then on goal and performance. We 
here used the famous Missionaries and Cannibals 
problem as an example of our proposed case 
representation as following:  

 State = <M, C, B, P> 
State  = <3, 3, 1, 2> 

Where      M: no. of missionaries 
                 C: no. of Cannibals 
                 B: no. of boats 
                 P: no. of people a boat can 
                      accommodate at a time 

 Actions 
 

    Move (D1, D2) 
    Return (D1, 0) 
    Move (S1, S2) 
    Return (S1, D1) 
    Move (S1. S3) 
    Return (D2,0) 
    Move (D2, D1) 
    Return (D2, 0) 
    Move (D2, D3) 
 Goals:  Cross the river  

 

 Problems to avoid :  Cannibals eat Missionaries  
 

  Performance: Less time to solve the problem equals higher  
 

performance. 
 

3.2 Real-See Model  

We supposed that n sets of cases from N engines were 
sent to the receiver engine figure (2). Each set consists of 
Mn cases. 

                                     case11 case12 . . .               case1m1 

                                     case21 case22 . . .               case2m2 

 

                                      casen1 casen2 . . .               casenmn 

These cases represent the input of the case comparator. 
The case comparator compare each case of them with the 
cases in the case-base that most closely match the current 
information known, and  if  it found a match it discards 
the received case and repeat the operation on the next  

n set of cases 
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                Fig.2 Real-See Model 

one till it finishes all the M*N cases. The cases that 
didn’t have a match in the case-base will be stored in the 
receiver engine case-base and the rest will be deleted. 

In Real-See model the case comparator plays the major 
role as it dose all the job. In the next section we will 
discuss the case comparator in details. 

3.2.1 Case Comparator   

The case comparator compare each received case with 
the cases in the case-base, in order to do that we will 
need to make use of the similarity metrics. If the case 
comparator did not found a similar case to the received 
one it will add it to the case-base but if it found a similar 
one it will act according to the similarity degree. 
 

Given a received case P, the matching of case P and a 
retrieved case C is guided by the similarity metric in 
equation (1).  
    

 

 

Where wi is the weight of a feature i, sim is the similarity 
function of features, and pi

 and ci are the values for 
feature i in the target and retrieved cases respectively.  

But before calculating cases P and C similarity, we first 
needed to calculate the value of individual features 
similarity, sim(pi,ci). The feature i similarity of both 
cases P and C is related to the distance between them. 
Many equations were used to calculate the feature 
similarity depending on the distance, for example  
 

o Euclidian distance [10][18] 

   d(P,C)= ∑ ඥ݌௜
ଶ െ ܿ௜

ଶ௞
௜ୀଵ                   (2) 

o Hamming distance [10][18]    

        H(P,C)  = k – (i=1,k)pi•ci –  (i=1,k)(1-pi)•(1-ci)   (3) 

o Absolute distance [18] 

         d(P,C)= ∑ ௜݌| െ ܿ௜|
௞
௜ୀଵ               (4) 

Here we chose to use the absolute distance divided by 

the feature values range specially that we are dealing 

with un-scaled discrete values not vectors, which is 

computed by: 

 Distance for Numeric features  

               di(P,C) = |pi – ci|/( pi + ci)              (5) 

 Distance for Symbolic features 

               di(P,C)= 0 if pi = ci    (6)  

                          = 1 otherwise 

From equations (5) and (6) we can say that  

        Sim( pi,ci)= 1- di         where   0≤Sim( pi,ci) ≤1              (7) 

The next step is to calculate feature i weight. The feature 
weight may be calculated using many ways for example 
the distance inverse but this way will be a problem if the 
feature values were equal which means that the distance 
will be zero. Here we used the inverse of the squared 
standard deviation; as the standard deviation represents a 
sample of the whole feature values population and is a 
measure of how widely values are dispersed from the 
average value. In this case of feature values equality the 
weight is discarded and the feature similarity value will 
equal 1. We here calculated the weight using equation 
(8). 

   wi= 1/σ(i)2            (8) 

The last step is to calculate case P and case C similarity 
using equation (1), and to check its value relating to a 
threshold value α according to our Real-See algorithm in 
figure (3). 

In figure (3), a received case P is retained as long as its 
similarity value relative to case C is not above α. As the 
result we get a set Q of retained cases as: 

Q ={P Є Mn | Sim(P,C) ≤ α} 

Where Mn is the received cases and Sim (P, C) denotes 
the degree of similarity of C respect to P. The elements 
in Q along with their similarity scores are delivered to 
the receiver engine case-base for to be retained. 

Retrieve 

Case 1 

Case m1 

 

Case 
Comparator 

 

Engine 1 

Engine 2 

Engine  N 

Receiver 
Engine 
Case-
base 

Restore Case 1 

Case m2 

Case 1 

Case mn 

(1) 








k

1i
wi

)ci,p( i(sim
k

1i
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)C,P(similarity
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But what happened to the cases its similarity value 
relative to C is above α? Shall we decline them or what? 
Here in our model we tried to make use of the case goal. 

 

 

For i=1 to n 

Do  for j=1 to Mn 

   

 

 

 
 

 If  similarity (Cij,C) ≤ α      Then case stored 

      Else 

        If  G(Cij) !G(C)     Then case stored 

           Else 

              If  G(Cij)G(C)  && P(Cij)>P(C)  Then case stored 

                 Else    Cij  to be discarded 

               Endif 

          Endif 

Endif 

 

Till now similarity metrics depends on the case 
description. In our model this means to decline cases 
similar to the retrieved ones. So we tried to apply the 
similarity metrics on the case goals, if case P similarity 
value relative to case C is above α  (α=0.5) the case 
comparator will compare case P and case C goals 

But to calculate the goal similarity we first need to check 
the similarity of its parts. If there is a similarity we can 
express it by one else by zero. The calculated similarities 
is then applied in equation (9)                                  

MoS= ૚
ࡾ

∑ ࢏࡮
ࡾ
ୀ૚࢏             (9) 

Where Bi represents the predicate i of the goal, R is the 
number of predicates used in similarity calculation and 
MoS represents the arithmetic mean of the predicates 
similarities and we used it as the goal similarity. We can 
then evaluate the mean of similarities (Mos) using 
equation (10) 

     

Goal similarity = 

 

If it found a goal match and case P performance is 
greater than case C performance, case P will be stored 
otherwise case P is declined. But if there was no goal 
match case P will be stored. We will explain it clearly in 
the next section with real picked cases. 

4. Testing Real-See Model on Real Cases 
 

                       Fig.4 Glest – 3D RTS game 

For more explanation we needed to test the Real-See 
algorithm on some real cases. We selected a 3D RTS 
game called Glest figure (4) to pick up some cases of it 
to go one with our algorithm testing. 

 

 

 Example 1: We first chose a stored case called the 
three towers (case C) to compare it with a received 
case called defend the castle (case P). In the next five 
steps we calculated the similarity between the two 
cases using 14 features (table 1) to representing each 
case.   

                   

 The first step is to calculate feature i similarity. So 
we calculated the absolute distance using 
equations (5) and (7). 

 

 The second step is to calculate feature i weight  
using equation (8). 

 The third step is to calculate the similarity 
between case P and C using equation (1).  

We can notice from table (2) that the features of value 
zero in both cases are discarded and were not contributed 
in the calculation, as it has no effect on the similarty 
degree which can finally  be calculated as following: 

                 Similarity (P,C)= 3.066/6.732=0.456 








y

1x
w x

)Cx,)C( x(sim
y

1x
w x

)C,C(similarity

ij

ij

Fig.3 Real-See algorithm 

Real-See Algorithm 

Not Similar    MoS≤ ½ 

Similar            MoS> ½ 

(10) 
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Table 1: The data set of Three_Towers 

 and Destroy_Villag cases erepresenting14 features. 

Features Three_Towers 
( Case C) 

Defend the Castle 
(Case P) 

R
es

ou
rc

es
 Gold 200 500 

Wood 200 500 

Stone 250 500 

Food  0 50 

# 
of

 E
n

em
y 

U
n

it
s 

Castle 0 2 

defense_tower 2 1 

Worker 0 0 

Swordman 0 0 

Archer 3 2 

Guard 0 0 

Cow 0 0 

battle_machine 0 1 

 
 

Armor 30 15 

Sight value 5 2 

 

 The fourth step is to check the result of the previous 
similarty equation according  to the Real-See  
algorithm. From which we can see that the  
Sim(P,C)<=0.5 which means that the received case 
(defend the castle) similarity to the stored one (the 
three towers ) is week and that the recevied case will 
be stored in the receiver engine case-base. 

 

 The last step is to pick the next new received case 
and start over from the first step. 

 

 Example 2: To be sure of the results we had to repeat 
the previous steps on another new received case called 
tower_of_souls table (3) and table (4). 

 

              Similarity (P,C)= 7.226/10.541=0.686 

 

 
 

 

 

 

 

 

 

Table 2: Three_Towers and Destroy_Villag cases similarity calculations 
 

 

Table 3: The data set of Three_Towers and Tower_of_Souls cases 
erepresenting14 features. 

Features 
Three_Towers 

( Case C) 
Tower_of_Souls 

(Case P) 

R
es

ou
rc

es
 Gold 200 3000 

Wood 200 300 

Stone 250 1000 

Food  0 60 

# 
of

 E
n

em
y 

U
n

it
s 

Castle 0 2 

defense_tower 2 1 

Worker 3 1 

Swordman 1 2 

Archer 2 3 

Guard 1 2 

Cow 0 0 

battle_machine 0 0 

 Armor 30 20 

Sight value 5 15 

  

C P di(P,C) 
Sim 
( pi,ci) 

wi 
wi* 
Sim( pi,ci) 

200 500 0.429 0.571 2.222E-05 1.26984E-05 

200 500 0.429 0.571 2.22222E-05 1.26984E-05 

250 500 0.333 0.667 0.000032 2.13333E-05 

0 50 1 0 0.001 0 

0 2 1 0 0.5 0 

2 1 0.333 0.667 2 1.333333333 

0 0 Discarded Discarded Discarded Discarded 

0 0 Discarded Discarded Discarded Discarded 

3 2 0.2 0.8 2 1.6 

0 0 Discarded Discarded Discarded Discarded 

0 0 Discarded Discarded Discarded Discarded 

0 1 1 0 2 0 

30 15 0.333 0.667 0.009 0.005925926 

5 2 0.429 0.571 0.222 0.126984127 

Sum 6.732 3.066 
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Table 4: Three_Towers and Tower_of_Souls cases similarity 
calculation 

 

 
From table (4) we can see that the  Sim(P,C)>0.5 Which 
means that the received case (tower_of_souls) and the 
stored one (the three towers ) are so similar and that the 
recevied case will not be stored in the receiver engine 
case-base till the goal and performance similarities 
according to our  algorithm is checked as following. 
o The three towers goal is 

 

winner (player):- 
Objective (“destroy_towers”), 
towercount (0).   

o The tower_of_souls goal is    

 

winner (player):- 
 Objective (“defend_from_attack”), 
 unitcount (0),     
 towercount (1). 

To check the similarity of the cases goals we first need to 
check the similarity of its parts see table (5). 
   

 

 

After that using equation (9), the MoS value is 
calculated and then evaluated according to equation 
(10). 

                      MoS = ૚
૜

∑ ሼ૙, ૙, ૚ሽ૜
ୀ૚࢏ = 1/3 

 

   Goal similarity = 

 

Finally from equation (10) we founded out that the 
three towers case goal is not similar to the 
tower_of_souls case goal, but as we mentioned before 
that the three towers case is similar to the 
tower_of_souls case. So from all the previous and 
according to the Real-See algorithm we can conclude 
that the tower_of_souls case will be stored in the 
receiver engine case based. 

 Example 3: to test the last case of Real-See algorithm 
the performance value comparison, we used a stored 
case called duel and a new received case called 
tough_battle in table (6). 
 

Table 6: The data set of duel 
and tough_battle cases  erepresenting14 features. 

 

Features 
Duel 

(Case C) 

Tough_battle 

( Case P) 

R
es

ou
rc

es
 Gold 2000 500 

Wood 300 400 

Stone 1500 1000 

Food 30 60 

# 
of

 E
n

em
y 

U
n

it
s 

Castle 0 0 

defense_tower 0 0 

Worker 2 3 

Swordman 2 3 

Archer 0 0 

Guard 1 2 

Cow 0 0 

battle_machine 1 3 

 
Armor 10 40 

Sight value 15 10 

 
 
 
 

C P di(P,C) Sim( pi,ci) wi 
wi* 

Sim( pi,ci) 

200 3000 0.875 0.125 2.551E-07 3.189E-08 

200 300 0.2 0.8 0.0002 0.0002 

250 1000 0.6 0.4 3.555E-06 1.422E-06 

0 60 1 0 0.0006 0 

0 2 1 0 0.5 0 

2 1 0.333 0.667 2 1.333 

3 1 0.5 0.5 2 1.6 

1 2 0.333 0.667 2 1.333 

2 3 0.2 0.8 2 1.6 

1 2 0 1 2 1.333 

0 0 discarded discarded discarded Discarded 

0 0 discarded discarded discarded Discarded 

30 20 0.2 0.8 0.02 0.016 

5 15 0.5 0.5 0.02 0.01 

Sum 10.541 7.226 

 Three towers goal Tower_of_souls goal Similarity(s) 

P1 
Objective 

(“destroy_towers”) 
Objective 

(“defend_from_attack”) 
No 0 

P2 Missing unitcount (0) discarded  

P3 towercount (0) towercount (1) No 0 

P4 winner (player) winner (player) yes 1 

Table 5: goal similarity calculation 

Not Similar      MoS≤ ½ 

Similar           MoS> ½ 

(10) 
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Table 7: Duel and Tough_battle cases similarity calculations 
 

 

Similarity (P,C)=4.849/6.585=0.73654 

From table (7) we can see that the  Sim(P,C)>0.5 Which 
means that the received case (tough_battle) and the 
stored one (duel ) are so similar and that the recevied 
case will not be stored in the receiver engine case-base 
till the goal and performance similarities according to 
our  algorithm is checked . 

As in example 2 we will check the duel and tough_battle 
cases goal similarities as following:  

o The duel goal is 

winner (player):- 

objective (“defend_from_attack”), 

unitcount (0). 
 

o The tough_battle goal is  

  winner (player):- 

       Objective (“defeat_enemy”), 

unitcount (0). 

To check the similarity of the cases goals we first need to 
check the similarity of its parts see table (8) 

 

Table 8: Goal Similarity Calculation  

 

After that using equation (9) the MoS value is calculated 
and then evaluated according to equation (10) 

MoS = ૚
૜

∑ ሼ૙, ૚, ૚ሽ૜
ୀ૚࢏ = 2/3 

 From equations (9) and (10) we can see that the duel 
case goal is similar to the tough_battle case goal, we also 
mentioned before that the duel case is similar to the 
tough_battle case. From this and according to Real-See 
algorithm we can definitely say that we need to check the 
last case of our algorithm the performance value case.  

Suppose that the performance of duel case is 0.63 while 
the performance of the tough_battle case is 0.7 this 
means that the received tough_battle case will be stored 
in the engine case-based.  And after storing the case, the 
case comparator will start over again from the first step 
with a new received case.  

5. Conclusions  

 In this paper, we have presented an experience 
exchanging model to improve the performance of RTS 
game engines through exchanging experiences of facing 
new un-programmed opponent scenarios. Our model is 
based on the game case-based reasoning system specially 
on adding new cases to it. New cases are sent by other 
engines that faced new opponent scenarios and beat them 
to help the engine dealing with these scenarios if it faces 
them in the future. We believe this will reveal game 
players from downloading a new engine of the game and 
loosing their saved stages. 

Our main priority here was to be sure that these received 
cases are all new to the system and have no matching 
cases in the game CBR. In order to do that we also 
introduced an algorithm which we call Real-See to check 
the similarity of these received cases to the stored ones. 
This algorithm is not concentrating on the case 
description only but on the case goal and performance 
too. We tested the Real-See algorithm on real picked 
cases from 3D-Glest RTS game and it performed well. 

 

C P di(P,C) Sim( pi,ci) wi 
wi* 

Sim( pi,ci) 

2000 500 0.6 0.4 8.88889E-07 3.55556E-07 

300 400 0.143 0.857 0.0002 0.0002 

1500 1000 0.2 0.8 0.000008 0.0000064 

30 60 0.333 0.667 0.002 0.002 

0 0 Discarded Discarded Discarded Discarded 

0 0 Discarded Discarded Discarded Discarded 

2 3 0.2 0.8 2 1.6 

2 3 0.2 0.8 2 1.6 

0 0 Discarded Discarded Discarded Discarded 

1 2 0.333 0.667 2 1.333 

0 0 discarded Discarded Discarded discarded 

1 3 0.5 0.5 0.5 0.25 

10 40 0.6 0.4 0.002 0.001 

15 10 0.2 0.8 0.08 0.064 

Sum 6.585 4.849 

 Duel Goal Tough_Battle Goal Similarity(S) 

P1 Objective 
 (“defend_from_attack”) 

Objective 
 (“defeat_enemy”) 

No 0 

P2 unitcount (0). unitcount (0). Yes 1 

P3 winner (player) winner (player) Yes 1 
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Future Work 

In the future we plan to pursue several future researches   
on the case-based situation assessment depending on 
Real-See algorithm and whether it helps to enlarge the 
case-based or to shrink it. We also will try to introduce 
an implementation of the Real-See algorithm in both 
Glest and Waragus open-source real time strategy games. 
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Abstract 
The aim objective of this present study is to identify the most 
influencing constant parameters of Two Source Energy Balance 
(TSEB) Model over irrigated olive orchard in semi-arid area. 
TSEB (Norman et al. 1995) has been based on surface 
radiometric temperature, Priestley-Taylor estimation of canopy 
latent heat, climatic forcing and partitioning energy to double 
sources (canopy and soil) according parallel resistances network. 
Sensitivity analysis by approach One-Factor-At-A-Time (OAT) 
was been studied using Eddy Covariance ground measurements 
data collected during SUDMED Project in Agdal site, Marrakech, 
Morocco (2003). Data include surface energy fluxes, 
meteorological inputs and vegetation parameters related to olive 
orchard. OAT consists in modifying each input parameters of the 
model by ±10% around its initial value. The effect of each 
operated modification is analyzed on four outputs of the model 
(i.e: Net radiation, latent heat, sensible heat and soil heat), using 
variation rate and sensitivity index. The input parameters data 
such as Leaf Area Index (LAI), Priestley-Taylor constant (αp), 
and fraction of LAI that is green (fg) have successively a 
percentage variation of 18.4%, 15.1%, and 15.1% shown to have 
the greatest impact on the TSEB estimate of the fluxes. 
Thus, the results obtained give a fairly clear idea of the most 
important entrances of TSEB. They can guide the user through 
the calibration process and also in collecting experimental data. 
Keywords: TSEB Model, Sensitivity analysis, One-Factor-At-
A-Time, Sensitivity index, percentage of variation. 

1. Introduction 

All models describing biophysical phenomenon depending 
on two kind of uncertainty: First one is due to a system 
description and second is due to model parameters which 
estimated through experimental data (Ratto et al., 1996). 
The values of parameters influence seriously prediction 

even correct biophysical description (Ratto et al., 1996). 
The coherence between model and its biophysical system 
is essential and is evaluated by sensitivity analysis (Saltelli 
et al., 1999). The sensitivity and the variation level of 
output versus constant uncertainties are must be known. 
Sensitivity analysis permit us to evaluate all constant 
parameter effect on model result to classify them 
according to their sensitivity level (Saltelli et al., 2000), 
and to tune parameters at the time of determination on 
experiment (Jolicoeur, 2002). This paper highlight the 
model description used for this study in section 2, while 
section 3 describe the sensitivity analysis method, and 
section 4 presents results of sensitivity analysis. 
Conclusion and perspectives are presented in section 5. 

2. Brief description of TSEB Model  

TSEB Model is based on energy balance closure using 
surface radiometric temperature, vegetation parameters 
and climatic data. TSEB outputs surface turbulent fluxes, 
and temperatures of canopy and soil. The version 
implemented in this study basically follows what is 
described in appendix A as the “parallel resistance 
network”. As such, the model implemented is described in 
detail in (Norman et al. 1995, Kustas et al. 1999).  

3. Sensitivity analysis Method 

The main goal of this study is to identify among input 
parameters the most sensitive to model outputs; (i.e: those 
for which a little variation may involve a great change in 
model result, (Saltelli et al., 2000b). Screening Designs 
method of sensitive analysis is utilized here under 
technique of OAT (Rody Félix, Dimitri Xanthoulis; 2005), 
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which identify among input parameters whose contribute 
more to variability of 4 output model: Net radiation, latent 
heat, sensible and soil heat. 
 

3.1 One-Factor-At-A-Time (OAT) method 

OAT is the simple technique of Screening Designs (SD) 
method to carry out a sensitivity analysis. It consists to 
identify most sensitive parameter among those may be 
affecting model output (Nearing et al., 1990). SD is 
efficient when a model has several input parameter 
(Jolicoeur, 2002). To assess the impact of  errors or 
variation 
±10% around base input value, a sensitivity analysis of 
TSEB model was performed by computing relative 
variation rate Vr(p) and sensitivity index SI(p). The effect 
of each operated modification is analyzed on 4 outputs of 
the model (i.e: Net radiation, latent heat, sensible heat and 
soil heat), using variation rate and sensitivity index. 
The relative variation rate Vr(p), and sensitivity index, 
SI(p) of a model flux estimate, in a parameter p, can be 
expressed as 

 

 
 
where SI is the sensitivity index of model output ; E1 the 
initial input parameter ; E2 the tested input value 
(e.g :±10% modification lag); Emoy average between E1 
and E2; S1, S2 are respectively the outputs corresponding 
to E1 and E2; 
Smoy is the average between S1 and S2. 
 
This index provides a quantitative basis for expressing the 
sensitivity of model outputs versus the input variables. A 
sensitivity index equal to  unity  indicates that the rate of 
variation of a given parameter causes the same rate at the 
outputs, but a negative value indicates that the inputs and 
outputs vary in opposite directions. The index in absolute 
value is greater then its impact of a given parameter which 
might have on a specific output. 
The model outputs are treated as follows: 
1- In fact, the change of each input variable by ±10% 
produces two values for each selected outputs. From these 
two introduced input values, the greatest variation at a 
given output is used to calculate its sensitivity index (SI). 
2- A percentage change (Favis-Mortlock, Smith, 1990) 
and a sensitivity index (Jolicoeur, 2002) are calculated for 
each output selected above by  
previous formulas: 

Generally, factors screening may be useful as a first step 
when dealing with a model containing several no 
identified parameters. These parameters have often a 
significant effect on the model output. Screening 
experiment are used to identify the subset of factors that 
controls most of the output variability with a relatively low 
computational effort. This economical method tends to 
provide qualitative sensitivity measures, (i.e: it ranks the 
input factors in order of importance, but do not quantify 
how much a given factor is more important than another. 

4. Results and discussion 

4.1 Overview 

The input parameters used in this sensitivity analysis are 
the Priestly-Taylor  constant (αp), the leaf area index 
(LAI), the fraction of the LAI that is green (fg), the 
fraction of the soil net radiation (cg), the canopy height (h), 
the mean leaf size (s) is given by four times the leaf area 
divided by the perimeter, the surface emissivity  (ε), and 
the surface albedo (α). After modifying alternately each 
model input of datasets mentioned above by -10% 
and+10% around its initial value, we analysis only 
percentage greater than 0.5%.    Such inaccuracies can be 
derived either from some variability inherent in any 
consideration or measurement on field.  A total of 6983 
simulation is performed on the semi-hourly data set 
obtained from SUDMED Project (The fall year 2003). 
Each simulation performed here takes into account the 
change only one input relative to the overall model 
parameters. The effect of each change made is analyzed in 
the four model outputs (i.e: Sensible heat (H), Latent heat 
(LE), Net radiation (Rn) and Ground conduction heat (G)). 

4.2 Sensitivity of sensible heat (H) 

Input parameters modification produce variation rate from 
0.7% to 32.6% on sensible heat. LAI, αp and fg are the 
most sensitive parameter on this output (fig.1). They 
produce variation respectively of 32.59%, 23.55% and 
23.55%. Sensible heat accuse sensitivity index 
respectively of -3.4 to -2. It is most sensitive to LAI with -
3.4 as negative sensitivity index. This analysis indicates 
that high uncertainties on these inputs may falsify 
seriously results of sensible heat. Indeed, it’s clear that 
when vegetation is developing then LAI is increasing and 
the sensible heat is decreasing (i.e: negative sensitivity 
index) because vegetation play a role of shock-absorber. 
Therefore vegetation play a role of shock-absorber, then 
reduce considerably soil sensible heat with variation rate 
100% (SI=-21) and also soil heat stock (14.4% with SI=-
1.28 (fig.1)). However, this case is occurred during 
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development phase of olive trees (e.g: during July, August, 
and September). That is why LAI is related strongly to 
development phase and has an important influencing in 
sensible heat especially its soil component. 
For the case of the olive, LAI don’t vary too much during 
seasons. Sensible heat is also sensitive to fg and αp with 
23.59% of variation (SI=-2). These parameters reduce 
considerably canopy sensible heat. fg represents the green 
fraction of vegetation and it’s increasing play in the 
opposite direction to total sensible heat especially in the 
soil contribution. 

4.3 Sensitivity of sensible heat (LE) 

Figure 2 indicate that LAI, fg, and αp are the important 
input for latent heat. LAI produce a variation rate of 
8.13%, fg and αp are 6.67% with sensitivity index 
respectively of 0.74 and 0.65 for input. We observe that 
sensitivity index is negative for emissivity, albedo, cg and 
s. It means that these parameters vary inversely to total 
latent heat input. Note well that LAI is also the most  
sensitive factor on output. We have the same 
ascertainment then for total sensible heat  varies inversely. 
On TSEB, LAI play an important role in fractional cover 
vegetation. It’s sensitivity index is positive then it confirm 
a good influence in evapotranspiration and evolves both in 
the same direction. However, any doubt measurements or 
uncertainties in LAI index cause some errors in latent heat. 
Moreover, fg and αp are the same influencing in 
evapotranspiration like LAI. 
 
4.4 Sensitivity of net radiation (Rn) 

Net radiation undergoes only the both influence of surface 
emissivity and albedo having variation rate respectively of 
2.9% and 1.6% with negative sensitivity as -0.29 and -
0.15. It indicates that these parameters evolve inversely 
effect to net radiation. Net radiation depends also on 
climatic variables as long wave, short wave and 
radiometric temperature. However, inaccuracies intricate 
always on this output, cause errors can occur on these two 
parameters. In effect an uncertainty of 10% on albedo and 
emissivity cause only a variation of 1 to 3% at the outlet 
(Fig.3). 
 
4.5 Sensitivity of soil conduction heat (G) 

Entries LAI, α and ε affect G respectively with a variation 
rate of 14.4%, 2.9% and 1.6% with negative sensitivity 
indices as respectively -1.28, -0.29 and -0.16 (Fig.4). LAI 
is the most influential parameter on G as it is normal and 
consistent with what we saw previously, because the index 
indicates the leaf area cover and play a role of shock-
absorber. The sensitivity is negative, then it means more 
vegetation is growing the radiation received by the ground 

is lower and the higher the ground stock heat decreases. In 
fact, it seems natural that the LAI has this influence on the 
stock to heat in the soil because it is one of the main 
parameters that control the level of heat storage in the soil. 
Uncertainty on this entry could have some imprecision on 
G which unfortunately is poorly estimated by the model. 
 
 
 
 
 
4.6 Comparison of changes in TSEB surface fluxes 

An average variation determined for the 4 outputs 
considered and for each entry shows that LAI is the most 
important parameter with an average change produced 
approximately 18.4%. It is followed by αp and fg whose 
variations are 15.1%. Globally changes in other inputs 
have little influence on model outputs (Fig. 5). Comparing 
the results of the sensitivity analysis obtained shows a 
certain similarity in the sensitivity of the four outputs 
selected with the variation of model inputs of ± 10% from 
their initial value. 

5. Conclusions and perspectives 

The sensitivity analysis of TSEB model has been applied 
using One-Factor-At-A-Time (OAT) which is a typical 
screening designs to assess all constant parameter effect 
on model result and to classify them according to their 
sensitivity level. Although simple, easy to implement  and 
computationally cheap, the OAT methods have a 
limitation in that they do not enable estimation of 
interactions among factors and usually provide a 
sensitivity measure that is local.  Input parameters used in 
this sensitivity analysis are the Priestly-Taylor  constant 
(αp), the leaf area index (LAI), the fraction of the LAI that 
is green (fg), the fraction of the soil net radiation (cg), the 
canopy height (h), the mean leaf size (s),  the surface 
emissivity  (ε), and the surface albedo (α). The input 
parameters data such as LAI, αp, and fg are successively 
(18.4%, 15.1%, and 15.1%) shown to have the greatest 
impact on the TSEB estimate of the fluxes. 
As a result, the sensitivity of the TSEB model output in H 
to uncertainties in LAI, αp and fg don’t exceeded 33% of 
its reference value. On the other hand, sensitivity of the 
TSEB model output in LE to these parameters 
uncertainties was generally less than 8% and not 
influencing Rn and G except for LAI which have 14% of 
uncertainties to G. 
The results of a sensitivity analysis should be handled with 
care, since the apparent sensitivity of a model for a given 
parameter depends on the importance, during the chosen 
period, the process that affects this parameter, itself linked 
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to environmental constraints and to the initial conditions. 
Thus, in this study, the results obtained give a fairly clear 
idea of the most important entrances of TSEB. They can 
guide the user through the calibration process and also in 
collecting experimental data. 

Appendix A 

TSEB Equations 
Soil and vegetation temperature contribute to the 
radiometric surface temperature in proportion to the 
fraction of the radiometer view that is occupied by each 
component along with the component temperature. In 
particular, assuming that the observed radiometric 
temperature, (Trad) is the combination of soil and canopy 
temperatures, the TSEB model adds the following 
relationship (Becker and Li, 1990) to the set of (Eqs 12 
and 13): 

 
    Trad(θ) = [f(θ). Tc4 + (1-f(θ)) . Ts4]1/4                     

(A.1) 
 

where Tc and Ts are vegetation and soil surface 
temperatures, and f(θ) is the vegetation directional 
fractional cover (Campbell and Norman, 1998). 
     
     f(θ) = 1 – exp(-0.5 LAI / cos(θ))                 (A.2) 

 
The simple fractional cover (fc) is as follows: 
 

            fc = 1 – exp (-0.5 LAI)                        (A.3) 
 

LAI is the leaf area index, and the fraction of LAI that is 
green (fg) is required as an input and may be obtained 
from knowledge of the phenology of the vegetation. 
 
The total net radiation Rn  (Wm-²) is  
 

   Rn = H + LE + G   (A.4) 
where H (Wm-²)  is the sensible heat flux, LE (Wm-²)  is 
the latent heat, and G (Wm-²)  is the soil heat flux. The 
estimation of total net radiation, Rn can be obtained by 
computing the net available energy considering the rate 
lost by surface reflection in the short wave (0.3/2.5µm) 
and emitted in the long wave (6/100µm): 
 
      Rn = (1- αs).SW + εs.LW – εs.σ.Trad4             (A.5) 

 
where SW (Wm-²)  is the global incoming solar radiation, 
LW (Wm-²)  is the terrestrial infrared radiation, αs is the 
surface albedo, εs is the surface emissivity, σ is the Stefan-
Boltzmann constant, Trad (°K) is the radiometric surface 
temperature. 

The estimation of soil net radiation, Rns can be obtained 
by 
 
     Rns = Rn exp(-Ks LAI / )               (A.6) 

 
where  ks is a constant ranging between 0.4 to 0.6 and  
is the zenithal solar angle. 
 
The  Rnc is the canopy net radiation as 
 
                                         Rnc= Rn- Rns           (A.7) 

 
where Rn is obtained using (A.4-5) and  is the solar 
zenith angle. The soil heat flux, G (Wm-²)  can be 
expressed as a constant fraction cg (≈0.35) of the net 
radiation at the soil surface by  

                   G = cg Rns                            (A.8) 
 

 The constant of cg (≈0.35) is midway between its likely 
limits of 0.2 and 0.5 (Choudhury et al 1987). The canopy 
latent heat LEc is given by Priestly-Taylor approximation 
(Priestly-Taylor. 1972). 
 

                           (A.9) 
 
where αp is the Priestly-Taylor  constant, which is initially 
set to 1.26 (Norman et al 1995; Agam et al 2010), fg  is 
the fraction of the LAI that is green, ∆ is the slope of 
saturation vapor pressure versus temperature curve, Γ is 
the psychrometer constant (e.g: 0.066 kPa C-¹ ). If no 
information is available on fg, then it is assumed to be 
near unity. As will become apparent later (A.9)   is only an 
initial approximation of canopy latent heat. 
If in any case LEc ≤ 0, then LEc is set to zero (i.e: no 
condensation under daytime convective conditions) 
The sum of the contribution of the soil and canopy net 
radiation, total latent and sensible heat is according to the 
following equations 
 

        Rns= Hs + LEs + G                    (A.10) 
 

         Rnc= Hc + LEc               (A.11) 
 

                      LEt = LEc+ LEs             
 (A.12) 

Where the subscript s and c designs soil and canopy. 
The TSEB model considers also the contributions from the 
soil and canopy separately and it uses a few additional 
parameters to solve for the total sensible heat Ht which is 
the sum of the contribution of the soil Hs and of the 
canopy Hc according to the following equations 
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                                     (A.13) 
 

                                
(A.14) 
 

                                             (A.15) 
 

Where ρ (Kg.m-3) is the air density, Cp is the specific heat 
of air (JKg-1 K-1), Ta (°K) is the air temperature at certain 
reference height, which satisfies the bulk resistance 
formulation for sensible heat transport (Kustas et al, 2007). 
Ra (sm-¹) is the aerodynamic resistance to heat transport 
across the temperature difference that can be evaluated by 
the following equation (Brutsaert, 1982): 
 

                     
(A.16) 

 

Where   is the height of air wind measurements,  is 
the wind friction velocity, do (m) is the displacement 
height, Z0,H is a roughness parameter (m) that can be 
evaluated as function of the canopy height (Shuttleworth 
and Wallace, 1985), k is the von Karman's constant (≈0.4), 
ΨH is the diabatic correction factor for heat is computed 
(Paulson, 1970): 
 

                    (A.17) 
 

Where  is a universal function for heat defined by: 
(Brutsaert, 1982; Paulson, 1970) 
 

                               (A.18) 
 
The term ξ is dimensionless variable relating observation 
height Z, to Monin-Obukhov stability Lmo.     
Lmo is approximately the height at which aerodynamic 
shear, or mechanical, energy is equal to buoyancy energy 
(i.e: convection caused by an air density gradient). It is 
determined from 

                        (A.19) 
 

Where ρ (Kgm-3) is the air density, Cp is the specific heat 
of air (JKg-1 K-1), Ta (°K) is the air temperature at certain 
reference height, H is a sensible heat flux, LE is a latent 
heat flux, and  λ  is the latent heat. 

Friction velocity is a measure of shear stress at the surface, 
and can be found from the logarithmic wind profile 
relationship: 

                           (A.20) 

Where Ua is the wind speed and  is the diabatic 
correction for momentum. 
 
 The Rs (sm-1) is the soil resistance to the heat transfer 
(Goudrian, 1977; Norman et al 1995; Sauer et al 1995; 
Kustas et al, 1999), between the soil surface and a height 
representing the canopy, and then a reasonable simplified 
equation is: 
 

                                                  
(A.21) 
 
Where a’ = 0.004 (ms-1) , b’ = 0.012  and Us  is the 
wind speed in (ms-1) at a height above the soil surface 
where the effect of the soil surface roughness is minimal; 
typically 0.05 to 0.2 m. These coefficients depend on 
turbulent length scale in the canopy, soil surface 
roughness and turbulence intensity in the canopy and are 
discussed by (Sauer et al. 1995). If soil temperature is 
great than  air temperature the constant a’  becomes a’=c 
.(Ts-Tc)(1/3) with c=0.004 
  
 Us is the wind speed just above the soil surface as 
described by (Goudriaan 1977): 

          (A.22) 
 
Where the factor (a) is given by (Goudriaan 1977) as 
 

                            (A.23) 
 

The mean leaf size (s) is given by four times the leaf area 
divided by the perimeter. 

 is the wind speed at the top of the canopy, given by:   

                                              (A.24) 
 

Where Ua is the wind speed above the canopy at height Zu 
and the stability correction at the top of the canopy is 
assumed negligible due to roughness sublayer effects 
(Garratt, 1980; Cellier et al, 1992). 
 

TSEB implementation and algorithm 
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The TSEB model is run with the use of ground thermal 
remote sensing and meteorological data of Agdal site 
during 2003. Some model constant parameters are 
supposed invariable along time such as the Priestly-Taylor  
constant αp, albedo, emissivity, leaf area index (LAI), the 
fraction of the LAI that is green (fg) , leaf size (s), the 
vegetation height and a constant fraction (cg) of the net 
radiation at the soil surface. These considerations are 
certainly some consequences on model results according 
to seasons.  The Priestly-Taylor  constant αp  is fixed to 
1.26  (McNaughton and Spriggs 1987).  The albedo, value 
of 0.11 is an annual averaged measured with CNR1, and a 
surface emissivity of 0.98, the leaf area index (LAI) is 
equal to 3 (Ezzahar et al, 2007).  The fraction of LAI (fg) 
that is green is fixed to 90% of vegetation (i.e: 10% of 
vegetation could be considered no active). The mean leaf 
size (s), is given by four times the leaf area divided by the 
perimeter (s=0.01). The average height of the olive trees is 
6 meters. The fraction  of the net radiation at the soil 
surface is fixed to cg=0.35. 
Sensible and latent heat flux components for soil and 
vegetation are computed by TSEB , only in the 
atmospheric surface layer instability. Note that the storage 
of heat within the canopy and energy for photosynthesis 
are considered negligible for the instantaneous 
measurements. The total computed heat flux components 
are then from equations (A.5-8). 
The canopy heat fluxes are solved by first estimating the 
canopy latent heat flux from the Priestley-Taylor relation 
(A.9), which provides an initial estimation of the canopy 
fluxes, and can be overridden if vegetation is under stress 
(Norman et al., 1995). Outside the positive latent heat 
situation, two cases of stress occur, when the computed 
value for canopy (LEc) or soil (LEs) latent heat become 
negative which are an unrealistic conditions.  
In the first case, the normal evaluation procedure is 
overridden by setting (LEc)  to zero and the remaining 
flux components are balanced by (A. 1-10-11-13-15). But 
in the second case, (LEs) is recomputed by using specific 
soil Bowen Ratio determined by �=Hs/LEs  and flux 
components are next balanced by (A.1-10-11-13-15). 
In order to solve (A.15) additional computations are 
needed to determine soil temperature, and the resistance 
terms Rah and Rs but as will become apparent, they must 
be solved iteratively. Soil temperature is determined from 
two equations: one to relate the observed radiometric 
temperature to the soil and vegetation canopy temperature, 
and another to determine the vegetation canopy 
temperature. The composite temperature is related to soil 
and canopy temperatures by (A.1). The resistance 
components are determined from (A.16), for Rah and the 
following equation (Sauer et al., 1995) for Rs (A.18).  

To complete the solution of the soil heat flux components, 
the ground stock heat flux can be computed as a fraction 
of net radiation at the soil surface (A.8). 
Applying energy balance for the two source flux 
components resolves the surface fluxes, which cannot be 
reached directly because of the interdependence between 
atmospheric stability corrections, near surface wind speeds, 
and surface resistances (A.16-17). In these equations, the 

stability correction factors  and ΨH depend upon the 
surface energy flux components H and LE via the Monin-
Obukhov roughness length Lmo.  
TSEB computation for solving the surface energy balance 
by ten primary unknowns and ten associated equations 
(Table.1), needs an iterative solution process by setting a 
large negative value to Lmo (i.e: in  highly unstable 
atmospheric conditions). This permits an initial set of 
stability correction factors ΨM and  ΨH to be computed. 
Computed iteration is repeated until Lmo converges. 
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Fig.1: Parameters influencing on Sensible heat 

 

Legend : 

SIH: Sensitivity Index of sensible 

heat 

VH:  Variation rate of sensible heat 

αp: Priestly-Taylor  constant 

LAI: Leaf area index 

fg:  Fraction of the LAI that is green 

Cg: Fraction of the soil net 

radiation 

Height: Canopy height 

S: Mean leaf size 

ε : Surface emissivity 

α : Surface albedo 
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Fig.2: Parameters influencing on Latent heat 

 

Legend : 

SILE: Sensitivity Index on Latent 

heat 

VLE: Variation rate on Latent heat 

αp: Priestly-Taylor  constant 

LAI: Leaf area index 

fg:  Fraction of the LAI that is green 

Cg: Fraction of the soil net 

radiation 

Height: Canopy height 

S: Mean leaf size 

ε : Surface emissivity 

α : Surface albedo  

 

Fig.3: Parameters influencing on Net Radiation

 

Legend : 

SIRn: Sensitivity Index on Net 

Radiation 

VRn: Variation rate on Net Radiation 

αp: Priestly-Taylor  constant 

LAI: Leaf area index 

fg:  Fraction of the LAI that is green 

Cg: Fraction of the soil net 

radiation 

Height: Canopy height 

S: Mean leaf size 

ε : Surface emissivity 

α : Surface albedo  

Fig.4: Parameters influencing on soil conduction heat

 
Legend : 

SIG: Sensitivity Index on soil 

conduction heat 

VG: Variation rate on soil conduction 

heat 

αp: Priestly-Taylor  constant 

LAI: Leaf area index 

fg:  Fraction of the LAI that is green 

Cg: Fraction of the soil net 

radiation 

Height: Canopy height 

S: Mean leaf size 

ε : Surface emissivity 

α : Surface albedo  
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Fig.5: Global average variation of TSEB outputs  

Legend : 

αp: Priestly-Taylor  constant 

LAI: Leaf area index 

fg:  Fraction of the LAI that is 

green 

Cg: Fraction of the soil net 

radiation 

Height: Canopy height 

S: Mean leaf size 

ε : Surface emissivity 

α : Surface albedo  
 

 

 

 
Fig.7: Algorithm of TSEB Model

 

Table.1: 11 Unknowns Variables of TSEB Model and associated 

formulae 

 

Unknown variable Formula 

Rn Rn = (1- αs).SW + εs.LW – εs.σ.Trad4 

Rns Rns = Rn exp(0.9 ln(1-fc))   

Rnc Rnc= Rn- Rns  

G G = cg Rns 

Hc Hc = Rnc - LEc  

Hs 

  

LEc 

     

LEs LEs = Rns -Hs -G  

Tc 

  

Ts Trad (θ) = [f(θ) . Tc4 + (1-f(θ)) . Ts4]1/4 

fc fc = 1 – exp (-0.5 LAI) 
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Abstract. 

This paper presents a novel scheme for speed regulation/tracking 
of Switched Reluctance (SR) motors based on Higher-Order Slid-
ing-Mode technique. In particular, a Second-Order Sliding-Mode 
Controller (SOSMC) based on Super Twisting algorithm is devel-
oped. Owing to the peculiar structural properties of SRM, torque 
produced by each motor phase is a function of phase current as 
well as rotor position. More importantly, unlike many other mo-
tors the polarity of the phase torque in SR motors is solely deter-
mined by the rotor position and is independent of the polarity of 
the applied voltage or phase current. The proposed controller 
takes advantage of this property and incorporates a commutation 
scheme which, at any time instant, selects only those motor phases 
for the computation of control law, which can contribute torque of 
the desired polarity at that instant. This feature helps in achieving 
the desired speed regulation/tracking objective in a power effi-
cient manner as control efforts are applied through selective 
phases and counterproductive phases are left un-energized. This 
approach also minimizes the power loss in the motor windings 
thus reducing the heat generation within the motor. In order to 
highlight the advantages of Higher-Order Sliding-Mode control-
lers, a classical First-Order Sliding-Mode controller (FOSMC) is 
also developed and applied to the same system. The comparison 
of the two schemes shows much reduced chattering in case of 
SOSMC. The performance of the proposed SOSMC controller for 
speed regulation is also compared with that of another sliding 
mode speed controller published in the literature.  
Keywords— SR motor, sliding mode control, higher order sliding 
mode control, commutation, speed regulation/tracking control 

1. Introduction 

Switched reluctance motors have received considerable 
attention among the researchers due to its simple construc-
tion, rugged mechanical structure, and low cost driver elec-
tronics.  Because of the absence of any windings on the 
rotor, SR motor is very suitable for operations at high speed 
and/or at high temperatures [2]. SR motor is doubly salient 
machine, i.e. both stator and rotor have salient poles on 
their laminations. Torque is developed in the motor when 

rotor poles align with the excited stator poles.  Due to this 
particular nature of torque production, the phase torque is 
independent of the polarity of phase current and depends 
only upon the relative position of the rotor poles with re-
spect to the excited phase poles. For this reason, low cost 
unipolar power converters are used to drive SR motors. 
This fact also leads to a very important feature peculiar to 
this motor, i.e. unlike most of the other types of electrical 
motors, not all the phases of SR motor can produce the 
torque of the same polarity at any given rotor position. For 
example, in a 3-phase SR motor, there are certain rotor po-
sitions where only one phase can contribute the torque of 
the desired polarity whereas the torques produced by the 
other two phases are of opposite polarity. Thus energizing 
all 3-phases would lead to reduction in the net motor torque 
because of the cancellation among the phase torques. 
 
SR motors are usually operated in magnetic saturation to 
increase its output torque. Magnetic saturation and me-
chanical saliencies in SR motors make phase torque a 
highly non-linear function of phase current and rotor posi-
tion. Due to advancements in control theory, many nonlin-
ear control techniques such as artificial neural network, 
feedback linearization, sliding mode, back stepping, fuzzy 
logic, etc. have been explored in the literature for the con-
trol of SR motors. Hajatipour and Farrokhi [3] developed 
an adaptive intelligent control based on Lyapunov func-
tions. The proposed technique consists of two components; 
the first one approximates the load-torque, error in the mo-
ment of inertia and the coefficient of friction, the second 
component drives the system output to track the desired 
value. The speed controller does not require exact motor 
parameters and is shown to be robust against disturbances 
and uncertainties. Neural network torque estimator is used 
as a second controller in the proposed technique for torque 
ripple reduction. In [4], artificial neural network technique 
was also adopted in designing the speed controller of SR 
motor for regulation problem. The performance of the pro-
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posed controller was shown better than fuzzy logic and 
fuzzy logic PI controllers.  
 
Sliding-Mode control has been gaining popularity in con-
trol application due to its simple structure, inherent ro-
bustness and capability to control nonlinear systems [5]. 
John and Eastham [6], and Forrai et al [7] have used slid-
ing-mode control for SR motor to control speed but their 
research did not account for magnetic saturation of the 
motor. Sahoo et al. [8] has applied sliding-mode technique 
for direct torque control of SR motor. Nihat Inanc and 
Veysel Ozbular [9] proposed sliding mode control to mi-
nimize torque ripples in SR motor. The proposed controller 
was then used for speed regulation problem and its perfor-
mance was compared with conventional PI and fuzzy con-
trollers. It was shown that the proposed controller works 
well for reduction of low frequency oscillations.  Dynamic 
sliding mode controller (DSMC) has also been developed 
for SR motors [10]. The performance of DSMC has been 
compared with the conventional sliding mode controller. 
Both these controllers were shown to be robust against pa-
rameter and load torque variations; DSMC, however, had 
the advantage of reduced chattering. Chiag et al. [11] has 
applied sliding-mode control on synchronous reluctance 
motor for speed regulation problem. Tahour et al. [12] used 
the same technique for SR motor and compared its perfor-
mance with conventional PI controller. It was shown that 
the proposed controller outperformed the conventional one. 
This performance was further improved in [13] by intro-
ducing fuzzy sliding mode control in order to remove chat-
tering. The proposed scheme provides good transient re-
sponse. Chen et al. [14] used the idea of Gaussian radial 
basis function neural network and developed sliding mode 
controller for synchronous reluctance motor. The proposed 
technique was based on Lyapunov approach and steepest 
descent rule. With this technique, the chattering problem 
can be reduced.  
 
The conventional sliding mode technique has a chattering 
problem that can be evaded by introducing higher order 
sliding mode (HOSM) control [15]. HOSM has been suc-
cessfully applied for various engineering problems (see 
[16]-[19]; for example). Rain et al. [20] developed and im-
plemented a novel current controller for SR motor using 
HOSM technique for position control problem. The pro-
posed algorithm shows good dynamic response in handling 
parametric uncertainties and external disturbance. A similar 
work was also reported in ([21]-[22]) for stepper motor. To 
compensate uncertainties and modeling inaccuracies, an 
integral term was also augmented in the proposed scheme 
that was shown to be robust against unknown disturbances 
and parametric variations. Rashed et al. [23] applied 
HOSM on induction motor to achieve chattering free and 
decoupled control over motor speed and flux by incorporat-

ing stator phase resistance, rotor speed and load torque es-
timators. To see the performance of HOSM controller 
clearly, a test was conducted in [1] with conventional slid-
ing mode and PI controller on SR motor at different system 
parameters and unknown disturbances. It was found that 
HOSM has outperformed the conventional controllers with 
respect to chattering reduction and robustness. 
  
Two sliding-mode controllers are developed here for speed 
control applications, which incorporate a commutation 
scheme for selectively energizing motor phases in order to 
achieve power efficiency. The proposed designs use less 
power as compared to the conventional schemes where all 
phases are energized. Comparison of power losses is car-
ried out with [24] and [8].  
 
The paper is organized as follows:  Section -2 represents 
the dynamic model of the system, Section-3 discusses 
HOSM technique, Section-4 describes the important steps 
in controller design for regulation and tracking speed prob-
lems and Section-5 introduces the commutation scheme 
used in the proposed designs. Simulation results are ad-
dressed in Section-6 and finally Section-7 concludes this 
paper. 

2. Mathematical model of the system 

Before describing the details of controller design, the elec-
tro-mechanical model of an SR motor is described in a 
form suitable for the purpose. Although the proposed con-
trollers can be developed for any SR motor with arbitrary 
number of phases (a four phase motor schematic is shown 
in Fig. 1), for clarity of presentation and subsequent simula-
tions we consider a specific 3-phase commercial SR motor 
whose parameters are listed in Table-1 and its dynamic 
model is given by the following set of equations (see [1], 
[24] for a detailed explanation and derivation of the model):  

ௗఏ

ௗ௧
ൌ  ߱                       (1) 

ௗఠ

ௗ௧
ൌ  

ଵ

௃
 ሺ ௘ܶ െ ߱ ܤ െ ௅ܶሻ    (2) 

 

Fig. 1 Four-Phase SR motor with 8-Stator and 6-Rotor poles.  
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ௗ௜ೕ 

ௗ௧
 ൌ  ሺ 

డఒೕ൫ఏ,௜ೕ൯

డ௜ೕ 
 ሻ ିଵ   ൬ ݑ௝  െ ௝ܴ ௝݅ – ߱ 

డఒೕ൫ఏ,௜ೕ൯

డఏ
 ൰ (3)

     ݆ ൌ 1,2,3 
where  
 Rotor position  ߠ
߱  Angular velocity of rotor 
 Moment of inertia (rotor)  ܬ

௘ܶ  Total electromagnetic torque 
 Coefficient of friction  ܤ

௅ܶ  Load torque 

௝݅   Current in the jth phase 

 ௝  Flux linkages in jth phaseߣ

   .௝   Voltages of jth phaseݑ

 ௝ܴ  Resistance to the jth phase 

3. Higher Order Sliding Mode (HOSM) 

The basic idea behind sliding-mode control is to define an 
observable function of the system states, also called switch-
ing surface, and then to design a controller in such a way 
that trajectories in the state space are directed towards the 
switching surface or the hyper plane. Once the system 
states reach the hyper plane, it slides along the surface to-
wards the equilibrium point. In this technique the system’s 
behavior remains robust to certain parameter variations and 
unknown disturbances [25]. 
 
The higher-order sliding-mode (HOSM) technique extends 
the basic idea of sliding-mode by incorporating higher or-
der derivatives of the sliding variable. The addition of 
higher-order derivatives leads to a reduction in the undesir-
able chattering issue inherent in the sliding-mode technique 
while keeping the same robustness and performance as that 
of traditional sliding mode [26].  HOSM technique attains 
this quality due to the knowledge of the higher-order deriv-
ative terms of sliding variable. For example, for an nth order 
SMC; ݏ, ሶݏ , ሷݏ ݏ  ሺ௡ିଵሻ should be known to makeݏ … ൌ 0. To 
get the information about all these variables is a problem. 
However, this problem can be resolved with the help of 
super twisting algorithm. 
  
Super-Twisting algorithm has been used for chattering re-
duction with systems having relative degree one. This algo-
rithm does not demand any extra information about sliding 
variable and ensures that system trajectories twist around 
the origin in the phase portrait as shown in Fig. 2. This 
property makes it prominent to the other algorithms. 
Super twisting algorithm has been successfully applied and 
implemented on various engineering applications. Derafa et 
al. [27] used super twisting algorithm for altitude tracking 
of four rotors helicopter. The simulation results show that 

the proposed scheme performs well for stabilization, ro-
bustness and tracking, in addition of chattering reduction. 
In [28] super twisting algorithm was employed for fault 
detection and isolation problem of three tank system. It is 
verified through simulation results that the proposed algo-
rithm can significantly reduce the estimation error as well 
as chattering. In [29], the performance of super twisting 
algorithm was tested with other algorithm, so called twist-
ing algorithm on dc drive under uncertain parameters and 
load conditions. It was claimed that super twisting algo-
rithm, is best suited for real experiments subject to certain 
conditions. The super twisting algorithm based sliding 
mode observer was also investigated in [30] for sensorless 
speed control of permanent magnate synchronous motor. 
The simulation results show that the proposed scheme be-
haves well at low speed and is robust. The further detail of 
super twisting algorithm design is given in [1]. 

4. Controllers Design 

A speed controller is designed to minimize the speed 
error, i.e. 
                          ݁ሺݐሻ ൌ ߱ሺݐሻ െ ߱௥௘௙ሺݐሻ                      (4) 
where  ߱௥௘௙ሺݐሻ is the desired speed. In this section, we de-
velop speed controllers based on sliding-mode technique. 
The starting point is to define a sliding surface, which in 
our case is taken to be 
ݏ ൌ ሶ݁ ൅  (5)       ݁ߣ
An appropriate candidate for Lyapunov function is taken 

as ܸ ൌ
ଵ

ଶ
ଶ which would yield ሶܸݏ ൌ ሶ ݏݏ on differentiation   

where 
ሶݏ ൌ ሷ݁ ൅ ሶ ݁ߣ        (6) 
ሶݏ ൌ ሷ߱ ሺݐሻ ൅ ߣ  ሶ߱ ሺݐሻ െ ൫ ሷ߱ ௥௘௙ሺݐሻ ൅ ߣ ሶ߱ ௥௘௙ሺݐሻ൯   (7) 

ሶܸ ൌ ݏ ൬ ሷ߱ ሺݐሻ ൅ ߣ  ሶ߱ ሺݐሻ െ ቀ ሷ߱ ௥௘௙ሺݐሻ ൅ ߣ ሶ߱ ௥௘௙ሺݐሻቁ൰  (8) 

In order to find conditions which would guarantee   
ሶܸ ൏ 0, we begin by differentiating Eq. (2)  

ሷ߱ ൌ
ଵ

௃
 ቀ

ௗ ೐்

ௗ௧
െ  ܤ

ௗఠ

ௗ௧
െ

ௗ்ಽ

ௗ௧
ቁ    (9) 

 

Fig. 2 Evolution of Switching Surface during the super twist-
ing controller action; minimizing the error between reference 
signal and desired output signal. 

 

O 
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 ሷ߱ ൌ
ଵ

௃
 ൬∑

ௗ்ೕ൫ఏ,௜ೕ൯

ௗ௧
ଷ
௝ୀଵ െ ሶ߱ ܤ െ

ௗ்ಽ

ௗ௧
൰  (10) 

ሷ߱ ൌ
ଵ

௃
 ൬∑

డ்ೕ൫ఏ,௜ೕ൯

డ௜ೕ

ௗ௜ೕ

ௗ௧
ଷ
௝ୀଵ ൅ ߱ ∑

డ்ೕ൫ఏ,௜ೕ൯

డఏ
ଷ
௝ୀଵ െ ܤ ሶ߱ െ

ௗ்ಽ

ௗ௧
൰  

(11) 

Substituting (3) into (11) leads to: 
ሷ߱ ൌ

ଵ

௃
 ቆ∑

డ்ೕ൫ఏ,௜ೕ൯

డ௜ೕ
൬ 

డఒೕ൫ఏ,௜ೕ൯

డ௜ೕ 
 ൰

ିଵ

൬ ݑ௝  െଷ
௝ୀଵ

௝ܴ ௝݅ – ߱ 
డఒೕ൫ఏ,௜ೕ൯

డఏ
 ቁ ൅ ߱ ∑

డ்ೕ൫ఏ,௜ೕ൯

డఏ
ଷ
௝ୀଵ െ ሶ߱ ܤ െ

ௗ்ಽ

ௗ௧
൰

      (12) 
Which can be written in the following form suitable for the 
design of our proposed controllers discussed in the follow-
ing sections: 

ሷ߱ ൌ

ቆ∑
డ்ೕ൫ఏ,௜ೕ൯

డ௜ೕ
൬ 

డఒೕ൫ఏ,௜ೕ൯

డ௜ೕ 
 ൰

ିଵ

൬ െ ௝ܴ ௝݅ – ߱ 
డఒೕ൫ఏ,௜ೕ൯

డఏ
 ൰ே

௝ୀଵ ൅

߱ ∑
డ்ೕ൫ఏ,௜ೕ൯

డఏ
ே
௝ୀଵ െ ሶ߱ ܤ െ

ௗ்ಽ

ௗ௧
൰ ൅

ଵ

௃
൭ቆ∑

డ்ೕ൫ఏ,௜ೕ൯

డ௜ೕ

ே
௝ୀଵ  ൬ 

డఒೕ൫ఏ,௜ೕ൯

డ௜ೕ 
 ൰

ିଵ

ቇ  ௝  ൱     (13)ݑ

Which can simply be written in a compact form as: 

  ሷ߱ ൌ ݂ሺߠ, ߱, ݅, ,ܤ ௅ܶሻ ൅ ݃ሺߠ, ݅, ሻ(14)                            ݑ 

where u represents the input vector comprising of N phase 
voltages, N represents the number of phases which are be-
ing energized at a particular instant to produce net torque 
and will be determined through the commutation scheme 
described in the next section. The scalar function f and vec-
tor function g are defined as:  

݂ ൌ  
ଵ

௃
 ቆ∑

డ்ೕ൫ఏ,௜ೕ൯

డ௜ೕ
൬ 

డఒೕ൫ఏ,௜ೕ൯

డ௜ೕ 
 ൰

ିଵ

൬ െ ௝ܴ ௝݅ – ߱ 
డఒೕ൫ఏ,௜ೕ൯

డఏ
 ൰ଷ

௝ୀଵ   

 ൅߱ ∑
డ்ೕ൫ఏ,௜ೕ൯

డఏ
ଷ
௝ୀଵ െ ሶ߱ ܤ െ

ௗ்ಽ

ௗ௧
൰  (15) 

and  ݃ ൌ
ଵ

௃
  ∑

డ்ೕ൫ఏ,௜ೕ൯

డ௜ೕ
൬ 

డఒೕ൫ఏ,௜ೕ൯

డ௜ೕ 
 ൰

ିଵ

 ଷ
௝ୀଵ   (16) 

For simplicity, the explicit dependence of u on time t and  ݂ 
&  ݃ vectors on ߠ, ߱, ݅, ,ܤ ௅ܶ will be omitted in the follow-
ing sections. Now we consider the speed regulation and 
tracking problem one by one for the design of FOSMC.  

4.1 Case-1: Regulation Problem 

The objective of the regulation problem is to stabilize the 
motor speed at a desired constant value. i.e. 
߱௥௘௙ሺݐሻ ൌ ߱௥௘௙ and ሶ߱ ௥௘௙ሺݐሻ ൌ 0. For proving that the pro-
posed control law guarantees the constant speed require-
ment, first consider the Lemma 1. 
 

Lemma 1: The following control law will stabilize the mo-
tor speed to its desired value when ݐ ՜ ∞. 

ݑ ൌ െ
ଵ

௚
൫݂ ൅ ߣ ሶ߱ ൅  ሻ൯               (17)ݏሺ݊݃݅ݏܭ

Proof: Substituting Eq. (14) in Eq. (8), the following ex-
pression is obtained. 

ሶܸ ൌ ሺ݂ݏ ൅ ൅ ݑ݃ ሶ߱ ߣ  ሻ   (18) 
Now plugging in Eq. (17) in Eq. (18), we get 

ሶܸ ൌ ሺ݂ݏ െ ݂ െ ߣ ሶ߱ െ ሻݏሺ݊݃݅ݏܭ  ൅ ሶ߱ ߣ  ሻ  (19) 
Then    ሶܸ ൌ െ݊݃݅ݏ ݏ ܭሺݏሻ ൏ 0   (20) 
As it is clear from Eq. (20) that  ሶܸ ൌ 0 only when ݏ ൌ 0. 
This ensures that the control law as defined in Eq. (17) 
would guarantee that  ߱ሺݐሻ ՜ ߱௥௘௙ when ݐ ՜ ∞ 

4.2 Case-2: Tracking Problem 

The aim of tracking problem is to follow the time varying 
reference signal minimizing the tracking error. To prove 
that the proposed control law will track the reference sig-
nal, consider the Lemma 2. 

Lemma 2: The following control law will ensure that the 
speed will follow a time varying reference signal as ݐ ՜ ∞. 

ݑ ൌ െ
ଵ

௚
ሺ݂ ൅ ߣ  ሶ߱ ሺݐሻ ൅ ሻݏሺ݊݃݅ݏܭ െ ሺ ሷ߱ ௥௘௙ሺݐሻ ൅ ߣ ሶ߱ ௥௘௙ሺݐሻሻ  

                                                                              ሺ21ሻ 
Proof:  Combining Eq. (8) and Eq. (14), the following is 
obtained. 

ሶܸ ൌ ሺ݂ݏ ൅ ݑ݃ ൅ ሶ߱ ߣ ሺݐሻ െ ሺ ሷ߱ ௥௘௙ሺݐሻ ൅ ߣ ሶ߱ ௥௘௙ሺݐሻሻሻ  (22) 
Substituting Eq. (21) in Eq. (22) yields 
       ሶܸ ൌ െ݊݃݅ݏ ݏ ܭሺݏሻ ൏ 0   (23) 
From Eq. (23), it is obvious that, ሶܸ ൌ 0 would be zero only 
when    ݏ ൌ 0. This ensures that the control law defined in 
Eq. (21) would guarantee that the motor speed follows the 
time-varying reference signal in the limit.  In both the 
above cases, it is shown that the Lyapunov function V is 
positive definite and its time derivative ሶܸ  is negative defi-
nite, hence decaying and therefore the control law u will 
guarantee that  ߱ሺݐሻ ՜ ߱௥௘௙ሺݐሻ asݐ ՜ ∞.   
 
Now we proceed with the design of SOSMC based on su-
pertwisting algorithm as discussed in section-3. Finally, the 
control law after incorporating the super-twisting algorithm 
takes the following form for speed regulation case:  

ݑ   ൌ െ
ଵ

௚
൫݂ ൅ ߣ ሶ߱ ሺݐሻ ൅ ሻ൯ݏሺ݊݃݅ݏ଴.ହ|ݏ|ܭ ൅  ௔     (24)ݑ

ሶݑ   ௔ ൌ െ݊݃݅ݏܭሺݏሻ            (25) 
and for speed tracking, it becomes  

ݑ  ൌ െ
ଵ

௚
൬݂ ൅ ߣ ሶ߱ ሺݐሻ ൅ ሻݏሺ݊݃݅ݏ଴.ହ|ݏ|ܭ െ ቀ ሷ߱ ௥௘௙ሺݐሻ ൅

ߣ              ሶ߱ ௥௘௙ሺݐሻ൯൰ ൅   ௔      (26)ݑ

ሶݑ  ௔ ൌ െ݊݃݅ݏܭሺݏሻ    (27) 
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5. Commutation Scheme 

While applying Eq. (17), and Eq. (21) for FOSMC and Eq. 
(24), Eq. (25) and Eq. (26), Eq. (27) for SOSMC in order to 
compute the control laws at each instant, in terms of phase 
voltages, the elements of control vector u will be selected 
so as to engage only those phases which can contribute 
torque of the desired polarity. The selection of the appro-
priate motor phases at each instant depends upon the rotor 
position and the sign of the speed error at that instant. The 
commutation scheme which does this phase selection is 
now being explained and also shown in Fig. 3. 
 
Although the phase torque of SR motor is a complex non-
linear function of rotor position and phase current as ex-
plained earlier, for ease in explaining the commutation 
scheme we would refer to Fig. 3 which shows the phase 
torques of a 3-phase SR motor at a specific value of phase 
currents, ignoring the effects of magnetic saturation and 

spatial harmonics. The figure shows the variation of phase 
torques as a function of rotor position within one electrical 
cycle. The complete electrical cycle is divided into 12 dis-
tinct regions R1-R12 such that in each region, specific 
phase(s) can only produce positive torque whereas the re-
maining phase(s) can contribute only negative torque. For 
example, in region R1, positive torque is only produced via 
phase B, while phase C and phase A when energized pro-
vide only negative torques. Similarly in region R3, phases 
B and C provide positive torque while negative torque can 
only be produced by energizing phase A.  
 
Thus if the rotor position lies in R3 at a specific time in-
stant and positive torque is required to reduce the speed 
error, only phases B and C should be used to compute the 
control law using Eq. (24)-Eq. (27). This would lead to 
achieving the desired net torque using lower voltage levels 
and with reduced copper losses in the motor windings. Had 
we energized all the motor phases, not only that phase A 
would have generated counterproductive torque, other 
phases would had to produce higher than the required val-
ues of torques to cancel the opposing torque produced by 
phase A. This would have lead to applying higher phase 
voltages and an increase in copper losses too. On the other 
hand, if negative torque is required in this region to reduce 
the speed error, then only phase A should be energized. 
There is no need to energize phases B and C because they 
can only produce positive torques in this region, which 
would be counterproductive.  
 
A similar approach is adopted in all these regions, which 
suggests that for a 3-phase SR motor, only one or at the 
most two phases can produce the desired polarity torque at 
any instant depending upon the current rotor position. Thus 
a judicious choice of the phases to be used in computing the 
control law as in Eq. (17), Eq. (21) and Eq. (24)-(27) would 
result in saving net power leading to increased system effi-
ciency.   

6. Simulation Results and Discussion 

The effectiveness of the proposed controllers is evaluated 
by simulations carried out using MATLAB/SIMULINK 
software. The parameters of SR motor used for simulations 
are given as: 

No of phases=3,   No. of stator poles= 6, 
No. of rotor poles=8,  Rotor inertia (J) =0.1  ܰ.  ଶݏ݉
Phase Resistance =4.7 Ω  DC Voltage Supply =250 V 
Coefficient of friction (B) =0.1  ܰ.  ݏ݉

Fig. 3 Division of one electrical cycle into 12 distinct regions for 
commutation purposes. 
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A schematic of driver electronics used to drive the motor 
phases is shown in Fig. 4, which uses only one leg of the H-
bridge as our proposed controllers require only positive 
phase voltage. The FOSMC and SOSMC designed in Sec-
tion-4 along with the commutation scheme developed in 
Section-5 are applied for speed regulation as well as speed 
tracking problems.  
 
For comparison purposes, the sliding-mode controller of 
[10] is also implemented. Simulation results are presented 
in Fig 5 to Fig. 16. A number of advantageous features of 
FOSMC and SOSMC with the designed commutation 

scheme are elaborated and compared to the conventional 
control; the latter can also be seen in [10] and [23]. 
 

Fig 8: A Close-up View of Error plot of Speed Response for FOSMC 
and SOSMC to a step command. The reduced amount of error magni-
tude is clearly visible 

Fig 9: Speed Response and error plot of FOSMC and SOSMC to a step 
command for a reference speed of 20 rad/s. 
. 

Fig 10: A Close-up View of Response of both FOSMC and SOSMC to 
a step command in the starting and steady state regions.. The high 
magnitude of chattering signal of FOSMC is clearly noticeable. 
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Figure 5: Speed Response of FOSMC and SOSMC to a step command. 

 
Fig 6: A Close-up View of Response of both FOSMC and SOSMC to a 
step command. The high magnitude of chattering signal of FOSMC is 
clearly noticeable. 

 

Fig 7: Error plot of Speed Response of FOSMC and SOSMC to a step 
command 
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Fig. 5 and Fig. 6 compare the outputs of FOSM & SOSM 
controllers developed in this paper with that of another slid-
ing mode controller reported in [10] for the case when mo-
tor is commanded to move at 10 rad/s from rest. As it is 
clear, the commutation based controllers converge the mo-
tor speed more quickly to the desired value. Fig. 7 and Fig. 
8 show a performance test for FOSMC and SOSMC for a 
reference speed of 10 rad/s. It can be visualized that 
FOSMC shows higher magnitude of chattering than 
SOSMC. The same results are verified for a motor speed of 
20 rad/s in next simulation tests shown in Fig. 9 and Fig 10. 
 
A comparison of power loss in motor phases during opera-
tion is shown in Fig. 11. Power loss in conventional design 
is about 85 kW whereas even the FOSMC which suffers 
from the same level of chattering has much reduced power 
loss, i.e. only 19 KW.  
 
This power saving can be mainly attributed to the commu-
tation scheme employed in FOSMC. SOSMC with its re-
duced level of chattering reduces the power loss further to 
15 kW which confirms the effectiveness of the proposed 
design. Fig. 12 and Fig. 13 highlight the main reason be-
hind this power savings (area under the curve, which is less 
for SOSMC). 
 
Fig. 12 shows the three phase voltages during initial stage 
of steady state operation. It is well clear from these figures 
that in commutation based controllers; only one or two mo-
tor phases are selected for generation of control efforts at 
any given instant of time. The conventional design, on the 
other hand, energizes all the three phases simultaneously 
and applies bipolar voltages to motor phases. A closer fo-
cus on the time interval 0.44 - 0.45 sec is of particular in-
terest. It shows that even in those cases where apparently 
only two of the three phases are being energized by the 
conventional sliding-mode controller, the controller has 
selected wrong phases for the generation of control efforts. 
Despite that maximum voltages are being applied to the 
two phases resulting in large phase currents, the torques 
produced by the two phases are cancelling each other. This 
results in much reduced net motor torque as compared to 
the torques produced by each phase independently. This 
amounts to wastage of efforts and also results in increased 
power loss in motor windings.  
 
The commutation based FOSMC and SOSMC use only 
unipolar voltages with reduced voltage levels thus resulting 
in lower phase currents. As a result, proposed controllers 
(FOSMC and HOSMC) produce lesser individual torques 
of the same polarities which add up to give a higher net 
torque. The torques produced by three individual phases 
and net torque are shown in Fig. 14 which verify this. 
  

 
Figure 11: Power loss in Conventional Design is about 85 kW. Using 
FOSMC it is about 19 KW. Using SOSMC it even lowers to about 15 
kW. 

 
Figure 12: 3-phase voltages during initial stage of steady state re-
sponse. 

 
Figure 13: 3-phase currents during initial stage of steady state re-
sponse. 

 

Fig. 14 Torques during initial stage of steady state response. 
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Tracking performance of FOSMC and SOSMC can be re-
flected from Fig. 15 where sinusoidal signal is selected for 
comparison test. It can be seen that SOSMC is exhibiting 
less amount of chattering and smaller spikes than FOSMC. 
Another good performance of SOSMC can be shown from 
Fig. 16 when SR motor experiences a sudden change in 
external load driven by the motor. The external load varies 
from 0 to 1.5 Nm, 0 to 2 Nm and 0 to 2.5 Nm during the 
intervals t=3 to t=3.1 second, t=5 to t=5.1 second and t=7 to 
t=7.1 second respectively. It can be seen that despite a sud-
den change in external load, the SOSMC does not allow a 
bigger dip and keeps the motor closer to its desired speed. 
The results of these simulations clearly indicate that com-
mutation scheme based sliding-mode controllers developed 
in this paper show promising results. These results are good 
enough to establish the fidelity of both designs in tracking 
as well as regulation applications. A selection out of these 
two schemes would depend upon a number of factors, some 
of which are highlighted below:  
 

 The magnitude of error a designer can safely tolerate. 
 The effect of chattering on the actuator action. 
 The actuator safety while dealing with chattering in the 

actuation signal. 

 The natural frequency of actuator and the frequency 
and magnitude of chattering, etc.  
 

7. Conclusion 

First-order and Second-order sliding-mode controllers have 
been developed for speed (regulation/tracking) control of  
SR motors. Contrary to the conventional sliding-mode con-
trollers developed for SR motors , the proposed controllers 
use a designed commutation scheme which uses only those 
motor phases for the computation of control law, at any 
given instant, which can produce torque of the desired po-
larity. Second-order sliding-mode controller (SOSMC) is 
shown to be more effective in terms of accuracy and re-
duced amount of chattering than First-order sliding-mode 
controller (FOSMC). Both the controllers are shown to be 
power efficient and also result in reduced power loss in 
motor windings leading to reduced heat generation.   
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Abstract 

Wiki, the collaborative web authoring system makes Web a huge 
collection of  information, as the Wiki pages are authored by 
anybody all over the world. These Wiki pages, if annotated 
semantically, will serve as a universal pool of intellectual 
resources that can be read by machines too. This paper presents 
an analytical study and implementation of making the Wiki 
pages semantic by using HTML5 semantic elements and 
annotating with microdata. And using the semantics the search 
module is enhanced to provide accurate results. 
 
Keywords: HTML5, Microdata, Search, Semantics, 
Annotation, Wiki 

1. Introduction 
Wikipedia contains vast amount of information and 
resources. Though it provides vast amount of 
information,they can be only understandable only by 
humans. We can make them machine understandable by 
including the semantic contents in the wiki engine. 
Thereby,we can make search efficient and optimization. 

2. Literature survey 

2.1 Semantic web 

The term semantic web coined by Tim Berners-Lee, is not 
a separate web but an extension of the current one, in 
which information is given well-defined meaning, better 
enabling computers and people to work in cooperation. 
 
Conventional web contains a large pool of information 
that is human readable but not interpretable by computers. 
Semantic web extends it by annotating the web pages with 
semantic description. This allows computers to retrieve 
information from the web automatically and to manipulate 
them.  
 

2.2 Ontology 

An ontology is the formal explicit specification of shared 
conceptualization. A conceptualization refers to an 
abstract model of some phenomenon in the world that 
identifies the relevant concepts of that phenomenon. 
Explicit means that the type of concepts used and the 
constraints on their use are explicitly defined. Formal 
refers to the fact that the ontology should be machine 
understandable. 

2.3 Wiki 

A wiki is a Web-based system that enables collaborative 
editing of Web pages. The most important properties of 
wikis are their openness and flexibility. Their openness 
lets each user participate in content creation, and their 
flexibility supports different users’ working styles without 
imposing technological constraints. Wikis provide a Web-
based text editor with a simple mark-up language to create 
content and to link easily between pages as well as a 
versioning system to track content changes and full-text 
search for querying the wiki pages. 

2.4 Semantic wiki 

A semantic wiki tries to extend a normal wiki’s flexibility 
to address structured data. To this end, it supports 
metadata in the form of semantic annotations of the wiki 
pages themselves, they can and of the link relations 
between wiki pages. The annotations usually correspond 
to an ontology that defines the properties that can be 
associated with different object types.  
 
Semantic Wiki offers: 
 
 a simple formalism for semantically annotating links 

and  wiki articles or other kinds of content.  
 a semantic search for querying by not only keyword 

but also semantic relations between objects and  
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 possibly an additional automatic or semi-automatic  
extraction of metadata from wiki articles to simplify 
the annotation process – for example, by 
topic(EUprojects)or even indirectly (meeting minutes 
of EU projects) 

3. HTML5 
HTML5 is the 5th major revision of the core language of 
the World Wide Web: the Hypertext Mark-up Language 
(HTML), initiated and developed mainly by WHATWG 
(Web Hypertext Applications Technology Working 
Group).Started with the aim to improve HTML in the area 
of Web Applications, HTML5 introduces a number of 
semantic elementswhich include: <section>, <nav>, 
<article>, <aside>, <hgroup>, <header>, <footer>, <time> 
and <mark>. 
 
These are some of the tags that have been introduced just 
to bring semantics in web pages, with no effect on the way 
it is displayed. They behave much like a grouping element 
such as <div> as far as displaying them is concerned. This 
means if an old browser cannot recognize these tags it will 
handle them much similar to the way a grouping element 
is handled. The semantic elements tell the browsers and 
web crawlers clearly the type of content contained within 
the element. For instance states explicitly that the figures 
within the element represent a time. 

4. Microdata 
Apart from the semantic elements HTML5 introduces  
Microdata – the way of annotating web pages with 
semantic metadata using just DOM attributes, rather than 
separate XML documents. Microdata annotates the DOM 
with scoped name/value pairs from custom vocabularies. 
Anyone can define a microdata vocabulary and start 
embedding custom properties in their own web pages. 
Every microdata vocabulary defines a set of named 
properties. For example, a Person vocabulary could define 
properties like name and photo. To include a specific 
microdata property on your web page, you provide the 
property name in a specific place. Depending on where 
you declare the property name, microdata has rules about 
how to extract the property value. Defining your own 
microdata vocabulary is easy. First, you need a 
namespace, which is just a URL. The namespace URL 
could actually point to a working web page, although 
that’s not strictly required. Let’s say I want to create a 
microdata vocabulary that describes a person. If I own the 
data- vocabulary.org domain, I’ll use the URL http://data-
vocabulary.org/Person as the namespace for my microdata 
vocabulary. That’s an easy way to create a globally unique 
identifier: pick a URL on a domain that you control. In 
this vocabulary, I need to define some named properties. 

Let’s start with three basic properties:  
    • name (your full name)  
    • photo (a link to a picture of you)  
    • url (a link to a site associated with you, like a weblog 
or  a Google profile)  
   Some of these properties are URLs, others are plain text. 
Each of them lends itself to a natural form of markup, 
even before you start thinking about microdata or 
vocabularies or whatnot. Imagine that you have a profile 
page or an ―about page. Your name is probably marked 
up as a heading, like an <h1> element. Your photo is 
probably an <img> element, since you want people to see 
it. And any URLs associated your profile are probably 
already marked up as hyperlinks, because you want 
people to be able to click them. For the sake of discussion, 
let’s say your entire profile is also wrapped in a <section> 
element to separate it from the rest of the page content. 
Thus: 
<section itemscope itemtype= "http://data- 
vocabulary.org/Person">  

 <div itemprop="title" class="title">      President  
  </div>  
  <div itemprop="name" class="name">  
      Mark Pilgrim  
  </div>  

</section> 
The major advantage of Microdata is its interoperability, 
i.e any RDF representation of an ontology can be mapped 
to HTML5 microdata. 

5. Existing System 
MediaWiki is a free software wiki package written in 
PHP, originally for use on Wikipedia. It is now used by 
several other projects of the non-profit Wikimedia 
Foundation and by many other wikis. MediaWiki is an 
extremely powerful, scalable software and a feature-rich 
wiki implementation, that uses PHP to process and display 
data stored in its MySQL database. Pages use 
MediaWiki's wiki-text format, so that users without 
knowledge of HTML or CSS can edit them easily.  

5.1 MediaWiki Architecture 

In the architecture of MediaWiki as shown in Fig.1 the top 
two layers hardly have anything to do with semantic 
annotation. The layers of concern are the Logic Layer and 
the Data Layer; the major part lies in Logic Layer. 
The following figure shows the architecture of 
MediaWiki: 
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Fig. 1  Architecture of Mediawiki [12] 

 
Logic Layer: This is the core part of MediaWiki that 
accomplishes the above said tasks. The PHP scripts of 
MediaWiki are to be edited to carry out these tasks. The 
parser module (Fig. 6) is to be enhanced to convert 
between Wiki and HTML markups. Also the data-
vocabulary referred in the pages must be validated and 
appropriate flags must be set. 
 
Data Layer: The MySQL database layout of Mediawiki is 
so normalized that adding a new table needs no alterations 
in any table [13]. The metadata about each page is stored 
in the page table, whose layout is given in Fig.2 

 

Fig. 2  Layout of the page table 

The actual content of the page is stored in a separate table 
named text whose layout is given in Fig.3 

 

Fig. 3  Layout of the text table 

 
Wiki Parser: Here is a sample Wiki markup:  
 

The '''Wikimedia Foundation, Inc.''' is a [[Non-profit 
organization|nonprofit]] [[Foundation 
(nonprofit)|charitable organization]] For the Internal 
Revenue Service (the IRS) to recognize an organization's 
exemption, the organization must be organized as a trust, 
a corporation, or an association.  
 
The original HTML syntax markup corresponding to this 
shown below:  
 
<p>The <b>Wikimedia Foundation, Inc.</b> is a <a 
href="/wiki/Nonprofit_organization" title="Non-profit 
organization"> non-profit</a> <a 
href="/wiki/Foundation_(non-profit)" title="Foundation 
(nonprofit)">charitable organization</a> For the Internal 
Revenue Service (the IRS) to recognize an organization's 
exemption, the organization must be organized as a trust, 
a corporation, or an association. </p> 
 
Here, for instance, [[Non-profit organization|non-profit]] 
corresponds to <a href="/wiki/Nonprofit_organization" 
title="Nonprofit organization">non-profit</a>. That 
means the Wiki engine parses the Wiki markup entered by 
the author and generates the corresponding HTML 
markup. 

6. Proposed system 
The Wiki pages, if annotated semantically, will serve as a 
universal pool of intellectual resources that can be read by 
machines too. 
 
Mediawiki follows a standard template for its web pages. 
Thus a search engine or any other software that needs data 
to be extracted from Wiki pages need not search the entire 
web page; instead it is enough to search the variable data, 
i.e. the contents excluding the fixed (template) part [2]. 
This project is to define a way of annotating the wiki 
pages using a simple markup similar to that already 
available for editing conventional wiki pages and to 
define a set of vocabularies to represent the relationship 
among Wiki pages. This involves developing a parser to 
parse the markup and to replace it with actual HTML5 
microdata for storing and the vice-versa while editing. 
 
A parser to recognize the Semantic Wiki mark-up and to 
generate the corresponding HTML5 markup has been 
developed [1]. Thus the project includes: 

 Defining a Wiki mark-up for representing ontology 
 Extending the parser for translating this to 

corresponding HTML5 mark-up 
 Defining vocabularies that define entities related to 

Wiki pages 
Enhancing the search engine to take advantage of the 

User layer Web browser 

Network layer 
Squid 

Apache web-server 

Logic layer 
MediaWiki's PHP scripts 

PHP 

Data layer File system 
MySQL Database  

(program and content) 
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Semantic definitions is being implemented. 

To account for the semantic annotations in the pages, 
we add a new table microdataobject whose layout is: 

 

Fig. 4  Layout of the new table microdataobject 

Block diagram: 
 

 

Fig. 5  Block diagram of Semantic Mediawiki 

Controller is the module that despatches the requests 
from the user to the corresponding module. However the 
Squid (proxy server) may serve the user with cached 
results from previous requests. 

Microdata vocabulary is the actual definition of the class 
to which the object described in the page belongs to. 
InHTML5 microdata this is referred to by the value of 
itemtype attribute. 

Editor module provides the interface through which a 
user can edit or create wiki pages. If the user edits an 
already existing page, the corresponding page is fetched 
from the database and the HTML markup is converted 
into wiki markup and is displayed in the editor interface. 
After the user edits the contents and clicks Save page the 
modified contents are given to the parser to be converted 
to HTML markup. 

6.1 Parser 

Parser is the core module that is responsible for validating 
the wiki markup and converting it to HTML markup to be 
rendered as a web page. The Wiki markup may be a 
control markup that does not affect the content of the page 
– the one which updates the metadata alone, like minor 
edits. For such cases the parser asks the database access 
module to update the associated entries in the database. 

A part of the newly added modules in Parser.php file: 

function addSemantics( $text ) {  

wfProfileIn( __METHOD__ );  

$atParaStart = preg_match('/^<p>\{__:/',$text);  

$atParaEnd = preg_match('/__\}<\\/p>/',$text);  

$pos = strpos($text,'{__:');  

if($pos == false)  

 return $text;  

$pattern = array(  

   '/(?<=\{__:)(\w+)/' => 

 'http://data-vocabulary.org/'.'\\1'.'">',  

   '/\{__:/' => '<span itemscope itemtype="',  

   '/ __\}/' => '</span>',  

   '/(?<=@)(\w+)(:")([^"]*)(")/' => 

 '\\1'.'">'.'\\3'.'</span>',  

   '/@(?=(\w+))/' => '<span itemprop="' );  

if($atParaStart==1) {  

 $text = preg_replace('/^<p>\{__:/','{__:',$text);  

 $pattern['/(?<=\{__:)(\w+)/'] = 'http://data-
vocabulary.org/'.'\\1'.'"><p>'; 

} 

if($atParaEnd==1) { 

 $text = preg_replace('/__\}<\\/p>/','__}',$text);  

 $pattern['/ __\}/'] = '</p></span>'; } $text = preg_replace( 
array_keys($pattern),  array_values($pattern), $text);  

wfProfileOut( __METHOD__ ); 

return $text; } 

The wiki markup to include microdata annotation is: 

 {__:ItemType 

  … @itempropName:”value” … 

 __} 

For instance, to include microdata annotation about a 
person, the Wiki markup is as follows: 

 {__:Person 

  … @name:"Richard Stallman" … 
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  … @title:"President" … 

  … @nickname:"RMS" 

 __} 

Here, the ellipsis are used to represent some arbitrary 
content, just as placeholder; not part of the syntax. This 
Wiki markup on passing the Parser module becomes: 

<span itemscope  

itemprop="http://data-vocabulary/Person"> 

  …<span itemprop="name">Richard Stallman</span>… 

…<span itemprop="title">President</span>… 

…<span itemprop=”"ickname">RMS</span>… 

</span> 

This approach differs from the earlier proposals of 
semantic wiki using RDF (such as KawaWiki [4] and 
Rhizome [5]) in simplicity. The user’s effort to annotate a 
web page is reduced drastically as semantic HTML 
elements and attributes serve the purpose of their XML 
counterparts. Thus to make the e-resources most updated 
as well as semantic without much strain HTML5 
microdata suits best. 

6.2 Mediawiki Search module 

The search module of Mediawiki is organised as one base 
class named SearchEngine and 6 subclasses. 
SearchUpdate, one of the subclasses, is to update the 
search index in the database whereas database specific 
operations are carried out by the other 5 classes, one for 
each of MySQL, MySQL4, PostgreSQL, SQLite, Oracle 
and IBM-DB2. 
 
In the base class, some functions are just declared as stub 
and their actual implmenetation is done in the database-
specific subclasses. 
 
The class diagram is as shown below: 

 

Fig. 6  Class diagram of the search implementation 

 
Flowchart: 
The control flow of the search module in Mediawiki is 
depicted in the following figure. It involves tasks such as 
preprocessing and normalizing the search text, replacing 
get arguments with corresponding prefixes, resolving 
namespaces and so on. 

 

Fig. 7  Flowchart of the search process 
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A snippet of the search code implemented is as follows: 

function replacePrefixes( $query ){  

  global $wgContLang;  

  $parsed = $query;  

  if( strpos($query,':') === false )  

  { // nothing to do  

    wfRunHooks( 
'SearchEngineReplacePrefixesComplete', array( 
$this, $query, &$parsed ) ); 

  return $parsed; 

  } 

  $allkeyword = wfMsgForContent('searchall').":";  

  if( strncmp($query, $allkeyword, 
strlen($allkeyword)) == 0 ){  

    $this->namespaces = null;  

    $parsed = substr($query,strlen($allkeyword));  
} else if( strpos($query,':') !== false ) {  

    $prefix = 
substr($query,0,strpos($query,':'));  

    $index = $wgContLang->getNsIndex($prefix);  

    if($index !== false){  

      $this->namespaces = array($index);  

      $parsed = substr($query,strlen($prefix)+1);    
}  

    else {  

      $prefix = 
substr($query,0,strpos($query,':')-1)  

    $parsed = '{_:'.$prefix;  

    }   }  

  if(trim($parsed) == '')  

    $parsed = $query; // prefix was the whole 
query  

    wfRunHooks( 
'SearchEngineReplacePrefixesComplete', array( 
$this,  

    $query, &$parsed ) );  

    return $parsed;  

}  

public static function userNamespaces( $user ) {  

  global $wgSearchEverythingOnlyLoggedIn;  

  // get search everything preference, that can 
be set to be read for logged-in users  

  $searcheverything = false;  

  if( ( $wgSearchEverythingOnlyLoggedIn && $user-
>isLoggedIn() ) || 
!$wgSearchEverythingOnlyLoggedIn )  

    $searcheverything = $user -> 
getOption('searcheverything'); 

    // searcheverything overrides other options  

    if( $searcheverything )  

    return 
array_keys(SearchEngine::searchableNamespaces()); 

    $arr = Preferences::loadOldSearchNs( $user );    
$searchableNamespaces = 
SearchEngine::searchableNamespaces();  

    $arr = array_intersect( $arr, 
array_keys($searchableNamespaces) ); // Filter  

    return $arr;  

} 

APPLICATIONS AND SCOPE 

There are two major classes of applications that 
consume, and by extension, microdata: 

 Web browsers 
 Search engines 

Browsers can provide enhanced features by detecting 
the annotated elements. For instance it can provide to add 
an event marked up as Event data-vocabulary directly to 
the user’s Google calendar or export it to ICS format. 

The other major consumer of is search engines. Instead 
of simply displaying the page title and an excerpt of text, 
the search engine could integrate some of that structured 
information and display it. Full name, job title, employer, 
address, may be even a little thumbnail of a profile photo. 
It would definitely catch the attention of everyone. 

Google supports microdata as part of their Rich 
Snippets program [10]. When Google’s web crawler 
parses your page and finds microdata properties that 
conform to the http://data-vocabulary.org/Person 
vocabulary, it parses out those properties and stores them 
alongside the rest of the page data. Google even provides 
a handy tool to see how Google – sees your 
microdataproperties. 

 

Fig. 8  Screen-shot of Output from Google Rich Snippets tool 

 
And how does Google use all of this information? That 

depends. There are no hard and fast rules about how 
microdata properties should be displayed, which ones 
should be displayed, or whether they should be displayed 
at all. If someone searches for ―Mark Pilgrim, and 
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Google determines that this – about page should rank in 
the results, and Google decides that the microdata 
properties it originally found on that page are worth 
displaying, then the search result  listing might look 
something like the one shown in the screen-shot below. 

The output shown above can be tested at 
http://www.google.com/webmasters/tools/richsnippets by 
entering the URL 
http://csmit.org/wiki/index.php?title=Richard_Stallman in 
the input field. 

CONCLUSION AND FUTURE WORK 
The project enhances Mediawiki to recognize the new 

Semantic Wiki markup developed and to produce 
microdata annotations accordingly. Thus the huge 
collection of Wiki pages can be made to serve as a pool of 
various information, for not only human beings, but also 
machines. 

This can be further extended by making the entire 
output to be in HTML5, making use of the semantic 
elements. The search module of Mediawiki is to be 
enhanced to take advantage of the semantic annotations to 
provide accurate results with more helpful information 
than just excerpt of text. 

REFERENCES 
[1] Vignesh Nandha Kumar K R, Pandurangan N, Vijayakumar R and 

Pabitha P, Semantic Annotation of Wiki using Wiki markup for 
HTML5 Microdata, International Journal of Engineering Science 
and Technology, Vol. 2, Issue 12, pp. 7866-7873, 2010. 

[2] Mohammed Kayed and Chia-Hui Chang, Member, IEEE, 
―FiVaTech: Page-Level Web Data Extraction from Template 
Pages, IEEE Transactions on Knowledge and Data Engineering, 
Vol. 22, No.2, pp. 249-263, 2009. 

[3] Amal Zouaq and Roger Nkambou, Member, IEEE, Evaluating the 
Generation of Domain Ontologies in the Knowledge Puzzle Project, 
IEEE Transactions on Knowledge and Data Engineering, Vol. 21, 
No.11, pp. 15591572, 2008. 

[4] Jinhyun Ahn, Jason J. Jung, Key-Sun Choi, Interleaving Ontology 
Mapping for Online Semantic Annotation on Semantic Wiki, 
IEEE/WIC/ACM International Conference on Web Intelligence and 
Intelligent Agent Technology, 2008. 

[5] Kensaku Kawamoto, Yasuhiko Kitamura, and Yuri Tijerino Kwansei, 
Gakuin University, KawaWiki: A Semantic Wiki Based on RDF 
Templates, Proceedings of the 2006 IEEE/WIC/ACM International 
Conference on Web Intelligence and Intelligent Agent Technology 
(WI-IAT 2006 Workshops)(WI-IATW'06 , 2006. 

[6] Adam Souzis, Building a Semantic Wiki, IEEE Intelligent Systems, 
Vol. 20, No. 5 September/October 2005. 

[7] Spinning the Semantic Web, Edited by Dieter Fensel, James A. 
Hendler, Henry Lieberman and Wolfgang Wahlster, Foreword by 
Tim Berners-Lee. 

[8] Sebastian Schaffert, Salzburg Research Forschungsgesellschaft , 
François Bry, Ludwig-Maximilian University of Munich , Joachim 
Baumeister, University of Würzburg , Malte Kiesel, DFKI GmbH , 
Semantic Wikis, IEEE Software, 2008. 

[9] Tim Berners-Lee, James Hendler and Ora Lassila, The Semantic Web, 
Scientific American, May 2001. 

[10] Mark Pilgrim, Developer advocate at Google, Inc. Apex, NC, 
http://diveintohtml5.org/extensibility.html, 2010. 

[11] Web Hypertext Applications Technology Working Group, 
http://whatwg.org/specs/web-apps/current-work/multipage, 
September 2010. 

[12] Mediawiki manual 
http://www.mediawiki.org/wiki/Manual:MediaWiki_architecture, 
June 2010.  

[13] http://www.mediawiki.org/wiki/Manual:Database_layout 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     395 

 

Formal Verification of Finger Print ATM Transaction through 
Real Time Constraint Notation (RTCN)  

Vivek K. Singh1, Tripathi S. P.2, R. P. Agarwal3 and Singh J. B.4
 

 1 School of Computer Engineering & Information Technology, Shobhit University, Research Scholar 
Meerut, U.P. 250110, India 

 
 

2 Department of Computer Science & Engineering, Gautam Buddh Technical University, IET 
Lucknow, U.P. 226021, India 

 
 

3 School of Computer Engineering & Information Technology, Shobhit University, Professor 
Meerut, U.P. 250110, India 

 
 

4 School of Computer Engineering & Information Technology, Shobhit University, Professor 
Meerut, U.P. 250110, India 

 
 

 
Abstract 

In this paper we propose the Formal Verification of existing 
models like in banking sector ie ATM Transaction through 
biometric (Finger Print) with the help of Real Time Constraint 
Notation. Finger print recognition is most popular and 
commonest method of using the biometrics. In the finger print 
technology, the uniqueness of epidermis of fingers is utilized for 
identification of user. The user has to keep its finger on a sensory 
pad, which reads the ridges of epidermis of finger and try to 
match it with available data of the finger with the bank. 

Sequence Diagrams (SDs), Finite State Machine (FSM) have 
proven useful for describing transaction-oriented systems, and 
can form a basis for creating state charts. However, Finger Print 
ATM system require special support for branching, state 
information, and composing SDs. 

Keywords: SD_Sequence Diagram, FPI_Finger Print Impression, 
DB_Data  Base,OCL_Object Constraint Language, FSM_Finite 
State Machine  
 

1. Introduction 
Traditionally, access to secure areas or sensitive 
information has been controlled by possession of a 
particular artifact (such as a card or key) and/or 
knowledge of a specific piece of information such as 
a Personal Identification Number (PIN) or a 
password. Today, many people have PINs and 
passwords for a multitude of devices, from the car 
radio and mobile phone, to the computer, web-based 

services and their bank information. Herein lies a 
major difficulty involving the trade-off between 
usability, memorability and security[17]. Methods for 
increasing security, such as regularly changing PINs 
and passwords, increasing their length, ensuring 
they do not form words and ensuring all are different, 
makes them more difficult to remember and, 
therefore, error-prone. Alternatives to the traditional 
Personal Identification Number (PIN) have also been 
investigated for instance using pictures (finger print) 
instead of numbers [18]. Of course, traditional 
methods rely upon the assumption that the artifact 
(such as key or card) will be in the possession of the 
rightful owner and that the information to activate it 
will be kept secret. Unfortunately, neither of these 
assumptions can be wholly relied upon. If people are 
permitted to choose their own passwords they tend 
to select ones which are easily guessed. People tend 
to choose ones that are related to their everyday life 
[17]. They choose passwords which are easy to 
remember, and, typically, easily predicted, or they 
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change all PINs to be the same. Also, people are 
often lax about the security of this information and 
may deliberately share the information, say with a 
spouse or family member, or write the PIN down and 
even keep it with the card itself. Biometric techniques 
[19] may ease many of these problems: they can 
confirm that a person is actually present (rather than 
their token or passwords) without requiring the user 
to remember anything. In this paper, we explore how 
to use UML sequence diagrams to support the needs 
of finger print ATM verification system. First, we 
review methods for composing sequence diagrams 
that support flexible finger print ATM modeling. Then, 
we show how determining required information 
content can be represented as finite state machine to 
guarantee correct, cohesive diagrams. A generic 
approach is described; with supporting finger print 
ATM verification system incorporating data, state, 
and timing information. Finally, the more commonly 
discussed transaction processing model is revisited 
to illustrate system differences. 
 

2. Biometric Approach – ATM transaction 
through Finger Print recognition 
A biometric system is essentially a pattern recognition 
system that recognizes a person by determining the 
authenticity of a specific physiological and / or behavioral 
characteristic possessed by that person. An important issue 
in designing a practical biometric system is to determine 
how an individual is recognized. Depending on the 
application context, a biometric system may be called 
either a verification system or an identification system 
[16]: 
1. A verification system authenticates a person’s identity 
by comparing the captured biometric characteristic with 
her own biometric template(s) pre-stored in the system. It 
conducts one-to-one comparison to determine whether the 
identity claimed by the individual is true. A verification 
system either rejects or accepts the submitted claim of 
identity. 
2. An identification system recognizes an individual by 
searching the entire template database for a match. It 
conducts one-to-many comparisons to establish the 
identity of the individual. In an identification system, the 

system establishes a subject’s identity (or fails if the 
subject is not enrolled in the system database) without the 
subject having to claim an identity. 
The term authentication is also frequently used in the 
biometric field, sometimes as a synonym for verification; 
actually, in the information technology language, 
authenticating a user means to let the system know the 
user identity regardless of the mode (verification or 
identification).  
The banking and financial sector has adopted this system 
wholeheartedly because of its robustness and the 
advantages it provides in cutting costs and making 
processes more streamlined. The technology started out as 
a novelty however due exigencies in the banking sector 
characterized by decreasing profits it became a necessity. 
The use of Biometric ATM's based on finger print 
recognition technology has gone a long way in improving 
customer service by providing a safe and paperless 
banking environment. 
Identification of right user by the use of face recognition 
technology is the latest form of biometric 
ATMs. Identification based on the different walk style 
while entering in ATMs is used in gait based ATMs.  
Benefits of biometric technology: Since biometric 
technology can be used in the place of PIN codes in 
ATMs, its benefits mostly accrues to rural and illiterate 
masses who find it difficult to use the keypad of ATMs. 
Such people can easily put their thumbs on the pad 
available at ATMs machines and proceed for their 
transactions. 
Biometric technology provides strong authentication, as it 
uses the unique features of body parts. This helps reduce 
the chances of occurring frauds in ATM usage. 
Though use of biometric technology has its high cost 
implications to banks, several other costs of conventional 
ATMs like re-issuance of password, helpdesk etc will be 
reduced, which will be a positive factor for banks to go for 
biometric ATMs.  
 

3. Terminology Used 
 

3.1 Scenario, Sequence Diagrams, State Chart & 
Message Sequence Charts: 
 

A scenario is a sequence of events that occurs during one 
particular execution of a system. A scenario describes a 
way to use a system to accomplish some function [5]. 
Scenarios can be expressed in many forms, textual and 
graphical, informal and formal. Sequence diagrams 
emphasize temporal ordering of events, whereas 
collaboration diagrams focus on the structure of 
interactions between objects. Each may be readily 
translated into the other. State chart diagrams represent the 
behavior of entities capable of dynamic behavior by 
specifying its response to the receipt of event in stances. 
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Typically, it is used for describing the behavior of classes, 
but state charts may also describe the behavior of other 
model entities such as us e-cases, actors, subsystems, 
operations, or methods. Message sequence charts 
constitute an attractive visual formalism that is widely 
used to capture system requirements during the early 
design stages in domains such as ATM transaction via 
fingerprint recognition [15]. 
 

3.2 Composition of Scenarios: 
 

 A crucial challenge in describing formal verification of 
fingerprint ATM recognition is the composition of 
scenarios. In order to be adequately expressive, sequence 
diagrams must reflect the structures of the programs they 
represent. In this paper, we survey approaches to modeling 
execution structures and transfer of control, and select a 
method that lends itself to Fingerprint Verification 
System. 
Our objective is to refine a model that utilizes sequential, 
conditional, iterative, and concurrent execution. As many 
ideas exist, our task is to determine which are appropriate 
for Fingerprint Verification System. Hsia et al. [5] 
discusses a process for scenario analysis that includes 
conditional branching. Glinz [2] includes iteration as well. 
Koskimies et al.[8] and Systa [13] present a tool that 
handles “algorithmic scenario diagrams” - sequence 
diagrams with sequential, iterative, conditional and 
concurrent behavior. We use elements of each, for a 
combined model that allows sequential, conditional, 
iterative, and concurrent behavior. 
Another objective is to model transfer of control through 
sequence diagram composition. The main decision to 
make is where to annotate control information. One 
approach is to include composition information in 
individual diagrams.  
  
3.3 Finite State Machines (FSM): 
 

By Dr. Matt Stallmann & Suzanne Balik: “A finite-state 
machine (FSM) is an abstract model of a system (physical, 
biological, mechanical, electronic, or software)”. 
A finite state machine (FSM) is a mathematical model of a 
system that attempts to reduce the model complexity by 
making simplifying assumptions. Specifically, it assumes 
1. The system being modeled can assume only a finite     
    number of conditions, called states. 
2. The system behavior within a given state is essentially       
    identical. 
3. The system resides in states for significant periods of     
     time. 
4. The system may change these conditions only in a  
    finite  number of well defined ways, called transitions. 
5. Transitions are the response of the system to events. 
6. Transitions take (approximately) zero time.  
 

3.4 Object Constraint Language (OCL): 
 

The Object Constraint Language (OCL) is an expression 
language that enables one to describe constraints on object 
– oriented models and other object modeling artifacts. 
A constraint is a restriction on one or more values of (part 
of) of an object oriented model or system. OCL is the part 
of the Unified Modeling Language (UML), the OMG 
(Object Management Group, a consortium with a 
membership of more than 700 companies. The 
organization's goal is to provide a common framework for 
developing applications using object-oriented 
programming techniques) standard for object – oriented 
analysis and design. 
OCL has been used in a wide variety of domains, and this 
has led to the identification of some under – specified 
areas in the relationship between OCL and UML.  
OCL can be used for a number of different purposes:  

1. to specify invariants on classes and types in the 
class model 

2. to specify type invariants for Stereotypes   
3. to describe pre- and post- conditions on 

Operations and Methods 
4. to describe guard 
5. as a navigation language 
6. to specify constraint on operations 

In OCL, UML operation semantics can be expressed using 
pre and post condition constraints – The pre condition says 
what must be true for the operation to meaningfully 
execute – The post condition expresses what is guaranteed 
to be true after execution completes  

1. About the return value  
2. About any state changes (e.g. instance variables) 

 

4. Proposed Formal Verification of Finger Print ATM 
Transaction through Real Time Constraint Notation 
(RTCN) : -  
Now we are going to demonstrate the formal verification 
of ATM transaction through Fingerprint Verification 
Model with the help of Sequence Diagram their 
corresponding Finite State Machine and their 
corresponding Real Time Constraint Notation with the 
help of Object Constraint Language (OCL). There are four 
objects exchanging messages: the user, the ATM, the 
consortium, and the bank. In this example, State charts are 
generated for the ATM object only. The scenarios share 
the same initial condition.  

1. Through Sequence Diagrams (SD’s): 

Case 1: Transaction Fail due to mismatch 
Finger Print Impression (FPI) at server site database: 
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In this case, ATM transaction fails due to mismatch of 
finger print through finger print database (DB) file server 
site: 

 
Figure 1 Sequence Diagram for Fingerprint Verification 

ATM, Case1: Mismatch Fingerprint(FPI) 
 
Case 2: Transaction success due to match of Finger 
Print Impression (FPI) at server database: 
In this case, ATM transaction is successfully processed 
due to accurate match of finger print through finger print 
database (DB) file server site: 

 

Figure 2 Sequence Diagram for Fingerprint Verification 
ATM, Case2: Correct FPI, Successful Transaction 

2. Finite State Machine corresponding to Sequence   
Diagrams (SD’s): 
The above two cases can be represented with help of their 
corresponding Finite State machine as : 
 

 
Figure 3 : Finite State Machine for ATM Transaction by 

FPI 
 

Fig 3 representing the Finite State Machine (FSM) 
for the transaction through ATM after the verification 
of Finger Print Impression(FPI). FSM has ten states 
represented as q0, q1, q2, q3, q4, q5, q6, q7, q8, q9, where q0 

is an initial state and q9 is the final state of the FSM. 
We can define the transition function (δ) for the 
proper working FSM as shown in Fig 3 as follows: 
1. δ(q0, insert card) = q1 
2. δ(q1, request for FPI) = q2 
3. δ(q2, FPI) = q3 
4. δ(q3, FPI matching) = q4 
5. 5.1 δ(q4, FPI matched) = q5 
    5.2 δ(q4, FPI mismatched, re FPI) = q1 
6. δ(q5, request for type of account) = q6 
7. δ(q6, request for amount to be withdrawal) = q7 
8. δ(q7, amount entered) = q8 
9.  9.1 δ(q8, transaction declined) = q0 
     9.2 δ(q8, amount received) = q9  - Final State 
10. δ(q9, receive card) = q0  - Initial State 
 
3. Real Time Constraint Notation corresponding to 
Sequence Diagrams (SD’s) (Case 1 & 2) with the 
help of Object Constraint Language(OCL): 
 

  We are proposing the Object Constraint Language (OCL) 
notation for user’s transaction through ATM after finger 
print verification as : 
 
User :: Finger Print Impression(FPI) 
pre : Finger Print Identification  
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post :  
Request Transaction.Saving Account                        
->reject ( not ( FPI = User )) 

or 
Request Transaction.Saving Account                        
->reject((FPI = User)) 

and 
(Request Transaction and Saving Account @ pre 
+ Account Balance > = Minimum Balance) 

and 
(Request Transaction and Saving Account @ post 
+ Account Balance > = Account Balance – 
Withdrawal Amount) 
 
5. Conclusion: 
We presented a methodology that guarantees sufficient 
sequence diagram information to generate correct 
Statecharts. We converted sequence diagrams to the 
respective Finite State Machine (FSM) and also give the 
Object Constraint Language (OCL), pre / post conditions 
for transaction process through ATM. When state, 
message preconditions, and timing information are 
included in the FSM & OCL notations seems to be 
sufficient to guarantee determinism for the Fingerprint 
ATM Verification we discussed. We have also examined 
diagram composition and information content to assess 
adequacy for Fingerprint ATM Verification. 
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                                   Abstract

 Small botnets are tough to detect and easy to control by the 
botmaster. Having a small botnet with high speed internet 
connectivity than large but slow connection is more effective 
and dangerous in nature. According to diurnal dynamics 
studies only about 20 percent of computers are always online, 
to maximize a botnet attack power, botmaster should know 
diurnal dynamics of her botnet. In our project we are 
designing a peer-to-peer bot. This bot after infecting any of 
the system first check the internet connection speed of the 
interface, if it is not up to the desired speed i.e. 2 Mbps the 
bot will kill itself because slow speed bots are not desired. In 
another scenario bot will sense is it in a honeypot trap? If so 
it will kill itself so that the whole botnet could not be exposed 
to the defender. We will suggest the mitigation techniques to 
defend bots with these types of properties. 

Keywords- Peer-to-Peer, Botnet, Honey pot, Firepower 

1. Introduction 

   As technology for internet security matured Internet 
malware, and Ransom ware domination also increased. 
Users and organizations are suffering a lot by these 
attack emerging trend[1]. These hackers became 
equipped with more advanced technologies and 
planning their attack in better-organized manner which 
is more dangerous than earlier years. The botnet crime 
results E-mail spam, extortion through denial-of-
service attacks, identity theft, data theft and click fraud 
resource consumption etc.  A “botnet” is a network of 
systems affected by malwares known as “bots”. These 
bots has one specific property that distinguish them 
with other malwares, they can be remotely operated 
and controlled. This specific property of bots makes 
them weapons for various denials of service attacks. 
These bots are distributed over the internet having 

enormous cumulative bandwidth if controlled by the 
Botmaster, to attack any  target on the internet. The 
concept of botnets is evolved  from just the last decade, 
due to open source communities day by day new 
variants of bots with new stealthy protocols and 
infection capability  are attacking and affecting the 
victim.  

     Botnet-based attacks are becoming more powerful 
and dangerous in such case security professionals 
needs to understand the newly developed bots. For 
understanding and study of the bots various works has 
been done by the researchers across the world [4], 
[7],[8],[9],[10],[11]. Internet Relay Chat(IRC) based 
botnets are the first kind of bots using C&C (Command 
& Control) architecture as a centralized systems. 
Recent years are more prominent with new technology 
based bots for their Command & Control. A new type 
of the bot using Peer-to-Peer topology for the 
spreading of command and control by the botmaster is 
more prominent. Various works have been  done to 
understand and create detection frameworks and 
systems to detected and dismantle the botnets. Various 
detection mechanism for IRC based botnets are 
proposed[12],[15],[16]. As now a days Peer-to-Peer 
botnets are more dangerous in nature detection 
framework is proposed for them [12],[13],[14]. As per 
our understanding  new kind of bots can be generated 
easily for creating and developing a mitigation system 
for the botnets we have to understand their capability 
and activity. For this purpose development framework 
for new bots should be created.  

 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org    402 

   
 

2.  Related Works 

Bots and Botnets  are very hot topics for last few years 
[10], [1]. The first ever Peer-to-Peer bot Storm Bot had 
control over a million systems. In 2003 first ever  bots 
and botnets properties and overview is discussed by 
Puri and McCarty. Today the main concentration of 
bots researcher are on Peer-to-peer bots because of 
their sustainability and robust network topology 
formation makes tough to detect and dismantle. 
Various authors proposed different types of Peer-to-
Peer bots. [3] developed a Stochastic Model of Peer-to-
Peer botnet to understand different factors and impact 
of the growth of the botnet. The botnet stochastic 
model was constructed in the Mobius software tool, 
which was designed to perform discrete event 
simulation and compute analytical/numerical solution 
of models by inputting various input parameters. This 
kind of research helps to understand the behavior of 
botnets and it became easy to create mitigation systems 
and framework for these bots. In botnet technology 
various works are going on for the detection and 
mitigation of the Peer-to-Peer botnets. 

Authors has proposed an advanced hybrid peer-to-peer 
botnet [19] which concentrated on the problem of are 
using the liability constraint of the security professional 
to detect installed honeypot, because honeypots are not 
allowed to participate in the real attack scenario.  But 
still some probability remains for the capture of the 
bots and reverse engineered to understand their 
strength. This lack of security in bots capture by the 
defender make the whole botnet susceptible to get 
exposed. 

Significant exposure of the network topology when one 
of the bot is captured, making easy for the botmaster 
for the overall control of the botnet. They also included 
some concept of Honey Pot awareness in their bot 
system. But still few problems with communication 
channel and the capture and re engineering of the bot is 
remains.[7] Predicting a new botnet from the 
framework and comparing its performance with known 
ones. Loosely Coupled peer-to-Peer botnet lcbot, 
which is stealthy and can be considered as a 
combination of existing P2P botnet structure. Their 
botnet architecture still follows the idea of  “Buddy 
list” or routing information of the infected host or 

friend bots. Which keep the whole botnet easy to 
exposed if one of the bot got captured by the defender. 
Peer list construction is the main concept behind any 
P2P botnet which also leave the complete bot exposed 
any time to the Defender. [5],[6],[17] Authors giving 
an idea of Honey pot aware bots, and botnets. 
Honeypots are the only way to observe and understand 
the activities of a bot. That also makes botnet prone to 
be exposed to the defender and help them to create a 
mitigation system for the botnet. Bot masters. 

3. Proposed  P2P Botnet Architecture 

3.1 Classification of Our Bots  

We classified our bots very extensively so that it 
becomes easy to control and operate the botnet by the 
botmaster.This classification is mainly to refine the 
bots used in the attack for an effective firepower and 
less prone for the exposure to the defender. First of all 
we will group our bots on the basis of their bandwidth  
if the infected system has a internet connectivity to the 
outside world equal or greater than our specified 
bandwidth then only we will consider them to build our 
botnet these kind of bots we call as Live bots, 
otherwise we will discard the further infection and 
these kind of bots will be called as Dead bots and they 
will not participate in further creation of the botnet. 
Further we will classify Live bots in two groups one 
Peer bots which will have global IP addresses without 
firewall or proxy servers in between, and rest all bots 
including 1) bots with global IP addresses with firewall 
or proxy 2) bots with dynamically allocated global IP 
addresses 3) bots with private IP addresses.  We will 
call second group of bots as Non-peer bots. Further 
bots are dedicated for the purpose of either infecting 
other victims or only for attack purpose. If the bot is 
dedicated for infection of other victims then the code 
module will send the existing peer list to newly 
infected bot. In case of attack bots the code module 
will be spam emails, DDoS command and control 
handling. 

We will mainly concentrate to prevent detection of the 
Peer bots because they are security bottle neck for our 
botnet to get exposed to the defender as they only 
contain peer list or seed list information of other Peer 
bots. The Peer bots will be able to act as a server for 
other Peer and Non-Peer bots and client for other Peer 
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bots. Non-Peer bots will be able to act only as a client, 
they will have entry of other Peer bots only in their 
peer list. 

 

Fig:1 Classification of Proposed Bot 

According to the following properties suicide module 
will delete the peer list information. 

1- Bot master intentionally wants to kill the bot, 
sends command through the communication 
channel. 

2- It will delete peer list in the peer bot to save 
whole botnet.  

3- If average availability of bot in a week is less 
than desired bot will kill itself. 

4- In case of any threat or danger like honey pot 
trap it will execute suicide module to delete 
peer list information. 

3.2 Botnet Infection 

The infection and propagation of the bot is a very 
important for the purpose of robust bot network and 
control . The bot will use the backdoor created by other 
worms for infection. It will first infect the system with 
first stage small infection code, after wards it will 
execute various commands and modules to check the 
bandwidth of the infected system interface, if it is upto 
desired speed then it will become as live bot and next 
step of the infection will proceed otherwise it will be 
declared as a dead bot which further not participate in 
the bot formation. After the bandwidth check it will 
perform the IP type checking to confirm weather that 
infected system can work as a Peer bot or Non-Peer 
bot. These bots will further propagate to infect other 
systems. 

Stage 1: Initial Infection (Compromising the system) 

I. Install the initial Infection files 
II. Check the connection speed of victim 
III. Decide whether the compromised host is Live 

or Dead Bot 

Stage 2: Participating in Peer network (Creation of 
Botnet) 

I. Connect to the Peers 
II. Update Peers list 
III. Search the network for encrypted URL 

Stage 3: Secondary Injection ( Code for attack purpose) 

I.      Connect to the encrypted URL 
II. Download the secondary injection code 
III. Execute the code to enhance Bots Power 

3.3 Peer Network Creation 

 Newly infected bots will communicate with the 
existing bots to update their peer list and other 
information’s. The bot cannot participate in the attack 
until it connects to the other peers in to the existing 
botnet, and become ready to share the command and 
control given by the Botmaster. For every newly 
connected bot in the botnet we’ll use hashing of IP 
addresses, and a key for the identification by the 
botmaster. A Bot’s identifier is chosen by hashing the 
bot’s IP address, while a key identifier is produced by 
hashing the key. The identifier length must be large 
enough to make the probability of two Bots or keys 
hashing to the same identifier negligible. Identifiers are 
ordered in an identifier circle. Key is assigned to the 
first node whose identifier is equal to or follows (the 
identifier of) in the identifier space. This node is called 
the successor node of key , denoted by successor(k). 
Consistent hashing is designed to let bots enter and 
leave the network with minimal disruption. To 
maintain the consistent hashing mapping when a bot n 
joins the network, certain keys previously assigned to 
n’s successor now become assigned to n. When bot n 
leaves the network, all of its assigned keys are 
reassigned to n’s successor. No other changes in 
assignment of keys to nodes need occur. 

In a dynamic bot network, bots can join (and leave) at 
any time. The main challenge in implementing these 
operations is preserving the ability to locate every key 
in the bot network. In order for lookups to be fast, it is 
also desirable for the finger tables to be correct. We’ll 
maintain a table in each bot for the storing the peer 
information and the identifier key generated by the 
hash function using the bots IP address. This finger 

Bot

Live Bot

Peer Bot
Non‐Peer 

Bot

Dead Bot
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table is important to maintain the robust connectivity of 
the bot to the network. Our emphasis will be here to 
maintain the correct finger table as accurate as 
possible. 

3.4 Botnet Communication Channel Architecture 

       Each Peer Bot will contain list of its next two peer 
bots and other two non-peer bot information in seed 
list. The non-peer bot will have only two entries of peer 
bot information with the condition that they both peer 
bot will contain the information of each other. The bot 
master will pass the command to any one of the Peer 
bot depending upon the diuranal dynamics that 
particular bot will be selected for the first command 
passing to the whole botnetwork. After getting the 
command by the botmaster the peer bot will share this 
command to its next neighbor peer bot as will 
connected non-peer bot that will ensure the effective 
communication, for the purpose of command passing 
priority will be given to the peer bot. Because peer bot 
can work as client as well as server too, and connected 
to other peer bots . On the basis of this topology the 
communication will be handled. 

                                      
Fig 2: Bot Communication 

4. Simulation and Experimental Results  

We are presenting simulation results and snapshots of 
our proposed peer to peer suicide botnet. Our 
experiment is still in its inception stage, in its current 
scenario we became successful to implement and 
execute few properties of our proposed model of 
botnet. In the simulation model implemented using 
java technology the botmaster is able to command bots 
through listing their IP addresses. If necessity arises 
botmaster sends kill command to the bots to destruct 
itself.  

 

Fig:3 Bot Master Control Interface 

 

Fig:4 Bot Monitoring by Bot Master 

 

Fig:5 Selecting Bot IP Address by Bot Master to send Kill Command 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org    405 

   
 

 

Fig:6 IP address listing of Bot by Bot Master 

5. Conclusion  

Implementation of new types of bots will facilitates to 
understand the future bots which can be created by the 
attackers. Study and simulation results of our bot 
provide framework to understand the bot working and 
there communication channel architecture. This bot is 
tough to control because of the peer network topology 
but harder to reverse engineered or trapped by the 
honey pots. It provide small but high fire power bot 
network to the bot master which is tough to shut down. 
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Abstract 
The Residue Number System (RNS) is a non weighted system. It 
supports parallel, high speed, low power and secure arithmetic. 
Detecting overflow in RNS systems is very important, because if 
overflow is not detected properly, an incorrect result may be 
considered as a correct answer. The previously proposed 
methods or algorithms for detecting overflow need to residue 
comparison or complete convert of numbers from RNS to binary. 
We propose a new and fast overflow detection approach for 
moduli set {2n-1, 2n, 2n+1}, which it is different from previous 
methods. Our technique implements RNS overflow detection 
much faster applying a few more hardware than previous 
methods.  
Keywords: Residue number system, overflow detection, moduli 
set {2n-1, 2n, 2n+1}, group number.  

1. Introduction 

Residue number systems (RNS) have been for a long time 
a topic of intensive research. Their usefulness has been 
demonstrated, especially for computations where 
additions, subtractions and multiplications dominate, 
because such operations can be done independently for 
each residue digit without carry propagation [1]. Other 
operations such as overflow detection, sign detection, 
magnitude comparison and division in RNS are very 
difficult and time consuming [2, 3]. However, above 
mentioned operations are essential in certain applications, 
e.g. in exact arithmetic or computational geometry, where 
residue arithmetic is applied [4]. 

   
The RNS is determined by the set m of n positive coprime 
integers mi >1, which forms the base of the system. The 
dynamic range M of that system is given as a product of 
the moduli mi where 

.
1




n

i
imM                                (1) 

 
Any integer ),0[ MX  has a unique representation 

),...,,( 21 nxxx in RNS ),...,,( 21 nmmm . The residues  

,||
imi Xx   also called residue digits, are defined as 

     .0,mod iiii mxmXx                    (2) 

 
To convert a residue number ),...,,( 21 nxxx  into its binary 

representation X, the Chinese Reminder Theory (CRT) is 
widely used. In CRT, the binary X is computed by: 

M

n

i
imii MNxX

i



1

)(                     (3) 

where ii mMM /  and 
im

ii MN 1  is the 

multiplicative inverse Mi modulo mi  [5]. 
 
RNS has numerous applications in Digital Signal 
Processing (DSP) for filtering, convolutions, correlations, 
FFT computation [6, 7], fault tolerant computer systems 
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[8], communication [9], cryptography and image 
processing [10, 11]. 
Overflow detection is one of the fundamental issues in 
efficient design of RNS systems. In a generic approach, 
overflow occurs in the addition of two numbers X and Y, 
whenever MYXZ mod)(   be less than X. Thus, the 

problem of overflow detection in RNS arithmetic is 
equivalent to the magnitude of the problem of comparison 
[12, 13]. Another algorithm which proposed for overflow 
detection in odd dynamic range M is a ROM-based 
algorithm and called the parity checking technique. In this 
method, parity indicates whether an integer number is 
even or odd. Let operands of X and Y have the same parity 
and YXZ  . So, the addition process is with overflow, 
if Z be an odd number [14, 15]. For signed RNS, overflow 
occurs when the sign of the sum is different from the 
operands [16]. 
 
In this paper, we will propose an algorithm to detect 
overflow in moduli set {2n-1, 2n, 2n+1}. This moduli set is 
one of the most popular three-module set, and can also be 
extended to improve the RNS dynamic range [17]. In 
proposed method, numbers [0, M - 1] are distributed 
among several groups. Then, by using their group 
numbers, is diagnosed in the process of addition of two 
numbers, whether overflow has occurred or no.  

2. Proposed Method  

To detect overflow in moduli set {2n-1, 2n, 2n+1}, we 
distribute the numbers in dynamic representation range M 
into several groups. Since, residue representation of X in 
mentioned moduli set is corresponding with ),,,( 321 xxx  

so its group number obtained according to Fig.1. 
 

 

Fig. 1  Group Number Detection. 

The number of groups required for this distribution is 
equal to  and can be expressed as 

.12
122321231 


n
nnn xxxx           (4) 

 
So, we can concluded that length of any group namely l is 
given as 

).12.(2
12

)12.(2).12(





 nn

n

nnnM
l


           (5) 

 
In any of these groups there are 2n subgroups, because 

.120,
232  n

nxx 
    

            (6) 

 
For example, the value of  for numbers in first group 
with range [0, 22n + 2n) is shown in the following: 
 

 nxx
232  

           0  X  2n+1,  =0 

           2n+1  X  2 (2n+1),  =1 

                           

(2n1)(2n+1)  X  2n (2n+1),  =2n–1. 

 (7) 
 

For determination of group number of any residue 
number, first should be get the value of . For clarity, we 
have exhibited it in range [0, 22n + 2n) as follows:  
 
 
 
 
 


1231 nxx

 

     0  X  2n+1,  =0 

     2n+1  X  2 (2n+1),  =2 

          2(2n+1)  X  3 (2n+1),  =4 

                             

(2n-11)(2n+1)  X  2n-1 (2n+1),  =2n2 

      2n-1(2n+1)  X  (2n-1+1)(2n +1),  =1 

                             

 (2n 2)(2n+1)  X  (2n1)(2n+1),  =2n3 

 (2n 1)(2n+1)  X  2n (2n+1),  =0. 

 (8) 
 
According to (8) and with regard to the product result 
from moduli subtraction in each group be appeared first, 
odd values and afterward even respectively. Since, in 
order to accomplishment of arithmetic operations should 
be arranged the  values increasingly, so it is achievable 
through one bit right rotate. Therefore, if assume  = 0, 2, 
4, 6, …, 2n - 2, 1, 3, .., 2n - 3, after 1-bit right rotate, we 
get   = 0, 1, 2, …, 2n - 3, 2n - 2. 
 
Now by having the values of  and  , the group number 
of any residue number in RNS (counting from 0) is 
defined as   
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        .220,
12




n
n                   (9) 

 
For facility in implementation of proposed algorithm, we 
add the obtained group number from (9) with one. In this 
case, if X be an integer, its group number g(X) is  

       .12)(1,1)(  nXgXg                 (10) 

 
Table 1 shows the distribution of numbers in dynamic 
range [0, 23n – 2n) which is given as a product of the mi’s 
in moduli set {2n-1, 2n, 2n+1}.  

Table 1: Distribution of Numbers 

Group Number 

1              0  2n (2n+1) – 1 
2       2n (2n+1)  2[2n (2n+1)] – 1  
 

                                

  (2n–2)[2n (2n+1)]  (2n–1)[2n (2n+1)] – 1 

 
Let X and Y are two operands in the process of addition 

YXZ   and also g(X) and g(Y) be the group number of 
operands, respectively. It can be shown from Table 1 that: 

i) if ,2)()( nYgXg   no overflow will occur. 

ii) if ,2)()( nYgXg   overflow must occur.  

iii) if ,2)()( nYgXg   overflow may or may not 

occur. So, is required it be checked more.    
   
Proof: in case iii, range of the sum YX   in binary 
system is 

.2)]12(2[2)]12(2)[22(  nnnnnn Z        (11) 

 
Since, M is exactly located in middle of obtained range 
from (11), so it can be rewritten as  

.2)]12(2[2)]12(2)[22(  nnnnnn M        (12) 

 

In order to proof of ,2)()( nYgXg   we replace the 

values of )22( n  and n2  in terms of ).()( YgXg   

Therefore, the final form of (12) is 

)]12(2))[()((

)12(2)12(

)]12(2))[1)(()1)(((







nn

nnn

nn

YgXg

YgXg

               (13) 

 

As seen, value of )12(2 nn  is common in the sides of 

inequality (13), thus it can be eliminated as follows: 

    )()(122)()( YgXgYgXg n              (14) 

After adding one whit the sides of (14), the resulting 
inequality be defined as 

     .1)()(21)()(  YgXgYgXg n            (15)  

 
Finally (15) can be divided by two parts, that is 

.2)()(
12)()(

12)()( n

n

n

YgXg
YgXg

YgXg











       (16)  

 
Therefore, overflow can be detected by comparing the 

sum of the groups of operands with .2n  If the sum exceeds 

,2n overflow must occur. Notice that, overflow 
probability should be again checked in third mode. For 

this purpose, nYgXg 2)()(   is given 1-bit shift to right 

as .22/2 1 nn  Subsequently, it be compared with group 
number of sum of operands ).(Zg  In this case, if 

,2)( 1 nZg then overflow does not exist and 

otherwise 12)(  nZg  overflow has occurred. Fig. 2 

shows the overflow detection circuit in moduli set {2n-1, 
2n, 2n+1}.                                                                                                      

Table2: Group Number Calculations for RNS {15,16,17} 

g(X)  = |   |15   XRNS X 

1 0 3 3 (2, 14, 11) 62 
4 3 1 13 (10, 5, 8) 1045 
5 4 5 1 (1, 7, 6) 1111 
8 7 0 8 (0, 8, 0) 2040 
8 7 0 8 (8, 0, 8) 2048 

12 11 2 6 (7, 9, 3) 3097 
15 14 14 15 (14, 15, 16) 4079 

 
As an example, consider moduli set }.17,16,15{  Therefore 

4080171615 M  and the number of groups   = 15. 
The example calculation for the distribution of a few 
values of numbers are shown in Table 2. If X = 1111 and Y 
= 2048, then Z = X + Y = 3159 < 4079. In RNS, according 
to Table 2, groups of operands are equal to 5 and 8 
respectively. Based on proposed method, because sum of 
the group of operands 13 is less than 16, thus no overflow 
exits.  Another instance of overflow consists of: 
X =1045 = (10, 5, 8)     g(X) = 4 
Y = 3097 = (7, 9, 3)      g(Y) = 12 
Since, g(X) + g(Y) = 16 = 2n therefore, is required g(Z) be 
compared with 2n-1 = 8 
Z = | X + Y |M = (2, 14, 11)     g(Z) = 1  
According to our algorithm 1<8 and it denotes that an 
overflow has occurred. In the other words, we have: Z = X 
+ Y = 4142 > 4080.  
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3. Hardware Implementation 

The group detection function is determined by Eq.(10) as 
a sum of  and 1. The value of  is given by

 
.

12 
 n  Since  is computed as a residue modulo 

2n-1 then, instead of subtracting  
12 n  we can add its 

additive inverse modulo 2n-1. An additive inverse modulo 
2n-1 is simply a negation of binary representation. For 
simplification reasons the additive inverse of 

12 n  is 

denoted as  

.ˆ
1212 


nn                              (17) 

So that, the binary form of (17) is .,,...,ˆ
011   n  

Thus (9) can be rewritten as the sum  

.ˆ
12 


n

                             (18) 

 
From [18], an addition modulo (2n - 1) with redundant zero 
elimination can be expressed as 

nn pcbaba out 212



                  (19) 

where cout is a carry bit of a + b addition and p = 1 for a + 
b = 11…12. The sum cout + p is 0 for a + b < 2n  1 and 1 
for  a + b  2n – 1 [1]. By assuming that Cin = cout + p, the 
final form of (18) is then 

  .ˆ
2ninC                             (20)  

 
Also, the values of  and   is given using this way. 
Notice that, in computing of ,

1231 
 nxx  because x3 

is a residue number modulo 2n +1 and x3  2n then 
123 nx  

is given by OR-ing the least and the most significant bits 
of x3. Therefore, binary form of 3x̂  is 

.,...,, 1,31,3,30,3 xxxx nn   

 
To overflow detection, should be compared )()( YgXg   

with 2n. We know the number comparison in RNS is one 
of the difficult and time consuming operations, therefore 
attempted to do this operation whit another way. In this 
paper, in order to )()( YgXg  addition, we designed a 

new circuit that just generates the required valves. The 
outputs of this unit are the most significant bit (MSB) of 
the sum as (M), a carry bit of the sum namely C and P1 
where if be equal to one, denotes the all the bits of the 
sum, expect M, are zero. Hence, mentioned unit is called 
MCP1G. Consequently, comparison operation performs as 
following:  


















.,2

1,0,1,2

0,2

)()( 1

otherwise

PMCif

Cif

YgXg
n

n

n

        (21) 

      

As mentioned above, whenever ,2)()( nYgXg   is 

required to overflow probability be checked again. For this 
propose, g(Z) be compared with 2n-1. In this case, by 
having the MSB of g(Z) as 1 nSW  and its ,2:02  nPP  

can be said: 

    













.,2

0,1,2
)(

1

2
1

otherwise

PWif
Zg

n

n

                 (22) 

  
The proposed method to overflow detection is 
implemented as shown in Fig. 2. The circuit consists of 
five main blocks: three group detection units, a unit for 
generation of (MSB), output carry and P1 of )()( YgXg   

addition and the final post-processing unit to detecting 
overflow. 
 

 

Fig. 2  Overflow detection unit.   

The group number detection unit shown in Fig.1 is used 
for determination of group number of operands and their 
sum. These values are represented as three vectors ),(Xg  

)(Yg  and )(Zg  respectively. The produced vectors are 

connected to the inputs of the MCP1G unit. 
   
The goal of the MCP1G unit is to determination 
the ,ncC  2:01:1   nnn GPM  where 2:0 nG  is the 

carry of the (n 1)-bit of )()( YgXg   from the position 0 

to n – 2 and also generation of 2:01  nPP  which detects a 

result in the form of 20...00X .  These signals can be 
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computed in a simplified and new prefix structure 
proposed in [18]. Hence, we no need to use a full n-bit 
adder.  
 
A parallel prefix adder and also parallel prefix adder with 
end-around-carry are built from elements shown in Fig. 3. 
 

 

Fig. 3 Blocks of prefix adder. 

The signals jiG :  and jiP :  are the carry generation and 

propagation functions from the position i to j. The jiP :  

signal is a function where indicates whether all the bits 
from the position i to j are equal zero or no. For an 
addition of two binary vectors 01...aan  and 01...bbn  and 

for ,jki   these functions can be expressed by logic 

equations 

.:1::

:1::

:1:1::

:

:

jkkiji

jkkiji

jkjkkiji

iiii

iiii

PPP

PPP

GPGG

baP

baG















                      (23) 

The carry signals jc  are equal to 1:0 jG  and the bits js  of 

a final sum are .: jjjj cPs   An addition advantage of 

prefix structures is that the end-around carry can be added 
in the last stage with a delay cost of two logic levels [1]. 
The detailed description of this idea is presented in [18].  

Fig.4. depicts the structure of parallel prefix adder with 
end-around-carry (PPA with EAC). We applied it for 
doing addition operations in order to obtain the values of 
 and .   
 

 

Fig. 4  Parallel prefix adder structure with End-around-carry. 

The possibility of adding one bit with the delay of two 
logic levels enables computation of M and .1)( Xg  

Since ,: jjjj cPs   then M is given in the additional 

stage of new parallel-prefix adder. The value of M from 

2:01:1   nnn GPM  is computed by EX-ORing of 

1:1  nnP  and 2:0 nG  of the MCP1G unit. The full circuit to 

evaluate M for n = 16 is shown in Fig. 5.  
 

 

Fig. 5  MCP1G unit for n =16. 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     412 

 

The post-processing unit block diagram is shown in Fig. 6. 
It comprises a limited number of components, which can 
detect the overflow in process of addition of two numbers. 
 

 

Fig. 6  post-processing unit. 

The area and time (AT) characteristics of proposed circuit 
in order to overflow detection for RNS by moduli set {2n-
1, 2n, 2n+1} are estimated using the standard unit-gate 
model used [18]. In this model, each gate of two-input 
such as AND, OR, NAND, NOR has area A = 1 and delay 
T = 1. Also, for each 2-input gate XOR / XNOR there are 
A = T = 2. 
 
The group number detection unit of shown in Fig. 1. 
comprises three main adders: one modulo (2n) adder and 
two adder mod (2n 1). For calculation of  modulo 2n, we 
used the parallel adder structure from [18] by 

nnnA 2log)2/3(5   and 4log2 2  nT . As we said 

previously, for determination of values  and , applied 
the PPA with EAC (Fig. 4) which it uses (n  1) black 
nodes, n input nodes (as square) and n / 2 black square in 
each level where number of levels is equal be .log 2 n  

Thus, AT parameters of any adder modulo (2n 1) are  

.6log2

3log28

212mod

212mod









nT

nnnA

n

n

adder

adder                 (24)  

 
After the value determination of  for group detection of 
each number, should be add  with 1. Therefore, g(X) also 
obtains in the additional stage of PPA with EAC from Fig. 
4. which it requires the hardware of 2n and delay of 2 
logic levels (see Fig. 7). Consequently, area and delay of 
GND unit are   

.14log4

6log
2

11
23

21

21





nT

nnnA
                      (25)   

 

Fig.7  Final addition unit 

The requirements for MCP1G unit (Fig.5) are as follows: 
n input nodes, (n + 2) black square, and an additional gate. 
For determination of delay should be noticed the 
maximum number of black square that is required to 
working in parallel is n2log . So, the MCP1G area and 

delay can expressed as  

 
.4log2

107

22

2




nT

nA
                           (26)   

 
The post-processing unit contains a limited number of the 
gates and multiplexers. Notice that, a Mux2:1 has A = 3 and 
T = 2. So, the AT parameters of mentioned unit are 

.5

8

3

3




T

A
                                   (27) 

 
Total delay of the circuit is determined by a path 
consisting one unit of group detection, MCP1G unit and 
post-processing unit. The total area and delay of the 
designed overflow detection circuit are 

.23log6

log
2

33
763

2321

2321





nTTTT

nnnAAAA

tot

tot            (28)  

4. Comparison  

One of the fastest and most efficient RNS comparator for 
the moduli set {2n-1, 2n, 2n+1} are introduced in 
references [17] and [19] respectively. In a generic 
approach, after a residue to binary convert, comparison 
operation can be done by using n or (n +1) bits comparator 
which has a delay of residue to binary converter plus delay 
of a (n +1) bit Binary Comparator (BC). In Table 3 
proposed technique is compared with other methods.  
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Table 3: Comparison Area and Delay of proposed method with other methods using unit-gate model 

Delay Area Design 

4n + log2 n + 36 115n + 186 [17] 

8n + log2 n + 12 96n + nlog2 n + 16  [19] 

16n + 4 + τ BC 56n + 22 + ABC [20] - CI 

4n + 4 + τ BC 96n + 24 + ABC [20] - CII 

4n + 4 + τ BC 80n + 18 + ABC [20] - CIII 

6log2 n + 23 76n + (33/2)n log2 n  Proposed method 

 
The most effective overflow detection circuit based on 
reverse converters can be built on the base on Converter I 
from [20]. In Converter I and also Converters II and III 
from [20], the minimum delay is O(n) whereas, delay of 
proposed method is factor of O(log2 n). 
 
As seen from Table 3, the proposed approach for overflow 
detection in moduli set {2n-1, 2n, 2n+1} is faster than 
previous works. However, the hardware cost of the 
presented method is more. It is essential to remark that, 
although the proposed design consumes more hardware 
but it demonstrates significant improvement in terms of 
delay, especially for large n. Furthermore, our proposed 
method detects overflow without applying a complete 
comparator or reverse converter.   

5. Conclusions  

Detecting overflow is one of the most important and 
complex operations in residue number system. In this 
paper, a novel and different method has been presented for 
detecting overflow in moduli set {2n-1, 2n, 2n+1}. Our 
proposed technique is based on group of numbers which 
leads to the correct result without doing a complete 
comparison or need to use the residue to binary converter. 
The presented approach has significant reduction in delay, 
compared to other methods.  
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Abstract 

In this paper, a novel method for feature selection and its 
application to fault detection and Isolation (FDI) of control 
valves is presented. The proposed system uses an artificial bee 
colony (ABC) optimized minimum redundancy maximum 
relevance (mRMR) based feature selection method to identify the 
important features from the measured control valve parameters. 
The selected features are then given to a naïve Bayes classifier to 
detect nineteen different types of faults. The performance of the 
proposed feature selection system is compared to that of six other 
feature selection techniques and the proposed system is found to 
be superior.  
Keywords: Feature Selection, Control Valves, Fault Detection 
and Diagnosis, Artificial bee colony, Feature selection, naïve 
Bayes.  

1. Introduction 

Control valves are extensively used in industry to control 
various parameters such as flow, temperature, pressure, 
liquid level etc. For this reason it is of vital importance 

that its condition is monitored continuously and deviations 
in its function be noted to prevent and control hazardous 
consequences that may follow. Timely fault detection and 
diagnosis in control valves can be used to develop 
maintenance strategies and consequently, the plant’s 
overall downtime and hence, the resulting maintenance 
costs can be brought under control. 
 
Fast Fourier Transforms (FFTs) are one of the oldest 
methods for FDI and have been widely used in fault 
detection. FFTs have been used for fault detection in gas 
turbine engines [1], rotor bars [2], [3] and induction 
motors [4]. Statistical techniques like multivariate 
statistical projection method (MSPM) [5] and dynamic 
PCA have been used [6] with varying degrees of success. 
Signal processing techniques like the Kalman filter [7], [8] 
have also been employed. Application of data mining 
techniques like support vector machines (SVMs) [9], [10], 
[11], [12], artificial neural networks (ANNs) have also 
been widely used [13], [14], [15], [16], [17], [18], [19], 
[20], [21], [22].  
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However, it is seen that the features required for the 
purpose of classification of faults are usually selected 
based on expert knowledge rather than automatically. A 
suboptimal feature set can compromise the accuracy of the 
classification system, leading to poor performance of the 
system. In the present study, a feature selection 
mechanism which can identify the importance of features 
from a large feature set is proposed. The performance of 
the proposed system is compared to that of six other 
feature selection techniques and the proposed system was 
found to outperform all the other techniques considered, 
by producing highest classification accuracy for the 
smallest number of faults. The dataset used for validating 
the proposed system is the Development and Application 
of Methods for Actuator Diagnosis in Industrial Control 
Systems (DAMADICS) standard benchmark dataset. 
 
The rest of the paper is organized as follows: section 2 
presents an overview of the DAMADICS benchmark, 
section 3 presents the design of the proposed system and 
the results are presented in section 4. 

2. DAMADICS  

This section presents the overview of the DAMADICS 
benchmark dataset used in the present study.  
 
DAMADICS benchmark was developed for real time 
training of an actuator system [23],[24]. This benchmark 
has become a standard for analyzing wide range of FDI 
methods in terms of standard performance. The 
DAMADICS benchmark data was designed for comparing 
various FDI methods by real time testing on industrial 
actuators in the Lublin sugar factory in Poland. The 
benchmark is based on the complete working of electro – 
pneumatic valve actuator used in almost all industrial 
applications. The testing was performed by inducing 
abrupt (sudden) and incipient (gradually developing) faults 
to the actuators and recording the data. 
 
The structure of benchmark actuator system [23], [24] is 
given in Fig. 1. For designing the benchmark data, five 
available measurements and one control value signal have 
been considered (measurements being made at every 
second). They are: process control external signal CV, 
values of liquid pressure on the valve inlet P1’ and outlet 
P2’, stem displacement X’, liquid flow rate F’ and liquid 
temperature T’. The apostrophe denotes signals that are 
measured. The set of main variables used in benchmark, as 
given in Fig. 1 is as follows: CV (process control external 
signal), CVI (internal current acting on E/P unit), E/P 
(electro-pneumatic transducer), F (main pipeline flow rate), 
Fv( control valve flow rate), Fv3(actuator by-pass pipeline 
flow rate), FT (flow rate transmitter), P (positioned), P1,P2 

(pressures on valve: inlet and outlet), Ps E/P (transducer 
output pressure), PSP (positioner supply pressure unit), PT 
(pressure transmitter), Pz (positioner air supply pressure), 
S (pneumatic servo-motor), T1 (liquid temperature), TT 
(temperature transmitter), V (control valve),V1,V2 andV3 
(cut-off valves), X (valve plug displacement), ZC (internal 
controller), ZT (stem position transmitter). 
 

 
Fig.1 Structure of benchmark actuator system [23],[24] 

 
There are 19 actuator faults which have been considered in 
the benchmark study [40]. These faults are:  
Valve clogging (f1), Valve plug or Valve seat 
sedimentation (f2), Valve plug or Valve seat erosion (f3), 
increase of valve friction (f4), external leakage (f5), internal 
leakage (f6),  medium evaporation or critical flow (f7), 
twisted servomotor stem (f8), servomotor housing or 
terminal tightness (f9), servomotor diaphragm perforation 
(f10), servomotor spring fault (f11), electro pneumatic 
transducer fault (f12), stem displacement sensor fault (f13), 
pressure sensor fault (f14), positioner spring fault (f15), 
positioner supply pressure drop (f16), unexpected pressure 
change across valve (f17), fully or partly opened bypass 
valve (f18) and flow rate sensor fault (f19). 
 
The faults are grouped based on the severity of the fault as 
abrupt (large, medium and small) and incipient [23],[24]. 
The dataset consists of the data for the following simulated 
fault groups: abrupt-large for f1, f2, f7, f8 , f10, f11, f12, f13, 
f14, f15,f16, f17 and f18;  abrupt-medium for f1, f7, f8 , f10, f12, 
f13, f14, f16, and f18 ; abrupt-small for f1, f7, f8 , f10, f12, f13, 
f14, f16, and f18 and f19 ; incipient for f2, f3, f4 , f5, f6, f9, f11 
and f13. It must be noted that same fault can manifest itself 
with different levels of severity under different 
circumstances. Hence some faults, for example, f1 have 
been simulated at different fault severity levels, resulting 
in distinct measured data.   

3. Design of the Proposed System 

The system proposed in the present paper performs FDI in 
three steps: 
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Step 1: Extract statistical parameters (average, median, 
minimum, maximum, standard deviation, kurtosis, skew 
and Variance) using moving windows, from each of the 
six measured parameters. 
Step 2: Select important features for fault classification. 
Step 3: Use the selected features for identification of the 
fault and its type using Naïve Bayes classifier.   
 
As can be seen, extracting eight parameters from six initial 
features creates a feature set with (6*8) = 48 features and 
when taken together with the initial feature set, the total 
number of features in the feature set becomes 54. Also, the 
number of measurements made is large (a total of 65535 
measurements for each of the initial features) as well. This 
makes the task of feature selection quite challenging. 

 3.1 Feature Selection 

The proposed feature selection system is derived from 
ABC [25],[26] and mRMR [27] algorithms. This method 
was developed using principles of the ABC and mutual 
information (MI) [28].  
 
The ABC algorithm is an optimization algorithm that uses 
the behavior of the bees while searching for food [25]. A 
bee colony is an organized team work system where each 
bee contributes significant information to the system. 
There are three types of worker bees which involve in 
collecting nectar viz. employed bees, onlooker bees and 
scout bees. The ABC algorithm considers the position of 
food source as the possible solution of the optimization 
problem and the food source corresponds to the quality 
(fitness) of the associated solution [26]. The number of the 
employed bees or the onlooker bees is equal to the number 
of solutions in the population. The initial population of N 
solutions is randomly generated. Each solution is a D-
dimensional vector where D is the number of parameters 
to be optimised. They are relevance and redundancy in this 
case. The population of solutions is subject to repeated 
search processes by the employed bees, onlooker bees and 
scout bees. A solution is randomly chosen and compared 
with the current solution. The objective function used here 
will be the mRMR function. The fitness function of each 
solution is given by 

 
     (1) 

 
where f(i) is the objective function of the ith solution. If the 
fitness function of the new chosen solution is greater than 
the existing one, then the new solution is memorized and 
the old one is discarded. The employed bees share the 
information i.e, fitness value of the solutions in their 
memory with the onlooker bees.  
 

The probability of each solution based on its fitness, is 
calculated by 
      (2) 

 
where fiti  is the fitness value of the solution i and N is the 
number of  solutions in the population. Candidate solutions 
are produced using the formula   
    (3) 
 
where k  {1, 2, . . . , N} and j  {1, 2, . . . ,D} and  is a 
random number ranging between -1 and 1. This ensures 
that values generated are different from those already 
existing. And also the newly generated solutions lie within 
the defined boundary. The parameter exceeding its limit is 
set to its limit value.  
 
The performance of each candidate solution is compared 
with that of the existing solution. If the new solution has 
equal or better fitness value than the old solution, the old 
one is discarded with the new one occupying its position. 
Else, the old one is retained. In other words, a greedy 
selection mechanism is used for the selection process. 
 
If an optimal solution cannot be obtained from a 
population within the predefined number of cycles i.e. 
limit then, that population is abandoned and replaced with 
a new population. ABC algorithm is used here to optimize 
the redundancy and relevance parameters of mRMR 
function. The mRMR method proposed in [27] uses the 
principle of mutual Information. The mutual information 
between two variables A and B can be defined as 

     (4) 

 
Maximum Relevance orders features based on the mutual 
information between individual features xi and target class 
h such that the feature with the highest mutual information 
is the most relevant feature. The relationship is expressed 
as follows: 
    (5) 

 
Max Relevance often shows a high inter-dependence 
among the features. When two features are highly 
dependent on one another, the class-discriminative power 
of these two features would not change much if either one 
of them were to be removed and if not removed they 
become redundant as they convey the same characteristics. 
The minimal redundancy condition can be added to select 
mutually exclusive features of the dataset. The following 
relationship helps establish the minimum redundancy 
measure. 
   (6) 

 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     418 

 

The criterion combining the above two parameters is 
called “minimal-redundancy-maximal-relevance”. It was 
seen that the two measures could be used together to form 
two combinations for the purpose of improving the feature 
selection process [26]. The two combinations considered 
were: 
     (7) 
  
     (8) 
 
Here Eq. (7) forms MID: Mutual Information Difference 
criterion and Eq. (8) forms MIQ: Mutual Information 
Quotient criterion. It was observed in [30] that MID gave a 
better performance when compared to MIQ. This was 
found to be the case in the present study, as well.  
 
Redundancy is often a matter of concern when dealing 
with large datasets. It was noticed that redundancy caused 
a negative effect on the accuracy of the classifying system. 
But it cannot be presumed that the relevance factor only 
facilitated the increase in accuracy. The conditions are 
seen to be purely situational. That is, depending on the 
dataset under study, either of the two, relevance or 
redundancy may drastically affect the percentage of 
accuracy. 
 
The following expression defines the proposed 
optimization criterion 
    (9) 
 
where a and b are constants describing the weightage to be 
given to relevance and redundancy for selecting the 
optimal feature set, VI is relevance and WI is redundancy. 
 
The value of the constants a and b are arrived at from the 
ABC algorithm. This algorithm was noticed to be 
applicable only for discrete datasets. And so, when 
continuous datasets are to be analyzed, discretization has 
to be done. Discretization comes with the disadvantage of 
loss of data which will further reduce the accuracy. This 
can be alternated by scaling the data and employing 
logarithmic functions. Thus, the relationship is modified 
for continuous datasets as follows: 
   (10) 

The output of the proposed feature selection mechanism is 
the set of features in the decreasing order of importance. 

3.2 Naïve Bayes Classification 

Naïve Bayes classifier is a simple technique for supervised 
learning based on probability theory and is highly suitable 
for datasets containing large number of attributes [30]. 
Also small amounts of noise in the data do not affect the 
system. It works on Bayes theorem and the relation is 
given as follows 

    (11) 

where X is a tuple belonging to class C and H is  some 
hypothesis under consideration. If two or more features are 
highly correlated, then the weightage for that feature is 
made high by the system and the result of classification is 
biased towards values with higher weightage thus pulling 
down the accuracy values.  

4. Results 

From the DAMADICS benchmark data six measurements 
have been considered, viz. process control external signal 
(CV), pressure on the valve inlet (P1), pressure on the 
valve outlet(P2), stem displacement (X), liquid flow rate 
(F), liquid temperature (T). As the first step, statistical 
parameters were extracted from each of the six initial 
features listed above. These parameters are average, 
median, minimum, maximum, standard deviation, kurtosis, 
skew and variance. Hence, a total of 54 features including 
the original six features are obtained.  
 
The features were extracted for different moving averages 
(MA) and the corresponding accuracies using a naïve 
Bayes classifier were obtained (see Table 1). Use of MA is 
equivalent to passing the measured signal through a low 
pass filter. Increase in the number of points used for 
calculating the MA implies reduction in the cutoff 
frequency of the filtered signal. This is used to reduce the 
noise (which usually manifests itself as high frequency 
signals) in the measured signal and hence improve the 
fault detection accuracy of the system. However, the 
number of points used for calculating the MA cannot be 
arbitrarily high since, for larger moving averages (or 
equivalently, lower cut off frequencies), the filtered signal 
will begin to lose not only the high frequency noise but 
also the lower frequencies that may be useful. Also, 
processing time increases with higher moving points 
which results in slower classification. 
 
Table 1 shows the result of the effort at identifying the 
optimum number of points for computing MA. An 
exhaustive search method to maximize the accuracy was 
carried out. It was observed that 100 point MA is optimal 
for abrupt medium, abrupt small and incipient faults.  
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Table 1: Accuracy (%) for faults from statistical features. 
Moving 
Average 
(points) 

Abrupt 
Small 
(%) 

Abrupt 
medium 
(%) 

Abrupt 
large 
(%) 

Incipient 
 
(%) 

40 72.1 65.0 78.5 32.9 

60 70.4 75.9 80.8 39.5 

70 73.5 82.8 94.0 49.4 

80 79.0 79.0 81.4 37.8 

90 72.6 88.9 82.8 65.5 

100 89.4 94.3 96.3 69.9 

110 81.1 89.4 82.3 60.5 

120 87.6 89.0 94.5 49.7 

 
The 54 features extracted using the 100 point MA are 
subjected to feature selection using following feature 
selection methods: Relief-F, MI, , MID, MIQ, 
information gain (info gain), gain ratio and the proposed 
feature selection algorithm. Various feature selection 
algorithms applied to 100 point MA window large abrupt 
fault are shown in Table 2. 

Table 2: Accuracy in % vs. no.of features for abrupt large faults 
(coefficients for proposed method, a=0.9106; b=0.0131) 

no. 
of 

feat
ures 

Prop
osed 
meth
od MIQ MID 

Info 
gain 

Gain 
ratio chi2 

Relief
-F 

3 78.1 80.7 85.0 87.5 30.8 87.5 24.8 
6 80.8 85.9 85.7 93.3 84.5 93.3 87.3 
9 86.8 87.2 88.0 94.0 86.4 94.0 89.6 

12 89.1 88.3 88.1 94.7 91.8 94.2 89.9 
15 89.2 89.0 89.0 94.5 94.4 94.5 90.3 
18 95.1 89.8 83.9 95.1 95.0 95.1 92.3 
21 95.4 83.9 84.1 95.2 95.2 95.5 96.1 
24 95.9 84.5 84.1 95.8 95.4 95.6 96.6 
27 95.9 84.5 84.6 95.7 95.8 95.7 96.4 
30 96.8 84.7 84.6 96.3 95.9 96.3 96.4 
33 96.3 84.7 84.7 96.3 96.1 96.3 96.3 

36 96.3 95.9 84.7 96.3 96.3 96.3 96.3 

39 96.3 96.0 95.9 96.3 96.3 96.3 96.3 

42 96.3 96.2 96.2 96.3 96.3 96.3 96.3 

45 96.3 96.2 96.2 96.3 96.3 96.3 96.3 

48 96.3 96.3 96.2 96.3 96.3 96.3 96.3 

51 96.3 96.3 96.3 96.3 96.3 96.3 96.3 
54 96.3 96.3 96.3 96.3 96.3 96.3 96.3 

 
 For Abrupt medium and small faults also the proposed 
system showed relatively better accuracy of 95.0% for 36 
features and 89.5% for 39 features respectively. The 
accuracies of the various feature selection algorithms for 

abrupt medium faults and abrupt small faults are shown in 
Table 3 and Table 4 respectively. 

Table 3: Accuracy in % vs. no.of features for abrupt medium faults 
(coefficients for proposed method, a=0.3462; b=0.9386) 

no. 
of 

featu
res 

Prop
osed 
met
hod MIQ MID 

Info 
gain 

Gain 
ratio chi2 

Relief  
-F 

3 83.9 80.3 83.9 75.2 20.0 75.2 82.4 

6 84.2 80.6 84.2 84.0 77.7 84.0 83.2 

9 70.1 87.3 87.2 91.2 92.3 91.2 84.6 

12 72.4 87.7 87.7 92.1 92.6 92.1 86.2 

15 73.6 89.2 89.2 92.1 92.2 92.1 92.8 

18 73.9 76.2 76.2 93.2 92.9 94.0 93.3 

21 75.7 76.4 76.2 94.0 94.0 94.0 93.4 

24 76.7 77.1 77.1 94.0 94.1 94.2 94.6 

27 78.4 77.7 77.3 94.3 94.0 94.3 94.6 

30 85.1 81.2 78.5 94.3 94.3 94.3 94.5 

33 86.2 86.2 85.2 94.3 94.3 94.3 94.5 

36 95.0 95.0 86.9 94.3 94.3 94.3 94.5 

39 95.0 95.0 95.0 94.3 94.3 94.3 94.5 

42 95.0 95.0 95.0 94.3 94.3 94.3 94.5 

45 95.0 95.0 95.0 94.3 94.3 94.3 94.3 

48 95.0 95.0 95.0 94.3 94.3 94.3 94.3 

51 94.3 94.3 94.3 94.3 94.3 94.3 94.3 

54 94.3 94.3 94.3 94.3 94.3 94.3 94.3 
 

Table 4: Accuracy vs. no.of features for abrupt small faults (coefficients 
for proposed method, a=0.0021; b=0.9386) 

no. 
of 

featu
res 

Propo
sed 

meth
od MIQ MID 

Info 
gain 

Gain 
ratio chi2 

Relief
-F 

3 53.9 73.2 78.2 74.5 29.2 74.5 76.1 
6 64.6 73.9 78.3 82.7 73.2 82.7 77.7 
9 76.1 81.1 81.2 81.7 78.7 81.7 77.7 

12 77.2 81.9 81.9 85.7 83.5 85.7 80.0 
15 88.0 83.0 83.0 86.1 85.6 86.1 81.8 
18 89.3 74.3 74.3 89.0 89.3 89.0 82.2 
21 89.4 74.8 74.5 89.3 89.1 89.3 82.3 
24 89.4 76.2 76.1 89.3 89.1 89.3 83.4 
27 89.1 76.6 76.3 89.4 89.1 89.4 83.4 
30 89.1 78.9 77.1 89.4 89.4 89.4 85.3 
33 89.1 84.8 84.3 89.4 89.4 89.4 85.3 
36 89.1 89.1 85.0 89.5 89.4 89.5 85.9 
39 89.5 89.2 89.1 89.4 89.4 89.4 89.4 
42 89.5 89.4 89.4 89.4 89.4 89.4 89.4 
45 89.4 89.4 89.4 89.4 89.4 89.4 89.4 
48 89.4 89.4 89.4 89.4 89.4 89.4 89.4 
51 89.4 89.4 89.4 89.4 89.4 89.4 89.4 
54 89.4 89.4 89.4 89.4 89.4 89.4 89.4 
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Results of feature selection for incipient fault are shown in 
Table 5. It can be observed that the proposed method 
shows accuracy of 70.7% for 36 features. Information gain 
shows better accuracy of 71.6% for 9 features. Also other 
methods like chi square, Relief-F and gain ratio give 
slightly better results when compared to the proposed 
method.  

 
Table 5: Accuracy in % vs. no.of features for abrupt small faults 

(coefficients of the proposed method: a=0.9106; b=0.0131) 
no. 
of 

feat
ures 

Prop
osed 
meth
od MIQ MID 

Info 
gain 

Gain 
ratio chi2 

Relief
-F 

3 52.9 52.9 52.9 64.8 22.2 64.8 54.8 

6 56.8 56.8 56.8 69.5 57.3 68.6 66.4 

9 69.8 69.8 64.1 71.6 65.0 71.3 69.3 

12 67.3 67.3 67.3 71.1 66.0 71.1 67.9 

15 70.4 70.3 70.4 71.0 69.2 71.0 68.2 

18 70.4 70.3 70.4 69.8 71.0 69.8 68.1 

21 70.4 70.3 70.4 69.8 71.3 69.8 67.9 

24 70.4 70.3 70.4 69.8 71.0 69.8 68.0 

27 70.4 70.3 70.4 69.8 69.8 69.8 69.9 

30 70.4 70.3 70.4 69.8 69.8 69.8 69.9 

33 70.4 70.3 70.4 69.9 69.9 69.9 69.9 

36 70.7 70.7 70.4 69.9 69.9 69.9 69.9 

39 70.7 70.7 70.2 69.9 69.9 69.9 69.9 

42 70.7 70.7 70.7 69.9 69.9 69.9 69.9 

45 70.7 70.7 70.7 69.9 69.9 69.9 69.9 

48 70.0 70.0 70.7 69.9 69.9 69.9 69.9 

51 69.9 69.9 70.7 69.9 69.9 69.9 69.9 
54 69.9 69.9 69.9 69.9 69.9 69.9 69.9 

 
It can be seen from the above results that the proposed 
feature selection system is well capable of identifying the 
best features in a dataset and that the FDI system presented 
in this paper can be successfully used for identifying faults 
in actuators with a very high degree of accuracy.   
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Abstract— Data mining has emerged as one of the major research 
domain in the recent decades in order to extract implicit and useful 
knowledge.  This knowledge can be comprehended by humans 
easily. Initially, this knowledge extraction was computed and 
evaluated manually using statistical techniques. Subsequently, semi-
automated data mining techniques emerged because of the 
advancement in the technology. Such advancement was also in the 
form of storage which increases the demands of analysis. In such 
case, semi-automated techniques have become inefficient. Therefore, 
automated data mining techniques were introduced to synthesis 
knowledge efficiently. A survey of the available literature on data 
mining and pattern recognition for soil data mining is presented in 
this paper. Data mining in Agricultural soil datasets is a relatively 
novel research field. Efficient techniques can be developed and 
tailored for solving complex soil datasets using data mining.   
 
Keywords— Data Mining, Pattern Recognition, Soil Data Mining 

I. INTRODUCTION 
This Data mining software applications includes various 

methodologies that have been developed by both commercial 
and research centers. These techniques have been used for 
industrial, commercial and scientific purposes. For example, 
data mining has been used to analyze large datasets and 
establish useful classification and patterns in the datasets. 
Agricultural and biological research studies have used various 
techniques of data analysis including, natural trees, statistical 
machine learning and other analysis methods [16]. This paper 
outlines research which may establish if new data mining 
techniques will improve the effectiveness and accuracy of the 
Classification of large soil datasets. In particularly, this 
research work aims to compare the performance of the data 
mining algorithms with soil limitations and soil conditions in 
respect of the following characteristics: Acidity, Alkalinity 
and sodicity, Salinity, Low cation exchange capacity, 
Phosphorus fixation, Cracking and swelling properties, Depth, 
Soil density and Nutrient content.  The use of standard 
statistical analysis techniques is both time consuming and 
expensive. If alternative techniques can be found to improve 
this process, an improvement in the classification of soils may 
result. 

In many developing countries, hunger is forcing people to 
cultivate land that is unsuitable for agriculture and which can 
only be converted to agricultural use through enormous efforts 

and costs, such as those involved in the construction of 
terraces. Each country is known for its core competence. 
India's is agriculture. Yet, it only accounts for 17 per cent of 
the total Gross Domestic Product. With the pressure of 
urbanization, it is going to be a challenge to produce food for 
more people with less land and water. 

Agriculture or farming forms the backbone of any country 
economy, since a large population lives in rural areas and is 
directly or indirectly dependent on agriculture for a living. 
Income from farming forms the main source for the farming 
community. The essential requirements for crop harvesting are 
water resources and capital to buy seeds, fertilizers, pesticides, 
labor etc. Most farmers raise the required capital by 
compromising on other necessary expenditures, and when it is 
still insufficient they resort to credit from sources like banks 
and private financial institutions. In such a situation, the 
repayment is dependent on the success of the crop. If the crop 
fails even once due to several factors, like bad weather 
pattern; soil type; improper, excessive, and untimely 
application of both fertilizers and pesticides; adulterated seeds 
and pesticides etc. then he is pushed into an acute crisis 
causing severe stress [58]. In addition, the plant growth 
depends on multiple factors such as soil type, crop type, and 
weather. Due to lack of plant growth information and expert 
advice, most of the farmers fail to get a good yield. 

Most knowledge of soil in nature comes from soil survey 
efforts. Soil survey, or soil mapping, is the process of 
determining the soil types or other properties of the soil cover 
over a landscape, and mapping them for others to understand 
and use. Primary data for the soil survey are acquired by field 
sampling and supported by remote sensing. 

The test dataset using for this research work collected from 
World Soil Information – ISRIC (International Soil Reference 
and Information Centre). Version 3.1 of the ISRIC-WISE 
database (WISE3-World Inventory of Soil Emission 
Potentials) was complied from a wide range of soil profile 
data collected by many soil professionals world wide. All 
profiles have been harmonized with respect to the original 
Legend (1974) and Revised Legend (1988) of FAO-Unesco. 
Thereby the primary soil data and any secondary data derived 
from them can be linked using GIS to the spatial units of the 
soil map of the world as well as more recent Soil and Terrain 
(SOTER) databases through the soil legend code. 
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WISE3 is a relational database, compiled using MS-
ACCESS. It can handle data on: (a) soil classification; (b) soil 
horizon data; (c) source of data; and methods used for 
determining analytical data. Profile data in WISE3 originate 
from over 260 different sources, both analogue and digital. 
Some 40% of the profiles were extracted from auxiliary 
datasets, including various Soil and Terrain (SOTER) 
databases and the FAO Soil Database (FAO-SDB), which, in 
turn, hold data collated from a wide range of sources. 

WISE3 holds selected attribute data for 10,253 soil profiles, 
with some 47,800 horizons, from 149 countries. Individual 
profiles have been sampled, described, and analyzed 
according to methods and standards in use in the originating 
countries. There is no uniform set of properties for which all 
profiles have analytical data, generally because only selected 
measurements were planned during the original surveys. 
Methods used for laboratory determinations of specific soil 
properties vary between laboratories and over time. Some 
times, results for the same property cannot be compared 
directly. WISE3 will inevitably include gaps, being a 
compilation of legacy soil data derived from traditional soil 
survey. These can be of a taxonomic, geographic, and soil 
analytical nature. As a result, the amount of data available for 
modeling is some times much less than expected. Adroit use 
of the data, however, will permit a wide range of agricultural 
and environmental applications at a global and continental 
scale (1:500000 and broader) [44]. 

The analysis of these datasets with various data mining 
techniques may yield outcomes useful to researchers in future. 

II. MATERIALS AND METHODS 
The rapid growth of interest in data mining is due to the (i) 

falling cost of large storage devices and increasing ease of 
collecting data over networks, (ii) development of robust and 
efficient machine learning algorithms to process this data, and 
(iii) falling cost of computational power, enabling use of 
computationally intensive methods for data analysis [37]. 

Data Mining (DM) represents a set of specific methods and 
algorithms aimed solely at extracting patterns from raw data 
[18]. The DM process has developed due to the immense 
volume of data that must be handled easier in areas such as: 
business, medical industry, astronomy, genetics or banking 
field. Also, the success and the extraordinary development of 
hardware technologies led to the big capacity of storage on 
hard–disks, fact that challenged the appearance of many 
problems in manipulating immense volumes of data. Of 
course the most important aspect here is the fast growth of the 
Internet. 

The core of the DM process lies in applying methods and 
algorithms in order to discover and extract patterns from 
stored data but before this step data must be pre–processed. It 
is well known that simple use of DM algorithms does not 
produce good results. Thus, the overall process of finding 
useful knowledge in raw data involves the sequential 
adhibition of the following steps: developing an understanding 
of the application domain, creating a target dataset based on 

an intelligent way of selecting data by focusing on a subset of 
variables or data samples, data cleaning and pre–processing, 
data reduction and projection, choosing the data mining task, 
choosing the data mining algorithm, the data mining step, 
interpreting mined patterns with possible return to any of the 
previous steps and consolidating discovered knowledge. 

The DM contains many study areas such as machine–
learning, pattern recognition in data, databases, statistics, 
artificial intelligence, data acquisition for expert systems and 
data visualization. The most important goal here is to extract 
patterns from data and to bring useful knowledge into an 
understandable form to the human observer. It is 
recommended that obtained information to be facile to 
interpret for the easiness of use. The entire process aims to 
obtain high–level data from low level data. 

Data mining involves fitting models to or determining 
patterns from observed data. The fitted models play the role of 
inferred knowledge. Typically, a data mining algorithm 
constitutes some combination of the following three 
components. 

 The model: The function of the model (e.g., 
classification, clustering) and its representational 
form (e.g. linear discriminants, neural networks). 
A model contains parameters that are to be 
determined from the data. 

 The preference criterion: A basis for preference of 
one model or set of parameters over another, 
depending on the given data. 

 The search algorithm: The specification of an 
algorithm for finding particular models and 
parameters, given the data, model(s), and a 
preference criterion. 

 
A particular data mining algorithm is usually an 
instantiation of the model/preference/search components. 
The more common model functions in current data mining 
practice include: 
 
1.  Classification [41], [38], [42], [6], [39]: classifies a 

data item into one of several predefined categorical 
classes. 

2.  Regression [19], [12], [64], [45]: maps a data item to 
a real valued prediction variable. 

3.  Clustering [61], [50], [47], [52], [29], [31], [62], and 
[21]: maps a data item into one of several clusters, 
where clusters are natural groupings of data items 
based on similarity metrics or probability density 
models. 

4.  Rule generation [60], [35], [40], [43], [23], [55], 
[53], [67]: extracts classification rules from the data. 

5.  Discovering association rules [2], [63], [5], and [34]: 
describes association relationship among different 
attributes. 

6.  Summarization [32], [65], [25], [20]: provides a 
compact description for a subset of data. 
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7.  Dependency modeling [22], [7]: describes significant 
dependencies among variables. 

8.  Sequence analysis [10], [33]: models sequential 
patterns, like time-series analysis. The goal is to 
model the states of the process generating the 
sequence or to extract and report deviation and trends 
over time. 

Though, there are lots of techniques available in the data 
mining, few methodologies such as Artificial Neural 
Networks, K nearest neighbor, K means approach, are popular 
currently depends on the nature of the data. 

Artificial Neural Network: Artificial Neural Networks 
(ANN) is systems inspired by the research on human brain 
(Hammerstrom, 1993). Artificial Neural Networks (ANN) 
networks in which each node represents a neuron and each 
link represents the way two neurons interact. Each neuron 
performs very simple tasks, while the network representing of 
the work of all its neurons is able to perform the more 
complex task. A neural network is an interconnected set of 
input/output units where each connection has a weight 
associated with it. The network learns by fine tuning the 
weights so as able to predict the call label of input samples 
during testing phase. Artificial neural network is a new 
techniques used in flood forecast. The advantage of ANN 
approach in modeling the rain fall and run off relationship 
over the conventional techniques flood forecast. Neural 
network has several advantages over conventional method in 
computing. Any problem having more time for getting 
solution, ANN is highly suitable states that the neural network 
method successfully predicts the pest attack incidences for one 
week in advance.  

Pedotransfer functions (PTFs) provide an alternative by 
estimating soil parameters from more readily available soil 
data. The two common methods used to develop PTFs are 
multiple-linear regression method and ANN. Multiple linear 
regression and neural network model (feed-forward back 
propagation network) were employed to develop a 
pedotransfer function for predicting soil parameters using 
easily measurable characteristics of clay, sand, silt, SP, Bd 
and organic carbon[51].  

Artificial Neural Networks have been successful in the 
classification of other soil properties, such as dry land salinity 
(Spencer et al. 2004). Due to their ability to solve complex or 
noisy problems, Artificial Neural Networks are considered to 
be a suitable tool for a difficult problem such as the estimation 
of organic carbon in soil. 

Support Vector Machines: Support Vector Machines 
(SVM) is binary classifiers (Burges, 1998; Cortes and Vapnik, 
1995). SVM is able to classify data samples in two disjoint 
classes. The basic idea behind is classifying the sample data 
into linearly separable. Support Vector Machines (SVMs) are 
a set of related supervised learning methods used for 
classification and regression. In simple words given a set of 
training examples, each marked as belonging to one of two 
categories, an SVM training algorithm builds a model that 

predicts whether a new example falls into one category or the 
other. 

SVM is used to assess the spatiotemporal characteristics of 
the soil moisture products [4]. 

Decision trees: The decision tree is one of the popular 
classification algorithms in current use in Data Mining and 
Machine Learning. Decision tree is a new field of machine 
learning which is involving the algorithmic acquisition of 
structured knowledge in forms such as concepts, decision 
trees and discrimination nets or production rules. Application 
of data mining techniques on drought related data for drought 
risk management shows the success on Advanced Geospatial 
Decision Support System (GDSS).  Leisa J Armstrong states 
that data mining approach is one of the approaches used for 
crop decision making. 

Research has been conducted in Australia to estimate a 
range of soil properties, including organic carbon (Henderson 
et al. 2001). The nation-wide database had 11,483 soil points 
available to predict organic carbon in the soil. An enhanced 
decision trees tool (Cubist), catering for continuous outputs 
was used for this study. A correlation of up to 0.64 was 
obtained between the predicted and actual organic carbon 
levels. 

K nearest neighbor: K nearest neighbor techniques is one 
of the classification techniques in data mining. It does not 
have any learning phase because it uses the training set every 
time a classification performed. Nearest Neighbor search 
(NN) also known as proximity search, similarity search or 
closest point search is an optimization problem for finding 
closest points in metric spaces. 

K nearest neighbor is applied for simulating daily 
precipitation and other weather variables (Rajagopalan and 
Lall, 1999). 

Bayesian networks: A Bayesian network is a graphical 
model that encodes probabilistic relationships among 
variables of interest. When used in conjunction with statistical 
techniques, the graphical model has several advantages for 
data analysis. One, because the model encodes dependencies 
among all variables, it readily handles situations where some 
data entries are missing. Two, a Bayesian network can be used 
to learn causal relationships and hence can be used to gain 
understanding about a problem domain and to predict the 
consequences of intervention. Three, because the model has 
both a causal and probabilistic semantics, it is an ideal 
representation for combining prior knowledge (which often 
comes in causal form) and data. Four, Bayesian statistical 
methods in conjunction with Bayesian networks offer an 
efficient and principled approach for avoiding the over fitting 
of data Development of a data mining application for 
agriculture based on Bayesian networks were studied by 
Huang et al. (2008). According to him, Bayesian network is a 
powerful tool for dealing uncertainties and widely used in 
agriculture datasets. He developed the model for agriculture 
application based on the Bayesian network learning method. 
The results indicate that Bayesian Networks are a feasible and 
efficient. 
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Bayesian approach improves hydrogeological site 
characterization even when using low-resolution resistivity 
surveys [52]. 

K means approach: K means method is one of the most 
used clustering techniques in the data mining. The idea behind 
the K means algorithms is very simple that certain partition of 
the data in K clusters, the centers of the cluster can be 
computed as the mean of the all sample belonging to a cluster. 
The center of the cluster can be considered as the 
representative of the cluster. The center is quite close to all 
samples in the cluster. 

K Means approach was used to classify the soil and plants 
(Camps-Valls et al., 2003). 

Fuzzy logic: Fuzzy logic is a form of multi valued logic 
derived from Fuzzy set theory to deal with reasoning that is 
approximate rather than accurate. In contrast with "crisp 
logic", where binary sets have binary logic, fuzzy logic 
variables may have a truth value that ranges between 0 and 1 
and is not constrained to the two truth values of 
classic propositional logic [46].  Furthermore, when linguistic 
variables are used, these degrees may be managed by specific 
functions. Fuzzy logic emerged as a consequence of the 1965 
proposal of Fuzzy set theory by Lotfi zadeh [1] [66]. Though 
fuzzy logic has been applied to many fields, from control 
theory to artificial intelligence, it still remains controversial 
among most statisticians, who prefer Bayesian logic, and 
some control engineers, who prefer traditional two-valued 
logic. 

Fuzzy logic is used to the prediction of soil erosion in a 
large watershed (B.Mitra et al., ScienceDirect, Nov.1998). 

 Genetic Algorithm: The Genetic Algorithm (GA) is 
a search heuristic that mimics the process of natural evolution. 
This heuristic is routinely used to generate useful solutions 
to optimization and search problems. Genetic algorithms 
belong to the larger class of Evolutionary Algorithm (EA), 
which generates solutions to optimization problems using 
techniques inspired by natural evolution, such as inheritance, 
mutation, selection and crossover. 

Soil liquefaction is a type of ground failure related to 
earthquakes. It takes place when the effective stress within 
soil reaches zero as a result of an increase in pore water 
pressure during earthquake vibration (Youd, 1992). Soil 
liquefaction can cause major damage to buildings, roads, 
bridges, dams and lifeline systems, like the earthquakes. 

Genetic Algorithm approach is used for assessing the 
liquefaction potential of sandy soils (G. Sen et al. Nat. 
Hazards Earth Syst. Sci., 2010). 

Ant Colony Optimization: The Ant Colony Optimization 
(ACO) algorithm is probabilistic technique for solving 
computational problems which can be reduced to finding good 
paths through graphs. This algorithm is a member of ant 
colony algorithms family, in swarm intelligence methods, and 
it constitutes some Meta heuristic optimizations. Initially 
proposed by Marco Dorigo in 1992 in his Ph.D. thesis [13] 
[17], the first algorithm was aiming to search for an optimal 
path in a graph, based on the behavior of ants seeking a path 

between their colony and a source of food. The original idea 
has since diversified to solve a wider class of numerical 
problems, and as a result, several problems have emerged, 
drawing on various aspects of the behavior of ants. 

Ant Colony Optimization is applied for estimating 
unsaturated soil hydraulic parameters (K.C.Abbaspour et al, 
ELSEVIER, 2001).  

Particle Swarm Optimization: Particle Swarm 
Optimization (PSO) is a method for performing 
numerical optimization without explicit knowledge of the 
gradient of the problem to be optimized. PSO is originally 
attributed to Kennedy, Eberhart, and Shri [28] [54] and was 
first intended for simulating social behavior. The algorithm 
was simplified and it was observed to be performing 
optimization. The book by Kennedy and Eberhart 
[27] describes many philosophical aspects of PSO and swarm 
intelligence. An extensive survey of PSO applications is made 
by Poli [48] [49]. 

Particle Swarm Optimization is used for analysis of Soil 
erosion characteristics (Li Yunkai et al, Springer, Sep.2009). 

 Simulated Annealing: Simulated Annealing (SA) is a 
generic probabilistic Meta heuristic for the global 
optimization problem of applied mathematics, namely 
locating a good approximation to the global optimum of a 
given function in a large search space. It is often used when 
the search space is discrete (e.g., all tours that visit a given set 
of cities). For certain problems, simulated annealing may be 
more effective than exhaustive enumeration provided that the 
goal is merely to find an acceptably good solution in a fixed 
amount of time, rather than the best possible solution. The 
method was independently described by Scott Kirkpatrick, C. 
Daniel Gelatt and Mario P. Vecchi in 1983 [30] and by Vlado 
Cerny in 1985 [9]. The method is an adaptation of 
the  Metropolis Hastings algorithm, a  Monte Carlo method  to 
generate sample states of a thermodynamic system, invented  
by N. Metropolis  et al. in 1953 [36]. 

Simulated Annealing is used for analyzing Soil Properties 
(R.M. Lark et al., ScienceDirect, March, 2003). 

 

III. RESULTS AND DISCUSSION 
The purpose of the study is to examine the most effective 

techniques to extract new knowledge and information from 
existing soil profile data contained within ISRIC-WISE soil 
data set. Several data mining techniques are in agriculture and 
allied area. Few of techniques are discussed here. K means 
method is used to forecast the pollution in the atmosphere 
(Jorquera et al., 2001). Different possible changes of weather 
are analyzed using SVM (Tripathi et al., 2006). K means 
approach is used for classifying soil in combination with GPS 
readings (Verheyen et al., 2001). Wine Fermentation process 
monitored using data mining techniques. Taste sensors are 
used to obtain data from the fermentation process to be 
classified using ANNs (Riul et al., 2004). 

A brief survey of the related work in the area of soil mining 
is that the data involved here are high dimensional data and 
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dimensionality reduction was addressed in classical methods 
such as Principal Component Analysis (PCA) [24]. There is a 
growing literature demonstrating the predictive capacity of the 
soil landscape paradigm using digital data and empirical 
numerical modeling techniques as specified by Christopher et 
al., [11]. The Eigen decomposition of empirical covariance 
matrix is performed and the data points are linearly projected. 
When the information relevant for classification is present in 
eigenvectors associated with small eigenvalues are removed, 
then this could lead to degradation in classification accuracy. 
Examples of spatial prediction have been provided, across a 
range of physiographical range of environment and spatial 
extents, for a number of soil properties by  Gessler et al., [21] 
Tenenbaum et al.,[59] introduced the concept of Isomap, a 
global dimensionality reduction algorithm. The CCDR 
(classification constrained dimensionality reduction) 
algorithm [15] was only demonstrated for two classes and the 
performance was analyzed for simulated data. Bui et al., [8] 
demonstrated the potential for the discovery of knowledge 
embedded in survey of landscape model using rule induction 
techniques based on decision trees. It has the ability to mimic 
soil map using samples taken from it, and by implication it 
also captures the embedded knowledge. Related to agriculture, 
many countries are still facing a multitude of problems to 
maximize productivity [26]. Another concept of CCDR plots 
the classification error probability and its confidence interval 
using K nearest neighbour classifier [14]. Normally there is a 
decrease in error probability as dimension increases, and the 
optimal value is reached when dimension value varies 
between 12 - 14, which has been proved using entropic graph 
algorithm. However the food production has improved 
significantly during last two decades by providing it with 
good seeds, fertilizers, and pesticides and modern farming 
equipment [57]. The agriculture sector has seen a tremendous 
improvement. 

IV. CONCLUSIONS 
In this research survey, data mining and pattern recognition 

techniques for soil data mining studied. The survey aims to 
come out of the techniques being used in the agricultural soil 
science and its allied area.  

The recommendations arising from this research survey are: 
A comparison of different data mining techniques could 
produce an efficient algorithm for soil classification for 
multiple classes. The benefits of a greater understanding of 
soils could improve productivity in farming, maintain 
biodiversity, reduce reliance on fertilizers and create a better 
integrated soil management system for both the private and 
public sectors. 
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Abstract 
This paper presents a model for reliable packet delivery in 
Wireless Sensor Networks based on Discrete Parameter Markov 
Chain with absorbing state. We have demonstrated the 
comparison between cooperative and non cooperative automatic 
repeat request (ARQ) techniques with the suitable examples in 
terms of reliability and delay in packet transmission. 
Keywords: Reliability,  Absorbing  State,  Wireless  Sensor 
Network, Markov chain. 

1. Introduction 

Wireless sensor networks (WSNs) [1][2] are the topic of 
intense academic and industrial studies. Research is 
mainly focused on energy saving schemes to increase the 
lifetime of these networks [4][5]. There is an exciting new 
wave in sensor applications-wireless sensor networking- 
which enables sensors and actuators to be deployed 
independent of costs and physical constraints of wiring. 
For a wireless sensor network to deliver real world 
benefits, it must support the following requirements in 
deployment: scalability, reliability, responsiveness, power 
efficiency and mobility. 
The complex inter-relationships between these 
characteristics are a balance; if they are not managed 
properly, the network can suffer from overhead that 
negates its applicability. In order to ensure that the 
network supports the application’s requirements, it is 
important to understand how each of these characteristics 
affects the reliability. 

1.1. Scalability and Reliability 

Network reliability and scalability are closely coupled and 
typically they act against each other. In other words, it is 
very difficult to build a reliable ad hoc network as the 
number of nodes increases [7]. This is due to network 
overhead that comes with increased size of network. In ad 
hoc network, there is no predefined topology or shape. 
Therefore, any node wishing to communicate with other 
nodes should generate more control packets than data 
packets. Moreover, as network size increases, there is 
more risk that communication links get broken, which will 
end up with creating more control packets. In summary, 
more overhead is unavoidable in a larger scale wireless 
sensor network to keep the communication path intact. 

1.2. Reliability and power efficiency 

Power efficiency also plays a very important role in this 
complex equation. To design a low power wireless sensor 
network, the duty cycle of each node needs to be reduced. 
The drawback is that as the node stays longer in sleep 
mode [3] to save the power, there is less probability that 
the node can communicate with its neighbors and may also 
lower the reliability due to lack of exchange of control 
packets and delays in the packet delivery. 

1.3. Reliability and responsiveness  

Ability of the network to adapt quickly the changes in the 
topology is known as responsiveness. For better 
responsiveness, there should be more issue and exchange 
of control packets in ad hoc network, which will naturally 
result in less reliability. 
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1.4. Mobility and reliability 

A wireless sensor network that includes a number of 
mobile nodes should have high responsiveness to deal 
with the mobility. The mobility effect on responsiveness 
will compound the reliability challenge. 
 Many applications for wireless sensor networks require 
immediate and guaranteed action; for example medical 
emergency alarm, fire alarm detection, instruction 
detection [6]. In these situations packets has to be 
transported in a reliable way and in time through the 
sensor network. Thus, besides the energy consumption, 
delay and data reliability becomes very relevant for the 
proper functioning of the network. 
Direct communication between any node and sink could 
be subject only to just a small delay, if the distance 
between the source and the destination is short, but it 
suffers an important energy wasting when the distance 
increases. Therefore often mutihop short range 
communications through other sensor nodes, acting as 
intermediate relay, are preferred in order to reduce the 
energy consumption in the network. In such a scenario it is 
necessary to define efficient technique that can ensure 
reliable communication with very tight delay constraint. In 
this work we focus attention on the control of data and 
reliability in multihop scenario. 
A simple implementation of ARQ is represented by the 
Stop and Wait technique that consists in waiting the 
acknowledgement of each transmitted packet before 
transmitting the next one, and retransmit the same packet 
in case it is lost or wrongly, received by destination [8].  
We extend here this analysis by introducing the 
investigation of the delay required by the reliable data 
delivery task. To this aim we investigate the delay 
required by a cooperative ARQ mechanism to correctly 
deliver a packet through a multihop linear path from a 
source node to the sink. In particular we analyze the delay 
and the coverage range of the nodes in the path, therefore 
the relation between delay and the number of cooperative 
relays included in the forwarding process.  

2. System Model    

Fig. 1 shows the network structure with linear multihop 
path consist of source node (node n =1), destination (node 
n = N) and (N-2)*t intermediate relay nodes deployed at 
equal distance where t is the number of parallel path of 
intermediate relay nodes between source and destination. 
Each path is composed by Z = N – 1 links. Suppose that 
all the nodes have circular radio coverage with the same 
transmission range Rt. When a sensor transmits a packet, 
it is received by all the sensors in a listen state inside the 
coverage area of the sender.  

 

  I1   1    J1    K1  L1 
 N

 SOURCE DESTINATION

 I2  J2  K2  L2 

  It    Jt    Kt  Lt 

 
Fig.1   Network structure with Linear Multi-hop path 

 

When a packet is transmitted, it can be forwarded towards 
the destination by only those nodes which are closer to the 
destination, then the transmitter.  

2.1 Discrete Parameter Markov Chain with      
Absorbing State 

Packet transfer from source to destination via intermediate 
forwarders can be treated as a state diagram of discrete 
parameter Markov chain with absorbing state. An 
absorbing state is a state from which there is zero 
probability of exiting. An absorbing Markov system is a 
Markov system that contains at least one absorbing state, 
and is such that it is possible to get from each non 
absorbing state to some absorbing state in one or more 
time steps. Consider p be the probability of successful 
transmission of a packet to an intermediate relay node 
inside the coverage range. Therefore 1-p will be the 
probability of unsuccessful transmission of packet. 
For each; node n, the probability to correctly deliver a 
packet to a node that is Rt links distant is equal to p. So the 
probability that the packet is not correctly received by this 
node (1 – p), while it is correctly received from the 
immediately previous node with a probability p; so with a 
probability (1 – p) p the packet will be forwarded by the 
previous node. If also this node has not correctly received 
the packet send by node n, event that occur with a 
probability (1- p)2, with a probability (1 –p )2 p the packet 
will be forwarded by the node previous to previous. If 
none of the node in the coverage area of the transmitter 
receives a correct packet it is necessary to ask the 
retransmission of the packet by the source node. It is 
possible to describe the process concerning one data 
packet forwarding from the source node n = 1 to the 
destination n = N with a discrete time Markov chain with 
absorbing state. Packet transmitted by a node will be 
further forwarded by a node in the coverage range of the 
transmitter which is furthest node from the source and has 
correctly received the packet. 

 
Fig 2 Packet transmission in Cooperative ARQ as a discrete parameter 

Markov Chain with absorbing state 
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Consider a single multihop linear path consisting five 
sensors with four links as shown in fig. 2. Assume 
transmission range of each sensor node is Rt=2 unit. State 
transition probability matrix for a successful transmission 
of a packet under cooperative automatic repeat request 
will be as under: 


































10000

)1(000

)1()1(00

0)1()1(0

00)1()1(

2

2

2

pp

pppp

pppp

pppp

PSuccess

 

Similarly we can find the probability matrix for link error 
by replacing (1-p) with q. In fig. 2 states 1 through 4 are 
transient state while state 5 is an absorbing state. 
 
In general, we consider a Markov chain with n states, s1, 
s2, …, sn. Sn will be the absorbing state, and the remaining 
state will be transient. The transition probability matrix of 
such a chain may be partitioned so that  





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1
|

0

CQ
P  

Where Q is an (n-1) by (n-1) substochastic matrix, 
describing the probabilities of transition only among the 
transient states. C is a column vector and 0 is a row vector 
of (n-1) zeros. Now the k-step transition probability matrix 
Pk has the form 
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Where C’ is a column vector whose elements will be of no 
further use and hence need not be computed. The (i, j) 
entry of matrix Qk denotes the probability of arriving in 
(transient) state sj after exactly k steps starting from 

(transient) state si. It can be shown that 


t

ok

kQ  converges 

as t approaches infinity. This imply that the inverse matrix 
(I-Q)-1, called the fundamental matrix, M, exists and is 
given by   




 

0

21 ...)(
k

kQQQIQIM . The 

fundamental matrix is used for calculating the expected no. 
of steps to absorption. The number of times, starting in 
state i, and expected to visit state j before absorption is the 
ijth entry of M. The total no. of steps expected before 
absorption equals the total no. of visits expected to make 
to all the non absorption states. This is the sum of all the 
entries in the ith row of M.  
Suppose p=0.8, then Q will be as under 
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Thus the states 1, 2, 3 and 4 are respectively executed 
25/24, 25/144, 775/864, 305/864 times on the average. If 
t1,t2, t3 and t4 respectively is the time for one time 
execution of the states 1,2,3 and 4 then total time required 
to transmit a packet from source node 1 to destination 
node 5 is equal to :  
T=25/24 t1 + 25/144 t2 + 775/864 t3 + 305/864 t4 unit 
times. 
 If t1=t2=t3=t4=t then T=2.4645 unit times. 

 
Fig 3 Packet transmission in Non-Cooperative ARQ as a discrete 

parameter Markov Chain with absorbing state 

In non-Cooperative ARQ, a packet transmitted by source 
node is received by a node at distance Rt towards the 
destination from source and is forwarded by the node if 
packet received correctly otherwise transmitter is forced 
for retransmission. Other intermediate nodes between the 
transmitter and the node at distance Rt remains in sleep 
mode as they will never be involved in packet forwarding 
process. State transition probability matrix for successful 
transmission of the packet for non-cooperative ARQ will 
be as under: 
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Suppose p=0.8, then Q will be as under 
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1)(  QIM                                                                                                       
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Thus the states 1, 2, 3 and 4 are respectively executed 5/4, 
0, 5/4, 0 times on the average if source node is considered 
as node 1. If t1,t2, t3 and t4 respectively is the time for one 
time execution of the states 1, 2, 3 and 4 then total time 
required to transmit a packet from source node 1 to 
destination node 5 is equal to :  
T=5/4 t1 + 5/4 t3 units times. 
If t1=t2=t3=t4=t then T=2.5 unit times. 

CONCLUSION 
In this work we have presented Markov model to analyze 
the performance of cooperative and non cooperative ARQ 
in terms of delay and power efficiency. It has been 
observed that packet delivery is more reliable and timely 
in case of cooperative ARQ, where as non cooperative 
ARQ is better in terms of power efficiency of sensor nodes 
as most of the sensors do not participate in packet 
forwarding process. 
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Abstract 
VoIP is a technology in great demand these days. Its interactive 
nature makes it very appealing for users and today it is one of the 
most dominant technologies for communication. With the growth 
over wireless networks the option to have voice communication 
over wireless has been considered - the choices are VoIP over 
WiFi or VoIP over WiMax. This paper studies and compares the 
two options and summarizes the results. 
 
Keywords: Packet loss, jitter, throughput, congestion window 
size, QoS. 

1. Introduction 

Recently wireless technology has grown immensely in 
popularity and usage becoming a medium of choice for 
networks. The wireless communication revolution is 
bringing fundamental changes to data networking, 
telecommunication, and is making integrated networks a 
reality. By freeing the user from the cord, personal 
communications networks, wireless LAN's, mobile radio 
networks and cellular systems, harbor the promise of fully 
distributed mobile computing and communications, 
anytime, anywhere.  
A similar trend is seen in the world of voice 
communication and now transmission of voice over 
wireless communication links is very common as is 
obvious from the huge adoption of mobile telephony 
around the world [1]. One example of a rapidly growing 
voice application is VoIP as can be evidenced from high 
success rates of applications like Skype [2]. Voice over 
Internet Protocol (VoIP) technology facilitates packet 
based IP networks to carry digitized voice, it uses Internet 
Protocol for transmission of voice as packets over IP 
networks [12] thereby dramatically improving bandwidth 

efficiency and facilitates creation of new services. VoIP 
has enabled service providers to offer telephony services 
along with traditional data services using the same IP 
infrastructure and this in turn leads to improvement of 
business models.  
However one fundamental question that arises is: “Can we 
get good VoIP quality over wireless networks while at the 
same time maintaining its traditional role for data 
services?” 

We have addressed this question in this study by doing 
measurement analysis of VoIP over both WiFi and WiMax 
networks. The approach adopted is based on simulation 
using the well-known networking research simulation tool 
ns2 [3]. We performed two experiments: one for the case 
of IEEE 802.11 and the other for the case of IEEE 802.16. 

VoIP packets are sent in conjunction with TCP packets 
and the performance of network is analyzed through 
various characteristics such as jitter, packet losses, 
throughput and delay. 

This paper is organized as follows: Section 2 discusses the 
issues that arise when using VoIP over wireless networks. 
Section 3 explains the simulation scenario. Section 4 
presents measurement results and graphs along with 
explanation along with an explanation of the results. 

2. Voice going Wireless 

Voice is the method of choice for real time 
communications [4]. Voice is so important to human 
communications that we have constructed entire networks 
centered around voice, namely, the public switched 
telephone network (PSTN) [5] and the analog/digital 
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cellular networks [6]. Computer networks were originally 
developed with data transmission in mind, but the needs of 
Internet users today are diverse; no longer is the need for 
transmitting only data traffic over the Internet but there is 
also need to make VoIP calls, play online games and 
watch streaming media. Indeed, voice over the Internet 
Protocol (VoIP) is growing rapidly and is expected to do 
so for the near future. A new and powerful development 
for data communications is the emergence of wireless 
local area networks (WLANs) in the embodiment of the 
802.11 a, b, g standards [7, 8], collectively referred to as 
Wi-Fi [8]. Because of the proliferation and expected 
expansion of Wi- Fi networks, considerable attention is 
now being turned to voice over Wi-Fi, with some 
companies already offering proprietary networks, 
handsets, and solutions. However deployment of VoIP 
over WiFi poses some serious problems and concerns. 
This is the main reason why the shift is now towards 
WiMax. 
 
In this paper we take up a comparative study based on 
measurement analysis of “simulated packet traces.” The 
results are compared to see which option is more viable: 
VoIP over WiFi or VoIP over WiMax. 
 

2.1 VoIP Issues on IEEE 802.11 

Wireless Local Area Networks (WLANs) are increasingly 
making their way into residential, commercial, industrial 
and public areas. As VoIP applications flourish [2] voice 
will be a significant driver for widespread adoption and 
integration of WLAN. As such voice capacity of a 
WLAN, which is defined as the maximum number of 
voice connections that can be supported with satisfied 
quality, has been investigated in the literature [9, 10]. The 
capacity of G.711 VoIP using constant bit rate (CBR) 
model and a 10 ms packetization interval is 6 calls. The 
two main problems encountered when VoIP is used over 
WiFi are: 
 

 The system capacity for voice can be quite low 
for WLAN. 

 VoIP traffic and traditional data traffic such as 
Web traffic, emails etc. can mingle with each 
other thereby bringing down VoIP performance. 
  

 
 
These problems exist mainly due to the following 
reasons: 
 

a) There is large per-packet overhead imposed by 
WiFi for each VoIP packet – for both protocol 
headers and WiFi contention. 

b) Design of 802.11 protocols is such that it allows 
clients to access the channel in a distributed 
manner which causes a contention for the 
network which is particularly evident in the case 
of VoIP due to the real-time nature of the traffic. 

 
Hence in the case of VoIP over WLAN the perceived 
throughput and real throughput have a large difference. 
Even though it does seem as an attractive alternative to 
cellular wireless telephony it has several drawbacks as we 
shall further investigate in section 4 of this paper.  
 

2.2 VoIP on IEEE 802.16 

IEEE 802.16 [11] is the “de facto” standard for broadband 
wireless communication. It is considered as the missing 
link for the “last mile” connection in Wireless 
Metropolitan Area Networks (WMAN). It represents a 
serious alternative to the wired network, such as DSL and 
cable modem. Besides Quality of Service (QoS) support, 
the IEEE 802.16 standard is currently offering a nominal 
data rate up to 100 Mega Bit Per Second (Mbps), and a 
covering area around 50 kilometers. Thus, a deployment 
of multimedia services such as Voice over IP (VoIP), 
Video on Demand (VoD) and video conferencing is now 
possible, which will open new markets and business 
opportunities for vendors and service providers. 
Concerning QoS support, the 802.16 standard proposes to 
classify, at the MAC layer, the applications according to 
their QoS service requirement (real time applications with 
stringent delay requirement, best effort applications with 
minimum guaranteed bandwidth) as well as their packet 
arrival pattern (fixed / variable data packets at periodic / 
aperiodic intervals). For this aim, the initial standard 
proposes four classes of traffic, and the 802.16e [11] 
amendment adds another class: 
 

 Unsolicited grant service (UGS): supports 
Constant Bit Rate (CBR) services, such as T1/E1 
emulation and VoIP without silence suppression. 

 Real-time polling service (rtPS): supports real-
time services with variable size data on a 
periodic basis, such as MPEG and VoIP with 
silence suppression. 

  Extended rtPS : recently introduced by the 
802.16e standard, it combines UGS and rtPS. 
That is, it guaranties periodic unsolicited grants, 
but the grantsize can be changed by request. It 
was speciallyintroduced to support VoIP traffics 
[11]. 
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 Non Real-Time Polling service (nrtPS): supports 
non real-time services that require variable size 
data bursts on regular basis, such as File 
Transport Pro- tocol (FTP) service. 

 Best effort (BE): for applications that do not 
requireQoS such as Hyper Text Transfer 
Protocol (HTTP). 
 

Due to the above-mentioned QoS implementations on 
IEEE 802.16 VoIP performs better on WiMax as we shall 
see in the next section.  

3. Experimental Setup 

To investigate performance of VoIP with TCP on IEEE 
802.11 and IEEE 802.16 simulations were undertaken 
using TCP flows along with CBR flows (defined on top of 
UDP flows).  UDP was used for the VoIP data flow and 
the UDP packet properties were those of the G.711 codec 
[13]. 
Figure 1 shows the simulation setup in ns2. In this 
network both VoIP and TCP/IP data traffic will be used to 
test the network performance for VoIP.  
The setup is composed of two wired nodes, three mobile 
nodes and a base station serving as the access point for the 
WiFi network in case of Experiment 1 and for the WiMax 
network in case of Experiment 2. In both the experiments 
the deployment of the network was kept the same but the 
TCP and VoIP flows were varied each time. 
Also the number of flows was varied: the simulation part 
was done with ns2 whereas for analysis purposes the 
Linux utilities xgraph and gnuplot were used. 
 

 
Fig. 1 Setup for Experiment 

3.1 Experimental Details for Flows of TCP and VoIP 

VoIP is basically CBR UDP: typical data rates and packet 
sizes can be obtained for voice codecs by doing a search 
for VoIP - typical data rates EXCLUSIVE of header 
overhead are from 5.3 to 64 kbps, depending on the 
implementation and application. Packet sizes are usually 
kept short to minimize latency.  

Hence in the ns2 simulation the VoIP packets have been 
modeled through CBR UDP with a data rate of 80 bytes 
and a delay of 20 milliseconds which is typical 
specification for G.711 codec [14].  
In the case of the 802.11 scenario two TCP flows are set 
up: one from node N0 to wired node W0 (it is run from 5 
seconds to end of simulation) and the other from wired 
node W1 to node N2 (it is run from 15 seconds to end of 
simulation). The VoIP packets are sent from node N0 to 
wired node W0 and from N2 to wired node W1. There are 
16 VoIP flows instantiated simultaneously between N0 
and W0 and their start time is 40 seconds, two of them are 
stopped at 100 second while remaining two at 120 
seconds. Between N2 and W1 there are 4 simultaneous 
VoIP sessions with start times 100 seconds and ending 
times of the 4 are 120 seconds for first two, 140 seconds 
for third and 150 seconds for the last one. 
In the case of 802.16 scenario the same example as the one 
provided by NS2 Simulator for IEEE 802.16 network [15] 
has been used and the topology for it has been shown in 
Figure 1. In the case of the 802.16 scenario three TCP 
flows are set up: one from node N0, node N2 and node N3 
to wired node W1. Their start times are 0.1, 0.2 and 0.3 
seconds and they stop when simulation ends; the VoIP 
packets are sent from node N0 to wired node W1. There 
are 8 VoIP flows instantiated simultaneously between N0 
and W1 and their start time is 40 seconds out of which two 
are stopped at 60 seconds and remaining are allowed to 
run till the end of the simulation.  

4. Experimental Results 

This section presents the results for the two experiments. 
We plotted graphs for throughput, jitter and packet losses 
in both cases.  
 

4.1 The 802.11 and 802.16 Results Compared 

The through0put graph for both cases is shown in Figure 
2. From the above graphs it is clear that VoIP over WiFi 
makes TCP capacity inefficient and as soon as VoIP flows 
are started the TCP congestion window drops and does not 
rise again until and unless the VoIP packet sending 
process drops. So this makes it clear that throughput of 
VoIP and TCP both are affected by deployment of VoIP 
over 802.11. 
The first graph i.e. Figure 2a shows the scenario for the 
802.11 networks and throughput that TCP achieves in 
presence of VoIP packets being transmitted. 
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        (a) IEEE 802.11  (b) IEEE 802.16       

Fig. 2 Throughout Window for TCP flows in 802.11 
and 802.16 Networks 

 
The graph shows that in presence of VoIP flows on WiFi 
the TCP capacity is marginally reduced and congestion 
window is affected badly. On the other hand in the case of 
WiMax networks the TCP does achieve an acceptable 
throughput hence demonstrating that WiMax is better 
suited for real-time services like VoIP. 
The next graph in Figure 3 shows the jitter experienced by 
the TCP packets when VoIP flows and TCP flows exist 
simultaneously on a wireless link.  
 

 
        (a) IEEE 802.11  (b) IEEE 802.16       

Fig. 3 Jitter for TCP flows in 802.11 and 802.16 
Networks 

 
Again this graph shows that VoIP existence on WLAN 
kills the TCP capacity of the network with very high jitter 
at times when VoIP packets co-exist and no jitter when 
there are no VoIP packets. However in the WiMax 
scenario VoIP packets do not make the network unsuitable 
for TCP thus proving the claim of WiMax community that 
“it is the ideal standard for both voice and data.” 
Figure 4 shows the graph for packet losses experienced by 
the TCP packets when VoIP flows and TCP flows exist 
simultaneously on a wireless link. 
The red dots indicate sent packets, green dots are for 
received packets and blue dots mark the dropped packets 
over the network. 
In the case of IEEE 802.11 networks we have almost no 
losses when VoIP is not being sent but as soon as we 
begin to send VoIP packets the congestion window gets 

halved due to packet drops at queue. Hence there is almost 
no further sending and receiving of packets and the 
network is unutilized by TCP since VoIP completely 
occupies it. Unlike that IEEE 802.16 networks although 
do show a packet loss but it is tolerable 
 

      
(a) IEEE 802.11  (b) IEEE 802.16       

Fig. 4 Packet Losses for TCP flows in 802.11 and 
802.16 Networks 

4.2 Other Characteristics 

Although the graph has not been shown for the delay, it 
was however noted by analyzing the packet traces that as 
soon as CBR traffic was introduced into the network it 
took quite a long time for the TCP packets to arrive at the 
destination whilst at the same time VoIP quality suffered. 

Moreover fairness was almost non-existent when number 
of flows was increased; the options of 4, 8 and 16 flows 
were tried for each case. In case of 16 flows the link 
containing VoIP traffic behaved as if it is down and due to 
that bandwidth of network was not equally shared. 

4.3 Explanation of the Results 

The results obtained and analyzed above were much 
expected due to the very nature of the two technologies of 
WiFi and WiMax.  
There are three great problems inherent to the WLANs 
that can harm VoIP performance are:  

 The inefficiency of the 802.11 MAC protocol. 

 The signal instability caused by electromagnetic 
phenomena 

 The competition for bandwidth usage between 
voice traffic and data traffic.  

These problems not only make the performance of VoIP 
suffer over 802.11 but also render the network useless for 
data by choking TCP. On the other hand WiMax’s better 
performance is attributed to its better QoS services. 
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WiMax is quite well suited to the promising VoIP 
applications.  

4. Conclusions 

All our findings complement the characteristics of both the 
networks and help in further establishing the fact that 
WiMax is better suited to VoIP than WiFi. 
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Abstract 

Over the years the World Wide Web has seen a major 
transformation with dynamic content and interactivity being 
delivered through Web 2.0 and provision of meaning to Web 
content through the Semantic Web. Web 2.0 has given rise to 
special methods of eLearning; we believe that interactive 
multimedia and semantic technologies applied together can 
further enable effective reuse of such applications thereby taking 
eLearning a step further. As proof of this idea we present IBook 
which is an eLearning application that uses concepts from both 
the fields of Web 2.0 and Semantic Web. It presents multimedia 
in a form that enhances the user’s learning experience through 
the use of Web 2.0 and Semantic Web. 
 
Keywords: Web 2.0, Semantic Web, Multimedia, eLearning. 

1. Introduction 

With a proliferation of Web 2.0 services and applications 
there has been a major paradigm shift in the way we 
envision the World Wide Web [3, 4]. We have witnessed 
an evolution of the Web from the first generation to the 
third generation [1, 2] and at present we live somewhere 
between the age of second generation and third generation 
Web content.  This age can be termed as a “transition 
stage” between Web 2.0 [3, 4] and the envisioned Semantic 
Web [5] and in this transition phase there has been a 
realization of new concepts such as e-Science, e-Education, 
e-Learning, e-Commerce, e-Government etc.  
The realization of these new technologies has given birth to 
new forms of multimedia in the World Wide Web and this 
is in particular the case with eLearning [6] with many 
adaptive hypermedia learning applications being 
developed. This paper also presents one such application 

IBook and what sets it apart from other similar works are 
its additional features of interactive multimedia content 
facilitating effective learning with semantic technologies 
i.e. XML[7]. 
IBook is an application that takes an innovative approach 
for eLearning which lies in both domains: Web 2.0 and the 
Semantic Web. Linear text was challenged by the world of 
the Internet which led to the creation of hypertext but even 
that suffered some drawbacks which led to the concept of 
hypermedia [9]. The students of today have done away 
with books and look to the Internet to support their 
learning. A widespread argument now exists among 
teachers, educators and psychologists that advanced 
comprehension is acquired through interacting with the 
content [8] and this is the fundamental motivation behind 
IBook. We feel that semantically connected data in 
multiple dimensions can bring a remarkable change in the 
learning curve and experience and this is where IBook 
plays its role.  
As is clear from the name IBook is an interactive, 
multimedia based book which provides the reader with 
additional forms of presentations for enhanced delivery of 
the book’s contents. Moreover the book not only follows 
its classical front view but also possesses great details to 
explain it further by adding relevant video content as well 
as voice over feature to retain readers’ attention to the 
most. Hence IBook is an advanced multimedia platform for 
eLearning. With IBook the educator can add flexibility and 
easy adaptation to new and changing user requirements 
through support for a reusable metadata structure. 
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The remainder of this paper is organized as follows: section 
II explains the necessary background with respect to the 
generations of Web content, section III explains in detail 
the IBook features and functionalities with illustrations. 
Section IV presents the architecture and implementation 
details of the IBook framework with an overview of how 
semantic technologies are incorporated into it. Section V 
concludes the paper with a discussion of possible future 
works. 

2. Background 

As mentioned in section I IBook is an application from the 
areas of Web 2.0 and Semantic Web and this section 
provides a brief overview of each of these areas. 
Some researchers characterize the Web evolution in terms 
of generations with the first generation containing static 
HTML content [1, 2] which was and is still being replaced 
by dynamic, on-the-fly Web content giving rise to the 
second generation of Web technologies and applications 
[4]. Second generation Web technology mainly focused on 
addressing needs of humans but in contrast third 
generation Web technology is more focused at making 
content that is machine-processable.  
 

2.1 Web 2.0 

The term Web 2.0 stands not for a system but a design 
philosophy applied to the first generation Web content and 
with application of this design philosophy emerged a whole 
new range of applications which facilitated interactive 
information sharing, interoperability, user-centered design 
and collaboration on the World Wide Web. Web 2.0 
applications include a whole new array of applications 
some examples being social networking sites like Facebook 
and MySpace, video sharing sites like YouTube, wikis, 
blogs, mashups and folksonomies [14]. 
The fundamental idea behind Web 2.0 is the use of the 
“Web as a platform” with software applications moving 
from the desktop to this easily accessible platform 
enabling rich interaction and user participation – the two 
things we also bring into IBook.  
 

2.2 Semantic Web 

The Semantic Web is the third generation Web platform 
which is more focused towards meaning of information 
and services on the Web making it possible for machines 
to process the content in order to enhance the user 
experience. It is more of a vision of the early pioneers of 
the World Wide Web and this vision sees the Web as a 
universal medium for data, information and knowledge 
exchange [10]. It proposes markup of content on the Web 

with the help of formal ontologies for structuring of the 
underlying data for the purpose of comprehensiveness and 
machine understanding. The Semantic Web is an 
extension of the current Web in which information is 
given well-defined meaning, enabling computers and 
people to work in co-operation.  
 

2.3 Integration of Web 2.0 with the Semantic Web 

Earlier when O'Reilly Media and MediaLive hosted the 
first Web 2.0 conference in 2004 and the term “Web 2.0” 
was used  the inventor of the World Wide Web Sir Tim-
Berners Lee discarded it as being a “buzzword” or “piece 
of jargon” but recently some researchers have presented a 
different viewpoint [11, 12, 13]. Researchers are now 
talking about a merger of the two ideas of Web 2.0 and the 
Semantic Web and are now upholding the belief that the 
two fields are “complementary rather than competing with 
goals being in harmony and each bringing its own strength 
into the picture” [11]. This is also the line of reasoning we 
follow in this paper and advocate the idea of integration of 
Web 2.0 technologies with the Semantic Web ideas for 
effective methods of eLearning.  

3. IBook Features and Functionalities 

We now present a high-level view of IBook describing its 
features and functionalities in detail. 

 
This section mainly contains a description of the features 
through that IBook can support and the implementation 
details are explained in the next section. 

 
The programming platform used was Adobe Flash with 
Action Script 3.0. Figure 1 presents the front end view of 
IBook: 
Broadly viewed we can define IBook features in terms of 
following characteristics of the Web 2.0 and the Semantic 
Web: 

 
 Non-linear Textual Nature 
 User Interactivity 
 Multimedia Support 
 Content Personalization and Reuse 

 

3.1 Non-linear Textual Nature 

The innovations in Web technology have refined the 
traditional use of the book adding to it the dimension of 
random access rather than linear, sequential access. This is 
what is also supported in IBook. As mentioned in the 
introduction IBook presents the content of the book in its 
classical format with the added feature of having 
hyperlinks to each chapter. This eases the process of 
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navigating into the book for content and gives the user an 
extra level of interactivity which closely mimics the real-
world book as shown in the table of contents view shown 
in Figure 1. When the user clicks a particular chapter for 
viewing he is presented with the view shown in Figure 2. 
Here the reader is not only able to read the chapter’s 
contents but can also listen to it with voice over feature: as 
soon as chapter opens the text of the chapter is played with 
the portion that is being played highlighted in yellow. The 
voice over facility is what makes IBook particularly unique 
and sets it apart from other works in the eLearning domain: 
this is the first such work which gives user an extra level of 
multimedia interactivity with voice over capability thereby 
being able to grasp his attention towards the content of the 
book. The reader is also given the capability to stop or 
pause the audio at any point thereby adding interactivity to 
the reading/listening process. Navigation features are also 
included within each chapter of IBook while the reader 
browses through the book.  

 

 
Figure 1 IBook Front View 

 

3.2 User Interactivity 

IBook also contains additional features to enable user 
interactivity in order to facilitate deep comprehension of 
the subject; these features incorporate the facility to check 
if the user understands the chapter’s contents through 
chapter quizzes and enhancement of that understanding 
through video summary of the chapter. The first quiz as 
shown in Figure 3 is termed “Linkage Activity” and asks 
user to match the correct terms with each other by drawing 
a line between them and the second quiz as shown in 
Figure 4 is called “Drag and Drop Activity” and it asks the 
user to fill in the appropriate boxes with the connected 
terms by dragging and dropping. These quizzes are 
included in each chapter and test the user’s knowledge of 
the chapter’s content hence enhancing the user interactive 
experience and providing more efficient concept delivery. 

These quizzes can be user-defined and how this is 
achieved is explained in detail in the next section. 

                          

 
               Figure 2 IBook Chapter View 

 
 

 
Figure 3 Quiz 1 Linkage Activity 

 

3.3 Multimedia Support 

Another useful feature provided in IBook is the concept of 
video summaries corresponding to each chapter; an 
illustration is presented in Figure 5. As the figure shows 
when the user clicks on the video summary button a popup 
video appears which summarizes the contents of the 
current chapter in video form. Like the interactive quizzes 
the video summary can be user-defined and supports rich 
user-defined semantics as explained in the next section. 
Hence we can see that IBook provides a complete 
multimedia platform with audio, video, images and 
interactive content to enhance the user’s learning 
experience which sharpens the learning curve greatly. 
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Figure 4 Quiz 2 Drag and Drop Activity 

  
 

 
Figure 5 Chapter Video Summary 

 

3.4 Content Personalization and Reuse 

One of the key aspects of the IBook system is the ability to 
support personalization of the book’s content. As 
mentioned in the Introduction Web 2.0 enables rich 
dynamicity into Web content and this is what we have 
taken advantage of for IBook: the content and the 
underlying structure are stored separately from the details 
of presentation of that content and this enables effective 
adaptation of the content to specific needs of users. In 
addition to personal adaptation the dynamic nature of Web 
2.0 enables effective reuse of the underlying structure and 
this reuse has been enabled largely with the help of 
Semantic Metadata standards 

4. IBook Framework and Architecture 

This section explains the architectural framework of 
IBook. As explained in earlier sections IBook uses 
technologies from the domain of Web 2.0 for interactivity 
and Semantic Web for reusable, user-defined content 
support through metadata standards.  
 

4.1 High-Level Architectural View 

Figure 6 depicts the high-level architectural view of 
IBook. The semantic module is basically composed of 
three parts with the first part describing the book’s text 
and audio content, the second and third part contain 
metadata and user-defined semantics for video summary 
and the quiz activity. 

 

 
Figure 6 IBook High-Level Architecture 

 
The module for video summary and quiz activity is kept as 
a stand-alone for the purpose of greater flexibility.  This 
also has the added benefit of using these modules 
independently i.e. creation of video content as a 
standalone video presentation or creation of quiz activities 
as standalone quizzes. We now explain each of these 
modules in detail.  
 

4.2 Semantic Metadata Module 

The module for managing the metadata uses the semantic 
technology to facilitate user-defined content creation and 
reuse of that content. XML is also a widely used standard 
for Web 2.0 development designed for markup in 
documents of arbitrary structure. For each part of the 
IBook we use XML specification which makes the content 
machine-processable and adds descriptive information 
about the IBook resources for purpose of finding, 
managing and using them more effectively. 
The XML portion for each chapter is shown below:   
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<book> 
  <toc> 
    <Title>Book Title</Title> 
    <Heading>TOC</Heading> 
    <data> 
    <![CDATA[Chapter Contents Here]]> 
    </data> 
    <image>TOC Image</image> 
    <audio>TOC Audio</audio> 
    <pos>Audio Positions</pos> 
    <pos>Audio Positions</pos> 
    <pos>Audio Positions</pos> 
  </toc> 
  <content> 
    <Title>Chapter 1 Title</Title> 
    <Heading>Chap Heading</Heading> 
    <data> 
    <![CDATA[Chapter Contents Here]]> 
    </data> 
    <image>Chapter Image</image> 
    <topicAudio>Audio</topicAudio> 
    <audio>Chapter Audio</audio> 
    <videoTitle></videoTitle> 
    <pos>Audio Positions</pos> 
    <pos>Audio Positions</pos>  
    <pos>Audio Positions</pos>                                        
  </content> 
  <content> 
     .   
     . 
     .  
  </content> 
</book> 
 

Table 1 XML Specification for IBook 
 
As is clear from this XML structure the <toc></toc> 
nested part specifies the contents for the table of contents 
of the book: including the image for table of content, 
heading and audio for voice over. Similarly the tags for 
content i.e. <content></contents> allow the user to give 
specification for chapter’s audio, images and video 
summary title. The <pos> tags specify the cue positions 
for the audio that is played with the highlight feature; 
these positions mark the positions of sentences in the 
audio and decide when the next sentence is to be 
highlighted. As this structure shows the user can fill the 
IBook with his changing data and can also specify many 
other features of his choice.  
 
In a similar manner the quiz activities along with its 
questions and answers and the video summary can be 
specified through XML tags based on each chapter’s 

contents. The video summary is basically an animation 
made up of a sequence of images with effects in between; 
also there is the additional capability of using text in 
between the moving images for description.  The video 
module is basically a stand-alone multimedia presentation 
generation system which combines text and graphics in 
real-time enabled through XML metadata specification. 
 
This semantic module provided by IBook enhances the 
user’s experience with multimedia interactivity and hence 
replaces the traditional book concept.  
 

4.2 The Web 2.0 and Semantic Web Experience 

The Semantic Web takes the Web experience further by 
making transforming computers from a passive entity to 
an active entity in the process and offers a generic 
infrastructure for interchange, integration and creative 
reuse of structured data: these features of the Semantic 
Web can help it overcome the problems and limitations of 
the current Web 2.0. As demonstrated by IBook adding 
semantics to Web 2.0 provides more reuse possibilities 
and creates richer links between content items: audio, 
video and interactive quizzes in the IBook case. We 
further advocate the case presented in [11]: 1) using layers 
of Web 2.0 to lead towards the Semantic Web dream and 
2) using semantic technologies for providing a robust and 
extensible basis for emerging Web 2.0 applications. 

4. Conclusions 

The collaboration between Web 2.0 technologies and 
Semantic Web technologies can give birth to exciting, 
interactive applications. We experimented with the idea 
and developed one such eLearning application IBook 
which introduces how enhanced learning can be delivered 
through modern Web technology. The future works for 
this application include extension of the semantic 
technologies to make it closer to be realized as a Semantic 
Web application and one example of this can be 
incorporation of semantic search technology within the 
book framework. Another significant future extension we 
plan for IBook is the automation and ease of use for the 
content generation process for IBook which at present is 
manual.  
All in all we believe applications like IBook are a 
significant move towards the envisioned “Semantic Web” 
which is likely to become a reality by efficient and 
effective use of Web 2.0 technologies.   
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Abstract 
Radio frequency identification (RFID) 
technology has seen increasing adoption rates in 
applications that range from supply chain 
management, asset tracking, Medical/Health 
Care applications, People tracking, 
Manufacturing, Retail, Warehouses, and 
Livestock Timing. Of these, Medical/Health care 
applications are of more importance because 
minute errors in it can cost heavy financial and 
personal losses. The success of these 
applications depends heavily on the quality of 
the data stream generated by the RFID readers. 
Efficient and accurate data cleaning is an 
essential task for the successful deployment of 
RFID systems. Hence this paper gives the brief 
introduction of RFID terminologies and cleaning 
methods to provide accurate RFID data to 
applications. It also outlines a patient 
management system which helps hospitals to 
build a better, more collaborative environment 
between different departments, such as the 
wards, medication, examination, and payment. 
Indeed used in hospital to bring down the health 
care costs, optimizing business processes, 
streamline patient identification processes and 
improve patient safety. 
 
Keywords: RFID technology, cleaning methods, 
smart hospital, health care systems 
 

1. Introduction 
 
RFID technology uses radio-frequency 

waves to automatically identify people or 
objects. There are several methods of 

identification, but the most common is to store a 
serial number that identifies a person or object, 
and perhaps other information, on a microchip 
that is attached to an antenna (the chip and the 
antenna together are called an RFID transponder 
or an RFID tag). The antenna enables the chip to 
transmit the identification information to a reader 
[2]. The reader converts the radio waves 
reflected back from the RFID tag into digital 
information that can then be passed on to 
computers that can make use of it. RFID is 
automatic and fast and will replace the barcode 
system in the near future. The big difference 
between RFID and barcodes is line-of-sight 
technology. That is, a scanner has to see the 
barcode to read it, which means people usually 
have to orient the barcode toward a scanner for it 
to be read, RFID by contrast, doesn’t require line 
of sight. RFID tags can be read as long as they 
are within range of a reader[5].  

 
RFID technology is widely used in diverse 
application such as supply chain automation, 
Asset tracking, Medical/Health Care 
applications, People tracking, Manufacturing, 
Retail, Warehouses, and Livestock Timing. Of 
these, Medical/Health care applications are of 
more importance because minute errors in it can 
cost heavy financial and personal losses. For 
hospitals and healthcare systems, increasing the 
operational efficiency is the primary target. It is a 
tough task to keep up the effectiveness and 
monitor each and every patient [7]. However, 
utilization of RFID (Radio Frequency 
Identification) technology in addition to reducing 
the health care costs facilitates automating and 
streamlining patient identification processes in 
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hospitals and use of mobile devices like PDA, 
smart phones, design of health care management 
systems etc., [4]. The emerging RFID 
technology is rapidly becoming the standard for 
tracking inventory, identifying patients, and 
managing personnel in hospitals [7]. In hospitals 
patient safety is critically important; lives are at 
stake, and zero defects should be the established 
standard. At the same time, hospitals are 
pressured to reduce costs. Therefore, when 
developing strategic objectives, technologies that 
reduce operating expenses while providing 
increased patient safety must be thoroughly 
tested and evaluated. Radio frequency 
identification (RFID) is one technology that 
holds great promise.  

 
 
Recent years, in almost every country in the 
world, substantial financial resources have been 
allocated to the health care sector. Technological 
development and modern medicine practices are 
amongst the outstanding factors triggering this 
shift. Achieving a high operational efficiency in 
the health care sector is an essential goal for 
organizational performance evaluation. 
Efficiency uses to be considered as the primary 
indicator of hospital performance [1]. 
 
The goal of this paper is to show how RFID 
contributes to build an elegant hospital by 
optimizing business processes, reducing errors 
and improving patient safety. This section starts 
by a short introduction to the RFID technology 
and define some of its main concepts and 
standards. The second section describes some 
interesting hospital use cases that could benefit 
from RFID and the third section outlines the 
cleaning methods and finally developed a health 
care system. We also summarized the open 
problems that still have to be solved before RFID 
is fully adopted by the healthcare community. 
 

 
2. Building an elegant Hospital 
 

        2.1Existing Problems in Hospital 
 

Healthcare providers (i.e., hospitals) 
traditionally use a paper-based ‘flow chart’ 
to capture patient information during 
registration time, which is updated by the on 
duty nurse and handed over to the incoming 
staff at the end of each shift. Although, the 
nurses spent large amount of time on 

updating the paperwork at the bedside of the 
patient, it is not always accurate, because 
this is handwritten.  

 
In thousands of hospitals across the 

world, blood transfusion is an everyday 
business, but fraught with risks. This is 
because contaminated blood may be 
transfused to a healthy patient or receiving 
wrong type of blood. Data from US 
hospitals shows an alarming number of 
cases of medical negligence or mistakes, 
many of which are related to blood 
transfusion. 

 
Many health professionals are 

concerned about the growing number of 
patients who are misidentified before, during 
or after medical treatment. Indeed, patient 
identification error may lead to improper 
dosage of medication to patient, as well as 
having invasive procedure done. Other 
related patient identification errors could 
lead to inaccurate lab work and results 
reported for the wrong person, having 
effects such as misdiagnoses and serious 
medication errors [4]. 

 
 

2.2 Potential Benefits of RFID technology 
 

The RFID solution to the above said 
problem is to embed a tag into the blood 
bag label itself. The parametric who 
transfuses the blood can scan the bag 
before transferring. He typically enters 
the patient ID number and the patient 
also has a wrist band RFID tag which 
identifies him uniquely. In case the 
wrong blood bag is scanned, the reader 
can throw up a warning given below 
and the patient is saved from wrong 
treatment.[3] 

 
WARNING BLOOD MISMATCH!!! 
The Blood bag is for 
patient ANNY 
Patient ID A1000 

The patient on the bed 
is ANNIE 
Patient ID is A0100 

 
 

The RFID patient tracking kit 
consists of RFID wristbands, a PDA 
handheld reader, a desktop HF reader 
and necessary software. Because of 
automated data capture, the RFID 
patient tracking kit brings improved 
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efficiency. The waterproof, non-allergic 
wristband can be reprogrammed to 
enable patient information to be stored 
and transferred to and from RFID 
readers, information systems, and 
medical devices in hospital. The 
Handheld RFID reader is used to 
receive the patient’s real-time 
information just beside the beds, 
whereas desktop reader is used to 
read/write wristband’s information 
beside computer to save time. Hospitals 
can use this RFID patient tracking kit to 
boost efficiency and accuracy while 
reducing costly and dangerous errors, 
and giving patient more privacy. [6] 

 
Patients are monitored in many 

hospitals whether proper care is given 
or not. These systems tend to reduce the 
data-entry workload of nurses, and also 
let them spend more time caring for 
patients and automate the process of 
billing. Additionally, hospitals are 
tracking high-value assets, including 
gurneys, wheel chairs, oxygen pumps 
and defibrillators. These systems reduce 
the time employees spend looking for 
assets, improve asset utilization and 
enhance the hospitals' ability to 
performed scheduled maintenance. 

 
Patient bracelets embedded with 

RFID technology securely tracks patient 
movement from admission to discharge. 
The Orthopedic Hospital of Oklahoma 
(OHO) uses RFID technology and thin 
client computing solution from Sun 
Microsystems Inc. to significantly 
enhance the overall hospital experience 
for its patients. 

 
An Active Wave RFID system can 

be used to track patients, doctors and 
expensive equipment in hospitals in real 
time. RFID tags can be attached to the 
ID bracelets of all patients, or just 
patients requiring special attention, so 
their location can be tracked 
continuously. It also Restrict access to 
drugs, pediatrics, and other high-threat 
areas to authorized staff. 

Moreover, RFID readers are placed 
at strategic places within the hospital: 

• RFID gates are inclined at 
entrances and exits of the hospital. 

• At least one RFID reader can be 
placed for each operating theatre. 

• RFID sensors are placed in 
strategic galleries and important offices. 
In the best case, every office should 
contain an RFID reader: either placed 
next to the door or under the desks. 

• The staff members (doctors, 
nurses, caregivers and other employees) 
each have a handheld (PDA, mobile 
phone, etc.) equipped with an RFID 
reader and possibly with a wireless (e.g. 
WiFi) connection to the web. 
 

 
3 Cleaning Methods 

 
Data cleaning is essential for the correct 
interpretation and analysis of RFID data. To 
increase patients’ safety the major challenge is to 
clean the data so that it is “fit for use”. Efficient 
and accurate data cleaning is an essential task for 
the successful deployment of RFID systems.  
The standard data-cleaning mechanism in most 
systems is a temporal “smoothing filter”. The 
goal is to reduce or eliminate dropped readings 
by giving each tag more opportunities to be read 
within the smoothing window. SMURF which 
was proposed by UC Berkeley dynamically 
adjusts the size of a window to pre-treat RFID 
data. However, SMURF does not work well in 
determining the size of slide window for 
frequently moving tags. 

 In EPS (Extensible Sensor Stream 
Processing) the static size of the window is the 
limitation of the approach because large window 
induces false positives and small window cannot 
fill false negatives. A new cleaning approach 
based on the virtual spatial granularity, named 
bSpace overcome the weakness of the existing 
techniques. It uses a Bayesian estimation 
strategy to compute the times that the tag has 
been detected, in order to fill up false negatives 
for dynamic tags; and it uses the rules to solve 
false positives. 

 In order for RFID technology to 
become feasible, RFID middleware must be able 
to produce reliable streams describing the 
physical world. Cleaning of RFID data sets can 
be an expensive problem. Existing work on 
RFID cleaning mainly focused on improving the 
accuracy of a stand-alone technique and largely 
ignored costs. Cost conscious cleaning method is 
based on Dynamic Bayesian networks. The 
above said cleaning algorithms have its own 
benefits and drawbacks. SMURF is one of the 
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recognized data cleaning approaches. [8] 
However it does not have good performance 
when tag moves rapidly in and out of reader’s 
communication range, reading frequency and 
velocity of tag movement. SMURF gives only 
the empirical value of δ and does not tell how to 
calculate it [9]. To improve the algorithm 
performance the size of the sliding window is 
computed by adjusting the parameter δ. The 
simulation shows the error rate is lower and not 
completely removed.  
 
4 Patient Management System 
 
The important data (e.g., patient ID, name, age, 
location, drug allergies, blood group, drugs that 
the patient is on today) can be stored in the 
patient’s back-end databases for processing. The 
databases containing patient data can also be 
linked through Internet into other hospitals 
databases [5]. The Patient Management System’s 
administrator can issue unused tag (wristband) to 
every patient at registration time. Healthcare 
professionals (e.g., doctors, consultants) can 
edit/update password protected patient’s medical 
record for increased patient and data security by 
clicking the Update Patient Button. This PMS 
can be implemented in departments (e.g., 
medicine, surgery, obstetrics and gynecology, 
pediatrics) in both public and private hospitals 
for fast and accurate patient identification 
without human intervention. Using HPMS, 
health care providers (e.g., hospitals) have a 
chance to track fast and accurate patient 
identification, improve patient’s safety by 
capturing basic data (such as patient unique ID, 
name, blood group, drug allergies, drugs that the 
patient is on today), prevent/reduce medical 
errors, increases efficiency and productivity, and 
cost savings through wireless communication. 
The PMS also helps hospitals to build a better, 
more collaborative environment between 
different departments, such as the wards, 
medication, examination, and payment. 

 
5 Conclusions and Future Work 
 
Health care is an important sector that can obtain 
great benefits from the use of the RFID 
technology. In this paper, we have analyzed the 
use of RFID in the health care sector and also 
described some interesting applications with 
promising perspectives. Although a number of 
great ideas and systems can be found in the 
literature, there is a number of issues that have 

not been analyzed yet. [7] We summarize some 
points that should be addressed in the near 
future: 
1. When talking about pasting radio frequency 
tags on drug packages, there are concerns that 
exposure to electromagnetic energy could affect 
product quality. 
2. RFID-based systems can fail due to several 
reasons (e.g. RFID tags can be destroyed 
accidentally or, communications can be broken 
due to interferences).There is a need for real-
time fault tolerant RFID systems able to deal 
with situations in which patients lives could be in 
danger. 
3. RFID components interact wirelessly, thus, 
attackers have plenty of opportunities to 
eavesdrop communications and obtain private 
data of the patients. [6]These data can be used by 
the eavesdropper to blackmail patients, or by an 
insuring company to raise prices to their clients. 
Security and privacy in RFID technology is a 
very active research field that has the challenge 
to design scalable and cheap protocols to 
guarantee the privacy and security of RFID 
users. 
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Abstract 
 
This paper presents image compression using 9/7 wavelet 
transform based on the lifting scheme. This is simulated using 
ISE simulator and implemented in FPGA. The 9/7 wavelet 
transform performs well for the low frequency components. 
Implementation in FPGA is since because of its partial 
reconfiguration. The project mainly aims at retrieving the smooth 
images without any loss. This design  may be used for both lossy 
and lossless compression.  
Keywords: image compression, wavelet transform, 
implementation 

1. Introduction 

In many applications, such as image de-noising or 
compression, transforms are used to obtain a compact 
representation of the analyzed image. The wavelet 
transform relies on a set of functions that are translates and 
dilates of a single ”mother” function, and provides sparse 
representation of a large class of real-world signals and 
images. 

Image compression is minimizing the size in bytes of a 
graphics file without degrading the quality of the image to 
an unacceptable level. The reduction in file size allows 
more images to be stored in a given amount of disk or 
memory space. It also reduces the time required for 
images to be sent over the Internet or downloaded from 
Web pages. 

There are several different ways in which image files can 
be compressed. For Internet use, the two most common 
compressed graphic image formats are the JPEG format 

and the GIF format. The JPEG method is more often used 
for photographs, while the GIF method is commonly used 
for line art and other images in which geometric shapes 
are relatively simple. 

Other techniques for image compression include the use 
of fractals and wavelets. These methods have not gained 
widespread acceptance for use on the Internet as of this 
writing. However, both methods offer promise because 
they offer higher compression ratios than the JPEG or GIF 
methods for some types of images. Another new method 
that may in time replace the GIF format is 
the PNG format. 

A text file or program can be compressed without the 
introduction of errors, but only up to a certain extent. This 
is called lossless compression. Beyond this point, errors 
are introduced. In text and program files, it is crucial that 
compression be lossless because a single error can 
seriously damage the meaning of a text file, or cause a 
program not to run. In image compression, a small loss in 
quality is usually not noticeable. There is no "critical 
point" up to which compression works perfectly, but 
beyond which it becomes impossible. When there is some 
tolerance for loss, the compression factor can be greater 
than it can when there is no loss tolerance. For this reason, 
graphic images can be compressed more than text files or 
programs. 

In JPEG also there are some limitations. In order to 
overcome those limitations ISO has come with new 
standard ,  which is based on new technology called the 
wavelet technology[1]. 
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A field programmable gate array (FPGA) contains a 
matrix of reconfigurable gate array logic circuitry that, 
when configured, is connected in a way that creates a 
hardware implementation of a software application. 
Increasingly sophisticated tools are enabling embedded 
control system designers to more quickly create and more 
easily adapt FPGA-based applications. Unlike processors, 
FPGAs use dedicated hardware for processing logic and 
do not have an operating system. Because the processing 
paths are parallel, different operations do not have to 
compete for the same processing resources. That means 
speeds can be very fast, and multiple control loops can run 
on a single FPGA device at different rates. Also, the 
reconfigurability of FPGAs can provide designers with 
almost limitless flexibility. In manufacturing and 
automation contexts, FPGAs are well-suited for use in 
robotics and machine tool applications, as well as for fan, 
pump, compressor and conveyor control[2].  
 

2. Proposed Methodology 
 
The smooth variations in images are called the low 
frequency components where the sharp variations are the 
high frequency components. The low frequency 
components forms the base of an image where the high 
frequency components add upon them to refine the image. 
Hence the averages or the smooth variations  demands 
more importance than details[3]. Hence performing 9/7 
wavelet transform for smooth images gives better results. 
Lifting scheme is a technique for constructing second 
generation wavelet transform. 
 
2.1 Discrete Wavelet Transform 
 

“Discrete Wavelet Transform”, transforms discrete signal 
from time domain into time-frequency domain. The 
transformation product is set of coefficients organized in 
the way that enables not only spectrum analyses of the 
signal, but also spectral behavior of the signal in time. 
This is achieved by decomposing signal, breaking it into 
two components, each caring information about source 
signal. Filters from the filter bank used for decomposition 
come in pairs: low pass and high pass. The filtering is 
succeeded by down sampling (obtained filtering result is 
"re-sampled" so that every second coefficient is kept). 
Low pass filtered signal contains information about slow 
changing component of the signal, looking very similar to 
the original signal, only two times shorter in term of 
number of samples. High pass filtered signal contains 
information about fast changing component of the signal. 
In most cases high pass component is not so rich with data 
offering good property for compression. In some cases, 
such as audio or video signal, it is possible to discard 

some of the samples of the high pass component without 
noticing any significant changes in signal. Filters from the 
filter bank are called "wavelets". 

The other perspective to the same theory is based on the 
fact that some signals, such as audio or video signals often 
carry redundant information. For instance, looking at the 
digital picture reveals that neighboring pixels often differ 
very slightly. The idea is to find a mathematical relation 
that connects neighboring data samples (pixels) and 
reduces their number. Of course, inverse process is needed 
to reconstruct the original. 

The wavelet transform (WT) has gained widespread 
acceptance in signal processing and image compression. 
Because of their inherent multi-resolution nature, wavelet-
coding schemes are especially suitable for applications 
where scalability and tolerable degradation are important. 
Recently the JPEG committee has released its new image 
coding standard, JPEG-2000, which has been based upon 
DWT. Wavelet transform decomposes a signal into a set 
of basis functions. These basis functions are called 
wavelets. 
Wavelets are obtained from a single prototype wavelet y(t) 
called mother wavelet by dilations and shifting: 
 

                                                                   (1) 

where a is the scaling parameter and b is the shifting                
parameter. 
 
2.2 2-D for DWT 
 
 

 
                Fig 1. 2-D for  discrete wavelet transform 

 
 
2.3 The Lifting Scheme 
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The wavelet Lifting Scheme is a method for decomposing 
wavelet transforms into a set of stages.  Lifting scheme 
algorithms have the advantage that they do not require 
temporary arrays in the calculations steps and have less 
computations.We use the lifting coefficients to represent 
the discrete wavelet transform kernel[4]. 
 
2.3.1 Three Steps in lifting scheme 
 
a)Split step  
 
It is also called lazy wavelet transform. It divides the input 
data into odd and even elements.  
 
b)Predict step 
This step predicts the odd elements from the even 
elements. 
 
c)Update step 
This replaces the even elements with an average. 
 
3. Block Diagram   
 

 
 
 

Fig. 2  Block diagram for DWT 

 
 
3.1 Three stages of waveletting 
 

The 512 by 512 pixel input image frame is processed with 
three stages of waveletting. In the first stage, 512 pixels of 
each row are used to compute 256 high pass coefficients 
(g)and 256 low pass coefficients (ff), figure 3. The 
coefficients are written back in place of the original row. 
 

 

Fig. 3 Waveletting 

 
 
Once all the 512 rows are processed, the filters are applied 
in the Y direction. This completes the first stage of wave-
letting. While conventional Mallot ordering scheme 
aggregates coefficients into the 4 quadrants, our ordering 
scheme interleaves the coefficients in the memory. The 
second stage of wave-letting only processes the low 
frequency coefficients from the first stage. This 
corresponds 
to the upper left hand quadrant in the Mallot scheme. 
Thus, second stage operates on row and columns of length 
256, while the third stage operates on rows and columns of 
length 128. The aggregation of coefficients along the 3 
stages under Mallot ordering is shown in figure4. The 
memory map with the interleaved ordering is shown in 
figure 5. 
 

 
Fig .4 Mallot Ordering 
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Fig .5 Stages of waveletting 

 
 
 
4. Results 
 

 
 

Fig. 6  The original image 
 

 
Fig. 7  The compressed image 

 

(2) 

                          (3)  

    (4)     
 

 
 

Fig .8  Lena image after 3-level of transform 
 

5. Conclusion 
 

Real time signals are both time-limited (or space limited in 
the case of images) and band-limited. Time-limited signals 
can be efficiently represented by a basis of block functions 
(Dirac delta functions for infinitesimal small blocks). But 
block functions are not band-limited. Band limited signals 
on the other hand can be efficiently represented by a 
Fourier basis. But sines and cosines are not time-limited. 
Wavelets are localized in both time (space) and frequency 
(scale) domains. Hence it is easy to capture local features 
in a signal. Another achievement of a wavelet basis is that 
it supports multi resolution. In the windowed Fourier 
transform, the effect of the window is to localize the signal 
being analyzed. Because a single window is used for all 
frequencies, the resolution of the analysis is same at all 
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frequencies. To capture signal discontinuities (and spikes), 
one needs shorter windows, or shorter basis functions. At 
the same time, to analyze low frequency signal 
components, one needs longer basis functions. With a 
wavelet based decomposition, the window sizes vary. 
Thus it allows to analyze the signal at different resolution  
levels. 
 
Computationally intensive problems often require a 
hardware intensive solution. Unlike a microprocessor with 
a single MAC unit, a hardware implementation achieves 
greater parallelism, and hence higher throughput. 
Reconfigurable hardware is best suited for rapid 
prototyping applications where the lead time for 
implementation can be critical. It is an ideal development 
environment, since bugs can be fixed and multiple design 
iterations can be done, without incurring any non recurring 
engineering costs. Reconfigurable hardware is also suited 
for applications with rapidly changing requirements. In 
effect, the same piece of silicon can be reused. With 
respect to limitations, achieving good timing/area 
performance on these FPGAs is much harder, when 
compared to an ASIC or a custom IC implementation. 
There are two reasons for this. The first pertains to the 
fixed size look-up tables. This leads to under utilization of 
the device. The second reason is that the pre-fabricated 
routing resources run out fast with higher device 
utilization. 
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Abstract
The advancement in internet and multimedia technologies with 
years of constant progress in developing software tools to 
support education have reshaped the way knowledge is delivered 
allowing         E-learning to emerge as a solution to conventional 
learning methods. It has turned out that the learning process can 
significantly be improved if the learning content is specifically 
adapted to individual learners’ preferences, learning progress and 
needs. The complexity of evaluating highly interactive e-learning 
environment has become an issue that is being addressed by 
educational developers. The main objective of our paper is to 
incorporate agent technology to enhance the effectiveness of e-
learning system. Software agents have a great potential for 
supporting learning processes that target and deliver learning 
materials to learners. A possible way is to use software agents to 
extract and organize data in intelligent ways. This paper provides 
conceptualization of the agent based effective e-learning 
strategies. An agent based feedback oriented e-learning system 
accompanied by agent based testing for estimation of student’s 
grade; dynamic generation of contents and expert query 
management system is also proposed. The use of agent 

technology in these activities would considerably reduce the 
human intervention involved in managing   e-learning processes.
Keywords: E-learning, Agent technology, Multi-agent system.

1. Introduction

In today’s competitive world, professional training and 
learning is no longer limited to schools and colleges. A 
learning environment which focuses on the increasing 
individual and organizational performance would be more 
desirable. E-learning goes beyond the paradigm of 
traditional learning.    E-learning refers to the use of 
Internet technology to deliver a broad array of solution that 
enhances knowledge and performance [1]. E-learning 
would not be effective without proper web usability and 
communication. The current system of e-learning is either 
domain specific or not completely personalized. This 
results in the inception of open intelligent e-learning infra-
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structures that are more personalized, user friendly and 
effective means of    e-learning.

Researches in the education field show that it is difficult to 
find a general strategy of teaching when human differences 
are taken into account. In traditional classroom students 
are able to interact with each other and their instructor is 
able to socially construct their knowledge. In technology 
based learning, this social aspect of learning is 
significantly reduced. The e-learning interaction is a one-
on-one relationship between the student and the 
instructional content. This problem could be overcome by 
the usage of a recent technological advancement which is 
the development of agent based software. An agent based 
e-learning offers potential solution regarding the problems 
in conventional learning. An agent can be used in e-
learning applications in different contexts. The various 
agent properties like autonomy, proactive and reactive 
behaviors, capability to co-operate and communicate with 
other agents makes it ideal for use in e-learning 
applications.

An agent in e-learning application is situated in the 
learning environment and performs the pedagogical tasks 
autonomously. Agent based intelligent system (ABIS) have 
proved their worth in multiple ways in education. ABIS 
goes far beyond conventional training records management 
and reporting. Learner’s self-service, learning workflow, 
provisions of online-learning, collaborative learning and 
training resource management are some of the features of 
ABIS. They are basically used for content management 
and data persistence [2]. As enrichment over the ABIS, we 
propose to use agents for various other activities in the 
system like providing feedback to the educational analyst 
and e-learning administrator on the quality of the tutorial, 
offering self rating system for the e-learner, efficient 
dynamic contents viewing and maintaining updated query 
answering system. This would help to explore better the 
agent’s property in an e-learning environment and reduce 
the overhead of human intervention providing an 
intelligent e-learning system for the end user. 

2. Related Works

There are numerous researches happening in the field of 
software agents which has given rise to ideas in 
sophisticating E-learning. We present here some of the 
related works done by different research scholars in the 
areas of agent based e-learning, agent based architecture 
for distance learning, etc. This chapter helps us to identify 
the areas in which improvement can be enacted in the 
existing e-learning system.

In [1], a research note that provides a general introduction 
on e-learning has been discussed. This paper examines the 
links between knowledge management and content 
management and discusses in detail about the various tools 
necessary for knowledge management and content 
management. It also dealt in detail about the advantages of 
e-learning system and presents a consolidated six steps 
guide towards implementing e-learning. Agent based 
intelligent system have proved their worth in multiple 
ways. [2] introduced the application of an agent based 
intelligent system for enhancing e-learning. This paper 
reports on the conceptual structure evolved to define 
development process for pedagogical agents. An agent 
based         e-learning environment where users interact 
collectively and intelligently with the environment is 
discussed in [3]. This paper proposes the employment of 
an agent based approach where agents are a natural 
metaphor of human acts and the learning systems are 
generally complex.

An agent-oriented software engineering methodology 
tropos is proposed for an e-learning system which 
incorporates various agents and gives a coarse grained 
analysis for the e-learning system [4]. The base agent 
model is enriched by the beliefs, goals and plans making 
the e-learning system more intelligent and flexible. [5] 
Proposed a multi-agent system for an e-learning system 
which consists of heterogeneous types of functional agents 
that executes few functionalities of the distance learning 
autonomously. Activities like perception, modeling, 
planning, coordination and task or plan execution are 
suggested in this paper. A theoretical consideration of a 
real multi-agent system along with performance 
comparison is proposed in [6]. This paper aims at full 
personalization of the e-learning process through an agent 
based e-learning system. In this paper agent-specific 
techniques are mainly used for estimation knowledge 
absorption, adjusting tasks to be suitable for an individual 
and optimization a whole performance of gaining 
knowledge to be optimal for each student. 

[7] Illustrates advantages of customization of appropriate 
e-learning resources and fosters collaboration in e-learning 
environments. This paper proposes intelligent agents in 
this system would support retrieval of relevant learning 
materials, support instructional design and analyze data. 
Agents can be used to generate learning progress reports 
against predefined goals and can also document learning
efficiency. [8] Investigates how e-learning applications are 
designed and how software systems improve their 
performance. It lists several educational perspectives that 
have been implemented and the nine distinctive stages of 
implementation. It also proposes better software simulation 
for social interactions and better performance of 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011
ISSN (Online): 1694-0814
www.IJCSI.org 456

applications by introducing a conjunction of static and 
dynamic profiling mechanisms.

The use of web mining techniques to build an agent that 
could recommend online learning activities is been 
discussed in [9]. Data mining techniques are used to 
extract hidden patterns from web logs. Association rules 
are used to train the recommender agents to build a model 
representing the web page access behavior or associations 
between on-line learning activities. The involvement of 
Resource Description Framework (RDF) assertions to 
describe the resources of e-learning system is discussed in 
[10]. The RDF assertions can be used to model the 
relationships between various components of the system 
and between the participants. RDF properties may be 
thought of as attributes of resources and correspond to 
traditional attribute-value pairs. The concrete RDF syntax 
uses XML constructs.

3. Agent Properties and their Capabilities

Agent technology appears to be a promising solution to 
challenges of modern environment. This appears as a high 
level of software abstraction and it is a part of artificial 
intelligence. An agent can be defined as “An encapsulated 
computer system that is situated in some environment and 
that is capable of flexible, autonomous action in that 
environment in order to meet its design objectives.” Agent 
is a process which operates in the background and 
performs activities when specific events occur [6]. The 
various properties of agents make them more suitable to 
environments where human intervention creates a great 
overhead. Agents are capable of relieving human 
intervention significantly and help in proper functioning of 
the system. The various characteristics of agents are: 

Autonomy: Autonomy corresponds to the independence of 
a party to act as it pleases. Autonomous agents have 
control both over their internal state and over their own 
behaviour. 
Heterogeneity: Heterogeneity corresponds to the 
independence of the designer of a component to construct 
the component in any manner. 
Proactive: A proactive agent is one that can act without 
any external prompts. It acts in anticipation of the future 
goals.
Reactive: the agent responds based on the input it received 
and according to the environment. It responds in timely 
fashion to the environmental change.
Communication: It can be defined as those interactions 
that preserve the autonomy of the parties concerned. 
Dynamism: the agents are dynamic as their reaction is 
dynamic and varies according to the environment.

Fig 1. Representations of Agent Properties

These characteristics of agents when utilized efficiently at 
the correct place and time, would simplify the
complications of many existing systems. Agents increase 
the robustness of the software by mining data to extract 
hidden patters. The intelligent agent helps to obtain 
optimized result from data preserved in web page library 
[2]. Agents in e-learning system perform various tasks at 
various levels. Agent helps to model the user behavior, by 
passing interests and specifications of the user [6]. 

Agents hide the complexity of different tasks and monitor 
events and procedures. The agent’s properties make them 
ideal for E- learning applications [7].  Agents apart from 
data mining, knowledge management, selecting tutorials 
for the user, they also help in collaboration of the system. 
User based agents significantly help reduce the 
administration duties of the course and focus on response 
to user’s questions or prepare training materials. The 
agents have been used in many areas of e-learning system 
at present. Yet, there remains a myriad of contexts where 
agents can be incorporated to make e-learning more 
efficient and fundamentally change the way education is 
being delivered. In this following section of the paper, we 
discuss how agents can be incorporated for various 
activities in e-learning system and how they can be better 
utilized in a system.

4. Proposed Work

In this section we propose an e-learning system based on 
the concept of agent oriented software. The following 
agents can be utilized in an e-learning environment to 
make the e-learning system efficient. 

4.1 Personalization Agent

The perceiving capacity and the knowledge possessed vary 
from one person to another. In a static e-learning 
environment the tutorials or the resources do not vary and 
are not based on the capacity of the e-learner. For the user 
to understand the concepts clearly the learning resources 
should be interactive, responsive and engaging with 
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knowledge formation emphasized. The personalization 
agent used in an e-learning system would help the user to 
rank themselves. Based on their ranking, the agent selects 
learning materials and retrieves it based on cognitive style, 
personal preferences and prior knowledge. The agent uses
a number of techniques and characteristics to filter retrieve 
and categorize documents according to user’s predefined 
criteria. The personalization agent to a great extent helps 
the user to save time by personalizing the available 
resources and tutorials based on the user’s self evaluation.

4.2 Evaluation Agent

The evaluation agent plays a crucial role in the system by 
evaluating the student’s performance after the tutorial 

session. It not only lets the user know where he/she stands 
but also offers direct and indirect feedback on the 
efficiency of the tutorial to the tutor. The problems to be 
generated dynamically for the user evaluation tests are 
stored in a questionnaire database. The agent determines 
the learner’s level of understanding from the problem 
statement and the learner’s answers. The user’s score, 
difficulty level attempted, duration taken to answer the 
questions and the topics in which the test was taken are all 
stored in a database for further analysis in the future by the 
e-learning instructor.

Fig 2. Agent Overview Diagram in Agent Based E-learning System

4.3 Query Management Agent

Query management system is very important for a learning 
environment. Queries and response to queries help the user 
understand topics clearly. The response to queries should 
be reliable, fast, clear and satisfactory to the e-learner. The 
major goal of this agent is to propose links and information 
that are considered relevant to the user’s search. A 
discussion forum can be treated as a query management 
system. However in some cases a particular question/query 
raised by one of the learners may have been answered 
directly or some related answers may have already been 
present in some other context or in some other discussion 

forum. The query management agent undertakes the 
responsibility of detecting and avoiding redundant 
questions posted. This is done by using pattern matching 
algorithm for texts and mining techniques. The query 
management agent helps in intelligent search to obtain 
optimized search results from the data already preserved. 
The agent deployed automatically searches for information 
relevant to a particular search query using domain 
characteristics. If no response to the query is found then 
the agent seeks an expert/instructor’s advice. 
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4.4 Feedback Agent

The ultimate goal of a system cannot be achieved without 
proper feedback. The effectiveness of any system depends 
greatly on the feedback timing and style. The feedback 
agent collects the feedback and rating of the tutorials from 
the user. A reliable feedback from the user would enable to 
improve the efficiency of the tutor and the quality of the 
resources used in learning practice. This information 
would help to determine the usefulness of a material for 
teaching specific topics and update materials to improve 
their ranking by interacting with the user. 

4.5 Agent Relationship

In multi-agent system (MAS), the interaction and 
communication between the agents plays a key role. The 

agents interact with each other through message passing. 
The message passing involves processing of incoming 
messages, decoding, and takes corresponding actions. The 
interaction of the agents in the system is as shown in Fig.4. 
The e-learner ranks him based on his knowledge and the 
personalization agent provides learning materials to the 
learner based on the criteria. The user makes use of the 
tutorials and if any doubt arises, the user can report it. The 
query management system handles the question raised and 
responses to the query as early as possible in the most 
efficient way.  The agent analyzes the user’s performance 
and generates questionnaire accordingly. 

Fig 3. Agent Interaction Diagram.

5. Implementation

The agent based e-learning system was implemented using 
the Java Agent Development Environment (JADE). The 
agents communicate using the agent communication 
language (ACL) and Knowledge Query and Manipulation 
Language (KQML). The e-learning system was developed 

for OOPS training. The tutorials concentrate on OOPS 
concepts and C basics. Let us consider the example of a 
user learning OOPS. If the user rates him to be well versed 
with the C concepts then the basics of it need not be dealt 
much and the agent provides resources on OOPS
correspondingly. If the user had rated him to be not much 
familiar with the C concept then the agent retrieves
materials on the basics of C before training the user in 
OOPS. For evaluating process the questions will be stored 
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in the questionnaire database. We classify the problems 
stored in the knowledge base into four difficult levels: easy 
medium, difficult, very difficult. The evaluation agent 
determines which difficulty level problem should be 
generated to the user. When the learner reaches a certain 
score of about 70% or more then the agent increases the 
difficulty level for the remaining problems. If the score is 
less than 40% the agent retrieves easy questions from the 
knowledge base and also rates the user’s understanding on 
the concepts to be low. If the user consumes longer 
duration to answer questions on certain topics, there is a 
possibility that the user is either referring other resources 
or the users understanding on the particular concept is 
relatively low. So, more of application oriented questions 
are retrieved by the agent in the above case, in order to test 

the learner’s capability. If the learner is able to answer the 
application oriented questions on a certain topic then the 
theoretical questions on that topic can be skipped by the 
agent. Consider an OOPS learning session, where there are 
four tutorials and four instructors. The agent monitors and 
collects details on the average number of hits per e-learner 
for a particular tutorial and the total number of user for that 
particular learning material as in Table 1. Based on this 
data, the agent ranks the tutorials and provides feedback to 
the corresponding e-learning instructor. This is pictorially 
depicted in a graph through Fig 4. The agent provides this 
feedback to the instructor of the particular course after 
considering the average number of hits for the resource 
and its usage.

Table 1. Survey for feedback agent

Learning material
E-learner 
instructor

Average no. of hits / 
E-learner

No. of E-learners 
used

Rating of             
E-learning 

material

OOPS-1 Instructor1 2 50000 1

OOPS-2 Instructor2 4 10000 4

OOPS-3 Instructor3 2 25000 3

OOPS-4 Instructor4 3 40000 2

Fig 4. Graph on the Above Survey Giving Feedback

6. Result Interpretation

The agent based e-learning has considerably reduced 
the human intervention in the e-learning environment. 
The introduction of agents in the e-learning system 
has to a great extent brought the advantageous 

characteristics of conventional teaching methods. The 
data presented through Table 1, provide details of the 
agents’ monitoring the hit ratio and the average 
number of learners viewing a tutorial. This data helps 
to interpret the efficiency of each tutorial. The graph 
symbolizes which tutorial is more efficient. The 
highest point on the graph correspond to most 
effective tutorial, the tutorial with lowest number of 
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repeated hits by the same learner and which has 
maximum number of users. The agent introduction in 
the system has significantly enhanced the 
effectiveness of the system and reduced human 
intervention.

7. Conclusion and Future Works

Learning systems are designed to support learners and 
provide improved learning outcomes. In constantly 
changing world, there is a significant need to update 
existing materials in order to select the most
appropriate tutorial. This paper describes the 
combination of computational intelligence of E-
learning system and properties of intelligent agents. A 
set of E-learning agents that are capable of 
personalizing resources based on learner’s potential, 
evaluating the student’s performance, offering 
feedback to the tutor and reliable query-response 
system would improve the efficiency of e-learning 
environment. 
Future work can be directed towards the introduction 
of newly developed evolutionary algorithms and 
introduction of more agents within the e-learning 
environment in order to enhance the training 
functionalities of the system. Efforts may be put in 
order to enhance the e-learning environment and 
introduce special features to the system.
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Abstract 
We introduce linear network coding on parallel architecture for 
multi-source finite acyclic network. In this problem, different 
messages in diverse time periods are broadcast and every non-
source node in the network decodes and encodes the message 
based on further communication.We wish to minimize the 
communication steps and time complexity involved in transfer of 
data from node-to-node during parallel communication.We have 
used Multi-Mesh of Trees (MMT) topology for implementing 
network coding. To envisage our result, we use all-to-all 
broadcast as communication algorithm. 
Keywords: Coding, information rate, broadcasting. 

1. Introduction 

Shuo-Yen et al. [1] prove constructively that by linear 
coding alone, the rate at which a message reaches each 
node can achieve the individual max-flow bound. Also, 
provide realization of transmission scheme and practically 
construct linear coding approaches for both cyclic and 
acyclic networks. [16] shows that network coding is 
necessity to multicast two bits per unit time from a source 
to destinations. It also showed that the output flow at a 
given node is obtained as a linear combination of its input 
flows. The content of any information flowing out of a set 
of non-source nodes can be derived from the accumulated 
information that has flown into the set of nodes. Shuo-Yen 
et al. described an approach on network information flow 
and improved the performance in data broadcasting in all-
to-all communication in order to increase the capacity or 
the throughput of the network.   
 
[7] selected the linear coefficients in a finite field of 
opportune size in a random way. In this paper packetizing 
and buffering are explained in terms of encoding vector 
and buffering the received packets. It showed that each 
node sends packets obtained as a random linear 
combination of packets stored in its buffer and each node 
receives packets which are linear combinations of source 
packets and it stores them into a matrix. While Widmer et. 
al. [8] gave an approach with energy efficient broadcasting 
in network coding. Subsequent work by Fragouli et. al. [9] 
gave two heuristics and stated that each node in the graph 

is associated with a forwarding factor. A source node 
transmits its source symbols (or packets) with some 
parameters bounded by this forwarding factor. And when a 
node receives an innovative symbol, it broadcast a linear 
combination over the span of the received coding vector. 
[10] deals with network coding of a single message over 
an acyclic network. Network coding over undirected 
networks was introduced by [11] and this work was 
followed by [12], [13]. The network codes that involve 
only linear mapping with a combination of global and 
local encoding mapping involves linear error-correction 
code [14], [15], [16] and [17] have also been presented. 
 
We present an approach for parallel network in which 
network coding is employed to perform communication 
amid the nodes. The association among network coding 
and communication algorithm establishes a more efficient 
way to transfer data among the nodes. We consider 
parallel multi-source multicast framework with correlated 
sources on MMT architecture [18]. We use a randomized 
approach in which, other than the receiving nodes all 
nodes perform random linear mapping from inputs on 
outputs (see figure 1). In each incoming transmissions 
from source node, the destination node has knowledge of 
overall linear combination of that data set from source. 
This information is updated at each coding node, by 
applying the same linear mapping to the coefficient 
vectors as applied to the information signals. As an 
example, assume that in a directed parallel network (Ň) the 
source node Þ1 (unique node, without any incoming at that 
instant of time) sends a set of two bits (đ1, đ2) to node Þ2, 
Þ3 and Þ4, Þ7 (figure 1). 
 
Network (Ň) in figure 1 is used to show information 
multicast with network coding at each node. Node Þ1 
multicast data set (đ1, đ2) to destination nodes Þ3 and Þ7. 
Any receiving non-destination node, truncheons randomly 
chosen coefficient of finite fields with the received data 
before transferring to other nodes. The compressive 
transmission throughout network (Ň) is heralded in 
following steps of Table 1. 
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Fig. 1.A network (Ň) used, as an example, to explain LNC with 
coefficient added at each data transfer from different nodes (the network 
has seven nodes Þ1, Þ2...Þ7 and nine edges Þ1 Þ2, Þ1 Þ4, Þ2 Þ5, Þ4 Þ5, Þ2 
Þ3, Þ5 Þ6, Þ4 Þ5, Þ6 Þ3, Þ6 Þ7 directed in this order). (đ1, đ2) is the set of 

data being multicast to destinations, and coefficients ζ1, ζ2…ζ6 are 
randomly chosen elements of a finite field. Each link represents the data 

transmission. 

 
Table 1: Compressive transmission in Network (Ň). 

S. No Source  
Node 

Destination 
Node 

Coefficient 
Clubbed 

Data to send further 

1 Þ1 Þ2and Þ4 (ζ1, ζ2 and 
ζ3, ζ4) 

ζ1đ1+ζ2đ2 and ζ3đ1+ζ4đ2 

2 Þ2, Þ4 Þ5 (ζ5 and ζ6) ζ5(ζ1đ1+ζ2đ2)+ζ6(ζ3đ1+ζ4đ2) 
3 Þ5 Þ6   ζ5(ζ1đ1+ζ2đ2)+ζ6(ζ3đ1+ζ4đ2) 
4 Þ6 Þ7   (đ1, đ2) 

 
This approach indicates that using network coding 
efficient multicast of diverse data in a network is possible. 
It is also right to say that the flow of information and flow 
of physical commodities are two different things [1]. So, 
the coding of information does not increase the 
information content. The capacity of a network to transmit 
information from the source to destination can become 
higher if the coding scheme becomes wider but it is 
limited to max-flow for a very wide coding scheme [1]. 
 
Now, as parallel networks contribute in data 
communication within several nodes in parallel, it is 
required to have higher capacity of such networks to 
transmit information. In senseto increase capacity of data 
communication in parallel networks we have implemented 
network coding on parallel architecture (MMT). To 
examine the performance of this network with network 
coding we have implemented this approach with existing 
All-to-All Broadcast algorithm (AAB) [19] on this 
architecture. In consecutive sections we have also shown 
that this approach has reduced the chance of error and 
increased the capacity of network to transmit data between 
nodes. For parallel transmission of information linearity of 
coding makes encoding (at source) and decoding (at 
receiving end) easy to contrivance. We do not address the 
problem which may or may not occur because of this 
approach, but have identified the possibilities of errors 
after implementation. 
 

The remaining paper is organized in five sections. In 
section second our basic model and preliminaries are 
illustrated. In basic model, notions used for linear–code 
multicast in parallel architecture (LCM-PA) and 
definitions are explained. In section third, implementation 
of AAB on parallel network-MMT is explained. In section 
forth, LNC is implemented using LCM-PA, it is illustrated 
using AAB algorithm on MMT [19]. The fifth section is 
used for results and simulations. In section sixth, we are 
concluding this paper and future scope of LCM-PA is 
given in this section. The basic definition, theorems and 
lemma used in this paper are explained in appendix. 

2. Model and Preliminaries 

A parallel network is represented as a directed graph G 
(V, E), where V is the set of nodes in network and E is the 
set of links, such that, from node i to j for all (i, j)אE, 
where node i and j are called the origin and destination, 
respectively, of link (i, j), information can be sent 
noiselessly. Each link l  E is associated with a א
nonnegative real number cl representing its transmission 
capacity in bits per unit time. The origin and destination of 
a link lא E are denoted as o(l) and d(l), respectively, where 
o(l) ≠ d(l) ׊ l  E is obtained as a coding function of א 
information received at o(l). 
 
There are r discrete memoryless information source 
processes X1, X2...Xr, which are random binary sequences. 
The processors may change according to the parallel 
architecture. We denote the Slepian–Wolf region of the 
sources 
࣬SW = ൛ሺܴ1 , ܴ2 , … , ܴrሻ : ∑ ܴi௜אௌ > H ሺܺS |ܺௌ೎ሻ ك ܵ ׊
ሼ1, 2, … ,  ሽൟ ݎ
Where, XS = ൫ܺi1, ܺi2, … , ܺi|S|

൯, ݅k אS, k = 1… |S|.  Source 
process Xi is generated at node a(i), and multi-cast to all 
nodes j א b(i), where a : { 1,…, r} → V and b : {1,…, r} 
→ 2V are arbitrary mappings. For parallel architectures, we 
have considered the same approach to implement the 
network coding. In this paper, we consider the 
(multisource) multicast case where b(i) = {β1,…, βd} for 
all iא [1, r]. The node a(1),…, a(r) are called source nodes 
and the β1,…, βd are called receiver nodes, or receivers. 
For simplicity, we assume subsequently that a(i) ≠ βj׊iא 
[1, r], jא [1, d]. For data communication at different step, 
the source and destination nodes changes according to the 
flow of data in the algorithm. If the receiving node is able 
to encode the complete source information, than 
connection requirements are fulfilled. For parallel 
communication, we have used these sets of connection 
requirements for level of communication, which is 
encoded at each level (step of algorithm). To specify a 
multicast connection problem we used 1) a graph G (V, E), 
2) a set of multicast connection requirements, and 3) a set 

Þ7 

ζ5(ζ1đ1+ζ2đ2) 

+ ζ6 (ζ3đ1+ζ4đ2) 

 

ζ1đ1+ζ2đ2 
Þ1 

ζ3đ1+ζ4đ2 

(đ1, đ2) 

Þ4 
Þ5 

Þ2 

Þ3 

Þ6 
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of link capacity {cl | l א   E}.To explain linear–code 
multicast (LCM) with parallel communication network, we 
present some terminologies, definitions and assumptions. 
Conventions: 1) In MMT network, the edges e.g., (Þ1, Þ2) 
 denotes that (Þ1, Þ2) is a bi-directed edge [18], but (E)א
this edge may act as unidirectional depending on the 
algorithm. 2) The information unit is taken as a symbol in 
the base field, i.e., 1 symbol in the base field can be 
transmitted on a channel every unit time [1]. 
Definitions: 1) The communication in MMT network is 
interblock and intrablock [18]. LNC is implemented in 
blocks first and then in complete network. 2) A LCM on a 
communication network (G, o(l)) is an assignment of 
vector space v (Þi) to every node Þi and a vector v (Þi, Þj) 
to every edge Þi, Þj [1] such that 
v(o(l)) = Ω; 
v(Þi, Þj) א v (Þi) for every edge Þi, Þj; 
for any collection א d(l) of nonsource nodes in the network  
א ሺÞ1ሻ: Þ1ݒሼۃ ݀ሺ݈ሻሽۄ ൌ ,ሺÞiݒሼۃ Þjሻ: Þi ב ݀ሺ݈ሻ, Þj א  ݀ሺ݈ሻሽۄ 
Assumptions: 1) Each source process Xi has one bit per 
unit time entropy rate for independent source process, 
while larger rate sources are modeled as multiple sources. 
2) Modeling of sources as linear combinations of 
independent source processes for linearly correlated 
sources. 3) Links with lא E is supposed having a capacity 
cl of one bit per unit time for both independent as well as 
linear correlated sources. 4) Both cyclic (networks with 
link delays because of information buffering at 
intermediate nodes; operated in a batched [2] fashion, 
burst [11], or pipelined [12]) and acyclic networks 
(networks whose nodes are delay-free i.e. zero-delay) are 
considered for implementation of LNC on parallel 
networks, by analyzing parallel network to be a cyclic or 
acyclic. 5) We are repeatedly using either of these terms 
processor and nodes, throughout the paper, which signify 
common significance.  
 
The network may be analyzed to be acyclic or cyclic using 
scalar algebraic network coding framework [13]. Let us 
consider the zero-delay case first, by representing the 
equation ܻj ൌ ∑ ܽi, j ܺiሼ௜:௔ሺ௜ሻ ୀ௢ሺ௝ሻሽ ൅ ∑ ݂l,j ܻl.ሼ௟:ௗሺ௟ሻୀ௢ሺ௝ሻሽ   
The sequence of length-u blocks or vectors of bits, which 
are treated as elements of a finite field Fq, q = 2u. The 
information process Yj transmission on a link j is formed as 
a linear combination, in Fq, of link j’s inputs, i.e., source 
processes Xi for which a(i) = o(j) and random processes Yl 
for which d(l) = o(j). The ith output process Zβ,i at receiver 
node β is a linear combination of the information processes 
on its terminal links, represented as 
ܼβ,i ൌ ∑ ܾβ,i, l ܻlሼ௟:ௗሺ௟ሻୀఉሽ . 
 
Memory is needed, for link delays on network for 
multicast, at receiver (or source) nodes, but a memoryless 
operation suffices at all other nodes [12]. The linear 
coding equation for unit delay links (considered) are 

ܻj (t+1) ൌ ∑ ܽi, j ܺiሼ௜:௔ሺ௜ሻ ୀ௢ሺ௝ሻሽ (t) ൅ ∑ ݂l,j ܻl(t).ሼ௟:ௗሺ௟ሻୀ௢ሺ௝ሻሽ  
ܼβ,i (t+1) ൌ
∑ Åஜ

௨ୀ଴ β,iሺݑሻ ܼβ,iሺݐ െ ሻݑ ൅ ∑ ∑ Äஜ
௨ୀ଴ β,i,lሺݑሻ ܻlሺݐ െሼ௟:ௗሺ௟ሻୀఉሽ

 ሻݑ
 
whereXi (t), Yj(t), ܼβ,i (t), Åβ,i (t), and Äβ,i,l (t) are the values 
of variables at t time and represents the required memory. 
In terms of delay variable D these equation are as ܻj (D) ൌ
∑ i, j ܺiሼ௜:௔ሺ௜ሻ ୀ௢ሺ௝ሻሽܽܦ (D) ൅ ∑ l,j ܻl(t).ሼ௟:ௗሺ௟ሻୀ௢ሺ௝ሻሽ݂ܦ  

ܼβ,i (D) ൌ ෍ ܾβ,i, l (D)ܻl

ሼ௟:ௗሺ௟ሻୀఉሽ

(D). 

where 

ܾβ,i, l (D) ൌ
∑ u+1 Äβ,i,l (u)ஜܦ

௨ୀ଴

1 െ ∑ u+1ஜܦ
௨ୀ଴ ∑ Åஜ

௨ୀ଴ β,iሺݑሻ
 

 
and ܺi (D) ൌ ∑ ܺi

ஶ
௧ୀ଴ ሺݐሻ ܦt 

                ܻj (D) ൌ ෍ ܻt

ஶ

௧ୀ଴

ሺ݆ሻ ܦt,            ܻj (0) = 0 

ܼβ,i (D) ൌ ෍ ܼβ,i (D)

ஶ

௧ୀ଴

ሺݐሻ ܦt,   ܼβ,i (0) = 0 

The above given coefficients can be collected into r × |E| 
matrices. These coefficients can be used from the 
transmission in parallel network. These matrices will be 
formed for both cyclic and acyclic cases. 

ܣ ൌ ൜
ሺܽi,j ሻin the acyclic delay-free case
ሺܽܦi,j ሻin the cyclic case with delay

 

And B  = ሺܾβ,i,l ሻ, and the matrix |E| × |E| 

ܨ ൌ ൜
ሺ݂l,j ሻin the acyclic delay-free case
ሺ݂ܦl,j ሻin the cyclic case with delay

 

Now, let us consider an example of parallel network (Ň) 
(MMT), in which processor Þ1 (unique processor, without 
any incoming at that instant of time) to node Þ2and Þ3, 
sends two bits, (đ1, đ2) as given in figure 2. 
 
 
 

Fig. 2. A row of a block of MMT with n = 3, where n is the number of 
processors in MMT architecture. The detailed MMT architecture is given 

in figure 3 for more simplicity to the readers. 
 

 
 

Fig. 3. 3×3 Multi-Mesh of Trees (MMT) (Ň).  (All interblock links are 
not shown. The Þ(1,3,1,3), Þ(2,3,1,3), Þ(3,3,1,3) are the processor index value 

which is used to identify individual processors through-out the 
architecture). 

Þ1 Þ3 Þ2 

Þ(1,3,1,3) 

Þ(2,3,1,3) 

Þ(3,3,1,3) 

Þ(1,1,1,3) 

Þ(2,1,1,3) 

Þ(3,1,1,3) 
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This linear coding is achieved with the LCM-PA 
൫߰,  used  to  replace  LCM-PA  further  for  equations൯  is 
specified by 

߰ሺÞ1, Þ2ሻ ൌ  ߰ሺÞ1, Þ3ሻ ቀ1
1

ቁ 

The matrix product of (đ1 đ2) with the column vector 
assigned by ߰ is the data sent in a row of MMT. Further, 
for n number of processors the data received by other 
processors will be đ1 + đ2, where vector đ1 + đ2 reduce to 
the exclusive-OR đ1 ۩ đ2. Also, for every ߰ on a network, 
for all nodes Þ3 (which is the receiving processor) [1] 

dim ሺݒሺÞ3) ≤ maxflow(Þ3). 
This shows that maxflow(Þ3) is an upper bound on the 
amount of information received at Þ3 when a LCM ߰ is 
used [1]. 

3. Implementation of AAB on Parallel 
Network 

In this section, we implement AAB on parallel network 
(MMT). For implementation, we are using AAB 
algorithm, which involves ten steps to completely transfer 
and receive information of all processors to all processors 
in MMT [19] and implement LNC using LCM-PA model 
in next section. We consider the MMT network with n = 8, 
where n is number of processors and in algorithm and we 
consider N= n2ൈn2, nN and a block = nൈn= row× 
column. The time taken to transfer and receive all 
information at each step of algorithm is listed in [19] 
involved in AAB algorithm. 
For implementation of AAB on MMT network, first we 
state a reason for using this network. MMT network is 
better than other traditional parallel networks (we 
compared few of them e.g., Multi-Mesh (MM) [20, 21]) 
based on the topological properties of MMT, which is 
comparable regarding efficiency parameters. A 
comparison of these networks, based on some parameters, 
is given in figure 4 and a comparison between 2D Sort on 
MM and MMT for different values of processor is given in 
figure 5. 

 
Fig. 4. Comparison of MMT and MM on the basis of Communication 

links, Solution of Polynomial Equations, One to All and Row & Column 
Broadcast. 

 
Fig. 5. A comparison between 2D Sort on MM and MMT for different 

values of processor. 

Table 2 [18, 22] shows characteristics of various processor 
organizations based on some of the network optimization 
parameters. From all these network architectures MMT is 
more optimum network to be used. 
 

Table 2: Characteristics of Various Processor Organizations. 
Network Nodes Diameter Bisection 

Width 
Constant
Number 
of Edges 

Constant 
Edge 

Length 
1-D mesh k ݇ െ 1 1 Yes Yes 
2-D mesh k2 2ሺ݇ െ 1ሻ ݇ Yes Yes 
3-D mesh k3 3ሺ݇ െ 1ሻ ݇ଶ Yes Yes 
Binary 
tree 

2௞ െ 1 2ሺ݇ െ 1ሻ 1 Yes No

4-ary 
hypertree 

2௞ሺ2௞ െ 1ሻ 2݇ 2௞ାଵ Yes No

Pyramid 4݇ଶ െ 1ሻ 3⁄  2log݇ 2݇ Yes No
Butterfly ሺ݇ ൅ 1ሻ2௞ 2݇ 2௞ Yes No
Hypercube 2௞ ݇ 2௞ିଵ No No
Cube-
connected 
cycles 

݇2௞ 2݇ 2௞ିଵ Yes No

Shuffle-
exchange 

2௞ 2݇ െ 1 ൒ 2௞ିଵ ݇⁄  Yes No

De Bruijn 2௞ ݇ 2௞ ݇⁄  Yes No
MMT k4 4log݇

൅ 2
2ሺ݇ െ 1ሻ Yes No 

MM k4 2݇ 2ሺ݇ െ 1ሻ No No 

 
Now, to demonstrate the algorithm, we consider N= 
82ൈ82= 4096 nodes, as the size of network, where each 
block consists of 8ൈ8 i.e., row × column. For clarity in 
explaining each step of algorithm, we have used either one 
row or one column, based on the algorithm, to show the 
flow of data in each step. For every step the data flow 
varies, so for each step different algorithms are used.  
Figure 6 shows first row in first block of the network and 
the connectivity between the processors is based on the 
topological properties of MMT [18]. We have considered 
that each processor is having a Working Array (WA) which 
consist of the processor index (Pn) and information 
associated with that processor (In). The size of working 
array is based on the size of network used, i.e. for n = 8, 
the size of WA = 8.    
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WA (1,2,3,4,5,6,7,8) 

WA (1,2,3,4,5,6,7,8) 

WA (1,2,3,4,5,6,7,8) 

WA (1,2,3,4,5,6,7,8) 

WA (1,2,3,4,5,6,7,8) 

WA (1,2,3,4,5,6,7,8) 

WA (1,2,3,4,5,6,7,8) 

WA (1,2,3,4,5,6,7,8) 
WA8 

WA1 

WA2 

WA3 

WA4 

WA5 

WA6 

WA7 

 
 

WA1  WA2  WA3  WA4  WA5 WA6 WA7 WA8 

Fig. 6. Shows initial condition of processors containing WA(only one 
row of a block of 8 × 8 MMT is shown) 

 
The figure 7 (a) shows the position of data after 
completion of step 1 and figure 7 (b) shows the content of 
WA1after step 1. 

 

    
     WA1 
      Fig. 7.  (a) After Step 1                      (b) Content of WA1after Step 1                  

Algorithm 1. Step 1 of AAB 
a. /* This operation is common between all processors of each 

row of each block,  
b. Each node is represented by ࢔ሺહ,,ܑ,ܒሻ; where α,  are the block 

index and i, j are node index (see figure M) 
c. The transfer is conducted in order 

ሻܒ,ܑ,ሺહ,࢔

૛ൈି࢔࢕࢏࢚ࢇ࢘ࢋ࢚ࡵ ࢌ࢕ ࢚࢔࢛࢕࡯૚
൏ ݆ ൑

ሻܒ,ܑ,ሺહ,࢔

૛ൈି࢔࢕࢏࢚ࢇ࢘ࢋ࢚ࡵ ࢌ࢕ ࢚࢔࢛࢕࡯૚
 */ 

1: Starting from each row of each block of network, such that the 
processor with greater index value will transfer data to lower 
index processors linked according to the topological properties 
of network. 

2: repeat 
3: Select nodes ݊ሺ஑,,୧,

ಿ
మ

ାଵሻ, ݊ቀ஑,,୧,
ಿ
మ

ାଶቁ, ݊ቀ஑,,୧,
ಿ
మ

ାଷቁ, … ݊ሺ஑,,୧,ேሻܰ 

from each block of network such that at each transfer the block 
is divided in two parts (e.g. if N = 40, number of nodes in 
blocks will also be 40 and division will be 1 to 20 and 21 to 40th 
index position) and transfer message to remaining nodes 
݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, ݊ሺ஑,,୧,ଷሻ, … ݊ሺ஑,,୧,

ಿ
మ

ሻܰ  linked according to 

topological properties of this network.  
Note: The message will be transferred from higher processor 
index to lower. 

4: Select nodes ݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, ݊ሺ஑,,୧,ଷሻ, … ݊ቀ஑,,୧,
ಿ
మ

ቁܰ  (other 

than the nodes from which message has already transferred) 
from each block of network such that at each transfer these 
nodes are divided in two parts (same as in 3; 
i.e. ݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, … ݊ቀ஑,,୧,

ಿ
ర

ቁ, and 

 ݊ቀ஑,,୧,
ಿ
ర

ାଵቁ, ݊ቀ஑,,୧,
ಿ
ర

ାଶቁ … ݊ቀ஑,,୧,
ಿ
మ

ቁܰ . Now 

 ݊ቀ஑,,୧,
ಿ
ర

ାଵቁ, ݊ቀ஑,,୧,
ಿ
ర

ାଶቁ … ݊ቀ஑,,୧,
ಿ
మ

ቁ  will transfer respective 

messages to ݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, … ݊ቀ஑,,୧,
ಿ
ర

ቁ, linked according to 

topological properties of this network. 
5: until all nodes have finished transmitting and forwarding. 

 
Algorithm 2. Step 2 of AAB 
a. /* This operation is common between all root processors of 

each row of each block,  
b. Root processors of each row of a block are identified as in 

figure B, 
c. The transfer of information of all root processors of respective 

rows is conducted according to connectivity. */ 
1: Starting from each row of each block.  The root nodes of 

respective rows will transfer data to connected nodes of that 

row. 
2: repeat 
3: until all nodes have received the information of root processors. 
 

After the completion of step 2 the position of data in a row 
is shown in figure 8. The data from the root node of a row 
of all blocks of network receives the complete information 
of that row as the content of WA1.  
 
 
                                          WA1   WA1   WA1   WA1  WA1   WA1   WA1   WA1 

Fig. 8. After Step 2 

Algorithm 3. Step 3 of AAB 
a. /* This operation is common between all root processors of 

each column of each block,  
b. The transfer is conducted in order 

ሻܒ,ܑ,ሺહ,࢔

૛ൈି࢔࢕࢏࢚ࢇ࢘ࢋ࢚ࡵ ࢌ࢕ ࢚࢔࢛࢕࡯૚
൏ ݅ ൑

ሻܒ,ܑ,ሺહ,࢔

૛ൈ࢚࢔࢛࢕࡯ ࢌ࢕ ૚ି࢔࢕࢏࢚ࢇ࢘ࢋ࢚ࡵ
 */ 

1: Starting from each column of each block of network, such that 
the processor with greater index value will transfer data to 
lower index processors linked according to the topological 
properties of network. 

2: repeat 
3: Select nodes ݊ሺ஑,,୧,

ಿ
మ

ାଵሻ, ݊ቀ஑,,୧,
ಿ
మ

ାଶቁ, ݊ቀ஑,,୧,
ಿ
మ

ାଷቁ, … ݊ሺ஑,,୧,ேሻܰ 

from each block of network such that at each transfer the block 
is divided in two parts (e.g. if N = 40, number of nodes in 
blocks will also be 40 and division will be 1 to 20 and 21 to 
40th index position) and transfer message to remaining nodes 
݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, ݊ሺ஑,,୧,ଷሻ, … ݊ሺ஑,,୧,

ಿ
మ

ሻܰ  linked according to 

topological properties of this network. 

 
 
 
 
 
 
 
 
 

Fig. 9. a) Step 3     b) After Step 3     c) Step 4      d) After Step 4 

Figure 9 shows the Step 3 and 4 in which the 
communication is performed in each column of each block 
of the network. After the completion of step 4 each column 
of each block of network consists of complete information 
of respective column. 

 
Algorithm 4. Step 4 of AAB 
a. /* This operation is common between all root processors of 

each column of each block,  
b. Root processors of each column of each block are identified as 

in figure C, 
c. The transfer of information of all root processors of respective 

columns is conducted according to connectivity. */ 
1: Starting from each column of each block.  The root nodes of 

respective columns will transfer data to connected nodes of that 

P1 P2 P2 P4 P5 P6 P7 P8
I1 I2 I3 I4 I5 I6 I7 I8
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row. 
2: repeat 
3: until all nodes have received the information of root processors. 

 
Algorithm 5. Step 5 of AAB (Interblock Communication) 

/* The step is performed using the horizontal interblock links 
of this network which transfers the information of all the blocks 
of respective rows to the root processors of respective block 
with processor index (࢐ ൌ   /* (ࡺ
 

1: Starting from each blocks of each rows the information is 
communicated to the root processors of respective block in 
such a manner that the processor index  ݊ሺ஑,,୧,୨ୀேሻ. 

2: In one communication step this information is broadcasted to 
every root processor of respective block of respective row. This 
step is performed on entire network.  
Note: At the end of this step every root processor contains the 
information of complete block from which this information is 
broadcasted. 

 
Algorithm 6. Step 6 of AAB (Interblock Communication) 
a. /* This step uses algorithm 3 for communicating the 

information received after step 5 (algorithm 5). 
b. This operation is common between all root processors of each 

column of each block,  
c. The transfer is conducted in order 

ሻܒ,ܑ,ሺહ,࢔

૛ൈି࢔࢕࢏࢚ࢇ࢘ࢋ࢚ࡵ ࢌ࢕ ࢚࢔࢛࢕࡯૚
൏ ݅ ൑

ሻܒ,ܑ,ሺહ,࢔

૛ൈି࢔࢕࢏࢚ࢇ࢘ࢋ࢚ࡵ ࢌ࢕ ࢚࢔࢛࢕࡯૚
 */ 

1: Starting from each column of each block of network, such that 
the processor with greater index value will transfer data to 
lower index processors linked according to the topological 
properties of network. 

2: repeat 
3: Select nodes ݊ሺ஑,,୧,

ಿ
మ

ାଵሻ, ݊ቀ஑,,୧,
ಿ
మ

ାଶቁ, ݊ቀ஑,,୧,
ಿ
మ

ାଷቁ, … ݊ሺ஑,,୧,ேሻܰ 

from each block of network such that at each transfer the block 
is divided in two parts and transfer message to remaining nodes 
݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, ݊ሺ஑,,୧,ଷሻ, … ݊ሺ஑,,୧,

ಿ
మ

ሻܰ  linked according to 

topological properties of this network. 

 
Algorithm 7. Step 7 of AAB (Interblock Communication) 

/* One-to-all broadcast is used in the block*/ 
To transfer the information of a block in a row to other block of 
respective rows the one-to-all broadcast algorithm is used. 
Note: At the end of this step, complete blocks of each row have 
information of all processors in that row. 

 
Algorithm 8. Step 8 of AAB (Interblock Communication) 

/* The step is performed using the horizontal interblock links of 
this network which transfers the information of all the blocks of 
respective columns to the root processors of respective block 
with processor index (࢏ ൌ   /* (ࡺ
 

1: Starting from each blocks of each columns the information is 
communicated to the root processors of respective block in 
such a manner that the processor index  ݊ሺ஑,,୧ୀே,୨ሻ. 

2: In one communication step this information is broadcasted to 
every root processor of respective block of respective column. 

This step is performed on entire network.  
Note: At the end of this step every root processor contains the 
information of complete block from which this information is 
broadcasted. 

 
Algorithm 9. Step 9 of AAB 
a. /* This operation is common between all processors of each 

row of each block,  
b. Each node is represented by ࢔ሺહ,,ܑ,ܒሻ;  
c. The transfer is conducted in order 

ሻܒ,ܑ,ሺહ,࢔

૛ൈି࢔࢕࢏࢚ࢇ࢘ࢋ࢚ࡵ ࢌ࢕ ࢚࢔࢛࢕࡯૚
൏ ݅ ൑

ሻܒ,ܑ,ሺહ,࢔

૛ൈ࢚࢔࢛࢕࡯ ࢌ࢕ ૚ି࢔࢕࢏࢚ࢇ࢘ࢋ࢚ࡵ
 */ 

1: Starting from each row of each block of network, such that the 
processor with greater index value will transfer data to lower 
index processors linked according to the topological properties 
of network. 

2: repeat 
3: Select nodes ݊ሺ஑,,୧,

ಿ
మ

ାଵሻ, ݊ቀ஑,,୧,
ಿ
మ

ାଶቁ, ݊ቀ஑,,୧,
ಿ
మ

ାଷቁ, … ݊ሺ஑,,୧,ேሻܰ 

from each block of network such that at each transfer the block 
is divided in two parts and transfer message to remaining nodes 
݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, ݊ሺ஑,,୧,ଷሻ, … ݊ሺ஑,,୧,

ಿ
మ

ሻܰ  linked according to 

topological properties of this network.  
Note: The message will be transferred from higher processor 
index to lower. 

4: Select nodes ݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, ݊ሺ஑,,୧,ଷሻ, … ݊ቀ஑,,୧,
ಿ
మ

ቁܰ  (other 

than the nodes from which message has already transferred) 
from each block of network such that at each transfer these 
nodes are divided in two parts (same as in 3; 
i.e. ݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, … ݊ቀ஑,,୧,

ಿ
ర

ቁ, and 

 ݊ቀ஑,,୧,
ಿ
ర

ାଵቁ, ݊ቀ஑,,୧,
ಿ
ర

ାଶቁ … ݊ቀ஑,,୧,
ಿ
మ

ቁܰ . Now 

 ݊ቀ஑,,୧,
ಿ
ర

ାଵቁ, ݊ቀ஑,,୧,
ಿ
ర

ାଶቁ … ݊ቀ஑,,୧,
ಿ
మ

ቁ  will transfer respective 

messages to ݊ሺ஑,,୧,ଵሻ, ݊ሺ஑,,୧,ଶሻ, … ݊ቀ஑,,୧,
ಿ
ర

ቁ, linked according to 

topological properties of this network. 
5: until all nodes have finished transmitting and forwarding. 

 
Algorithm 10. Step 10 of AAB 

/* AAB is used in the block*/ 
Select block from each column to transfer information of a 
block in a column to other block of respective columns for this 
AAB is used. 
Note: At the end of this step, all the processors of each block 
contains information of all processors of the network. 

4. Implementing LNC on AAB using MMT 

In this section we implement network coding for each step 
to make the communication faster and increase the rate of 
information transmitted from each node. We consider 
network as delay-free (acyclic) and o(l) ≠ d(l). The 
algorithm results are analyzed later with n= 8 processors.  

For each step independent and different algorithms are 
used (see section IV) and linear coding is implemented 
with each algorithm. According to algorithm 1, data from 
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ζ2đ7+ ζ3đ6 + ζ6đ3 

ζ4đ5 

ζ3đ6 

ζ2đ7 

ζ1đ8 

đ1 đ2 đ3 đ4 đ5 đ6 đ7 đ8

đ1 đ2 đ3 đ4

ζ1đ8+ ζ5đ4 

đ1 
ζ2đ7+ ζ3đ6 + ζ6đ3 ζ1đ8+ ζ4đ5 + ζ5đ4 + ζ7đ2 

đ2

all processors are transferred with n = 8 and count = 1 to 2 
i.e, ሺ8/ሺ2 ൈ 1 –  1ሻሻ <݆  ሺ8/2 ൈ 1ሻ  ൌ  8 <݆  4 , which 
means the processors Þ1, Þ2, Þ3 and Þ4 will receive data 
from Þ5, Þ6, Þ7  and Þ8, shown in figure 10.  
 

 
 
   Þ1     Þ2     Þ3     Þ4     Þ5      Þ6      Þ7      Þ8                   Þ1      Þ2     Þ3      Þ4     Þ5     Þ6      Þ7     Þ8   
                         (a)                                          (b) 
Fig. 10. (a) Shows the indexing of processors with respect to nodes in the 

figure. (b) Shows the direction of flow of data in step 1 of AAB 
algorithm on MMT, Þ1, Þ2, Þ3and Þ4 are the processor receiving data and 
Þ5, Þ6, Þ7 and Þ8 are the sending processors. The dotted line distinguishes 
between the receiving and sending processors in first iteration of step 1. 

Step 1: Linear coding is implemented on Þ1, Þ2 and 
Þ3processors, as these are receiving a set of data form 
source processors Þ5, Þ6, Þ7 and Þ8 in first iteration. 
Processor Þ8 is source and Þ4 is its destination; Þ7 and Þ6 
are sources and Þ3 is their destination; lastly in logn 
iteration i.e. (3 iteration for n = 8), Þ1 will receive data 
from Þ2 and Þ3. After implementation of LNC according 
to LCM-PA on these sources and destinations, step 1 will 
work as in figure 11. During first iteration of AAB on 
MMT, LCM-PA will work as in figure 11 (a). Data from 
Þ5, Þ6, Þ7 and Þ8 is sent to Þ2, Þ3, Þ3 and Þ4 respectively. 
So, the complete set of data from all processors reached 
processor Þ1,i.e. after execution of step 1 all data, in a row, 
will reach its root processors, but due to LCM-PA the data 
reached Þ1  will have time complexity of  
ሺlog݊ െ 1ሻ, as one step is reduced during transfer of the 
data using LCM-PA model. 
 
 
 
 
 

               Þ1                  Þ2                 Þ3                 Þ4                 Þ5                Þ6                  Þ7               Þ8 
     (a) 

 

 
 
 
 
               Þ1                                               Þ2                                                 Þ3                                                  Þ4 

     (b) 

 
 
 

   Þ1                                                                                                                                                             Þ2 
      (c) 

Fig. 11. (a) Iteration first of step 1; data from processers Þ5, Þ6,Þ7 andÞ8is 
sent to processors to Þ4,Þ3, Þ3 and Þ2 respectively. (b) Iteration second of 

step 1; data from processers Þ4 and Þ3is sent to processors to  Þ2and 
Þ1respectively. (c) Iteration third of step 1; data from processers Þ2 is sent 

to processors Þ1. 

Step 2: The root processors of each row, ( Þ1 : root 
processor of first block and first row) will broadcast the 

data (from Þ1: ζ1đ8+ ζ2đ7 + ζ3đ6 +ζ4đ5 + ζ5đ4 + ζ6đ3 + ζ7đ2) to 
all the processors of respective row using intrablock links 
transfer, see figure 12. 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 12. The data from each row root processor is broadcasted to other 
processors of respective row in each block. 

The time complexity for this step will be reduced by n i.e., 
n(logn-1). This step is a broadcasting step in each block 
with intrablock links of MMT. At the end of this step, 
complete data from root processor is received by 
otherprocessors of that row. LCM-PA is applied at the 
same level as in step 1, but the size of data increases to n. 
Step 3: This step is similar to step 1, but in this step the 
data is broadcasted in column-wise order of each block. 
Linear coding is implemented on Þ11, Þ12 and 
Þ13processors, as these are receiving a set of data form 
source processors Þ15, Þ16, Þ17 and Þ18 in first iteration. 
Processor Þ18 is source and Þ14 is its destination; Þ17 and 
Þ16 are sources and Þ13 is their destination; lastly in logn 
iteration i.e. (3 iteration for n = 8), Þ11 will receive data 
from Þ12 and Þ13. After implementation LCM-PA on these 
sources and destinations, step 3 works as in figure 13. 
Step 4: In this step all the root processors of each column 
and each block, (Þ11: root processor of first block and first 
column) will broadcast the data (from Þ11: ζ1đ18+ ζ2đ17+ 
ζ3đ16+ ζ4đ15+ ζ5đ14 + ζ6đ13+ ζ7đ12) to all the processors of 
respective column using intrablock links transfer, see 
figure 14. The time complexity of this step is reduced by 
n2 i.e, n2(logn-1) = n2logn-n2. The coefficient value (ζi) in 
step 4 is different from the coefficient value in step 1. 
Step 5: After step 4, each processors of respective columns 
contains information of all processors of that column. The 
step 5, perform the interblock communication using the 
horizontal interblock links which transfers this information 
(of all the blocks of respective rows) to the root processors 
(of respective block), and this requires one communication 
step (CS) [19]. The time complexity of this step will be 
same as of AAB i.e. 1CS. 
Step 6: Using step 3, for transferring information of all the 
processors in the column at the processors with P_ID 
(j=n), so the WA of all the processors is transferred in the 

Þ8Þ7Þ6Þ5 Þ4 Þ3Þ2Þ1

The data from Þ1is broadcasted    
 to other processors of this row 

(ζ1đ8+ ζ2đ7 + ζ3đ6 

+ ζ4đ5 + ζ5đ4 + ζ6đ3 

+ ζ7đ2) 
đ5 đ6 đ1 đ2 đ3 đ4 đ7 đ8 
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Þ18 
Þ17 

Þ16 

Þ15 

Þ14 

Þ13 

Þ12 

Þ11 (ζ1đ18+ ζ2đ17 + ζ3đ16 

+ ζ4đ15 + ζ5đ14 + ζ6đ13 

+ ζ7đ12) 

column in the order ݊/ሺ2ܿݐ݊ݑ݋– 1ሻ  ൏ ݆ ൑   ݊/ሺ2ܿݐ݊ݑ݋ሻ. 
Time complexity of step 6: n3logn. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

              (a)                            (b)                          (c) 
 

Fig. 13. (a) Iteration first of step 3; data from processers Þ15, Þ16,Þ17 
andÞ18 is sent to processors to Þ14,Þ13, Þ13 and Þ12 respectively. (b) 

Iteration second of step 3; data from processers Þ14 and Þ13 is sent to 
processors to  Þ12 and Þ11 respectively. (c) Iteration third of step 3; data 

from processers Þ12 is sent to processors Þ11. 

 

 

 

 

 

 

 

 

 

 

Fig. 14. The data from each column root processor is broadcasted to other 
processors of respective column in each block. 

 
Step 7: Call one–to–all algorithm [19] in the block to 
transfer the INFO of other blocks (of respective rows) in 
n3logntime.At the end of this step, complete blocks of each 
row have INFO of all the processors in that row.Time 
complexity of step 7: n3logn. 
Step 8: This step performs the interblock communication 
using horizontal link transfer that transfers the INFO (of 
all the blocks of respective column) to the root processors 

(of respective block) with P_ID (i=n), and this requires 
one communication step.Time complexity of step 8:1CS. 
Step 9: Using step 1 transfer of INFO of all the processors 
with P_ID (i=n).Time complexity of step 9:n4logn. 
Step 10: Call AAB algorithm in the block to transfer the 
INFO of other blocks that column in the block with 
n4logntime complexity.Time complexity of step 10: 
n4logn. 
At the end of this step all, the processors of each block 
have the INFO of all processors of other blocks. 

5. Results and Simulations 

The implementation of linear coding using AAB on MMT 
enables the sharing of data between multiple processors, at 
a time unit, more convenient and easy. As the algorithm 
becomes more complex, the involvement of processors 
also increases. For parallel architectures, important issue is 
to make these architectures more processor utilitarian, 
otherwise the processors in these architectures are idle, and 
all are not in use at every step of algorithms. Also, the 
involvement of coefficients used to broadcast data is high, 
compared to coefficients involvement after 
implementation of LCM-PA with AAB on MMT. This 
makes the algorithm less complex as fewer amounts of 
coefficients are used for broadcasting data using linear 
coding. While broadcasting the data in AAB, the time 
involved to communicate and deliver/receive data from 
different processors is more. The fall of time complexity at 
different number of processors shows that the architecture 
is possible with a set of processors having a combination 
which makes the algorithm to be implemented with 
positive results.    
 
The algorithm starts with the execution of each step in the 
order defined (as step 1... step 10), as the execution of each 
step starts the involvement of each processors also 
increases to broadcast data. In parallel processing the 
algorithm starts with active processor and involves other 
processors as it progresses [22]. Figure 15 illustrate the 
involvement of processors with average percentage of 
iteration in each step. 

 
Fig. 15. Involvement of processors at different steps of algorithm. 
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Based on the above result in figure 15, as the iterations 
increases the involvement of processors also increases. 
The algorithm with LCM-PA approach, utilizes the 
maximum number of processors compared to without 
LCM-PA approach. So the utilization of processors in 
parallel architectures is also increases while using linear 
coding. 
 

 
6. Conclusion and Future Work 
 
We have presented a LCM-PA, model of linear coding, on 
parallel architecture with efficient implementation of our 
approach on AAB algorithm on MMT, with comparative 
time complexity after implementation with LCM-PA. Our 
model is network independent and can be implemented on 
any parallel architecture with assumptions to be common 
as we have used in section second.Future work includes 
extensions to this approach and analyzing the complexity 
aspects by implementing with other parallel algorithms 
(e.g. Multi-Sort [23]). In addition, to make the extension of 
this approach with LCM-PA model it is needed to be 
implemented with other parallel algorithms to make vision 
of research more clear. 

Appendix 

Here we provide the proof of all theorems, definitions and 
terms used with main text.  The definitions used in this 
paper are defined by other authors but for readers 
convenience they are elaborated with proof in this section.       
Definition 1 (Horizontal intrablock links). The processors 

in row i of each block ܤሺߙ,ሻare connected to form a 
binary tree rooted at ሺߙ, , ݅, 1ሻ, 1 ൑ ݅ ൑ ݊. That is, for 
݆ ൌ 1 to ݊/2  processor ܲሺߙ, , ݅, ݆ሻ is directly 
connected to the processors ܲሺߙ, , ݅, 2݆ሻ and 
ܲሺߙ, , ݅, 2݆ ൅ 1ሻ, whenever they exist. 

Proof.If this network is used for N number of processors 
than this type of link exists. Suppose N = 4, then total 
number of processors in the network are ܰସ ൌ 256 
processors, which are divide in four rows and four 
columns and each row and column consists of four 
block, and each block consists of four rows and four 
columns. Now according to definition 1, the processors 
of block ܤሺ1, 1ሻ are connected in order:  

    ܲሺ1, 1, 1, 1ሻܲሺ1, 1, 1, 2ሻ ܽ݊݀ ܲሺ1, 1, 1, 3ሻ; 
    ܲሺ1, 1, 1, 2ሻܲሺ1, 1, 1, 4ሻ;  //as ܲሺ1, 1, 1, 5ሻ  does not 

exist. 
    ܲሺ1, 1, 2, 1ሻܲሺ1, 1, 2, 2ሻ ܽ݊݀ ܲሺ1, 1, 2, 3ሻ; 
    ܲሺ1, 1, 2, 2ሻܲሺ1, 1, 2, 4ሻ; 
    ܲሺ1, 1, 3, 1ሻܲሺ1, 1, 3, 2ሻ ܽ݊݀ ܲሺ1, 1, 3, 3ሻ; 
    ܲሺ1, 1, 3, 2ሻܲሺ1, 1, 3, 4ሻ; 
    ܲሺ1, 1, 4, 1ሻܲሺ1, 1, 4, 2ሻ ܽ݊݀ ܲሺ1, 1, 4, 3ሻ; 
    ܲሺ1, 1, 4, 2ሻܲሺ1, 1, 4, 4ሻ; 

    As the values of i and j changes the number of 
connecting horizontal link also varies. 

Definition 2 (Vertical intrablock links). The processors in 
column j of each block ܤሺߙ, ሻ are also used to form a 
binary tree rooted at ሺߙ, , 1, ݆ሻ, 1 ൑ ݆ ൑ ݊. That is, for 
݅ ൌ 1 to ݊/2  processor ܲሺߙ, , ݅, ݆ሻ is directly 
connected to the processors ܲሺߙ, , 2݅, ݆ሻ and 
ܲሺߙ, , 2݅ ൅ 1, ݆ሻ, whenever they exist.  

Proof. If this network is used for N number of processors 
than this type of link exists. Suppose N = 4, then total 
number of processors in the network are ܰସ ൌ 256 
processors, which are divide in four rows and four 
columns and each row and column consists of four 
block, and each block consists of four rows and four 
columns. Now according to definition 2, the processors 
of block ܤሺ1, 1ሻ are connected in order: 
ܲሺ1, 1, 1, 1ሻܲሺ1, 1, 2, 1ሻ ܽ݊݀ ܲሺ1, 1, 3, 1ሻ; 

 ܲሺ1, 1, 2, 1ሻܲሺ1, 1, 4, 1ሻ;  //as ܲሺ1, 1, 5, 1ሻ  does not 
exist. 
ܲሺ1, 1, 1, 2ሻܲሺ1, 1, 2, 2ሻ ܽ݊݀ ܲሺ1, 1, 3, 2ሻ; 
ܲሺ1, 1, 2, 2ሻܲሺ1, 1, 4, 2ሻ; 

    ܲሺ1, 1, 1, 3ሻܲሺ1, 1, 2, 3ሻ ܽ݊݀ ܲሺ1, 1, 3, 3ሻ; 
    ܲሺ1, 1, 2, 3ሻܲሺ1, 1, 4, 3ሻ; 
    ܲሺ1, 1, 1, 4ሻܲሺ1, 1, 2, 4ሻ ܽ݊݀ ܲሺ1, 1, 3, 4ሻ; 
    ܲሺ1, 1, 2, 4ሻܲሺ1, 1, 4, 4ሻ; 
As the values of i and j changes the number of connecting 

horizontal link also varies. 
Definition 3 (Horizontal interblock links). α, 1 ൑ ߙ ൑ ݊, 

the processor ܲሺߙ, , ݅, 1ሻ  is directly connected to the 
processor ܲሺߙ, ݅, , ݊ሻ, 1 ൑ ݅,  ൑ ݊. It can be noted that 
for  ൌ ݅, these links connect two processors within the 
same block. 

Proof. These are the links between the boundary or corner 
processors of different blocks. If this network is used for 
N number of processors than this type of link exists. 
Suppose N = 4, according to definition 3, the processors 
for 1 ൑ ߙ ൑ ݊ are connected in order:  

 ܲሺ1, 1, 1, 1ሻܲሺ1, 1, 1, 4ሻ; ܲሺ1, 1, 2, 1ሻܲሺ1, 2, 1, 4ሻ; 
ܲሺ1, 1, 3, 1ሻܲሺ1, 3, 1, 4ሻ; ܲሺ1, 1, 4, 1ሻܲሺ1, 4, 1, 4ሻ; 
ܲሺ1, 2, 1, 1ሻܲሺ1, 1, 2, 4ሻ; ܲሺ1, 3, 1, 1ሻܲሺ1, 1, 3, 4ሻ; 
ܲሺ1, 4, 1, 1ሻܲሺ1, 1, 4, 4ሻ; ܲሺ2, 1, 2, 1ሻܲሺ2, 2, 1, 4ሻ; 

As the values of , ܽ݊݀ ݅changes the number of connecting 
horizontal links also varies. 

Definition 4 (Vertical interblock links). ,1 ൑  ൑ ݊, the 
processor ܲሺߙ, , 1, ݆ሻ  is directly connected to the 
processor ܲሺ݆, , ݊, ,ሻߙ 1 ൑ ݆, ൑ ߙ ݊. It can be noted that 
for ߙ ൌ ݆, these links connect two processors within the 
same block. 

Proof. These are the links between the boundary or corner 
processors of different blocks. If this network is used for 
N number of processors than this type of link exists. 
Suppose N = 4, according to definition 3, the processors 
for 1 ൑  ൑ ݊ are connected in order:  

 ܲሺ1, 1, 1, 1ሻܲሺ1, 1, 4, 1ሻ; ܲሺ1, 1, 1, 2ሻܲሺ2, 1, 4, 1ሻ; 
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ܲሺ1, 1, 1, 3ሻܲሺ3, 1, 4, 1ሻ; ܲሺ1, 1, 1, 4ሻܲሺ4, 1, 4, 1ሻ; 
ܲሺ2, 1, 1, 1ሻܲሺ1, 1, 4, 2ሻ; ܲሺ3, 1, 1, 1ሻܲሺ1, 1, 4, 3ሻ; 

    ܲሺ4, 1, 1, 1ሻܲሺ1, 1, 4, 4ሻ; 
As the values of ߙ ܽ݊݀ ݅ changes the number of 
connecting vertical links also varies. 

Definition 5 (Directed Graph). A parallel network in any 
of the phase of communication is said to be directed 
based on the flow of data with respect to the algorithm.   

Proof. A parallel network is said to be directed, when the 
flow of data is decided based on some parameters. As 
MMT network is bidirectional, in some part of 
communication it is using a specific orientation for 
communication while in some parts it may be reverse, 
based on the algorithm used to decide the 
communication. As an example consider algorithm 1 in 
which the communication is performed from greater 
processor index to lesser processor index, so the 
direction is different from algorithm 2 in which the root 
processor transfers data to other processors of respective 
rows. 
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Abstract 

Adhoc networks are characterized by connectivity through a 
collection of wireless nodes and fast changing network topology. 
Wireless nodes are free to move independent of each other which 
makes routing much difficult. This calls for the need of an 
efficient dynamic routing protocol. Mesh-based multicast routing 
technique establishes communications between mobile nodes of 
wireless adhoc networks in a faster and efficient way.  
In this article the performance of prominent on-demand routing 
protocols for mobile adhoc networks such as ODMRP (On 
Demand Multicast Routing Protocol), AODV (Adhoc on 
Demand Distance Vector) and FSR (Fisheye State Routing 
protocol) was studied. The parameters viz., average throughput, 
packet delivery ration and end-to-end delay were evaluated. 
From the simulation results and analysis, a suitable routing 
protocol can be chosen for a specified network. The results show 
that the ODMRP protocol performance is remarkably superior as 
compared with AODV and FSR routing protocols. 
Keywords: MANET, Multicast Routing, ODMRP, AODV, FSR.  

1. Introduction 

One of the basic internet tasks is routing between various 
nodes. It is nothing other than establishing a path between 
the source and the destination. However in large and 
complex networks routing is a difficult process because of 
the possible intermediate hosts it has to cross in reaching 
its final destination. In order to reduce the complexity, the 
network is considered as a collection of sub domains and 
each domain is considered as a separate entity. This helps 
routing easy [1]. However basically there are three routing 
protocols in ad hoc networks namely proactive, reactive 
and hybrid routing protocols. Of these reactive routing 
protocols establish and maintain routes based on demand. 
 
The reactive routing protocols (e.g. AODV) usually use 
distance-vector routing algorithms that keep only 
information about next hops to adjacent neighbors and 

costs for paths to all known destinations [2]. The reactive 
routing protocols (e.g. AODV) usually use distance-vector 
routing algorithms that keep only information about next 
hops to adjacent neighbors and costs for paths to all 
known destinations [2].  
 
On the other hand hybrid routing protocols combine the 
advantages of both proactive and reactive protocols. 
Reliable multicast in mobile network was proposed by 
Prakash et al, [3]. In their solution the multicast message is 
flooded to all the nodes over reliable channels. The nodes 
then collectively ensured that all mobile nodes belonging 
to the multicast group get the message. If a node moves 
from one cell to another while a multicast is in progress, 
delivery of the message to the node was guaranteed. 

 
Tree-based multicast routing provides fast and most 
efficient way of routing establishment for the 
communications of mobile nodes in MANET [4]. The 
authors described a way to improve the throughput of the 
system and reduce the control overhead. When network 
load increased, MAODV ensures network performance 
and improves protocol robustness. Its PDR was found to 
be effective with reduced latency and network control 
overhead. On Demand Multicast Routing Protocol is a 
multicast routing protocol(ODMRP) designed for ad hoc 
networks with mobile hosts [5]. Multicast is nothing but 
communication between a single sender and multiple 
receivers on a network and it transmits a single message to 
a select group of recipients [6]. Multicast is commonly 
used in streaming video, in which many megabytes of data 
are sent over the network. The major advantage of 
multicast is that it saves bandwidth and resources [7]. 
Moreover multicast data can still be delivered to the 
destination on alternative paths even when the route 
breaks. It is an extension to Internet architecture 
supporting multiple clients at network layers. The 
fundamental motivation behind IP multicasting is to save 
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network and bandwidth resource via transmitting a single 
copy of data to reach multiple receivers. Single packets are 
copied by the network and sent to a specific subset of 
network addresses. These addresses point to the 
destination. Protocols allowing point to multipoint 
efficient distribution of packets are frequently used in 
access grid applications. It greatly reduces the 
transmission cost when sending the same packet to 
multiple destinations.  
 
A primary issue in managing multicast group dynamics is 
the routing path built for data forwarding. Most existing 
ad hoc multicasting protocols can be classified as tree-
based or mesh-based. The tree-based protocol, a tree-like 
data forwarding path is built with the root at the source of 
the multicast session. The mesh-based protocol [eg. 
ODMRP], in contrast, provide multiple routes between 
any pair of source and destination, intended to enrich the 
connectivity among group members for better resilience 
against topology changes.  

2. Literature Survey 

A lot of work has been done to evaluate the performance 
of routing protocols in ad hoc networks. Thomas Kunz et 
al. [8] compared AODV and ODMRP in Ad-Hoc 
Networks. Yadav  et  al.  [9] studied the effects of  speed  
on  the Performance   of   Routing   Protocols   in   Mobile   
Ad-hoc Networks.  Corson et al.[10] discussed the 
Routing protocol in MANET with performance issues and 
evaluation considerations. Guangyu et.al. [11] presented 
the application layer routing as Fisheye State Routing in   
Mobile Ad Hoc Networks.   In view of need to evaluate  
the performance of ODMRP  with  other  common  
routing  protocols  used  now days,  simulation  based  
experiments  were  performed by evaluating Packet 
Delivery Ratio, End to End delay and average throughput. 
Many researchers have evaluated multicast routing 
performance under a variety of mobility patterns [12-13]. 
 
The fisheye State Routing (FSR) algorithm for ad hoc 
networks introduces the notion of multi-level “scope” to 
reduce routing update overhead in large networks [14]. A 
node stores the link state for every destination in the 
network. It periodically broadcasts the link state update of 
a destination to its neighbors with a frequency that 
depends on the hop distance to that destination.  Pei et al. 
[15] studied the routing accuracy of FSR and identified 
that it was comparable with an ideal Link State. FSR is 
more desirable for large mobile networks where mobility 
is high and the bandwidth is low. It has proved as a 
flexible solution to the challenge of maintaining accurate 
routes in ad hoc environments. 
 

3. Experimental Setup 
 
Evaluation of the performance of different routing 
techniques such as ODMRP, AODV and FSR was carried 
out through simulation using the GloMoSim v2.03 
simulator [16]. The channel capacity of mobile hosts was 
set at 2Mbps. For each simulation, 60 nodes were 
randomly placed over a square field whose length and 
width is 1000 meters.  Nodes communicate using MAC 
and CSMA for the routing protocols ODMRP, AODV and 
FSR. Each multicast source uses a Constant Bit Rate 
(CBR) flow. These parameters were chosen from 
“config.in” file within the simulator. Based on the 
requirements the values were adjusted and then it was 
executed. Monitored parameters were average throughput, 
end to end delay and packet delivery ratio (PDR). 

4. Results and Discussion 

The performance of the three routing protocols, i.e. 
ODMRP, AODV and FSR were evaluated under varying 
simulation conditions. The evaluation of performance was 
done on the basis of monitored parameters, average 
throughput, end to end delay and packet delivery ratio. 
 
4.1 Average Throughput 
 
Average throughput signifies the rate of packets 
communicated per unit time. The average throughput at a 
unit time (simulation time of 200 seconds) under varying 
number of nodes and mobility for all the simulated routing 
protocols are indicated in the Figure 1 (a-b). It can be 
observed that under most of nodal conditions the 
throughput of ODMRP is 4276.25 which are remarkably 
higher to throughput of AODV (3125.50) and throughput 
of FSR (487.25).   
 

 
(a) under varying nodes 

 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     480 

 

 

 
(b) under varying mobility 

Figure 1 Average throughput under various input conditions 

 
The FSR topology maintains up-to-date information 
received from neighboring nodes. The topology 
information is exchanged between neighbors via Unicast. 
Each node maintains network topology map for distance 
calculations and when network size increases, the amount 
of periodic routing information could become large. 
However the routing packets are not flooded. FSR 
captures pixels near the focal point with high detail. The 
details decrease as the distance from the focal point 
increase. When the mobility increases the routes to remote 
destinations become less accurate. The route table size still 
grows linearly with network size [14]. Hence throughput 
of FSR could here been lower than AODV and ODMRP. 
 
Similarly for different mobility conditions too, ODMRP 
routing protocol displays increased performance as 
compared to the other two. The ODMRP average 
throughput with node mobility is 5276.75 bytes per 
simulation time as against AODV’s 3024.00 and FSR’s 
298.75. The same reasons as stated for the improved 
performance of ODMRP under differing number of nodes 
can be given here too. The same behavior is experienced 
in the previous studies too under similar conditions [12]. 

 
(a) under varying nodes 

 
(b) under varying mobility 

Figure 2 Packet delivery ratio under various input conditions 

 
It can be observed that the PDR of AODV routing 
protocol is higher than the ODMRP and Fisheye state 
routing protocols. Higher the PDR, higher is the number 
of legitimate packets delivered without any errors. This 
shows that AODV exhibits a better delivery system as 
compared with the other two. The reasons for the higher 
PDR ratio of AODV can be attributed to its good 
performance in large networks with low traffic and low 
mobility. It discovers routes on-demand, and effectively 
uses available bandwidth. Also it is highly scalable and 
minimizes broadcast and transmission latency. Its efficient 
algorithm provides quick response to link breakage in 
active routes.  
 
Moreover the ability of a routing algorithm to cope with 
the changes in routes is identified by varying the mobility. 
In this too the PDR of AODV protocol is higher as 
compared to the other two. The same reasons for the better 
PDR ratio of AODV under changing number of nodes can 
be given here too. 
 
4.3  End-to-End Delay 

 
The total latency between the source and destination 
experienced by a legitimate packet is given by end-to-end 
delay. It is calculated by summing up the time periods 
experienced as processing, packet, transmission, queuing 
and propagation delays. The speed of delivery is an 
important parameter in the present day competitive 
circumstances.  
 
Higher end- to –end delay values imply that the routing 
protocol is not fully efficient and causes a congestion in 
the network. The values of end- to- end delay for the 
protocols ODMRP, AODV and FSR simulated at different 
number of nodes and differing mobility values are 
indicated in Figure 3. As against the other two protocols 
studied ODMRP exhibits lesser values of end-to-end delay. 
This implies that for ad hoc networks, the multicast 
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routing protocol ODMRP exhibits a better performance 
than AODV and FSR.  

 
(a) under varying nodes 

 

 
(b) under varying mobility 

 
Figure 3 End-to-End Delay under various input conditions 

 

5. Conclusions  

Performance of the various routing protocols such as 
ODMRP, AODV and FSR were evaluated in this study.  
The following conclusions were drawn. 
 
 Both under varying number of nodes and differing 

values of mobility Average throughput is higher for 
the routing protocol ODMRP. The maximum 
throughput of ODMRP is 43% higher than the 
maximum of AODV and FSR under varying nodes 
condition. 

 AODV has a higher ratio of legitimate packet delivery 
as compared with the other routing protocols 
evaluated, ODMRP and FSR. The maximum packet 
delivery of AODV is 38% higher than the maximum 
of ODMRP and FSR under varying nodes condition. 

 ODRMP performs better in avoiding network 
congestion as compared to AODV and FSR. The 
better your paper looks, the better the Journal looks.  
Thanks for your cooperation and contribution.  
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Abstract: 

Stereo matching algorithms developed from local area based 
correspondence matching involve extensive search. This 
paper presents a stereo matching technique for computation 
of a dense disparity map by trimming down the search time 
for the local area based correspondence matching. We use 
constraints such as epipolar line, limiting the disparity, 
uniqueness and continuity to obtain an initial dense disparity 
map. We attempt to improvise this map by using color 
information for matching. A new approach has been 
discussed which is based on the extension of the continuity 
constraint for reducing the search time. We use 
correspondence between rows and gradient of image to 
compute the disparity. Thus we achieve a good trade off 
between accuracy and search time.  

Keywords: Color stereo matching, Image Gradient, 
Continuity constraint, Epipolar geometry, Stereo Vision. 

I. Introduction: 
 

Stereo correspondence for dense disparity estimation 
has been one of the most researched topics in computer 
vision. Dense surface information is required in 3D 
reconstruction. The determination of corresponding 
matches of an object between the left image and the 
right image is called correspondence. If this 
correspondence is solved for each pixel then it results 
in a dense disparity computation. The motivation 
behind this dense matching is that almost all the image 
pixels can be matched. Correspondence is an essential 
problem in dense stereo matching. For the computation 
of a reliable dense disparity map the stereo algorithm 
must preserve discontinuities in depth and also avoid 
gross errors. 
 
 
 

Traditional dense matching techniques are divided into 
two types; local window based matching and global 
optimization method. Local window based matching 
compares intensity similarity of neighborhood of the 
corresponding points to be matched. A cost parameter 
is used to decide the best match. In this approach the 
selection of appropriate window size is critical to 
achieve a smooth and detailed disparity map. The 2nd 
approach is the global optimization algorithm which 
optimizes a certain disparity function and the 
smoothness constraint item to solve the matching 
problem. 

The technique of matching points by correlation uses 
two windows: a fixed window centered at the pixel of 
interest in the reference image and a slippery window 
that browses the search zone [1]. It is important to 
select two optimal parameters, which are: window size 
n x n and cost parameter. The window size selection 
depends on the local variation in texture and disparity. 
Generally a small window is used for unwanted 
smoothing, but in areas with low texture it doesn’t have 
enough intensity variation for reliable matching. On the 
other hand if the disparity varies within the window 
then intensity values may not correspond due to 
projective distortions [2]. 

The design of the cost parameter decides the speed of 
implementing the stereo algorithm. The cost 
parameters generally used in area matching are Sum of 
absolute differences (SAD), Sum of squared 
differences (SSD), Zero mean normalized cross 
correlation (ZNCC), Zero mean sum of absolute 
differences (ZSAD). SAD and SSD are the most 
popular functions due to their simplicity [3]. We have 
used SAD as the cost function in a 3 x 3 window. 

 

A. The matching constraints: 
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Some of the common constraints used for matching in 
stereo correspondence are as explained below: 
 
 Epipolar constraint: Corresponding points must 

lie on corresponding epipolar lines. 
 

 Continuity constraint: Disparity tends to vary 
slowly across a surface 
 

 Uniqueness constraint: A point in one image 
should have at the most one corresponding 
match in the other image. 

 
 

 Ordering constraint: the order of features along 
epipolar lines is the same. 
 

 Occlusion constraint: discontinuity in one eye 
corresponds to occlusion in other eye and vice 
versa. 

 
The motive of this paper is to improve area based 
correspondence in two aspects: accuracy and search 
time.  To improve accuracy we have proposed to use 
color information for matching. The color makes 
matching less sensitive to occlusion considering the 
fact that occlusion often causes color discontinuities 
[4]. Thus all the images used in our algorithm are color 
images.  
 
To make the stereo algorithm fast we have proposed to 
use inter-row dependency as an assumption. This 
assumption is based on the fact that, the disparities on 
the current row will be similar to their neighbors in the 
previous row unless the top face of a new surface or a 
new object (i.e. discontinuity) is starting exactly at the 
pixel of interest. Based on this assumption we have 
modified the area based matching algorithm to obtain 
results in less search time. 
 
Even though a general problem of finding 
correspondences between images involves the search 
within the whole image, once a pair of stereo images is 
rectified so that the epipolar lines are horizontal scan 
lines, a pair of corresponding edges in the right and left 
images should be searched for only within the same 
horizontal scanlines. Thus we have used rectified 
images as inputs to our algorithm. 
 
 

II. Color Information for matching: 
 

There are many motivations behind using color 
information in stereo correspondence. Firstly, 
chromatic information is precisely obtained form CCD 
sensors of digital cameras. Secondly, recent 
developments in this area have proved that chromatic 
information plays an important role in human 
stereopsis. Thirdly, it is obvious that a red pixel cannot 
match with a green or blue pixel even if their 
intensities are same. Thus color information will 
potentially improve the performance of the matching 
algorithm. 
 
The color space used here is RGB and the metric used 
is MSE. For color images we use MSE, defined as: 
 

MSE color (x, y, d) =            (1) 

(1/n2)∑ ∑ ࢑࢚࢙࢏ࢊ
࢑ୀି࢐

࢑
࢑ୀି࢏ (CR(x+i, y+j) , CR(x+i, y+j+d)) 

dist( c1,c2)=(R 1- R2)2+(G 1- G2)2+(B1 - B2)2                    (2) 
 
In eq(1) and eq(2) d is the disparity and C1 and C2 are 
two points corresponding to the left and right images 
CL and CR, defined as: 
 
C1 = (R1, G1,B1) ,  C2 = (R2, G2, B2)           (3) 
 
The MSE is calculated using a 3 x 3 window and the 
left and right color spaces are defined as: 
 
CL(x, y) =   (RL(x, y), GL(x, y), BL(x, y))                 (4) 
 
CR(x, y) =   (RR(x, y), GR(x, y), BR(x, y))                (5) 
 

III. Inter-row dependency with gradient 
information : 
 

As explained in the introduction the proposed 
algorithm is based on the assumption that in an image 
generally there is a background and there are objects 
placed on the background. Thus it is obvious that the 
column discontinuities are more than the row 
discontinuities. Based on this explanation we have 
modified the program such that the search zone for the 
pixel match depends on the disparity of its neighbor in 
the row just above. Except if there exists a column 
discontinuity then the algorithm will search the 
complete search zone for the perfect match. This is 
where the image gradient comes into picture. The 
column discontinuity is detected by computing the 
gradient in the column direction. 
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The search window used without using inter-row 
dependency is 20. As the maximum value of true 
disparity for the test images used is not more than 20, 
the purpose is solved. With inter-row dependency, we 
limit the research window to -5 to +5 range of the 
disparity of the pixel just above the reference pixel. 
This reduces the research window by 50%. The search 
zone is further reduced when the gradient in the 
column direction is used, being -3 to +3 range of the 
disparity of the pixel just above the reference pixel. 
The objective to reduce the search time is thus satisfied 
with this method.   

IV. Results and Conclusion: 

The stereo pair images used as inputs were obtained 
form middleburry university database. The images are 
rectified and thus satisfy the epipolar constraint and the 
intensity assumption. After obtaining the disparity 
map, median filtering is used to find the disparity of 
unmatched pixels. Median filter also discards any 
singular errors and makes the disparity map smooth. 
The results are as follows: 
 
 
 
 
 
 
 
 
 

 
 

a) The right image of the stereo pair 

 
 

 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 

c) Output of traditional local area 
based correspondence algorithm 
for color images 

 

 
 

d) Output of inter-row dependency 
algorithm 

 
 
 
The following is the table of results which comprises 
of the percentage of matched pixels for the traditional 

b)  Output of traditional local area
based correspondence algorithm
for grayscale images 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org    486 

 

methods: local area correspondence algorithm for grey 
and for color images and our proposed algorithm: inter-
row dependency algorithm respectively; for a set of 5 
images. 
 

Table I 
Images Grey Color Inter-row

        

Barn2 90.68% 97.02% 90.13%

Poster 89.70% 96.37% 88.48%

Venus 88.38% 96.44% 88.47%

Tsukuba 89.79% 93.93% 85.72%

Sawtooth 92.76% 96.98% 91.65%
 
 

The average search time for a 383 x 434 image in case 
of  local area based correspondence algorithm is 220 
seconds while in case if our inter row dependency 
algorithm is 30 seconds. From the table I, the 
percentage of matched pixels of our algorithm is 
almost the same as the traditional algorithm for 
grayscale images. From these factors we can conclude 
that our algorithm achieves good trade off between 
accuracy and search time. 
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Abstract 
 
Mobile Ad hoc networks (MANETs) are self-created and self 
organized by a collection of mobile nodes, interconnected by 
multi-hop wireless paths in a strictly peer to peer fashion. 
Scalability of a routing protocol is its ability to support the 
continuous increase in the network parameters (such as mobility 
rate, traffic rate and network size) without degrading network 
performance. The goal of QoS provisioning is to achieve a more 
deterministic network behaviors, so that information carried by 
the network can be better delivered and network resources can be 
better utilized .In this paper, we are going to analyze the impact 
of scalability on various QoS Parameters for MANETs routing 
protocols one proactive protocol (DSDV) and two prominent on-
demand source initiated routing protocols. The performance 
metrics comprises of QoS parameters such as packet delivery 
ratio, end to end delay, routing overhead, throughput and jitter. 
The effect of scalability on these QoS parameters is analyzed by 
varying number of nodes, packet size, time interval between 
packets and mobility rates. 
Keywords: MANETs, Scalability, QoS, Routing Protocols. 
1. Introduction 
 
Mobile Ad hoc networks (MANETs) are self-created and 
self organized by a collection of mobile nodes, 
interconnected by multi-hop wireless paths in a strictly 
peer to peer fashion [1]. The increase in multimedia, 
military application traffic has led to extensive research 
focused on achieving QoS guarantees in current networks. 
The goal of QoS provisioning is to achieve a more 
deterministic network behaviors, so that information 
carried by the network can be better delivered and network 
resources can be better utilized. The QoS parameters differ 
from application to application e.g., in case of multimedia 
application bandwidth, delay jitter and delay are the key 
QoS parameters [2].After receiving a QoS service request, 
the main challenges is routing with scalable performance 
in deploying large scale MANETs .Scalability can refer to 
the capability of a system to increase total throughput 

under an increased load [3]. Many protocols have been 
proposed but a few comparisons have been made with 
respect to scalability. The routing protocols Dynamic 
Source Routing (DSR), Ad hoc On-demand Distance 
Vector (AODV) and Temporally Ordered Routing 
Algorithm (TORA) protocol had been analyzed 
theoretically and through simulation using an Optimized 
Network Engineering Tools (OPNET) by varying node 
density and number of nodes [4].      
    The effect of scalability of a network on Genetic 
Algorithm based Zone Routing Protocols by varying the 
number of node is analyzed in [5].In [6], simulation have 
been conducted to investigate scalability of DSR ,AODV 
and LAR routing protocols using prediction based link 
availability model. Simulation results of the modified DSR 
(MDSR) as proposed in [7] has less overhead and delay as 
compared to conventional DSR irrespective of network 
size. In [8]  simulation based comparative study of AODV, 
DSR, TORA and DSDV was reported which highlighting 
that DSR and AODV achieved good performance at all 
mobility speed whereas DSDV and TORA perform poorly 
under high speeds and high load conditions respectively. 
In [9] showed the proactive protocols have the best end-to-
end-delay and packet delivery fraction but at the rate of 
higher routing load. In [10] three routing protocols were 
evaluated in a city traffic scenarios and it was shown that 
AODV outperforms both DSR and the proactive protocol 
FSR. In [11] simulation study of AODV, DSR and OLSR 
was done which shown that AODV and DSR outperform 
OLSR at higher speeds and lower number of traffic 
streams and OLSR generates the lowest routing load. 
In[12] more limited study was conducted which favoring 
DSR in terms of packet delivery fraction and routing 
overhead whereas OLSR shows the lowest end-to-end 
delay at lower network loads. In[13] simulation based 
performance comparison on DSDV, AODV and DSR is 
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done on  the basis of Packet delivery ratio, Throughput, 
End to End delay & routing overhead by varying packet 
size, time interval between packet sending & mobility of 
nodes on 25 nodes using NS2.34. In [14] author performed 
realistic comparison between two MANETs protocols 
namely AODV (reactive protocol) and DSDV (proactive 
protocol). It is analyzed that the performance of AODV 
protocol is better than the DSDV protocol in term of PDF, 
Average end-to-end delay, packet loss and routing 
overhead by taking fixed number of nodes and varying 
number of nodes which helps in improving scalability of 
MANETs. In [15] author evaluated the scalability of on-
demand ad hoc routing protocols by taking of up to 10,000 
nodes. To improve the performance of on-demand 
protocols in large networks, five modification 
combinations have been separately incorporated into an 
on-demand protocol, and their respective performance has 
been studied. It has been shown that the use of local repair 
is beneficial in increasing the number of data packets that 
reach their destinations. Expanding ring search and query 
localization techniques seem to further reduce the amount 
of control overhead generated by the protocol, by limiting 
the number of nodes affected by route discoveries. While 
the performance improvements of the modifications have 
only been demonstrated with the AODV protocol. In [16] 
author proposed  an effective and scalable AODV (called 
as AODV-ES) for Wireless Ad hoc Sensor Networks 
(WASN) by using third party reply model, n-hop local ring 
and time-to-live based local recovery. The above said 
work goal is to reduce time delay for delivery of the data 
packets, routing overhead and improve the data packet 
delivery ratio. The resulting algorithm “AODV-ES” is 
then simulated by NS-2 under Linux operating system. 
The performance of routing protocol is evaluated under 
various mobility rates and found that the proposed routing 
protocol is better than AODV. In [17] moreover, most of 
current routing protocols assume homogeneous 
networking conditions where all nodes have the same 
capabilities and resources. Although homogenous 
networks are easy to model and analysis, they exhibits 
poor scalability compared with heterogeneous networks 
that consist of different nodes with different resources. 
The author studies simulations for DSR, AODV, LAR1, 
FSR and WRP in homogenous and heterogeneous 
networks. The results showed that these which all 
protocols perform reasonably well in homogenous 
networking conditions, their performance suffer 
significantly over heterogonous networks 
In this paper, the impact of scalability on QoS Parameters 
such as packet delivery ratio, end to end delay, routing 
overhead, throughput and jitter has been analyzed by 
varying number of nodes, packet size, time interval 
between packets & mobility rates. The rest of paper is 
organized as follow. In section 2, gives an overview of 
routing protocols, section 3 describe the performance 

metrics, Section 4 simulation results and analysis are 
discussed and section 5 concludes the paper. 
 
2. Overview of Routing Protocols  
Routing protocols for MANETs have been classified 
according to the strategies of discovering and maintaining 
routes into three classes: proactive, reactive and Hybrid 
[18] 
Destination-Sequenced Distance Vector (DSDV): 
DSDV is a table-driven routing [9] scheme for MANETs. 
The Destination-Sequenced Distance-Vector (DSDV) 
Routing Algorithm is based on the idea of the classical 
Bellman-Ford Routing Algorithm with certain 
improvements. Every mobile station maintains a routing 
table that lists all available destinations, the number of 
hops to reach the destination and the sequence number 
assigned by the destination node. The sequence number is 
used to distinguish stale routes from new ones and thus 
avoid the formation of loops.  
Dynamic Source Routing (DSR): is an on-demand 
protocol designed to restrict the bandwidth consumed by 
control packets in ad hoc wireless networks by eliminating 
the periodic table-update messages required in the table-
driven approach [19]. The major difference between this 
and other on-demand routing protocols is that it is beacon-
less and hence does not require periodic hello packet 
(beacon) transmission, which are used by a node to inform 
its neighbors of its presence. The basic approach of this 
protocol (and all other on-demand routing protocols) 
during the route construction phase is to establish a route 
by flooding Route Request packets in the network. The 
destination node, on receiving a Route Request packet, 
responds by sending a Route Reply packet back to the 
source, which carries the route traversed by the Route 
Request packet received. 
Ad hoc On-demand Dis tance Vector (AODV): AODV 
routing protocol is also based upon distance vector, and 
uses destination numbers to determine the freshness of 
routes. AODV minimizes the number of broadcasts by 
creating routes on-demand as opposed to DSDV that 
maintains the list of the entire routes. To find a path to the 
destination, the source broadcasts a route request packet. 
The neighbors in turn broadcast the packet to their 
neighbors till it reaches an intermediate node that has 
recent route information about the destination or till it 
reaches the destination. A node discards a route request 
packet that it has already seen. The route request packet 
uses sequence numbers to ensure that the routes are loop 
free and to make sure that if the intermediate nodes reply 
to route requests, they reply with the latest information 
only.  
3.  QoS Based Performance Metrics  
The performance metrics includes the following QoS 
parameters such as PDR (Packet Delivery Ratio), 
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Throughput, End to End Delay, Routing overhead and 
Jitter. 
 
Packet Delivery Ratio (PDR): also known as the ratio of 
the data packets delivered to the destinations to those 
generated by the CBR sources. This metric characterizes 
both the completeness and correctness of the routing 
protocol also reliability of routing protocol. 
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Average End to End Delay: Average End to End delay is 
the average time taken by a data packet to reach from 
source node to destination node. It is ratio of total delay to 
the number of packets received. 
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Throughput: Throughput is the ratio of total number of 
delivered or received data packets to the total duration of 
simulation time. 
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Normalized Protocol Overhead/ Routing Load: Routing 
Load is the ratio of total number of the routing packets to 
the total number of received data packets at destination. 
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Jitter: Jitter describes standard deviation of packet delay 
between all nodes. 
 
4. Simulation Results and Analysis 
The performance of QoS parameters on routing protocols 
AODV, DSR and DSDV is simulated using NS-2.34.The 
parameters used for simulation and different scenario on 
which they are analyzed are shown in Table 1 and Table 2 
respectively. The positioning and communication among 
nodes is represented in Figure 1.  

Table 1 Simulation Parameters 
 

Parameters Value 
No of Node 25,50,75,100 
Simulation Time 10 sec 
Environment Size 1200x1200 
Traffic Size CBR (Constant Bit Rate ) 
Packet Size 500 and 1000 bytes 
Queue Length 50 
Source Node Node 0 
Destination Node Node 2 
Mobility Model Random Waypoint 
Antenna Type Omni directional 
Simulator NS-2.34 
Mobility speed 1000,2000 m/s 
Packet Interval 0.015,0.15 ns  

Figure 1. (Simulation Showing Packets transferring)  
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 Figure 2(Packets Received when number of nodes=25 packet    
size=500 bytes, interval=0.15 sec Mobility=1000) 

 
In scenario 01, Figure 2 shows that packet received in 
AODV and DSR is higher as compared to DSDV. The 
result in Table 3 shows that PDR, throughput, end to end 
delay is same in AODV and DSR is better than DSDV. 
Routing load is minimum in AODV.  Jitter is less in 
DSDV as compared to AODV and DSR but throughput 
and PDR is also very low. 
Table 3 (Performance Matrix number of nodes=25 packet size=500

  bytes, interval=0.15 sec Mobility=1000)                            

Table-3  Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Thr
oug
hput 

Routi
ng 
Load 

 Jitter 
(sec) 

AODV 60/12 20.00 1.84 1.33   7.08 140.67 

DSDV 60/7 11.66 2.07 0.77 8.57 106.87 

DSR 60/12 20.00 1.85 1.33 20.41 147.88 

Table -4  (Performance Matrix number of nodes=50 packet  

size=500  bytes , interval=0.15 sec Mobility=1000)    

Table-4 Packets 
Sent/ 
Received 

PDR End
- 
End 

Thr
oug
hput 

Rou
ting 
Loa

 Jitter 
(sec) 

AODV 60/56 93.33 5.61 6.22 5.08 155.88 

DSDV 60/6 10.00 2.13 0.66 10.0
0

100.02 

DSR 60/51 85.00 5.83 5.66 7.60 176.09 

    

                

       Figure 3 (Packets Received when number of nodes=50 packet 

size=500  bytes, interval=0.15 sec Mobility=1000) 
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    Figure 4 (Packets Received when  number of nodes=75 packet 

size=500  bytes, interval=0.15 sec Mobility=1000)    

Simulation Time (sec) 
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Table 2 shows different parameters taken for different simulation scenarios
 

Scenario no No of nodes Packets Size (bytes) Packets Interval Mobility(m/sec) 
01     25,50,75,100 500 0.15 sec 1000 
02 25,50,75,100 500 0.015 sec 1000 
03 25,50,75,100 1000 0.15 sec 1000 
04 25,50,75,100 1000 0.015 sec 1000 
05 25,50,75,100 500 0.15 sec 2000 
06 25,50,75,100 500 0.015 sec 2000 
07 25,50,75,100 1000 0.15 sec 2000 
08 25,50,75,100 1000 0.015 sec 2000 
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Table 5(Performance Matrix number of nodes=75 packet size=500  

    bytes, interval=0.15 sec Mobility=1000)                                        

   
Table-5  

Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Thr
oug
hput 

Routi
ng 
Load 

 Jitter 
(sec) 

AODV 60/42 70.00 7.16 4.66 7.80 281.66 

DSDV 60/6 10.00 2.13 0.66 10.00 100.00 

DSR 60/14 23.33 2.97 1.55 53.50 631.54 

Table 6 (Performance Matrix number of nodes=100 packet  

size=500 bytes, interval=0.15 sec Mobility=1000)   

    
Table-6  

Packets 
Sent/ 
Received 

PDR End
- 
End 

Thr
oug
hput 

Routin
g Load 

 Jitter 
(sec) 

AODV 60/47 78.33 7.36 5.22 6.27 246.87 

DSDV 60/7 11.66 2.06 0.77 8.57 107.03 

DSR 60/31 51.66 6.10 3.44 18.61 363.61 

 Figure 3, 4 and 5 shows that number of packets received 
in AODV is more as compared to DSR and DSDV when 
numbers of nodes are scalable from 50, 75 and 100. 
AODV having that highest PDR and throughput with 
minimum routing load and jitter from DSR. We have also 
analyzed that in DSDV Jitter, end to end delay is low as 
compared to AODV and DSR but throughput, number of 
packets received and PDR is very low. The overall 
performance of AODV is best as four QoS parameters 
out of six has favourable results as indicated in Table 4, 
Table 5 and Table 6.  

        

                  

 

   Figure 5 (Packets Received number of nodes=100 packet size=500  

bytes,   Interval=0.15 sec Mobility=1000 

Simulation Time (sec) 
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     Figure 6 (Packets Received when number of nodes=25 packet 

size=500   bytes, interval=0.015 sec Mobility=1000) 

Simulation Time (sec) 
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     Figure 7 (Packets Received when number of nodes=50 packet 

size=500  bytes, interval=0.015 sec Mobility=1000) 

Simulation Time (sec) 
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Figure 8 (Packets Received when number of nodes=75 packet 

size=500 bytes, interval=0.015 sec Mobility=1000)    

Simulation Time (sec) 
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Table 7 (Performance Matrix number of nodes=25 packet size=500         

             bytes, interval=0.015 sec Mobility=1000)                                     

   
Table-7  

Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/115 19.16 1.87 12.77 8.95 17.17 

DSDV 600/56 9.33 2.15 6.22 10.71 14.46

DSR 600/111 18.50 1.83 12.33 15.98 15.57

Table 8 (Performance Matrix number of nodes=50 packet size=500   

              bytes, interval=0.015 sec Mobility=1000) 

Table-8  Packets 
Sent/ 
Received 

PDR End
- 
End 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/154 25.66 4.09 17. 11.16 73.43 

DSDV 600/55 9.16 2.16 6.11 10.90 14.24

DSR 600/115 19.16 1.86 12.77 15.08 16.81  
Table 9 (Performance Matrix number of nodes=75 packet size=500    

             bytes, interval=0.015 sec Mobility=1000)                                 

     
Table-9 

Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/266 44.33 4.74 29.55 6.12 92.84 

DSDV 600/55 9.16 2.16 6.11 10.90 14.27 

DSR 600/105 17.50 1.78 11.66 16.39 14.66 

Table 10 (Performance Matrix number of nodes=100 packet size=500

            bytes, interval=0.015 sec Mobility=1000) 

Table-
10  

Packets 
Sent/ 
Received 

PDR End
- 
End 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/208 34.66 4.64 23.11 8.45 89.00 

DSDV 600/64 10.66 2.09 7.11 9.37 14.35 

DSR 600/113 18.83 1.97 12.55 14.94 45.8  

      

 Figure 9(Packets Received number of nodes=100 packet size=500 

bytes,  interval=0.015 sec Mobility=1000) 

Simulation Time (sec) 
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 Figure 10(Packets Received number of nodes=25 packet size=1000 

bytes,   interval=0.15 sec Mobility=1000) 

Simulation Time (sec) 
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In scenario 02, Figure 6, 7, 8 and 9 shows that number of 
packets received in AODV is more as compared to DSR 
and DSDV, when numbers of nodes are scalable from 25, 
50, 75 and 100. AODV is also having the highest PDR and 
throughput with minimum routing load and jitter relative 
to DSR. We have also analyzed that in DSDV, Jitter, end 
to end delay is low as compared to AODV and DSR but 
throughput, number of packets received and PDR is also 
on lower side.  The overall performance of AODV is 
better, as four QoS parameters out of six has favourable 
results as indicated in Table 7, Table 8, Table 9 and Table 
10. 
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 Table 11(Performance Matrix number of nodes=25 packet size=1000

  bytes, interval=0.15 sec Mobility=1000)                                              

Table-
11      

Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Thr
oug
hput 

Routi
ng 
Load 

 Jitter 

AODV 60/12 20.00 1.85 1.33 7.08 141.34 

DSDV 60/7 11.66 2.08 0.77 8.57 106.66

DSR 60/13 21.66 1.99 1.44 23.15 156.70

Table 12(Performance Matrix number of nodes=50 packet size=1000  

  bytes, interval=0.15 sec Mobility=1000) 

Table-
12      

Packets 
Sent/ 
Received 

PDR End
- 
End 

Thr
oug
hput 

Rou
ting 
Loa

 Jitter 

AODV 60/54 90.00 5.75 6.00 5.20 202.22

DSDV 60/6 10.00 2.13 0.66 10.0
0

100.02 

DSR 60/59 98.33 5.76 6.55 7.61 176.60 

      

 Figure 11(Packets Received number of nodes=50 packet size=1000 

bytes,  interval=0.15 sec Mobility=1000)    

Simulation Time (sec) 
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 Figure 12(Packets Received number of nodes=75 packet size=1000 

bytes, interval=0.15 sec Mobility=1000) 

Simulation Time (sec) 
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Table 13 (Performance Matrix number of nodes=75 packet size=1000      

               bytes, interval=0.15 sec Mobility=1000)                                         

Table-13    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Thr
oug
hput 

Routi
ng 
Load 

 Jitter 

AODV 60/50 83.33 6.01 5.55 6.44 175.20 

DSDV 60/6 10.00 2.13 0.66 10.00 100.00 

DSR 60/14 23.33 3.50 1.55 39.57 626.18 

Table 14(Performance Matrix number of nodes=100 packet  

size=1000 bytes, interval=0.15 sec Mobility=1000) 

Table-14    Packet
s Sent/ 
Receiv
ed 

PDR End- 
End 
Delay 

Throug
hput 

Routin
g Load 

 Jitter 

AODV 60/47 78.33 5.91 5.22 5.68 190.106 

DSDV 60/7 11.66 2.06 0.77 8.57 107.03 

DSR 60/31 51.66 5.74 3.44 15.32 411.98 

 
In scenario 03, Figure 10 and 11 shows number of packets 
received in DSR are more in comparison with AODV and 
DSDV, when numbers of nodes are 25 and 50. The 
performance of DSR is also better for other QoS 
parameters with these numbers of nodes as depicted in 
Table 11 and Table 12.Figure 12 and 13 shows the number 
of received packets and performance of DSR degrades 
when number of nodes are increased to 75 and 100 as 
shown in  Table 13 and Table 14. 

      

 Figure 13(Packets Received number of nodes=100 packet size=1000 

bytes, interval=0.15 sec Mobility=1000) 

Simulation Time (sec) 
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 Figure 14(Packets Received number of nodes=25 packet size=1000 

bytes, interval=0.015 sec Mobility=1000) 

Simulation Time (sec) 
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Table 15(Performance Matrix number of nodes=25 packet size=1000)      

              bytes, interval=0.015 sec Mobility=1000)                                       

Table-15   Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routing 
Load 

 Jitter 

AODV 600/111 18.50 1.84 12.33 6.46 22.62 

DSDV 600/56 9.33 2.15 6.22 10.71 14.39 

DSR 600/108 18.00 1.81 12.00 12.89 14.20 

 Table 16 (Performance Matrix number of nodes=50 packet size=1000     

                bytes, interval=0.015 sec Mobility=1000) 

Table-
16        

Packets 
Sent/ 
Received 

PDR End
- 
End 

Throu
ghput 

Routing 
Load 

 Jitter 

AODV 600/142 23.66 3.05 15.77 8.76 89.68 

DSDV 600/55 9.16 2.16 6.11 10.90 14.16 

DSR 600/105 17.50 1.79 11.66 12.86 14.79  

 

      

 Figure 15(Packets Received number of nodes=50 packet size=1000 

                 bytes, interval=0.015 sec Mobility=1000) 

Simulation Time (sec) 
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 Figure 16(Packets Received number of nodes=75 packet size=1000 

bytes,  interval=0.015 sec Mobility=1000) 

Simulation Time (sec) 
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 Table 17(Performance Matrix number of nodes=75 packet size=1000        

               bytes, interval=0.015 sec Mobility=1000)                                       

 Table-
17      

Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routi
ng 
Load 

 Jitter 

AODV 600/123 20.50 2.84 13.66 10.31 83.63 

DSDV 600/55 9.16 2.16 6.11 10.90 14.20 

DSR 600/105 17.50 1.78 11.66 12.36 14.62 

Table 18 (Performance Matrix number of nodes=100 packet size=1000 

              bytes, interval=0.015 sec Mobility=1000) 

Table-
18        

Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/171 28.50 3.63 19.00 6.65 72.67 

DSDV 600/64 10.66 2.09 7.11 9.37 14.29 

DSR 600/110 18.33 1.83 12.22 11.97 12.19  
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Figure17 (Packets Received number of nodes=100 packet size=1000 

bytes, interval=0.015 sec Mobility=1000) 

Simulation Time (sec) 
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 Figure 18(Packets Received number of nodes=25 packet size=500 

bytes, interval=0.15 sec Mobility=2000) 

Simulation Time (sec) 
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In scenario 04, Figure 14, 15, 16 and 17 shows that 
number of packets received in AODV is more as 
compared to DSR and DSDV, when numbers of nodes are 
scalable from 25, 50, 75 and 100. AODV is also having 
the highest PDR and throughput with minimum routing 
load and jitter relative to DSR. We have also analyzed that 
in DSDV, Jitter, end to end delay is low as compared to 
AODV and DSR but throughput, number of packets 
received and PDR is also on lower side.  The overall 
performance of AODV is better, as four QoS parameters 
out of six has favourable results as indicated in Table 15, 
Table 16, Table 17 and Table 18. 
 
 Table 19 (Performance Matrix number of nodes=25 packet size=500      

                bytes, interval=0.15 sec Mobility=2000)                                    

 Table-19    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Thr
oug
hput 

Routi
ng 
Load 

 Jitter 

 AODV 60/11 18.33 1.75 1.22 20.00 122.72

DSDV 60/7 11.66 2.07 0.77 8.57 106.87

DSR 60/11 18.33 1.75 1.22 8.09 122.72

  Table 20 (Performance Matrix number of nodes=50 packet size=500  

                 bytes, interval=0.15 sec Mobility=2000) 

Table-20     Packets 
Sent/ 
Received 

PDR End
- 
End 

Thr
oug
hput 

Routin
g Load 

 Jitter 

AODV 60/58 96.66 5.55 6.44 5.81 150.60

DSDV 60/6 10.00 2.13 0.66 10.00 100.02

DSR 60/52 86.66 5.82 5.77 8.05 171.75

     
  Figure 19(Packets Received number of nodes=50 packet size=500 

bytes, interval=0.15 sec Mobility=2000) 

Simulation Time (sec) 
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  Figure 20(Packets Received number of nodes=75 packet size=500 

bytes, interval=0.15 sec Mobility=2000) 

Simulation Time (sec) 
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Table 21 (Performance Matrix number of nodes=75 packet size=500        

               bytes, interval=0.15 sec Mobility=2000)                                         

Table-21     Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Thr
oug
hput 

Routi
ng 
Load 

 Jitter 

AODV 60/59 98.33 5.53 6.55 5.89 148.04

DSDV 60/6 10.00 2.13 0.66 10.00 100.00

DSR 60/17 28.33 4.41 1.88 42.52 513.65

Table 22 (Performance Matrix number of nodes=100 packet size=500     

               bytes, interval=0.15 sec Mobility=2000) 

Table-22    Packets 
Sent/ 
Received 

PDR End
- 
End 

Thr
oug
hput 

Routin
g Load 

 Jitter 

AODV 60/58 96.66 5.57 6.44 5.36 150.50 

DSDV 60/7 11.66 2.06 0.77 8.57 107.03

DSR 60/12 20.00 2.41 1.33 60.08 712.08     
In scenario 05, Figure 18 shows, when number of nodes 25 
the number of packets received in AODV and DSR equal, 
so its QoS parameters are almost same  as depicted in Table 
19. Figure 19, 20 and 21 shows when numbers of nodes are 
scalable from 50, 75 and 100 the number of received 
packets and performance of DSR degrades. The overall 
performance of AODV is best as four QoS parameters out 
of six has favourable results as indicated in Table 20, Table 
21 and Table 22. 

     
  Figure 21(Packets Received number of nodes=100 packet size=500 

bytes, interval=0.15 sec Mobility=2000) 

Simulation Time (sec) 
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  Figure 22(Packets Received number of nodes=25 packet size=500 

bytes, interval=0.015 sec Mobility=2000) 

Simulation Time (sec) 
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 Table 23(Performance Matrix number of nodes=25 packet size=500         

                bytes, interval=0.015 sec Mobility=2000)                                      

 Table-23    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routi
ng 
Load 

 Jitter 

AODV 600/103 17.16 1.77 11.44 12.01 14.69

DSDV 600/54 9.00 2.13 6.00 11.11 14.43 

DSR 600/105 17.50 1.78 11.66 11.09 14.69

Table 24 (Performance Matrix number of nodes=50 packet size=500 

bytes, interval=0.015 sec Mobility=2000) 

Table-24    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/104 17.33 1.77 11.55 17.00 15.50

DSDV 600/53 8.83 2.14 5.88 11.32 14.21 

DSR 600/131 21.83 2.89 14.55 13.91 15.50

     

Figure 23(Packets Received number of nodes=50 packet size=500        

bytes, interval=0.015 sec Mobility=2000) 

Simulation Time (sec) 
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Figure 24(Packets Received number of nodes=75 packet size=500 

bytes, interval=0.015 sec Mobility=2000) 

Simulation Time (sec) 
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  Table 25 (Performance Matrix number of nodes=75 packet size=500   

                 bytes, interval=0.015 sec Mobility=2000)                                 

Table-
25          

Packets 
Sent/ 
Received 

PDR End
- 
End 

Throu
ghput 

Routi
ng 
Load 

 Jitter 

AODV 600/152 25.33 2.64 16.88 11.38 38.67

DSDV 600/53 8.83 2.14 5.88 11.32 14.25

DSR 600/104 17.33 1.77 11.55 16.54 38.67

Table 26(Performance Matrix number of nodes=100 packet size=500 

bytes, interval=0.015 sec Mobility=2000)         

Table-
26         

Packets 
Sent/ 
Received 

PDR End
- 
End 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/230 38.33 4.30 25.55 6.23 80.04

DSDV 600/62 10.33 2.07 6.88 9.67 14.33

DSR 600/104 17.33 1.77 11.55 17.09 80.04  

      
Figure 25(Packets Received number of nodes=100 packet size=500 

bytes,  interval=0.015 sec Mobility=2000) 

Simulation Time (sec)    
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Figure 26(Packets Received number of nodes=25 packet size=1000

 bytes,  interval=0.15 sec Mobility=2000) 

 

Simulation Time (sec)    
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    In scenario 06, Figure 22 and 23 shows number of 
packets received in DSR are more in comparison with 
AODV and DSDV, when numbers of nodes are 25 and 50. 
The performance of DSR is also better for other QoS 
parameters with these numbers of nodes as depicted in 
Table 23 and Table 24.Figure 24 and 25 shows the number 
of received packets and performance of DSR degrades 
when number of nodes are increased to 75 and 100 as 
shown in  Table 25 and Table 26. 
 
 Table 27 (Performance Matrix number of nodes=25 packet size=1000   

                 bytes, interval=0.15 sec Mobility=2000)                                   

 Table-27    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Thr
oug
hput 

Routi
ng 
Load 

 Jitter 

AODV 60/11 18.33 1.76 1.22 20.36 122.7

DSDV 60/7 11.66 2.08 0.77 8.57 106.6 

DSR 60/11 18.33 1.76 1.22 9.18 122.7

Table 28 (Performance Matrix number of nodes=50 packet size=1000 

bytes, interval=0.15 sec Mobility=2000) 

Table-28        Packet
s Sent/ 
Receiv

PDR End- 
End 
Delay 

Thr
oug
hput 

Routin
g Load 

 Jitter 

AODV 60/58 96.66 5.57 6.44 5.81 151.02

DSDV 60/6 10.00 2.13 0.66 10.00 100.02 

DSR 60/36 60.00 6.75 4.00 17.75 595.09

      
Figure 27(Packets Received number of nodes=50 packet size=1000 
bytes, interval=0.15 sec Mobility=2000) 

Simulation Time (sec) 
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Figure 28(Packets Received number of nodes=75 packet size=1000 
bytes, interval=0.15 sec Mobility=2000) 

Simulation Time (sec) 

   
   
   
   
   
   
N
o 
of
 r
ec
ei
ve
d 
P
ac
ke
ts
 

Table 29 (Performance Matrix number of nodes=75 packet size=1000     

               bytes, interval=0.15 sec Mobility=2000)       

Table-29    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Thr
oug
hput 

Routi
ng 
Load 

 Jitter 

AODV 60/59 98.33 5.56 6.55 5.89 148.46 

DSDV 60/6 10.00 2.13 0.66 10.00 100.00

DSR 60/47 78.33 6.25 5.22 9.36 212.20

Table 30(Performance Matrix number of nodes=100 packet size=1000 

 bytes, interval=0.15 sec Mobility=2000) 

Table-30    Packets 
Sent/ 
Received 

PDR End
- 
End 

Thr
oug
hput 

Routin
g Load 

 Jitter 

AODV 60/58 96.66 5.61 6.44 5.36 150.84

DSDV 60/7 11.66 2.06 0.77 8.57 107.03 

DSR 60/22 36.66 5.43 2.44 20.90 618.23 

      
Figure 29(Packets Received number of nodes=100 packet size=1000 
bytes, interval=0.15 sec Mobility=2000) 

Simulation Time (sec) 
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Figure 30(Packets Received number of nodes=25 packet size=1000 
bytes,  interval=0.015 sec Mobility=2000) 

Simulation Time (sec) 
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In scenario 07, Figure 26 shows, when number of nodes 25 
the number of packets received in AODV and DSR equal, 
so its QoS parameters are almost same  as depicted in Table 
27. Figure 27, 28 and 29 shows when numbers of nodes are 
scalable from 50, 75 and 100 the number of received 
packets and performance of DSR degrades. The overall 
performance of AODV is best as four QoS parameters out 
of six has favourable results as indicated in Table 28, Table 
29 and Table 30. 
 
Table 31 (Performance Matrix number of nodes=25 packet size=1000                 

                bytes, interval=0.015 sec Mobility=2000)                                              

Table-31    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Through
put 

Routing 
Load 

 Jitter 

AODV 600/104 17.33 1.78 11.55 6.08 16.09

DSDV 600/54 9.00 2.14 6.00 11.11 14.36

DSR 600/103 17.16 1.77 11.44 11.51 14.64

Table 32 (Performance Matrix number of nodes=50 packet size=1000 

bytes, interval=0.015 sec Mobility=2000) 

Table-32    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routing 
Load 

 Jitter 

AODV 600/194 32.33 4.07 21.5 6.41 158.26

DSDV 600/53 8.83 2.15 5.88 11.32 14.14

DSR 600/103 17.16 1.77 11.4 12.93 14.78  
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Figure 31(Packets Received number of nodes=50 packet size=1000 
bytes, interval=0.015 sec Mobility=2000) 

Simulation Time (sec) 
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Figure 32(Packets Received number of nodes=75 packet size=1000 
bytes, interval=0.015 sec Mobility=2000) 

Simulation Time (sec) 
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Table 33 (Performance Matrix number of nodes=75 packet size=1000     

               bytes, interval=0.015 sec Mobility=2000)                                   

Table-33    Packets 
Sent/ 
Received 

PDR End- 
End 
Delay 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/191 31.83 4.25 21.22 6.86 80.96

DSDV 600/53 8.83 2.15 5.88 11.32 14.17 

DSR 600/103 17.16 1.77 11.44 13.17 14.61

Table 34(Performance Matrix number of nodes=100 packet size=1000 

 bytes, interval=0.015 sec Mobility=2000)    

Table-34    Packets 
Sent/ 
Received 

PDR End
- 
End 

Throu
ghput 

Routin
g Load 

 Jitter 

AODV 600/182 30.33 3.83 20.22 7.03 98.19

DSDV 600/62 10.33 2.08 6.88 9.67 14.27

DSR 600/103 17.16 1.77 11.44 12.89 14.79 

     

  Figure 33(Packets Received number of nodes=100 packet size=1000 

bytes, interval=0.015 sec  Mobility=2000) 

Simulation Time (sec) 
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    In scenario 08, Figure 30 shows, when number of nodes 
25 the number of packets received in AODV and DSR 
equal, so its QoS parameters are almost same  as depicted 
in Table 31. Figure 31, 32 and 33 shows when numbers of 
nodes are scalable from 50, 75 and 100 the number of 
received packets and performance of DSR degrades. The 
overall performance of AODV is best as four QoS 

parameters out of six has favourable results as indicated in 
Table 32, Table 33 and Table 34.  
5 Conclusions 
As observed by simulation from eight different scenarios, 
the AODV protocol is QoS-aware routing protocols under 
the effect of scalability in terms of variation in number of 
nodes, mobility rate and packet intervals. With the 
increase in network size, the performance of DSR 
decreases due to increase in packet-header overhead size 
as data and control packets in DSR typically carry 
complete route information. We have also analyzed that 
the performance of DSDV has not been affected by 
varying number of nodes, packet size, and mobility rate, 
its overall performance is less than AODV and DSR 
Protocol.  
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Abstract 

In this paper, a new method, named optimum innovation data 
association (OI-DA), is proposed to give the nearest neighbor data 
association the ability to track maneuvering multi- target in dense 
clutter environment. Using the measurements of two successive 
scan and depending on the basic principle of moving target 
indicator (MTI) filter, the proposed algorithm avoids 
measurements in the gate size of predicted target position that are 
not originated from the target and detects the candidate 
measurement with the lowest probability of error. The finding of 
optimum innovation corresponding to the candidate valid 
measurement increases the data association performance 
compared to nearest neighbor (NN) filter. Simulation results show 
the effectiveness and better performance when compared to 
conventional algorithms as NNKF and JPDAF.     
 
 
Keywords: Data Association, Multi-Target Tracking (MTT), 
Moving Target Indicator (MTI) Filter, Nearest Neighbor Kaman 
Filter (NNKF), Joint Probabilistic Data Association Algorithm 
(JPDA). 

1. Introduction 

Multiple-target tracking (MTT) is an essential component 
of surveillance systems. Real-world sensors; e.g., radar, 
sonar, and infrared (IR) sensors often report more than one 
measurement that may be from a given target. These may 
be either measurements of the desired target or Clutter 

measurements. Clutter refers to detections or returns from 
nearby objects, clouds, electromagnetic interference, 
acoustic anomalies, false alarms, etc. A general formulation 
of the problem assumes an unknown and varying number 
of targets that are continuously moving in a given region. 
The states of these targets and the noisy measurements that 
are sampled by the sensor at regular time intervals (scan 
periods) are provided to the tracking system. When 
tracking a target in clutter, it is possible to have more than 
one measurement at any time since a measurement may 
have originated from either the target, clutter, or some 
other source. It is impossible to associate the target with a 
measurement perfectly. The performance of a tracking 
filter, however, relies heavily on the use of the correct 
measurement. In addition to the detection probability is not 
perfect and the targets may go undetected at some sampling 
intervals. A primary task of the MTT system is data 
association that is responsible for deciding on each scan 
which of the received multiple measurements that lie in the 
specified gate size of the predicted target position should 
update with the existing tracking target. The secondary 
goal is estimation of the number of targets and their 
position (states) based on the measurements originating 
from the targets of interest. In general, data association 
between measurements and targets is needed, but this is 
difficult to realize because of measurement error, false 
alarms, and missed targets. Due to the data association 
result is crucial for overall tracking process; a gating 
process is used to reduce the number of candidate 
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measurements to be considered. In data association 
process, the gating technique [1] in tracking a maneuvering 
target in clutter is essential to make the subsequent 
algorithm efficient but it suffers from problems since the 
gate size itself determines the number of valid included 
measurements. Another problem in case of tracking 
multiple targets, data association becomes more difficult 
because one measurement can be validated by multiple 
tracks in addition to a track validating multiple 
measurements as in the single target case. To solve these 
problems, the important of an alternative approaches 
known as nearest neighbor data association (NNDA) [2-5], 
probabilistic data association (PDA) [6,7], joint 
probabilistic data association (JPDA) [7,8], and multiple 
hypothesis Tracking (MHT) [9], etc. has been used to track 
multiple targets by evaluating the measurement to track 
association probabilities with different methods to find the 
state estimate [10-12]. NNDA that depends only on 
choosing the nearest valid measurement to the predicted 
target position, has been used in real work widely because 
of its low calculation cost, but it readily miss-tracks in 
dense cluttered environment. PDA, JPDA and MHT need 
prior knowledge and some of them have large calculation 
amount [13-16]. We propose here an extended algorithm 
applied to conventional NNDA to be able to track the 
multi-target in dense clutter environment. This proposed 
algorithm is more accurate to choose the true measurement 
originated from the target with lower probability of error 
and less sensitivity to false alarm targets in the gate region 
size than NNDA algorithm. Depending on the basic 
principle of moving target indicator (MTI) filter used in 
radar signal processing [16-20] which get rid from the 
fixed targets and the targets that moving with lower 
velocity and their moving distance lower than specified 
certain threshold value, the proposed algorithm reduces the 
number of candidate measurements in the gate by MTI 
filtering method that compares the moving distance 
measure for each measurement in the current gate at the 
update step to all previous measurement in the same gate at 
the predicted step and then avoids any measurement in the 
current gate moves a distance less than the threshold value 
due to comparison. Thus, decreasing the number of 
candidate measurements in the current gate lead to 
decreasing the probability of error in data association 
process. The main key to detect the moving or fixed false 
target is the innovation parameter that measure the moving 
distance between the current measurement and the 
predicted target position. By calculating this parameter for 
all measurement in the current gate compared with the 
scanned previous measurement in the same gate, the 
optimum innovation of the candidate measurement is 
obtained. This is called optimum innovation data 
association (OI-DA) method which is combined with 
NNDA algorithm to apply the proposed algorithm in multi 

tracking targets in presence of various clutter densities. 
Simulation results showed better performance when 
compared to the two conventional NNKF, JPDA algorithm.  

2. Background 

2.1 Kalman Filter Theory 
 
Based on Kalman filter estimation [21], we list the filter 
model. The dynamic state and measurement model of target 
t can be represented as follows  

      TtktwktxkAtktx ,...,2,1)1(11       (1) 

        TtktvktxkH tktz ...2,1                   (2) 

Where )1( ktx is the n x 1 target state vector. This state 

can include the position and velocity of the target in space 

),,,(  yxyxx  , The initial target state, )0(tx  for t = 1,2, 

..., T , is assumed to be Gaussian With mean m
t
0  and 

known covariance matrix p t
0 . Where the unobserved 

signal (hidden states)   XktxNkktx  )(,:)(  be 

modeled as a Markov process of transition probability 

   




 1| ktxktxp  and initial distribution  





 0txp  

  )
0

,
0

;0( p tm ttxN .  ktz is the m x 1 measurement 

vector, )1( ktA  denotes state transition matrix,  ktH  

denotes measurement matrix, )1( ktw  and  ktv  are 

mutually independent white Gaussian noise with zero 
mean, and with covariance matrix Q(k-1) and R(k), 
respectively.  
The innovation mean (residual error) of measurement 

 kzi  is given by 

   kztkzikV t
i

ˆ)(                                              (3) 

where 

     km tkH tkz t ˆ                                                      (4) 
and the predicted state mean and covariance is defined as 

     1 kmtkAtkm t and 

        QkAtkptkAtkpt  1                               (5) 

 
Then, we can update state by 
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)()()()( kV optkK tkmtkmt                                     (6) 

 

where V opt is the selected innovation mean from )(kV t
i  

corresponding to the choosing measurement as a result of 

data association process , )(kK t  denotes gain matrix 

calculated by state error covariance )(kpt  and innovation 

covariance )(KSt , their recursive equations can be 

represented as follows 

)()()()()(  kK tKStkK tkptkpt                            (7) 

)()()()()( KRkH tkptkH tKSt                             (8) 

1)()()()(  KStKH tkptkK t                                 (9) 

 
When multiple target tracking begins, we get for each 
target t measurements within correlation gate (gate size) as 
candidate measurements when  kzi  satisfies condition 

               
)10(

1 
 kmtkH tkzikStkmtkH tkzi                  

.                                                                                    
where   denotes correlation gate. If there is only one 

measurement, this can be used for track update directly; 
otherwise if there is more than one measurement, we need 
to calculate the equivalent measurement. 
 
2.2 Nearest Neighbor Kalman Filter 
 
The NNKF is theoretically the most simple single-scan 
recursive tracking algorithm. The NNKF consists of a 
discrete-time Kalman filter (KF) together with a 
measurement selection rule. The NNKF takes the KF’s 
state estimate xˆ(k-1 | k-1) and its error covariance P(k-1 | 
k-1) at time k-1 and linearly predicts them to time k. The 
prediction is then used to determine a validation gate in the 
measurement space based on the measurement prediction 

 1|ˆ kkzt  and its covariance S(k) . When more than 

one measurement  kzi  fall inside the gate, the closest one 

to the prediction is used to update the filter. The metric 
used is the chi-squared distance: 
 

     
          









 








 




kztkzikStkztkzi

V t
ikStV t

iD t
i

ˆ1ˆ

12

     

.                                                                                                  

.                                                                                      (11) 

The update corrects the state prediction by a time-varying 
gain multiplying the difference between the prediction and 
the actual measurement. The error covariance is also 
updated (see [22] for further details). This filter is only 
mean-square optimal when there are no false alarms and a 
single target is present. 
 
2.3  2-D Assignment Algorithm 
 
When multiple targets are present, the nearest neighbor rule 
can be modified to take target multiplicity into account. 
Suppose there are T tracks and M validated measurements 
between them. The single-scan measurement-to-track 
association problem may be posed as a 2-D assignment 
problem [23] in which the assignment cost between 
measurements i and track t is taken as the negative 
logarithm of: 

     















 V t
ikStV t

ikStg t
i

1
2

1
exp2

1

)(22 
      (12) 

The resulting assignment problem may be solved by the 
algorithms based on shortest augmenting paths [24]. The 
algorithm yields associations that enable tracks to be 
updated with their assigned measurement. Tracks not 
receiving a measurement are predicted but not updated.  
 

3. Optimum Innovation Data Association  

 
The NNKF suffers from tracking in dense clutter 
environment and its performance is degraded with many 
loss-tracks accordingly, a new suboptimal algorithm 
optimum innovation data association (OI-DA) is introduced 
to increase the tracking performance and to be able to track 
maneuvering targets in heavy clutter. The main idea based 
on detecting or distinguishing between the clutter 
measurements in the gate of the predicted target and the 
measurement originated from the moving target using two 
successive scan. The measurements at time k-1 that lie in 
the gate of the predicted target position (predict to time k) 
is processed by the following method with the 
measurements at time k that lie in the same gate to obtain 
the optimum innovation corresponding to distance metric  
between true target  measurement  and  the  predicted target  
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Fig. 2 The current and previous targets position of x,y coordinate in a 
gate  

 
position. To obtain the optimum innovation we have three 
models that are processed individually, where the NN 
algorithm is used as one of them. In this section as shown 
in Fig 1, we introduce a new algorithm. 
 In the prediction step, Let 
        1,....12,111  kzwn

kzkzkZ  be a set of 

points in the 2-D Euclidean space at time k-1  where w n  

is the number of points at time scan t  and let  kztˆ  be a 

predicted position of the  tht tracked target at time k. 
according to distance metric measure and gate size, let 

        1,..1,..111  kzmi
kzikzkZ t  be a set 

of the candidate points detected in the tht gate  1kGt  of 

predicted position  kz tˆ  whose elements are  a subset  

from the set  1kZ  where i =1 to mi ( number of 

detected points  in gate  1kGt  at time k-1) and  1kZ t  

be a set of all valid points  1kzi  that satisfy the  

distance measure condition  

          





 








  kztkzikS tkztkzi ˆ11ˆ1  

for each target t where   is threshold value that 

determines the gate size and l =1 to w n , i =1 to mi, i. e 
for each target t, i is initialized by 1 and is increased by  i 
= i +1 after each valid point is detected up to last mi 
detected points.  
 
In the updating step, let         kzwc

kzkzkZ ,....2,1  be 

a set of points in the 2-D Euclidean space at time k where 

w c  is the number of points at time scan t . The 
candidate points detected in the same gate  kGt as 

 1kGt  of the tht predicted position  kz tˆ  be a subset 

        kzmjkz jkzkZ t ,..,..1  from the set  kZ   

where j =1 to mj (number of detected points in tht gate at 

time k) and  kZ t  be a set of all valid points  kz j   that 

satisfy the distance measure condition 

          





 








  kztkz jkStkztkz j ˆ1ˆ   for 

each target t where l =1 to w c , j=1 to mj for j=j+1 after 
each valid point is detected.  To distinguish between the 
detected measurements in  kGt  that originated from the 

target or originated from clutter (false target), the nearest 
of each measurement of x and y component in  kGt to its 

corresponding measurement in  1kGt is calculated and 

to observe the distance measure between each 
measurement in  kGt and its nearest value. Then we 

consider that the measurement in  kGt  is originated from 

clutter in case its nearest measure not exceed a threshold 
value which represent fixed or false moving target 
(clutter). This is based on calculation of the innovation 
mean for all detected points )1( kzi , )(kz j of x and y 

component as follow; 

miikyZHkzyikvyi

kxZHkzxikvxi

,...2,1;)(ˆ)1()1(

)(ˆ)1()1(




          (13)   

mjjkyZHkzyjkvy j

kxZHkzxjkvxj

,...,2,1;)(ˆ)()(

)(ˆ)()(




                (14) 

Each point j in  kGt  has nearest point i in  1kGt by 

calculating the minimum absolute difference value 
),( vy jvx j  and its index ),( vyI jvxI j  between the 

calculated innovation means for all point i at each point j 
as follow;  

))1()((min
,..2,1

arg

))1()((min
,..2,1

arg

))1()((min
,..2,1

))1()((min
,..2,1





















kvyikvy j
mii

vyI j

kvxikvx j
mii

vxI j

kvyikvy j
mii

vy j

kvxikvx j
mii

vx j

                (15)    

                                                                                      (16) 
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Depending on the clutter point has very small change 
compared to the change in target point of x and y 
component at two successive scan in each gate its center is 
the prediction target position. For simplicity, if we assume 
as shown in Fig.(2), the gate includes measurements 
{z1,z2,z3,z4,z5}at time k and time k-1 in x,y coordinate, it 
is clear that z1(k),z2(k),z3(k),z5(k) are measurements 
originated from clutter while z4(k) is a measurement 
originated from the target , we found that the considering 
of clutter point has high probability when index vxI j is 

the same  as or (equal to) vyI j  while the considering of 

target point has high probability when index vxI j is 

different or (not equal to) vyI j , according to the above 

consideration we detect  how many points mI represent a 
clutter point (i.e the corresponding measurements j are not 
valid and are avoided from data association process) and 
how many point mV represent  a target point (i.e  
corresponding measurements j are valid and one of them 
has the optimum index that is found by  data association 
process) .The data association process take in 
consideration the optimum innovation mean 

),( vyoptvxopt directly in case that the number of detected 

points mV is  one, which is the normal case when the 
target exist and the remaining points represent a 
clutter(invalid points)  

)(

)(

kvy jvyopt

kvx jvxopt




                                                         (17) 

Another case that data association process take in 
consideration the optimum innovation mean 

),( vyoptvxopt directly when existing target with no clutter  

without entering in calculation model of innovation mean 
process. i.e. the calculated number of detected point mj is 
one in  kGt . 

)(

)(

kvy jvyopt

kvx jvxopt




              , where j=1                         (18) 

Two special cases may be occurring according to the 
scenario in the following application assignment:- 
The first case, gate contain more than one moving target 
and mV>1 as a result of data association process. The 
optimum innovation mean ),( vyoptvxopt is calculated by 

NNDA as follow; 

 2)(2)(min
1

arg
*

kvy jkvx j
mVtoj

j 


                  (19) 

)(

)(

*

*

kvy jvyopt

kvx jvxopt




                                                      (20) 

 

Where j
*

is the index of selected measurement from mV 

valid point that has the minimum distance from the 
predicted target position. 
The second case, all measurements in the gate are 
calculated to be invalid as result of data association 
process  i.e  mV=0 , mI = mj. in this case we have two 
consideration:- 

- The target may be exist and moves small distance when 
decreasing its velocity due to maneuvering and takes 
invalid consideration as the remaining false target in the 
gate but the change in distance is still higher than the 
threshold value that detect the target as clutter i.e 

vx j , vy j . The optimum innovation mean 

),( vyoptvxopt is calculated by selecting the measurement 

that has the maximum change in distance under 
condition  vx j , vy j  as follow, 

 22max
1

arg
*

vy jvx j
mItoj

j 


                          (21) 

 
)(

)(

*

*

kvy jvyopt

kvx jvxopt




                                                        (22) 

- The target not detected in the gate (missed) and all 
measurements are considered to be false target. In this 
case, the updated target is assigned to the predicted target 
position and no innovation mean value is required i.e 

0

0





vyopt

vxopt
 .                                                                  (23) 

w  
Finally, we obtain the optimum innovation mean that is 
related to the true selected target with decreasing the 
probability of error and is used in updating target to the 
correct position. Reducing the number of valid points in 

the tht gate by detecting the false measurement to be 
invalid (i.e not include in the data association process), 
this increase the probability for choosing the true 
measurement originated from the target and improve the 
data association process.  

4. Implementation of Optimum Innovation 
Data Association (OI-DA) using the 
kalman filter.   

We propose an algorithm which depends on the history of 
observation for one scan and uses innovation mean 
calculation with a fixed threshold to obtain the optimum 
innovation mean that is related to the association pairing 
between the choosing measurement and track (predicted 
target) and is used in update state estimation of the target. 
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In conventional data association approaches with a fixed 
threshold, all observations lying inside the reconstructed 
gate are considered in association. The gate may has a 
large number of observations due to heavy clutter, this 
leading to; increasing in association process since the 
probability of error to associate target-originated 
measurements may be increased. In our proposed 
algorithm detecting moving target indicator (MTI) filter is 
used to provide the possibility to decrease the number of 
observations in the gate by dividing the state of 
observations into valid represent moving targets and 
invalid represent the fixed or false targets that only the 
valid are considered in association. The proposed OI-DA 
using Kalman filter is represented in algorithm 1.  
 
Algorithm 1 OI-DA using Kalman filter 
 
1. for t = 1 to T do 
2. Do prediction step, 

          




 kptkm tkxtNZ kkxtpkkxt ,;1:1|~1|

 where 

     1 kmtkAtkmt  

        QkAtkptkAtkpt  1  

3. Calculate optimum innovation mean )(kV opt by OI-       

DA algorithm  described  in algorithm 2 
4. Do update step 

  )()()()( kV optkK tkmtkmt   

  )()()()()(  kK tKStkK tkptkpt  

)()()()()( KRkH tkptkH tKSt   

1)()()()(  KStKH tkptkK t      

5. end for 
 

 
Algorithm 2 Calculate )(kV opt by OI-DA   

 
1. Find validated region for measurements at time k-1: 

      miikzikZ t ,...1,11    

By accepting only those measurements that lie inside the    
gate t:  
 
 
 
 
                          :   
2. Find validated region for measurements at time k: 

     mjjkz jkZ t ,...1,   

By accepting only those measurements that lie inside the    
gate  t 
 
 
 
 

 where           RkHtkP tkHtkst     

3. Calculate innovation mean for all measurement lie 
inside the gate t at time k-1and k respectively 

miikyZHkzyikvyi

kxZHkzxikvxi

,...2,1;)(ˆ)1()1(

)(ˆ)1()1(




 

mjjkyZHkzyjkvy j

kxZHkzxjkvxj

,...,2,1;)(ˆ)()(

)(ˆ)()(




  

4. if  mj >1 calculate the index and change of the nearest 
measurement i in the gate t at time k-1 to each 
measurement j in the gate t at time k for x and y 
component. 
 

))1()((min
,..2,1

arg

))1()((min
,..2,1

arg

))1()((min
,..2,1

))1()((min
,..2,1





















kvyikvy j
mii

vyI j

kvxikvx j
mii

vxI j

kvyikvy j
mii

vy j

kvxikvx j
mii

vx j

 

5. Calculate invalid mI measurement (false target) in case 
vyI jvxI j   and mV measurement (true moving target) in 

case vyI jvxI j   

     - Calculate directly the optimum innovation                  .                        
),(  vyoptvxoptvopt in case (mV = 1, j = index(mV))   

or ( mj = 1,  j = 1) 

           
)(

)(

kvy jvyopt

kvx jvxopt




 

     - Choose NN of mV valid measurement to be  the    .       
.  optimum innovation ),(  vyoptvxoptvopt in case . . . . . 

.   (mV > 1, j = index(mV))   .                     

   2)(2)(min
1

arg
*

kvy jkvx j
mVtoj

j 


   

)(

)(

*

*

kvy jvyopt

kvx jvxopt




 

    - Choose the measurement to be the optimum 
innovation ),(  vyoptvxoptvopt that has the maximum 

change in distance under condition  
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vx j , vy j in case mV = 0, mI = mj, 

j=index(mI) as follow, 

 22max
1

arg
*

vy jvx j
mItoj

j 


  

      
)(

)(

*

*

kvy jvyopt

kvx jvxopt




 

      - Otherwise the above condition, the optimum will be 
set as  

        
0

0





vyopt

vxopt
 

6- end 
 

5. Simulation Results 
 
Simulation results have been carried out to monitor the 
performance of the proposed OI-DA algorithm compared 
to the conventional NNKF and JPDA filter. To highlight 
the performance of the proposed algorithm, we used a 
synthetic dataset to track three maneuvering targets which 
are continues from the first frame to the last frame in 

varying clutter density. The initial mean ),,,(0  yxyxmt   

for the initial distribution  




 0txp   is set to m 1

0 = [17.7, 

9.16, 0, 0], m 2
0 = [13.3, 8.8, 0, 0], m 3

0 = [14.4, 11.7, 0, 

0], and covariance p t
0 = diag ([400, 400, 100, 100]), t = 

1,2,3. The row and column sizes of the volume 

(V= ss HW   ). We initiate the other parameters as: 

,V=20x20 , the sampling time t = 4 sec , 

128324   sec, pD =0.99, in addition, we also set 
the matrices of (1),(2) as 
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Given a fixed threshold ( 10 4  ), we showed that at 
high signal to noise ratio with low clutter density (  = 

0.0005 2m ), the three algorithms appear to perform as 
expected. Fig. 3(a),(b),(c) shows the estimated target 
tracks using the NNKF, JPDAF and the OI-DA filters 
respectively at low clutter density. The figures show that 
the three filters were effectively able to track the targets at 
high SNR. At low signal to noise ratios the corrupted 
target track in a uniform clutter with high varying clutter 

density (  = 0.001 2m  for medium clutter and  = 

0.01 2m  for dense clutter ) is shown in Fig.4, where the 
NNKF and JPDA filters were not be able to track the 
targets. Fig. 5,6 show the estimated target tracks using the 
NNKF, the JPDAF, and the proposed OI-DA filters at the 
two different SNR as mentioned above where In this 
figures, the colored solid line represents the underlying 
truth targets of the trajectory (each target with different 
color) while the colored + symbol represents trajectory of 
the tracked targets. The figures shows that only the OI-DA 
as shown in Fig. 5,6 (c) is able to track the targets at two 
different heavy clutter density. The explanation of this 
behavior is due to the fact that, at low SNR the target- 
originated measurement may fall outside the validation 
gate when choosing the wrong valid measurements during 
data association process and as a result, the estimated 
target states will be clutter- originated. The OI-DA has the 
advantage to increase the probability of choosing the 
correct candidate measurement. We also compared error 
root mean square value (RMSE) for the different three 
approaches each with three targets at our three cases in 
different clutter as shown in Fig. 7. Our proposed 
algorithm has lower error, RMSE values than JPDAF over 
frame numbers and approximately the same as NNKF. 

6. Conclusions 

From the results obtained in the simulations for multi-
target tracking, it can be seen that at low clutter density 
(high SNR), all the tracking algorithm (NNKF, JPDAF 
and OI-DA) are able to track the targets. However, at 
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heavy varying clutter density (low SNR), NNKF and 
JPDA algorithm fail to track the targets, where the 
proposed OI-DA algorithm has the capability to maintain 
the tracked targets.  From the valid based measurement 
regions, The OI-DA algorithm distinguishes between the 
fixed or false targets to be considered as invalid targets 
and the moving true targets to be valid during data 
association process. The OI-DA algorithm overcome the 
NNKF problem of loss tracking the targets in dense clutter 
environment and has the advantage of low computational 
cost over JPDAF. By using this new approach, we can 
obtain smaller validated measurement regions with 
improving the performance of data association Process 
which have been shown to give targets the ability to 
continue tracking in dense clutter. 
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                                        (c) 
Fig. 3. X- and Y- trajectory show the state of successful tracking  to 
maneuvering multi-targets (3 target with + symbol for tracked target 
position and solid line for true target path) move in low clutter using 3 
approaches algorithm (a) NNKF (b) JPDAF (c) OI-DA.  

             

                     (a)                                 (b) 

             

                         (c)                              (d)       

                                               

                           (e)                              (f)                 

Fig. 4. The state of tracking 3 targets  move in different clutter density 
using 3 approaches algorithm NNKF as in (a),(b), JPDAF as in (c),(d) 
and OI-DA as in (e),(f). Images (a),(c),(e ) show tracking in medium 
clutter and images (b),(d),(f ) show tracking in dense clutter 

 

(b) 
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                                       (c) 
Fig. 5 X- and Y- trajectory show the state of tracking 3 targets in medium 
clutter (+ symbol refer to tracked target position and solid line to true 
target path) using 3 approaches algorithm (a) NNKF and  (b) JPDAF  loss 
track while (c) OI-DA maintains tracks  
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                                         (c) 

Fig. 6 X- and Y- trajectory show the state of tracking 3 targets in dense  
clutter (+ symbol and solid line refer to tracked target position and true 
target path respectively) using 3 approaches algorithm (a) NNKF and  (b) 
JPDAF  loss track while (c) OI-DA maintains tracks  

(a) 
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                                                 (c) 

Fig. 7 The root mean square error[RMSE] for each  target (3 targets) 
separately over frame number (each frame take 4 sec / one scan) for the 3 
approaches algorithm as (a) with low clutter ,(b) with medium clutter and 
(c) with  dense clutter . From (b), (c) the RMSE  is maintained minimum 
for the proposed OI-DA  and less sensitivity to dense clutter.  
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Abstract 

Ad-hoc network is set up with multiple wireless devices without 
any infrastructure. Its employment is favored in many 
environments. Quality of Service (QoS) is one of the main issues 
for any network and due to bandwidth constraint and dynamic 
topology of mobile ad hoc networks, supporting Quality of 
Service (QoS) is extremely a challenging task. It is modeled as a 
multi-layer problem and is considered in both Medium Access 
Control (MAC) and routing layers for ad hoc networks. Ad-hoc 
On-demand Distance Vector (AODV) routing protocol is one of 
the most used and popular reactive routing protocols in ad-hoc 
networks. This paper proposed a new protocol ‘QoS based 
AODV’ (QAODV) which is a modified version of AODV.  

Keywords: QoS, Ad Hoc Network, Routing Protocol, AODV. 

1. Introduction 

A Mobile Ad Hoc Networks (MANET) is a collection of 
mobile nodes that can communicate with each other using 
multi-hop wireless links without utilizing any fixed based-
station infrastructure and centralized management. Each 
mobile node in the network acts as both a host generating 
flows or being destination of flows and a router 
forwarding flows directed to other nodes. With the 
popularity of ad hoc networks, many routing protocols 
have been designed for route discovery and route 
maintenance. They are mostly designed for best effort 
transmission without any guarantee of quality of 
transmissions. Some of the most famous routing protocols 
are Dynamic Source Routing (DSR), Ad hoc On Demand 
Distance Vector (AODV), Optimized Link State Routing 
protocol (OLSR), and Zone Routing Protocol (ZRP). In 
MAC layer, one of the most popular solutions is IEEE 
802.11. At the same time, Quality of Service (QoS) 
models in ad hoc networks become more and more 
required because more and more real time and multimedia 
applications are implemented on the network. In MAC 
layer, IEEE 802.11e is a very popular issue discussed to 
set the priority to users. In routing layer, QoS are 
guaranteed in terms of data rate, delay, and jitter and so 

on. By considering QoS in terms of data rate and delay 
will help to ensure the quality of the transmission of real 
time media. For real time media transmission, if not 
enough data rate is obtained on the network, only part of 
the traffic will be transmitted on time. There would be no 
meaning to receiving the left part at a later time because 
real time media is sensitive to delay. Data that arrive late 
can be useless. As a result, it is essential for real time 
transmission to have a QoS aware routing protocol to 
ensure QoS of transmissions. In addition, network 
optimization can also be improved by setting requirements 
to transmissions. That is to say, prohibit the transmission 
of data which will be useless when it arrive the destination 
to the network. From the routing protocol point of view, it 
should be interpreted as that route which cannot satisfy the 
QoS requirement should not be considered as the suitable 
route in order to save the data rate on the network. In this 
paper, we describe a QoS-aware modification of the 
AODV reactive routing protocol called QoS Aware 
AODV (Q-AODV). This serves as our base QoS routing 
protocol. 

2. Proposed Topology 

In this section I would like to show the difference between 
the QAODV and the AODV routing protocols during 
transmission with the following simple topology. There 
are four nodes in this network, and the initial topology is a 
grid as shown in Figure: 1. The scenario is designed as in 
Table 1. According to the scenario, at the beginning of the 
transmission of nodes, the two pairs are not interference 
with each other. At 10s, Node 2 moves towards the 
direction of Node 0 with a speed of 10 m/s. The distance 
between Node 0 and Node 2 becomes smaller and smaller, 
and at time 15 s, these two nodes begin to be in each 
others carrier sensing range, which means that these two 
nodes begin to share the same channel. The maximum 
bandwidth of the channel is around 3.64 Mbps. In AODV, 
where there is no QoS requirement, when Node 2 is in the 
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interference range of Node 0, traffics are kept on and some 
packets are lost during the transmission, whereas, in 
QAODV, the QoS is ensured. When the promised data rate 
cannot be satisfied any more, traffic of Node 2 is stopped 
at once. From this case, we could see that the QAODV 
achieved the function of ensuring the QoS not only at the 
route discovery stage, but also during the transmission. 
Once the QoS is not satisfied, the traffic is stopped [1]. 

 

 

Fig. 1 A simple topology of four nodes 

 

 

 

Table 1: Scenario descriptions for proposed topology 

Node 
position 

Node 
0 (50, 
250) 

Node 
1 (50, 
100) 

Node 2 
(650,25
0) 

 Node 3 
(650, 
100) 

 

Traffic 

Traffic 
directi
on 

Durati
on 

Require
d data 
rate 

Traffic 
Type 

Node1 
-
>Node 
0 

6s - 18 
s 

1.8 
Mbps 

CBR 

Node2 
-
>Node 
3 

6 s - 
18 s 

2 Mbps CBR 

 

Node 
Movem
ent 

Node 
ID 

Time 
that 
the 
node 
begins 
to 
move 

Movem
ent 
Speed 

Movem
ent 
Directio
n (move 
toward a 
point) 

Node 
2 

10 s 10 m/s (550, 
250) 

 

In the topology there were  20 nodes and the simulation 
environment was as described in Table1. The area size is 
670 m * 670 m, and 20 nodes are in this area. 50 s is added 
at the beginning of each simulation to stabilize the 
mobility model. Every simulation runs 500 s in total. Each 
data point in the results represents an average of ten runs 
with same traffic models but different randomly generated 
mobility scenarios. For fair comparisons, same mobility 
and traffic scenarios are used in both the AODV and the 
QAODV routing protocols . The screenshot of NAM 
(Network Animator) at 0 second is given in figure 2. 
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Fig. 2  NAM screenshot of the topology at 0 second 

3. Simulation Traffic Pattern  

The Random Waypoint model provided by NS2 is used as 
the mobility model. The traffic type in the application 
layer is CBR with packet size of 512 bytes and in transport 
layer User Datagram Protocol (UDP) is used. The traffic 
pattern that used in the simulation is shown in Table 2. It 
is the same as what the Reference [2] uses. 

Table 2. Simulation traffic pattern 

Traffic 
flow 

Source and 
destination 
node 

Start 
time (s) 

End 
time 
(s) 

Session 1 3 -> 4 53 174 

Session 2 7 -> 8 144 280 

Session 3 4 -> 5 290 315 

Session 4 5 -> 7 305 475 

Session 5 5 -> 6 445 483 
 
 

Setting the traffic flow in such a manner aims at greater 
interference impact when sessions overlap. The source 
node and the destination node of each traffic flow are 
chosen by using function cbrgen.tcl randomly. 

4. Simulation Results and Analysis  

For comparing various routing protocols using UDP 
transport layer protocol, we have chosen three 
performance metrics Average End to End delay, Packet 
Delivery Ratio, Normalized Routing Load which are 
commonly used in the literature to evaluate the 
performance of the AODV and the QAODV routing 
protocols.   

4.1 Data Rate  

In this set of simulations, a group of data rates ranging 
from 50 kbps to 1800 kbps is applied. The mobility 
scenario is with a pause time of 30 seconds and the 
maximum node speed is 10 m/s. Three parameters defined 
above are calculated. The results are shown in the 
following figures (figure. 3, figure.4, figure.5). 

4.1.1 Average end to end delay 

From figure.3, it can be seen that AODV routing protocol 
performs better than QAODV routing protocol when data 
rate is low (below 600 kbps). The QAODV routing 
protocol got higher average end to end delay at the low 
data rate than the AODV because intermediate nodes are 
not allowed to perform local route repairs in case of link 
failures with the QAODV routing protocol, thus, there is 
higher route recovery latency which results in higher end-
to-end delay compared with  the AODV routing protocol 
at low data rate. 

0

0.1

0.2

0.3

0.4

0.5

0.6

50 300 600 900 1200 1500 1800

Data Rate(Kbps)

A
ve

ra
g

e 
en

d
-t

o
-e

n
d

 
d

el
ay

(s
)

AODV QAODV

 

Fig. 3 Average End to End delays with different data rates 

Another reason could be that, with the QAODV routing 
protocol, the number of transmitted routing packets is 
larger than the number of routing packets transmitted in 
the AODV routing protocol. In the QAODV routing 
protocol, all nodes use Hello messages to exchange 
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information with their neighbors. Routing packets 
including Hello messages which have higher priority 
always transmitted firstly and data packets are queued 
nodes. With the AODV routing protocol, when the traffic 
is low in the network, no matter which route the traffic 
flow chose, the route chosen can  provide enough data rate 
at most of the time. As a result, the end to end delay with 
the AODV routing protocol is not high and can be lower 
than the QAODV routing protocol at low data rate. If we 
can take more time for simulation for each data rate 
comparatively accurate results can be found. For these 
above reasons, end to end delay in QAODV is higher than 
the AODV at low data rate. The average end to end delay 
of  the QAODV  is always below  240ms ,whereas, the end 
to end delay of the AODV increases badly when the data 
rate of each traffic flow increases from 600 kbps to 1200 
kbps. It shows that networks with the QAODV routing 
protocol can provide lower end to end delay for traffic 
flows than the AODV since the QAODV always choose to 
find a route with satisfying data rate. During the 
transmission, the QoS of the traffic is monitored in the 
QAODV routing protocol. Once the QoS is not satisfied as 
it promised, the traffic stopped. All in all, with the 
QAODV routing protocol, the average end to end delay is 
low even the load on the network increases to very high 
which is not true for the AODV routing protocol. This 
performance is very significant for real time traffic 
transmissions. 

4.1.2 Normalized Routing Load  

In figure.4, the routing overload in AODV and QAODV 
decreases with the increase of the data rate. In QAODV 
with the increase of data rate, total number of packets sent 
increases. For this reason routing overload is relatively 
high in QAODV at the low data rate. In AODV, routing 
overload is always low because routing packets are only  

Fig. 4 Normalized routing load at different data rate 

sent during the routing searching and maintenance periods 
without exchanging Hello messages. The Hello messages 
are needed in the QAODV routing protocol in order to 
exchange the precisely consumed data rate information of 
nodes who are sharing the same channel. It is hard to 
explain why the routing overload badly increase when data 
rate increases from 1500 kbps to 1800 kbps . 

4.1.3 Packet Delivery Ratio 

From figure.5 we see that, either we use the QAODV 
routing protocol or the AODV routing protocol, the packet 
delivery ratio decreases with the increase of the data rate 
of traffic flows. 
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Fig. 5 Packet delivery ratio with different data rates 

That is because the increasing data rate of flows increases 
traffic in the network. When the maximum throughput of 
nodes cannot satisfy the on-going traffic, queues at nodes 
begin to be full; the packets in the end of queues of nodes 
are dropped both at source nodes and at intermediate 
nodes.  
The packet delivery ratio with the QAODV always lower 
than the AODV because the source node takes more time 
to find a suitable route in QAODV and during this period 
of time, the source which keeps on sending packets from 
the application layer of the node, it cause drops of packets 
at the end of the queue when the queue is full. Also, the 
traffic session can be paused anytime when the local 
available data rate of nodes in the path is not satisfied 
during the transmission in the QAODV routing protocol. 
There are strict requirements in terms of data rate for 
traffic flow with access admission control. When data rate 
increases from 1500 kbps to 1800 kbps, only paths with 
hop count 1 or 2 can be admitted. As a result, there is more 
decrease in PDR with the QAODV than in AODV when 
the data rate increases from 1500 kbps to 1800 kbps. It is 
hard to explain why the PDR increase in AODV when data 
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rate increases from 1500 kbps to 1800 kbps . 
For the above reason, the packet delivery ratio with the 
QAODV routing protocol is lower than the one with the 
AODV routing protocol is that QAODV routing protocol 
has more restrictions to the route for transmission. 
Actually, the packets which are not delivered and dropped 
at the source node because of the delay for searching for a 
more suitable route in the QAODV routing protocol 
should be dropped. The reason is that if these packets are 
sent, and the route chosen is not satisfying the 
requirements, packets have more probability to be dropped 
at the intermediate node or packets may arrives at the 
destination node late because of the long duration of wait 
at the intermediate node. In other words, the QAODV 
routing protocol also helps to prohibit the packets, which 
have more probability to be dropped during the 
transmission or that arrived the destination node late, to be 
transmitted on the network. It helps to save the data rate as 
well.  

4.2   Maximum Node Moving Speed  

In the following simulations, the data rate is fixed at 1200 
kbps. The maximum node moving speed is increased to 
see the behaviors of the AODV and the QAODV in a 
fairly high mobility mode. Maximum node moving speed 
is changing in the range 1 m/s to 20 m/s. The results are 
shown in terms of average end to end delay, packet 
delivery ratio and normalized routing load shown in 
figure:6, figure:7, and figure:8.  

4.2.1 Average end to end delay 

As shown in figure:6, with the increase of the maximum 
moving speed, the average end to end delay does not 
increase much in QAODV as compared with the AODV 
routing protocol, it means that, this protocol is quite 
suitable for scenarios with different moving speeds. 
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Fig. 6 Average end to end delay with different Max. moving speeds 

 

In comparison, with the AODV routing protocol, the end 
to end delay varies a lot with the increase of the maximum 
moving speed . It can be obviously seen that, the end to 
end delay in QAODV is always much lower than the one 
in the AODV routing protocol. The low end to end delay 
of packets ensures the on time transmissions required by 
real time traffic transmissions.  
To sum up, the QAODV routing protocol does decrease 
end to end delay significantly when the data rate of traffic 
flows is high. 

4.2.3 Normalized Routing Load 

The routing overload of AODV and QAODV almost zero 
at minimum speed. This is because once a route discovery 
process is completed; there is no need to perform the 
discovery process again. As shown in fig:7 the routing 
overload increases in AODV and QAODV with the 
increase of maximum moving speed. In higher mobility 
networks, a node which is on the route for transmitting 
traffic flow has higher possibility to move out of the 
transmission range of the upstream or the downstream 
nodes. The upstream nodes are nodes that transmit the 
packets to the considered moving node and the down 
stream nodes are those that receive packets from the 
considered moving node. 
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Fig. 7 Normalized routing load with different Max. moving speeds 

In order to alert source nodes that there is a lost of one of 
the intermediate nodes on the route and to find a new 
route, more and more route discovery and route 
maintenance packets are sent with the increase of the 
maximum moving speed of nodes. Normalized routing 
load which is the number of routing packets divided by the 
number of successfully delivered packets, in general, 
increases with the maximum moving speed of nodes. The 
routing load in the QAODV routing protocol is always 
much higher than the one in the AODV routing protocol. 
Thus, we could see that, the QAODV routing protocol 
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improves the performance at the expense of sending more 
routing packets on the network. These packets are used to 
exchange the network information to help assure QoS. 

4.2.4 Packet Delivery Ratio 

In figure. 8 with low max moving speed the packet 
delivery ratio in  QAODV is higher than the AODV but 
with the increase of mobility speed the performance is 
lower than AODV. When the maximum moving speed is 
up to 20 m/s, almost half of the packets are dropped in 
QAODV. The reason that why more packets are dropped 
in QAODV and how they are dropped has been explained 
in the previous part of this section.  
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Fig. 8 Packet delivery ratio with different Max. moving speeds. 

5. Conclusion 

In this research, we described the importance of QoS 
routing in Mobile Ad-Hoc networks, the challenges we 
met, and the approach we took. We discussed in detail our 
idea of adding support for QoS into the AODV protocol. 
After observing the simulation and analyzing the data, it is 
found that packets could get less end to end delay with a 
QoS based routing protocol when the traffic on the 
network is high. This low end to end delay is meaningful 
for real time transmissions. When the traffic is relatively 
high on the network, not all the routes that are found by 
the AODV routing protocol have enough free data rate for 
sending packets ensuring the low end to end delay of each 
packet. As a result, the QAODV protocol works well and 
shows its effects when the traffic on the network is 
relatively high. People who work on the area of ad hoc 
networks with the aim of improving the QoS for ad hoc 
networks can get benefit from this QAODV protocol. 
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AABBSSTTRRAACCTT::  The revolution in web world led to 
increasing users’ needs, demands and expectations. 
By the time, those needs developed starting from 
ordinary static pages, moving on to full y dynamic 
ones and reaching the need for services and 
applications to be available on the web!.. Those 
demands changed the perspective of our web today to 
what’s said to b e a clo ud of computing that aims 
mainly to p rovide applications as services for web 
user. As t ime goes by, applications were just not 
enough; users needed their applications and data 
available anytime, anywhere. For these reasons, 
traditional operating system functionality was needed 
to be provided as a s ervice that integrates several 
applications together with user’s data.  
In this paper we present the detailed description, 
implementation and evaluation of SEWOS [1]- a 
semantically enhanced web operating system- that 
provides the feel, look and mimic traditional desktop 
applications using desktop metaphor.  
 
Keywords: Web Operating System, Semantic, 
Ontology, Service Oriented Architecture. 
 
11..  IINNTTRROODDUUCCTTIIOONN  

The World Wide Web has become a major 
delivery platform for a variety of complex and 
sophisticated applications in several domains. In 
this context, researchers investigated the ability to 
extend traditional web-based applications' 
functionality` to enable users to interact with 
applications in much the same way as they do with 
desktop applications. Web operating systems were 
developed to provide users with an environment 
that pretty much resembles traditional desktop 
environment through web browser. They represent 
an advance in web utilities as they aim to provide 
better operational environments by moving users' 
working environment within web site including 
managing his/her files, installing his applications. 
Web operating system can be defined as a virtual 
desktop on the web, accessible via a browser as an 
interface designed to look like traditional operating 
system with multiple integrated built-in 
applications that allow user to easily manage and 
organize his data from any location[2]. Web 
operating system provides users with traditional 
operating system applications as services available 
for user to access transparently without any prior 
knowledge about where service is available, the 
cost or constraints [3]. In web operating system, 
applications, data files, configurations, settings and 

access privileges reside remotely over network as 
services accessed by web browser which is used for 
input and display purposes [4]. 

As previously stated, web operating system – 
though its novelty - has drawn attention and many 
attempts have been made. WOS [3-9], the first 
known web-based operating system that provided a 
platform that enabled user to benefit from 
computational potential of the web. WOS provided 
users with plenty of tools through using a virtual 
desktop using the notion of distributed computing 
by replicating its services between multiple 
interacting nodes to manipulate user requests. WOS 
consists of three major components, graphical user 
interface, resource control unit which processes 
user request and finally a remote resource control 
unit which manages requests passed from other 
nodes. 

The interest in web operating systems and their 
applications on academic communities resulted in 
VNet which was developed at the University of 
Houston and considered an access point to campus 
resources. VNet included variety of services that 
support students such as Desktop, admin 
management, contact management, file 
management services, calendar and scheduling 
services, report generation services, … etc [10]. 

Based on the earlier work of WOS WEBRES 
was developed. WEBRES investigated the aspects 
of resource sharing that wasn’t addresses in WOS 
and presented the notion of resource set which 
makes resources persistent rather that bounded to a 
specific user[11]. 

G.H.O.S.T (http://g.ho.st/vc.html), EyeOS 
"www.eyeos.com" and DesktopTwo 
"www.desktoptwo.com " are examples of systems 
that were built based on the trends of web operating 
systems. They mimic the look, feel and 
functionality of the desktop environment of an 
operating system. Moreover, they present variety of 
applications such as: File management, Address 
book, Calendar and text editing applications. 

Implementing such application requires 
considering user’s requirements in all phases as the 
final evaluation requires user participation and 
intervention. This paper is organized as follows; the 
next section presents SEWOS general architecture.  
In section 3, implementation of SEWOS and 
applications is provided. In section 4 presents the 
evaluation of the proposed system. Our conclusion 
and future work is presented in section 5. 

SSEEWWOOSS::  BBrriinnggiinngg  SSeemmaannttiiccss  iinnttoo  WWeebb  ooppeerraattiinngg  SSyysstteemm  
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22..  TTHHEE  PPRROOPPOOSSEEDD  AARRCCHHIITTEECCTTUURREE  
Web operating systems as previously 

mentioned has the features and functionality of 
traditional desktop operating system. However, 
Web operating systems typically transfer 
applications to web server where user can manage 
his resources through virtual desktop using web 
browser. At the start of our research we had three 
main interests which we tried to satisfy. 

1- Moving from fully personalized familiar 
desktop on PC to a virtual remote desktop, 
is a hard task, as users will accept nothing 
less than traditional desktop which they 
have been accustomed to. Thus, user data, 
preferences as well as sessions must be 
maintained ensuring that user will always 
has a personal experience that resembles 
his fully personalized traditional pc 
environment. 

2- Semantic web technology plays a 
significant role in today's web as well as 
desktop systems [18-19]. That's why we 
thought that it was only a matter of time 
before semantic web techniques thrust in 
the research of web operating system.  

3- A service-oriented architecture (SOA) is 
seen as the next evolutionary step in 
building web-based applications as it 
provides a set of principles of governing 
concepts used during phases of systems 
development.  As in n-tier architectures 
SOA separates presentation/applications, 

services and data into layers preventing 
dependency between layers.  

In our work, we tried to merge the semantic 
web with web operating system utilizing the notion 
of SOA to support our architecture.  

22..11  SSEEWWOOSS  AARRCCHHIITTEECCTTUURREE  
SEWOS is SOA-based architecture that shows 

the underlying semantic file system of our semantic 
web operating system. SEWOS consists mainly of 
three layers, application layer, service layer and 
data layer as depicted in Figure 1. SEWOS 
architecture Application layer contains both user 
interface (portal) and application manager which in 
turn includes set of applications: file manager, word 
processing, spread sheets, web search and to-do list.  

The second layer is service layer which 
includes transaction manager as well as 
personalization manager. Transaction manager 
controls user requests and works in correlation with 
both application layer and data layer in order to 
provide a virtual desktop. Personalization manager 
is responsible for generating a personalized desktop 
making use of user log, preferences and profile. 
Resource locator is used to locate where resources 
reside. Our architecture uses the notion of hybrid 
systems as it maintains a centralized resource 
location whereas resources themselves are 
decentralized. And finally, data layer contains back 
end databases that stores user profile, log file as 
well as user resources that are typical user files 
annotated using ontology.The next section 
embraces SEWOS implementation process. 

  
FFiigg..11  SSEEWWOOSS  AArrcchhiitteeccttuurree  

  
33..  SSYYSSTTEEMM  IIMMPPLLEEMMEENNTTAATTIIOONN  

SEWOS was developed based on SOA 
techniques. First, user must go through a 
registration process or an ordinary login for 
registered users. Afterwards, user will be able 

to view his personalized desktop, access and 
manage his own resources and applications.  
SEWOS makes use of memorization as a 
personalization function, displaying a welcome 
message and a fills user's personalized start 
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menu with his recent file list, his events, his 
favorite resources and applications. Besides his 
start menu, user can start any application 
directly using application icon on his desktop. 
Moreover, user can start and deal with multiple 
applications at the same time. Options to 
manage workspace preferences are also 
available and accessible through personalized 
desktop. 
The implementation of SEWOS home page 
and personalized desktop is shown in Fig 2. 
System's home page in Fig.8.a contains: 
1- Welcome message/Log out: system 

identifies user and displays a welcome 
message as an application to 
aforementioned salutation personalization 
function. The system also gives user the 
ability to log off at any time during 
navigation. 

2- Personalized work space: this includes 
user's personalized background, calendar 
and clock. User can choose to display 
clock, calendar or not and he can choose 
his own background using preferences 
dialog. 

3- Personalized start m enu: User's start 
menus includes four tabs as follows: 
1- Recent tab: This tab contains a list of 

user's personalized book-marking 
displaying a set of resources that were 
accessed during user's last visit. 

2- Events tab: This tab contains a list of 
user's events that are associated with 
today's date. 

3- Favorite Files tab: this tab contains a 
list of ranked files that are favorably 
accessed by user during that time of 
the day. 

4- Favorite Applications tab: Contains 
a list of SEWOS applications that are 
accessed by user during this time of 
the day. 

4- User Calendar and analog clock: those 
two tools are added to user work space 
and can be hidden/ shown based on user 
preferences. 

In the next section a detailed description of 
SEWOS's embedded applications, interface 
description…etc. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. SWOS personalized Desktop 
 
33..11  SSEEWWOOSS  FFIILLEE  MMAANNAAGGEERR  
SEWOS file manager is a tool developed 
mainly to manage user's resources, this tool 
deals with resources and explores 
interrelationships for better processing. File 
manager interface and recycle bin are be 
shown in fig.3 the main components are:  
1- Navigational tree: This tree loads user's 

folders and arranges them in a hierarchal 
form to facilitate user navigating.  

2- Item viewer: This Viewer is used to 
display user's folders as well as files. Used 
to access folders and enables user to select 
files for further processing. 

3- Recommendations: System provides user 
with three recommended lists upon any 

resource's selection in the viewer pane. 
These lists are as follows: 
a) Accessed together list: this list 

displays a list of ranked resources that 
are frequently accessed together with 
the selected resource during same 
sessions. 

b) Same Type/same creation date list: 
This list displays a list of related files 
based on their type and related folders 
based on their creation date. 

c) Related content List: this list 
displays a set of resources ranked 
according the degree of content 
relevancy between each resource and 
the selected resource. 
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4- Function Buttons: File manager has 
capabilities to create new folder, 
upload/download and delete resource.  

As previously stated, this manager's 
functionality is incomplete unless there exists a 
way for user to restore his deleted files.  This 
includes having a personalized recycle bin 
which we consider as a main part of SEWOS 
File system. This is described in the next 
section. 
  
33..11..11    SSEEWWOOSS  RREECCYYCCLLEE  BBIINN  
SEWOS Recycle bin completes the 
functionality of the underlying file system by 
acting as intermediate storage space for user's 
resources before they can be permanently 
deleted from the system. Recycle bin includes 
options either to restore deleted resource or to 
delete it permanently from system. 
 

33..22    SSEEWWOOSS  TTEEXXTT  EEDDIITTOORR  
SEWOS Text editor enables creating, viewing, 
editing, formatting, annotating, printing and 
saving text files. The application interface can 
be shown in Fig.4, this contains: 
1) Clipboard section 

This section includes buttons that provides 
the basic copy, cut and paste functions. 

2) Font section 
This section includes buttons that provides 
the main formatting options. This includes 
changing fonts, font size, color and 
alignment of the selected text. 

3) Insert section 

This section includes the basic options to 
insert pictures, tables and hyperlinks 
within text. 

4) File operations section 
This section includes buttons that enables: 
 Creating new document. 
 Opening an existing document with 

extensions (.txt, .sav and .docx). 
 Saving user's documents to user's 

space with an extension (.sav). 
 Print preview of user document. 
 Printing user's document to user's 

printer. 
 Displaying XML code behind 

document authoring. 
 
33..33  SSEEWWOOSS  WWEEBB  BBRROOWWSSEERR  AANNDD  SSEEAARRCCHH  
AAPPPPLLIICCAATTIIOONN  
Navigating the web is one of the main 
activities of almost every computer users, 
that's why SEWOS includes this application. 
Application's interface pretty much resembles 
the basic interface of web browser. With an 
address bar to write required URL and Go 
button to navigate directly to it. This 
application includes as well an interface to our 
developed personalized semantic search engine 
(PSSE) using a search button. Web browser 
and search application are both shown in Fig.5 
(a, b). 
 
  

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

Fig.3 SEWOS File Manager and Recycle Bin 
  
33..44  SSEEWWOOSS  CCAALLEENNDDAARR  
User's schedules and events are required to 
form user's every day to-do list, SEWOS 
calendar allows user to add his events and 
schedules for later retrieval. Important event 
are retrieved when user first logs into the 
system while related and similar events during 

the current week can be displayed through 
Calendar application. SEWOS calendar 
includes displaying, adding and deleting 
applications as shown in Fig.6.  
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33..55  SSEEWWOOSS  VVIIDDEEOO  PPLLAAYYEERR  
For their significance, multimedia files 
constitute huge part of today's web and user's 
resources. This tool is intended to provide user 
a way to open and view his multimedia files 
including both audio and video.  Application's 

interface as depicted in Fig.8 includes an open 
button, voice control section, play/pause button 
and two recommendation lists. Those lists 
retrieve resources related by both type and 
content

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.4 SEWOS Text Editor 
 

33..66  SSEEWWOOSS  GGAAMMIINNGG  
Gaming and entertainments gain importance to user 
during his breaks and leisure times. SEWOS has a 

built-in gaming application for the sake of user's 
entertainment. This application is shown in Fig.8. 
 

 
 
 

 
 
 

 
 
 
 
 

Fig.5(a) SEWOS Web Browser  
   

 
 
 
 
 
 
 
 
 
 
 
 
Fig.5(b) SEWOS Web Search (PSSE)  

 Fig.6 SEWOS Calendar 

 

Fig.7 SEWOS Video Player  
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Fig.8 SEWOS Gaming  

44..    SSEEWWOOSS  EEVVAALLUUAATTIIOONN    
Many aspects of usability can best be studied 

by simply asking users.  This is especially true for 
issues related to users’ subjective satisfaction and 
possible anxieties. Since the system is highly 
dependent on user participation, the design team 
from the beginning has taken steps in collecting 
and analyzing user feedback.  Evaluation of the 
system has been from the beginning an integral part 
of our Participatory Design implementation.  For 
this sake, a questionnaire was provided for 
collecting feedback about the general usability of 
the system as well as user satisfaction about each of 
the embedded applications.  Secondly, standard 
evaluation measures for information retrieval 
techniques were used to evaluate the performance 
of our proposed personalized semantic search 
engine (PSSE). 
 
4.1 QUESTIONNAIRE  

Twenty five experienced users responded to 
the questionnaire assessing the overall usability of 
the system. Questionnaire consists of forty four 
usability questions to which the respondent was to 
evaluate based on a five point likert-scale, ranging 
from 1 to – 5(represent from 20% to 100% 
satisfaction).  Questionnaire was divided into seven 
main categories that represent assessment for each 
of the individual applications embedded in the 
proposed system, in addition to a section for users' 
suggestions and comments. The data responses to 
the questionnaires were entered in a spreadsheet, 
analyzed and descriptive statistical analyses were 
performed. After careful investigation of data, we 
can assure that the overall satisfaction of the 
participants with system was high. Frequencies 
were analyzed to show that 76% of users were 
100% satisfied with SEWOS functionality; whereas 
16% were 80% satisfied and only 8% were 60% 
satisfied about the system. For SEWOS file 
manager, it gained 100% satisfaction of 64% of the 
participants, 80% by 20% of the participants and 
16% were 60% satisfied. For the rest of the 
statistics, Table 1 includes the percentage of 

participants for SEWOS and applications based on 
the available scales.  

 100% 80% 60% 40% 20% 
SEWOS 
Functionality 76% 16% 8% 0% 0% 
SEWOS File 
Manager 64% 20% 16% 0% 0% 

SEWOS Text 
Editor 72% 20% 8% 0% 0% 

SEWOS web 
browser 76% 16% 8% 0% 0% 

SEWOS 
Calendar 88% 12% 0% 0% 0% 

SEWOS Video 72% 16% 12% 0% 0% 
SEWOS 
gaming 56% 24% 4% 0% 0% 

 
Table 1: Percentage of users votes with respect to 

each scale 
 

Comments reflected a desire for adding 
more applications that both help desktop and web 
activities, improvement of the capabilities of the 
system by adding context menus and more visual 
aids. 

A graphical representation of the overall 
ratings for all categories is provided in Figure 9. 
The former evaluation for our system depended on 
measuring user satisfaction of SEWOS and 
applications usability. 
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Fig.9: Plot of users ratings for SEWOS and 
Applications 

 

55..    CCOONNCCLLUUSSIIOONN  AANNDD  FFUUTTUURREE  WWOORRKK    
Gaining users' satisfaction was our main 

goal and motivation when developing SEWOS. 
Now, after statistical analysis of participants' 
ratings, we can say that impressions from the 
evaluation of our data were in favor of our 
proposed system. Our future work includes 
providing large-scale evaluation of SEWOS as well 
as investigating users’ feedback and provides more 
applications that better suits SEWOS users' need. 
Moreover, we’ll try to provide integration between 
SEWOS and services available on the World Wide 
Web.  
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Abstract 

Information hiding is a technique of hiding secret using 
redundant cover data such as images, audios, movies, documents, 
etc. In this paper, a new technique of hiding secret data using 
LSB insertion is proposed, by using the RGB channels of the 
cover image for hiding segmented data. One of the three 
channels became the index to the two other channels. Firstly, the 
secret data are segmented into Even segment and Odd segment.  
Then, four bits of each segment is hidden separately inside the 
two channels depending on the numbers of "1"s inside the index 
channel.  If the numbers were Even, then four bits of Even 
segment will be hidden. However, if they were Odd then four 
bits of Odd segment will be hidden. The opposite process 
retrieve the secret data from image by reading the bits of the 
index channel and check the numbers of "1"s to extract the Even 
segment and Odd segment. Finally, recombining the two 
segments to extract the secret data. Experimental results show 
that the proposed method can provide high data security with 
acceptable stego-images. 
Keywords: Steganography, Data hiding, Data segmenting, 
Index channel 

1. Introduction 

Information security requirement became more important, 
especially after the spread of Internet applications [1]. 
However, Owners of sensitive documents and files must 
protect themselves from unwanted spying, copying, theft 
and false representation. This problem has been solved by 
using a technique named with the Greek word 
“steganography” it is mean hiding information [2]. 
Steganography is the art and science of hiding information. 
The data-hiding system design challenge is to develop a 
scheme that can embed as many message bits as possible 
while preserving three properties: imperceptibility, 
robustness, and security [4].In addition, proposing an 
effective method for image hiding is an important topic in 
recent years [5],[6].There have been many techniques for 
hiding information or messages in images in such a way 
that the alterations made to the image are perceptually 
indiscernible. Common approaches include [7]: 

(i) Least significant bit insertion (LSB) 

 
 
(ii) Masking and filtering 
(iii) Transform techniques 

 
Information hiding is an emerging research area, which 
encompasses applications such as copyright protection for 
digital media, watermarking, fingerprinting, and 
steganography [8]. All these applications of information 
hiding are quite diverse [8] and many encoding methods 
was proposed, a reversible image hiding scheme based on 
histogram shifting for medical images was proposed in [5]. 
An image-in-image hiding scheme, based on dirty-paper 
coding, that is robust to JPEG and additive white Gaussian 
noise (AWGN) attacks was proposed in [9]. Chen et al. 
[10] used a vector quantification method, but the method 
required a set of look-up tables.  Moreover, the decoded 
images were little distorted from original images. Wang et 
al. [11] proposed a least significant bit technique to hide 
information. The technique could improve the visual 
quality of cover images, but the reconstruction processes 
were very complicated calculations. Chang et al. [12] 
proposed two kinds of hiding techniques and the hiding 
techniques secured better visual quality. However, the 
information capacity of these hiding techniques was low. 
Yang and Lin [13] used a basal-bit orientation method to 
hide images, and the method had large hiding capability 
and good visual quality of the secret image.  In this paper 
we proposed a new method of segmenting and hiding the 
secret data in bmp color image by segmenting these data 
into two segment, i.e. Even segment and Odd segment. 
Then those two segments of characters will be hidden 
separately and randomly inside the cover image. By using 
random pixels to insertion secret data with modifying 
those data, this could avoid the detection by comparison of 
modified image with original image [3]. Two channels 
were used for hiding data in 24-bit BMP image and the 
third channel was used as index channel for the hidden 
data. 
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2. Steganography Techniques 

Steganography is the art of embedding information in such 
a way that prevents the detection of hidden messages. It 
means hiding secret messages in graphics, pictures, movie, 
or sound. Steganography comes from the Greek word 
steganos, which means ‘covered’, and -graphy, which 
means ‘writing’. Covered writing has been manifested 
way back during the ancient Greek times around 440 B.C. 
Some of old steganography examples are shaving the 
heads of slaves and tattoo messages on them. Once the 
hair had grown back, the message was effectively hidden 
until the receiver shaved the heads once again. Another 
technique was to conceal messages within a wax tablet, by 
removing the wax and placing the message on the wood 
underneath [14].The most popular and frequently method 
of Steganography is the Least Significant Bit embedding 
(LSB). the level of precision in many image formats is far 
greater than that perceivable by average human vision. 
Therefore, an altered image with slight variations in its 
colors will be indistinguishable from the original by a 
human being, just by looking at it. If we using the least 
significant bits of the pixels' color data to store the hidden 
message, the image itself is seemed unaltered [15],[16] 
and changing the LSB’s value will have no effect on the 
pixel’s appearance to human eye. In our method, the 24-
bit BMP image and least significant bit (LSB) insertion 
were used. The reason behind using BMP type is that it is 
more accurate in showing the image without any of 
compressed data and it is considered to be the most used 
format in hiding operation and analyzed.  
 

3. The Proposed Method 

A new steganography technique of uses the RGB images 

to hide the data in different channels was proposed. Two 
files are require to embedding a message into an 
image .The first is the message (the information to be 
hidden), a message may be plain-text, cipher-text, 
other images, or anything that can be embedded in a 
bit stream. The second file is the innocent-looking 

image that will hold the hidden information, called the 
cover image. Generally, Digital images are stored in 
computer systems as an array of points (pixels) 
where each pixel is consisting of three channels: 
(Red, Green, and Blue) and 0 ≤  R,G,B ≤ 255 [17]. 
In our method the data is hidden into two of the RGB 

pixel channels based on the third channel. However, 

when using a 24 bit color image, two bits of two colors 
components can be used, so a total of 2 bits can be stored 
in each pixel 

 

At the beginning, the secret data is split programmatically 
into array of characters and this array was segmented into 
two segments, Even segment and Odd segment 
For example: 
The secret data is: "how are you?" 
Thus, the segmenting process will be: 
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Each segment is hiding separately in random two channels.  
One of the three channels was used as index channel to the 
next two channels by counting the number of "1"s in the 
index channel.  If it is Even, then four bits of the Even 
segment data will be hidden inside the least significant bit 
of channel 1 and the least significant bit of channel 2.  If it 
is Odd, then four bits of the Odd segment data will be 
hidden inside the least significant bit of channel 1 and the 
least significant bit of channel 2,  The following example 
explain the idea. 

Suppose that three adjacent pixels (nine bytes) with the 
following RGB encoding are used. 

 

Now, in pixel1 4bits from Even segment of data will be 
hidden because number of "1"s in index channel is Even.  
In addition, 4bits from Even segment of data will be 
hidden in pixel2.  However, in pixel3, 4bits of Odd 
segment will be hidden because number of "1"s in index 
channel is Odd. In this example, the red color was used as 
index channel. To improve security, the index channel is 
not fixed. The indexes are chosen sequentially, the first 
index is Red, and the subsequent indexes are Green and   

 
 
 

Blue respectively. The index LSB bits are naturally 
available at random, based on image profile and its 
properties.  Table 1 shows the relationship between the 
index channel and the hidden data inside the other 
channels. 

 

Table 1.Meaning of Index channel values 

 

 

As shown in the table, if the index channel is Red, 
channel1 will be Green and channel 2 will be Blue and the 
sequence will be RGB. In the second pixel, the index is 
Green.  Channel 1 and channel 2 will be Red and Blue 
respectively.  Hence, the sequence is GRB. In the third 
pixel, the index is Blue.  Therefore, channel 1 is Red and 
channel 2 is Green.  The sequence is BRG. The processes 
method is as shown in Figure 1.  First process is used to 
input the cover image and the secret data.  Then, the data 
will be segmented and the length of each segment will be 
stored in the first 8 bytes of the beginning of the image.  
The hiding process starts from the second row and it 
depends on the numbers of "1"s in the index channel. 

 

 

 

 
    

Fi
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The recovery processes for the proposed method is shown 
in Figure 2.  It is the exact reverse of the hiding process, 
starting with extracting the two segment of the data length 
from the first 8 bytes of the image.  

 
 

 
 

4. Experimental Results and Analysis 

We have tested our algorithm for different sets of images 
as well as text messages. Histogram analysis has been 
implemented to the image before and after embedding data, 
to compare the original channels, before and after 
modifying channels.  This can give a clear idea of the 
security and if change is minimal, then the method is 
considered secure. Figure 3a shows the original image of 
Mosul City and Figure 3b shows the stego image of Mosul 
City.  Another image is an original image of a bird, as 
shown in Figure 4a and its stego image is as shown in 
Figure 4b.  The Red, Green and Blue histograms for 
Mosul City image is as shown in Figure5, Figure6, 
Figure7 and Figure8.  The modified images after applying 
the method did not show any identifiable visual difference. 
 
 
 
 

Fig. 2  Recovery and Recombine process flowchart 

 

Fig. 3a: Original image (Mosul City) length 500x330  

 

Fig. 3b: Stego image (Mosul City) with text size 1420 
characters 
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Fig. 4a: Original image (Bird) length 760x570  

Fig. 4b: Stego image (Bird) length 760x570 with text length 
2300 

 

Fig. 5a: Original image (Mosul City) histogram of Red channel 

 

Fig. 5b: Modified image (Mosul City) histogram of Red channel 

 
 

Fig. 6a: Original image (Mosul City) histogram of Green channel 

 
 

Fig. 6b: Modified image (Mosul City) histogram of Green channel 
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By comparing the three RGB channels before and after 
hiding the data, the security aspect can be discussed.  By 
observing the channels histograms before and after the 
modification, i.e. Figure 5a, Figure 5b, Figure 6a, Figure 
6b, Figure 7a & Figure 7b, the change cannot be easily 
detected.  However, if part of histogram is enlarged, some 
changes in the curve can be seen as shown in Figure 7a & 
Figure 7b.  This creates some future work to be 
investigated including the reasons and implications of this 
issue. From many test runs, different distributions between 
the three channels were identified, which continued 
varying between the channels with no detected pattern. 
This undetectable pattern changing within RGB channels 
promise that the proposed technique may be considered 
random or pseudorandom based on the randomness of the 
index channel. Imperceptibility takes advantage of human 
psycho visual redundancy, which is very difficult to 
quantify for image steganography, existing metrics to 
measure imperceptibility include mean-square-error (MSE) 
and peak-signal-to-noise ratio (PSNR) [18] which is 
defined as: 

 

 
 
 
 
 
 
 

 

 
 

Fig. 7a: Original image (Mosul City) histogram of Blue channel 

 
 

Fig. 7b: Modified image (Mosul City) histogram of Blue channel 

 
 

Fig. 8a: Histogram Zooming of Blue channel of original image (Mosul 
i )

 
 

Fig. 8b: Histogram Zooming of Blue channel of Modified image (Mosul 
City) 
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where  
M. N are the row and column numbers of the cover image,  

fij is the pixel value from the cover image,  
gij is the pixel value from the stego-image, and  

L is the peak signal level of the cover image (for &bit 
gray-scale images, L = 255). 

Table 2 shows the values of PSNR and MSE with 
different sizes of images. Referring to Table 2, the 
column labeled SHDRIC is our proposed 

 

Table 2: (PSNR and MSE) of four sample images 

 

 

 

 

 

From the table, it was noted that the increase in the text 
caused an increase in the MSE and decrease in the 
PSNR.  However, we can see the improvement in PSNR 
values than in the simple LSB. So, it becomes difficult to 
discover the hidden text within the image. 

5. Conclusion 

The suitability of steganography as a tool to conceal 
highly sensitive data has been discussed using a new 
method of randomizing the secret data.  The method is 
based on two level of security where the data will be 
segmented into even and odd segments, before hiding 
the two segments separately and randomly inside image.  
This suggests that an image containing encrypted data 
can be transmitted anywhere across the world, in a 
complete secured form.  This method can use in any 
other application such as image watermarking.  It can be 
concluded that randomizing and hiding the secret data 
can provide a double layer of protection. 

 
 
 
 

 
References 
 [1] J. Anitha and S. Immanuel Alex Pandian" A Color Image 

Digital Watermarking Scheme Based on SOFM" 
International Journal of Computer Science Issues, Vol 7, 
Issue 5, Sept 2010, Pages 302-309. 

[2] Mayank Srivastava, Mohd. Qasim Rafiq and Rajesh Kumar 
Tiwari "A Robust and Secure Methodology for Network 
Communications" International Journal of Computer Science 
Issues, Vol. 7, Issue 5, September 2010, Pages 135-141 

[3] Geeta S. Navale ; Swati S. Joshi ; Aarad_ hana A Deshmukh 
"M-Banking Security – a futuristic improved security 
approach", International Journal of Computer Science Issues, 
Vol 7, Issues 1, Jan 2010,Pag. 68-71 

[4] I. Cox, M. Miller, and J. Bloom, Digital   Watermarking, 
Academic Press, 2002. 

[5] P. Tsai, etal. Reversible image hiding scheme using 
predictive coding and histogram shifting, Signal Processing, 
vol. 89. pp. 1129-1143, 2009. 

[6] H. Sajedi, M. Jamzad, Cover Selection Steganography 
method Based on Similarity of Image Blocks, in Proc. of Int. 
IEEE 8th Conference on Computer and Information 
Technology, 2008. 

[7] N.F. Johnson and S. Jajodia, Exploring Steganography: 
Seeing the Unseen, IEEE, pp. 26-34, 1998. 

[8] R A Isbell, Steganography: Hidden Menace or Hidden 
Savior, Steganography White Paper, 10 May 2002. 

[9] K. Solanki, N. Jacobsen, U. Madhow, B.S. Manjunath, and S. 
Chandrasekaran, Robust image-adaptive data hiding using 
erasure and error correction, IEEE Trans. Image Processing, 
vol. 13,pp.1627–1639, Dec. 2004. 

[10] T. S. Chen, C. C. Chang, and M. S. Hwang, A virtual image 
cryptosystem based on vector quantization, IEEE Trans. on 
Image Process, 7 (1998) 1485. 

[11] R. Z. Wang, C. F. Lin, and J. C. Lin, Image hiding by LSB 
substitution and genetic algorithm, Pattern Recogn., 34 
(2001) 671. 

[12] C. C. Chang, J. C. Chung, and Y. P. Lau, Hiding data in 
multitone images for data communications, IEE Proc. of 
Vision Image Signal Process, 151 (2004) 137. 

[13] C. Y. Yang and J. C. Lin, Image hiding by base-oriented 
algorithm,Optical Eng-ineering, 45 (2006) Paper No. 117001 

[14] Peter Wayner,Disappearing Cryptography –Information 
Hiding: Steganography & Watermarking–Second Edition. 
San Fransisco, California, U.S.A.: Elsevier Science, 2002, 
ISBN 1558607692. 

[15] Neil F. Johnson and Sushil Jajodia, Exploring 
Steganography: Seeing the unseen IEEE transaction on 
Computer Practices. 1998. 

[16] Ross Anderson, Roger Needham, Adi Shamir, The 
Steganographic File System, 2nd Information Hiding 
Workshop, 1998. 

 
 
 
 
 
 
 
 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org     529 

 

 
 
[17] Dung Dang,Wenbin Luo" Color image noise removal 

algorithm utilizing hybrid vector filtering" AEU- 
International Journal of Electronics and Communications, 
Vol 62, Issue 1, 2 Jan 2008, Pages 63-67  

[18] Qi, Hairong; Snyder, Wesley E. & Sander, William A., 
2002; Blind Consistency-Based Steganography for 
Information Hiding in Digital Media. Multimedia and Expo, 
2002. ICME '02.Proceedings. 2002 IEEE Inter-national 
Conference on Vol. 1, p.: 585- 588. 

 
 

Emad T. Khalaf  
Graduated in Computer Information Systems 
and Informatics Engineering and he worked 
as a Technical in Internet Services Company 
for more than nine years. He had experience 
as a trainer for various computer courses. 
His research interests include network 
technology and security. He is currently 
studying     MSc degree in the area of 
computer networks    security. 

 
 
Norrozila Sulaiman 

Graduated from Sheffield Hallam University 
with a BSc (Hons) in Computer Studies in 
1994.She worked with Employment Service 
in UK as a network support assistant and 
she involved on a research on Novell 
Netware. After graduated, she worked as a 
research officer at Artificial Intelligence 
System and Development Laboratory and 
involved in joint collaboration projects 
between the government of Malaysia and 

Japan for about 5 years. She completed her MSc degree in 
Information Technology and involved in a research on 
Wireless Application Protocol (WAP). She obtained her PhD 
degree in mobile communication and networks from Newcastle 
University in UK. Currently, she is a senior lecturer at Faculty 
of Computer System and Software Engineering, University 
Malaysia Pahang. Her main research interests include 
heterogeneous networks, mobile communication networks and 
information security. 

 
 
 
 
 
 
 
 
 
 
 
 
 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org    530 

 

Data-Acquisition, Data Analysis and Prediction 
Model for Share Market 

 
Harsh Shah1, Prof. Sukhada Bhingarkar2 

 

1 MAEER’S MIT College of Engineering, 
 Pune-38,Maharashtra, India. 

 
 

2 MAEER’S MIT College of Engineering, 
 Pune-38,Maharashtra, India. 

 
 

 
 

Abstract 
Data-acquisition involves gathering signals from measurement 
sources and digitizing the signal for storage, analysis and 
presentation on a PC. Analysis and prediction is very necessary in 
today’s market for the accurate utilization of funds at hand. For 
analysis, there has to a proper system where in the required data is 
first acquired from the destination. This data then needs to be 
analysed using any analysis model. Currently there are many 
analysis models available in the market. These models are based 
on the past behaviour of the stocks. However, it is seen that there 
is no model which predicts the future behaviour of the stocks. For 
this reason, a model is developed which not only analyses the 
stocks but also predicts its future behaviour based on the past 
conduct. 
Keywords: Data-acquisition, share-market analysis, share-
market predictions. 
 
 

1. INTODUCTION 
 

       Data-Acquisition systems are in great demand in the 
industry and consumer applications. Data-acquisition 
systems are defined as any instrument or computer that 
acquires data from sensors via amplifiers, multiplexers, and 
any necessary analog to digital converters or the internet. 
The system then returns data to a central location for further 
processing. An acquisition unit is designed to collect data in 
their simplest form from the internet. 
 
       Now-a-days Data-Acquisition systems are used more 
and more as these systems provide precise accuracy. Also, 
these systems remove the overhead of constant monitoring. 
A single person can monitor the entire system and also 
interact with the system if required. These systems enable 
the user to analysis the acquired data and also produce 
required predictions. Data-Acquisitions can be a very 
tedious task or even virtually impossible if these systems 
were not in place. These systems have allowed us to make 
more accurate, reliable and fool-proof data sharing, data 
analysis and data collection. 
 
       Share-Market Analysis is an important part of market 
analysis and indicates how well a firm is doing in the  
 

 
 
 
market place compared to its competitors. Analysis helps 
the share broker to carefully study the behaviour of the 
stocks and utilize his funds in a more veracious way. 
Analysis of stocks takes into consideration the past 
behaviour of the particular stock and analysis shown to the 
user in the form of graphs. These graphs can be represented 
in a number of ways depending on the preferences of the 
users. 
 
       In this paper, the share market analysis and prediction 
model is proposed.  This model is established using a 
reliable data-acquisition system which acquires data from 
the internet. This data is then analysed using the analysis 
module. After analysing the data the prediction module 
starts working. It does its calculations and the resulting 
predictions are recorded in table format and are reflected on 
the graphs. 
 
 
2. RELATED WORK 

 
       There are data-acquisition and control devices that 
will be a substitute for a supervisor in a multisite job 
operation. A single person can monitor and even interact 
with the ongoing work from a single base station. An 
acquisition unit designed to collect data in their simplest 
form is detailed in [1]. Data collection via wireless internet-
based measurement architecture for air quality monitoring 
is discussed in [2]. Some applications adding remote 
accessibility are detailed in [3] and [4], which are built to 
collect and send data through a modem to a server. Some 
applications have integrated systems for data-acquisitions. 
One such system is used in [5]. 
 
       There are a number of analysis models that are 
available. These models provide analysis as desired by the 
user. One such model is discussed in [6]. This is stock 
market software, which supports multiple countries' stock 
market. (11 countries at this moment) It provides Real-
Time stock info, Stock indicator editor, Stock indicator 
scanner, Portfolio management and Market chit chat 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org    531 

 

features. One more such model is shown in [7]. It provides 
a free web based stock price analysis module. The easy to 
use interface incorporates Fundamental Analysis to 
calculate: Fair Value stock price; comparative stock Value; 
profit Target sell price; Stop Loss sell price; Price Earnings 
Ratio (PE) for Fair Value and Buy prices; stock Return on 
Investment %; and provides access to Technical Analysis 
charts to evaluate stock movements and buy/sell signals. 
 
       In section 3, a software analysing and making 
predictions for share market is introduced. In section 4, an 
example that shows a working model of the discussed 
software is presented. This section also makes comparisons 
of the discussed software with the currently available 
software’s. Section 5 presents the conclusion. 
 
 
3. PROPOSED SOFTWARE 

 
       In the proposed software, the real-time data from the 
share market is taken from the internet. This data is then 
processed and analysed. After analysis, predictions for each 
stock are calculated using formulas. Thus the proposed 
software is divided into three main modules viz (3.1) Data-
acquisition. (3.2) Data-analysis and (3.3) Prediction Model. 
 
3.1 Data-acquisition 
       The data for the stocks in the market is acquired from 
the internet. This data comes in the DBF file form. A snap-
shot of this file is shown in Fig1. 
 

 
 

Fig. 1. DBF file. 

 
       The required data from this file i.e. the highest, lowest 
and the closing price of each stock for the particular day is 
extracted and forwarded to the analysis module. A sample 
of this file is shown in Fig 2. This process is done every day 
as each stock can have different values each day. This also 
helps in better analysis and more accurate predictions. 
 

 

 
 

Fig. 2. Sample file showing highest lowest and close price of stocks for a 
particular day 

 

3.2 Data-analysis 
       This model starts its work once the data-acquisition 
process has finished. Data-analysis reports can be made and 
shown to the users in a number of ways. In the proposed 
software, reports for the weekly, monthly and yearly 
highest, lowest and average prices are shown to the user in 
an excel sheets. The user can also directly see the graphs of 
all these values. A sample report file is shown in Fig 3. A 
sample graph is also shown in Fig 4. 
 

 
 

Fig. 3. Sample report file for highest, lowest and average values of stocks 
for a particular year. 

 
 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org    532 

 

 
 

Fig 4. Sample graph for showing highest, lowest, average and 
average_close price of a particular stock. 

 
 

3.3 Prediction Model 
       This model works in accordance with the analysis 
model. The prediction model makes use of a set of formulae 
to estimate the future behaviour of the stocks. The inputs to 
these formulae are the values obtained during analysis of 
the particular stock. As the future behaviour of the stocks 
can be predicted only after analysis the past conduct of the 
stocks, prediction has to work hand in hand with analysis. 
After doing all the predictions this module generates a 
report as shown in Fig 5. The predictions model gives a 
distinct colour code to all its different types of predictions. 
These colour codes helps the user to identity whether the 
particular stock is a good stock to invest on, or whether the 
currently possessing stocks are predicted to abate. 

 

 
 

Fig. 5. Report generated by the prediction model 
 
 
 

4. EXPERIMENTS & RESULTS 
 

      Data acquired from the internet, the acquired data 
analysed and the predictions calculated all these stages are 
shown in Fig 1, Fig 2, Fig 3, Fig 4 and Fig 5. This software 
is briefly explained in the following discussion. 
 
       Data is acquired through the internet directly from the 
website of BSE(Bombay Stock Exchange). These bulks of 
data are then sorted out and only the useful data is exported 
from the bulk and stored in excel sheets for the use of the 
software. The software imports this data into its database 
and starts analysing it. Once all the necessary analyses are 
done the prediction model takes charge. It uses the analysis 
results to make its predictions. 
 
       The user has the option of analysing the data according 
to his needs. There are many different analysis models 
included in the software. The snapshots of the software at 
different stages of working are shown below. 
 

 
 

Fig. 6. Raw data acquired from the internet. 
 

 
 

 
 

Fig. 7. Filtered data. 
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Fig. 8. Analysis Report – 1 
 
 

 
 

Fig. 9. Analysis Report - 2 
 

 
 

Fig. 10. Analysis graph. 
 
 

 
 

Fig. 11. Prediction Report – 1 
 

 

 
 

Fig. 12. Prediction Report – 2 

 
 
 
       Now let us see the comparison of the share market 
graphs with this software. 
 

 
 

Fig. 13. Analysis graph - 1 
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Fig. 14. Analysis graph - 1 

 
 

 
 

Fig. 15. Prediction graph - 1 

 
       As it is seen, Fig 13 and Fig 14, it shows graphs for 
analysis of a particular stock. But these graphs only take 
into consideration the past behaviour of the stocks. They 
show no predictions. Whereas the graph shown in fig 15 
shows the past behaviour as well as predict the future of the 
stock.  
 
 
 
 
 
 
 
 
 

5. CONCLUSION 
 

       In this software, analysis and predictions are made that 
should find interest from the stock market investors. The 
software has a huge possibility of development with 
addition of more and more powerful analysis models. A 
prediction module cannot sustain on itself without analysis, 
the stronger analysis will help give more accurate 
predictions (up to 90% efficiency). The current predictions 
have tested to be 80% accurate. 
 
       Compared to other share market software’s, this 
software has an advantage as it provides a prediction 
module. The software is designed to sustain both analyses 
and predictions at the same time. 
 
      Research for more improvement in the prediction model 
is still in the process. Also developments in increasing the 
speed of operation of the software are being made. 
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Abstract
Due to rapid growth in IEEE 802.11 based Wireless Local Area 
Networks (WLAN), handoff has become a burning issue. A 
mobile station (MS) requires handoff when it travels out of the 
coverage area of its current access point (AP) and tries to 
associate with another AP. But handoff delays provide a serious 
barrier for such services to be made available to mobile platforms. 
Throughout the last few years there has been plenty of research 
aimed towards reducing the handoff delay incurred in the various 
levels of wireless communication.  In this paper we propose a 
method using the GPS(Global Positioning System) to determine 
the positions of the MS at different instants of time and then by 
fitting a trend equation to the motion of the MS to determine the 
potential AP(s) where the MS has maximum probability of 
travelling in the future. This will result in a reduction of number 
of APs to be scanned as well as handoff latency will be reduced to 
a great extent. 
Keywords: IEEE 802.11, Handoff latency, GPS (Global 
Positioning System), Regression, Neighbor APs. 

1. Introduction 

IEEE 802.11 based wireless local area network (WLAN) 
are widely used in domestic and official purpose due to its 
flexibility of wireless access. However, WLANs are 
restricted in their diameters to campus, buildings or even a 
single room. Due to the limited coverage areas of different 
APs a MS has to experience handoff from one AP to 
another frequently. 

1.1 Handoff 

When a MS moves out of reach of its current AP it must be 
reconnected to a new AP to continue its operation. The 
search for a new AP and subsequent registration under it 
constitute the handoff process which takes enough time 
(called handoff latency) to interfere with proper 
functioning of many applications.  

      
Figure 1. Handoff process 

 
For successful implementation of seamless Voice over IP 
communications, the handoff latency should not exceed 
50ms.It has been observed that in practical situations 
handoff takes approximately 200-300 ms to which 
scanning delay contributes almost 90%.This is not 
acceptable and thus the handoff latency should be 
minimized. 
Three strategies have been proposed to detect the need for  
hand off[1]: 

1)mobile-controlled-handoff  (MCHO):The mobile 
station(MS) continuously monitors the signals of the 
surrounding base stations(BS)and initiates the hand off 
process when some handoff criteria are met. 

2)network-controlled-handoff (NCHO):The surrounding 
BSs measure the signal from the MS and the network 
initiates the handoff process when some handoff criteria are 
met. 

3)mobile-assisted-handoff  (MAHO):The network asks 
the MS to measure the signal from the surrounding BSs.the 
network make the handoff decision based on reports from 
the MS. 

 
Handoff can be of many types: 
Hard Handoff: In this process radio link with old AP is 
broken before connection with new AP. This in turn results 
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in prolonged handoff latency which is known as link 
switching delay. 
Soft Handoff: This mechanism is employed nowadays. 
Here connection with old AP is maintained until radio link 
with new AP is established. This results in reduced handoff 
time in comparison to hard handoff  as shown in figure 2.  
 

 
Figure 2. Hard & soft handoff 

          In NGWS(next generation wireless system),two 
types of handoff scenarios arise: horizontal handoff, 
vertical handoff[2][3].  
 

 Horizontal Handoff: When the handoff occurs 
between two BSs of the same system it is termed 
as horizontal handoff. It can be further classified 
into two: 

        Link layer handoff : Horizontal handoff 
between two BSs that are under the same foreign 
agent(FA). 

       Intra system handoff : Horizontal handoff 
between two BSs that belong to two different FAs 
and both FAs belong to the same gateway foreign 
agent (GFA) and hence to the same system. 

 Vertical Handoff : When the handoff occurs 
between two BSs that belong to two different 
GFAs and hence to two different systems it is 
termed as vertical handoff as shown in     figure 3. 

 

Figure 3. Horizontal & vertical handoff 

1.2 Handoff  Mechanism 

The handoff process is composed of the following three 
stages: 
Scanning: The scanning process constitutes the bulk 
(almost 90%) of the total handoff time [4]. As the MS starts 
moving away from the AP the Signal-to-Noise-Ratio 
(SNR) starts decreasing and this phenomenon triggers the 
initiation of handoff. The MS has to establish a radio link 
with a potential AP before the connectivity with the current 
AP is detached. This is accomplished by means of a 
MAC(Medium Access Control)  layer function called 
scanning.  
 
Authentication: After scanning, The MS sends 
authentication frames to inform the AP (selected by the 
scanning process) of its identity. The AP then responds by 
sending an authentication response frame indicating 
approval or rejection 
 
Re-association: It is the process by which association 
transfer takes place from one AP to another. This process 
follows the authentication process depending on the 
authentication response sent by the AP. 
 

 

 

 

STA APs

Re-association Response 

Re-association Request 

Authentication Response 

Authentication Request 

Probe Response 

Probe Request 

 

                  Figure 4. The handoff process 

1.1 Global Positioning System 

The Global Positioning System (GPS) is a space based 
global navigation satellite system which is used in map 
making, land surveying, navigation, geocaching and in 
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other fields. A GPS receiver is able to calculate its position 
by precisely timing the signals sent by the GPS satellites. 
The receiver uses the received messages from the satellites 
to determine the transit time of each message and 
calculates the distance to each satellite. These distances are 
then utilized to compute the position of the receiver. For 
normal operation a minimum of four satellites are 
necessary. Using the messages received from the satellites 
the receiver is able to calculate the times sent and the 
satellite positions corresponding to these points.  
Each MS is equipped with a GPS receiver which is used to 
determine the positions of the MS at different instants of 
time. This will provide knowledge about the MS’s 
movement within 1 to 2 meter precision.  
 

 
Figure5. Components of GPS  

 
In section II we take you through the various works that 
have already been done to achieve successful handoff and 
in section III we introduce a new method using the 
statistical regression over the movement of MS  by which 
we intend to reduce the handoff delay to the range of a few 
milliseconds. This is followed by performance evaluation 
of our proposed technique using simulations in section IV 
after which in section V we propose a few areas in which 
further improvement can be made.     

2. Related works 

A number of different schemes have been proposed to 
reduce handoff latency in IEEE 802.11 wireless LANs. 
Authors of [8] aimed at reducing the authentication process 
which contributes very little to the handoff time. 
In [5] authors present a useful method using a neighbor 
graph and a non overlap graph. This concept was used to 
reduce total number of channels to be scanned and the 
waiting time on each channel. However the complexity of 
implementation of the algorithm was a major setback. In 
[6] a channel mask scheme was introduced where a 
selective scanning algorithm was proposed along with a 
caching mechanism. In [7] authors propose selective 
scanning algorithm using neighbor graphs. This method 
requires changes in the network infrastructure and use of 

IAPP. Moreover, these processes involve channel scanning 
of all neighboring APs and do not consider the position or 
velocity of MS to select potential APs. Hence these 
methods are more power consuming and are less effective 
for reducing handoff. 

3. Proposed Works 

Here we propose a method depending upon statistical 
regression to minimize the handoff delay. We will select 
the potential APs where the MS has maximum probability 
of travelling when it moves out of the coverage area of its 
present AP. Thus we will minimize handoff delay by 
Scanning only the potential APs for available channels. . 
We implement our method with the help of GPS. We 
present the method in the following four sections: 

3.1 Definition of Parameters 

In an idealized model we approximate the overlapping 
circular cell areas by hexagonal cells that cover the entire 
service region with the AP being located at the centre of 
the hexagon. For the sake of simplicity we consider that a 
particular hexagonal cell is surrounded by six similar cells 
(7 cell cluster). Considering the entire cell area as a two 
dimensional plane, we define two mutually perpendicular 
coordinate axes namely the X and Y axes with the AP as 
the origin. Now let us consider the motion of a MS in a 
particular cell. The position namely the X and Y 
coordinates of a MS can be obtained via a GPS.        
As shown in the figure.6 we divide the cell into two 
regions: 
(a) REGION 1(white region): This denotes the core region 
where the GPS is used to monitor the position of the MS. 
(b) REGION 2(grey region): This denotes the region where 
the signal strength received by the MS falls below a 
threshold value and the MS starts the scanning process to 
initiate handoff. 

3.2 Handoff Initiation 

As long as the MS is travelling in region 1 no handoff is 
required. Here we note the    (x, y) coordinates of the MS 
via the GPS. Let the initial position(at time t=to sec) of the 
MS be denoted by (xo , yo) with respect to the origin. This 
process is repeated after a fixed time interval of T sec. 
When the MS leaves region 1 and enters region 2 the 
scanning of MS’s position by the GPS is stopped. Handoff 
process has to be initiated. Here we propose a statistical 
method of regression to determine the potential APs where 
the MS has maximum chance of moving. During handoff it 
will scan only the channels of those APs.  
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Figure 6.The hexagonal cell 

 
Table1. Angle division 

 

3.3 Selection of Potential AP by Regression Method  

We employ the method of least squares to fit curves for the 
motion of the MS. Let the equation of motion of the MS 
along the Y-direction be denoted by y=a0+a1t.We are now 
faced with the problem of choosing the values of the 
variables a0 and a1. The sum of the squares of the 
deviations of the data points with those obtained from the 
proposed curve is given by,  
                        S=∑ (yi-a0-a1ti) 

2 

 The method of least squares states that S should be 
minimum with respect to a0 and a1. This metric has many 
desirable characteristics: 
Errors of opposite sign are not cancelled. 
It weighs large errors more than small errors. 
 
To minimize S we take the partial derivative of S with 
respect to a0 and a1 and set these to zero. Thus, 
 
∂S/∂a0 =∑ 2(yi –a0 – a1ti) (-1) = 0  ………………….….(1) 
 
∂S/∂a1 =∑ 2(yi –a0 – a1ti) (-ti) = 0    ………………..…. (2) 
 
Solving the above equations we obtain estimates for a0 and 
a1. 

 
a0=[∑yi∑ti

2-∑ti∑yiti]/[n∑ti
2-(∑ti)

2] …………………..(3) 
 
a1= [n∑yi ti - ∑yi∑ti]/[n∑ti

2-(∑ti)
2]  …………………..(4) 

 
Similarly by the least squares method it is possible to fit a 
regression line for the equation of motion of the MS along 
the X direction. Let the regression equation along y axes be 
denoted by x=b0 + b1t where b0 and b1 are estimated by the 
above mentioned method. 
 Now, with the regression equations it will be possible to 
predict the position of the MS outside the present cell. Let 
the MS enters region 2 of the present cell at time t=t/ sec. 
Before the handoff process starts the regression lines are 
computed. We evaluate the probabilistic (x, y) coordinates 
of the MS at time t= (t/ + T/) sec by putting t= (t/ + T/) sec 
in the two regression equations for the x and y coordinates. 
If the predicted MS’s position still falls within the present 
AP then the probabilistic position is calculated at time t= (t/ 
+ 2T/) sec and the process continues. Here T/ is a fixed time 
interval after which probabilistic positions are computed 
and should be appropriately chosen depending on the cell 
size. The first position of the MS which falls outside the 
current cell area as indicated by the regression equations is 
denoted by (x/, y/). The AP within which this point falls can 
be evaluated by knowing the angle this point makes with 
the coordinate axes.  
 
It is to be noted that the time consumed to predict the MS’s 
position outside the present cell area is quite small and can 
be neglected for practical purposes. The angle θ that the 
point (x/, y/) makes with the X axis is given by θ = tan-1 (y// 
x/). The value of θ can be used to determine the potential 
AP which has to be scanned. 

3.4 Error Estimation  

Although we have opted for the best fit yet there will be 
some amount of error, however small, which has to be 
taken into consideration. For the error estimation we 
propose the following method.  
Let us first concentrate on the regression line of x on t. Let 
α denote the maximum magnitude of the deviation of the 
data points from the predicted values obtained from the 
equation x=a0 + a1t. Hence  
α = max (I xi -a0 -a1tiI) for i =0, 1, 2 ...……. n     
Similarly let β denote the maximum magnitude of the 
deviation of the data points from the predicted values 
obtained from the equation y=b0 + b1t. Hence  
β = max (I yi -b0 -b1tiI) for i =0, 1, 2 ………… n 
Thus we may assume the maximum variation that can take 
place in the y coordinate of a predicted value obtained from 
the equation y=a0 + a1t to be α. Thus the y coordinate of 
the MS may vary between y/-α and y/+ α. Similarly this 
variation takes the value of β for motion along x axis. Thus 

UPPER 
LIMIT OF θ 

LOWER 
LIMIT OF θ 

AP TO BE 
SCANNED(VIDE FIG.6) 

00 600 AP2 
600 1200 AP1 

1200 1800 AP6 
1800 2400 AP5 
2400 3000 AP4 
3000 3600 AP3 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org  539 

 

considering error measures the MS has the probability of 
being located in the rectangle as shown in the following 
figure with maximum probability being located at the 
centre (x/, y/). From the above discussion it is clear that the 
coordinates of the vertices of the rectangle ABCD are A 
(x/-α, y/+ β), B (x/+ α, y/+ β), C (x/+α, y/- β) and D (x/- α, 
y/-β). However, our concern is variation of θ. Clearly 
considering such error measures minimum value of θ will 
result when the MS is located at C and maximum value 
will result when the MS is located at vertex A. 
Thus θmin= tan-1(y/-β/x/+ α)  
and    θmax= tan-1(y/+ β/x/- α).  
Thus we effectively have a range of values of θ with the 
most probable value being tan-1(y//x/). For good fitting the 
values of α and β will be quite small in comparison to x/ 
and y/ and hence in most cases the range of values of θ will 
be small enough to yield 1 AP or at the most 2 APs for 
scanning purposes. 

3.5 Scanning and Pre-authentication 

All necessary information like MAC(Medium Access 
Control)  addresses and operating channels of the neighbor 
APs are downloaded by the MS from the server data. 
Selective channel scanning with the help of uncast instead 
of broadcast efficiently reduces the handoff delay to a great 
extent. Moreover, the MS has to wait for only the ‘round 
trip time’ (rtt) for scanning each channel instead of the Min 
Channel Time or the Max Channel Time. When the MS 
responds to handoff, according to the proposed algorithm, 
it first looks for the potential AP and then scans the 
channels of that AP. As proposed in [9], the expected 
scanning delay using selective scanning is, 

t = N× Г + ω 
where‘t’ is the scanning delay, ‘N’ is the number of 
channels scanned, ‘Г’ is the round trip time and ‘ω’ is the 
message processing time. ‘Г’ is the summation of the time 
taken for the Probe Request to be sent to the selected AP’s 
and for the Probe Response to be received, which has been 
estimated to be around 3-7 ms. By pre-authentication 
during the scanning phase the factor ω would also be 
greatly reduced and would consist only of the re-
association time. This mechanism can be implemented as 
proposed in [10].                                            
                                
 

                                                                         
Figure.7A. Illustration of the error estimation 

 
                                  

                    

                          
Figure.7B Illustration of the error estimation 

 

4. Simulation Results 

Simulations of a sample run of our experiment have been 
presented here. We consider the handover for a MS from 
the cell in which its call originates. The coverage region of 
the AP is taken as regular hexagon of length 100m approx. 
The handoff region starts at a radial distance of 90m from 
the AP. The mobility pattern of the MS has been presented 
in Fig.8 which was tracked by GPS at an interval of 5 s. 
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    Figure.8 

 
On entering the handoff region GPS was turned off. 
Regression lines for X and Y axes were computed. The 
equations in this case turned out to be  
x = 4.583159 + 0.532045 t and 
y = 7.017031 + 0.399405 t 

 
Figure.9 

             
Figure 10 

Hence the parameters computed were 
x/ = 71.089 m, y/ = 56.943 m and θ = 38.695 (degree) 
 The deviations of predicted from actual positions of MS 
obtained by GPS were plotted for both axis.  

        
Figure.11

          Figure.12 
Hence, α = 6.086 m 
      and  β = 11.579 m 
Thus, θmin= tan-1(y/-β/x/+α)= 30.447(degree) 
and   θmax= tan-1(y/+ β/x/-α)= 46.510(degree) 
This indicates that the MS is moving towards AP2 as the 
expected range of angle lies between 0 and 60 degrees. 
We made 100 such sample runs by varying various 
parameters like mobility range and velocity of MS, cell 
coverage area, etc. In 89% of the cases one potential AP 
was selected while in 9% cases two potential APs were 
selected. The remaining 2% constituted cases where 
potential APs selected by the proposed algorithm resulted 
in association failure leading to an efficient full scanning of 
the channels of other APs (approx 30-40 ms). Taking the 
‘round trip time’ (rtt) as 3 msec the average handoff latency 
measured was 6.563 msec which is a drastic improvement 
in comparison to earlier proposed methods. The graph of 
this simulation is plotted in Fig.12, which shows the 
various handoff delay times in the Y-axis in msec, for each 
experiment, which is shown in the X-axis. 
The success of our simulation clearly depicts the 
applicability of our proposed algorithm.  
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5. Conclusion 

Our proposed method aims at reducing handoff time by 
reducing the number of APs to be scanned which is 
accomplished by fitting a trend equation to the motion of 
the MS. This in turn reduces the number of channels to be 
scanned which brilliantly reduces the handoff delay as is 
clear from the simulation presented in the above section. In 
the proposed algorithm a linear trend equation has been 
fitted because it is the most common and trustworthy fit. 
However higher order polynomials may also be used for 
fitting and best fit may be chosen by comparing the norm 
of the residuals. 
However the proposed algorithm may prove erroneous if 
the motion of the MS is too much random to be used for 
prediction purposes. Future works in this field may include 
research on more refined algorithms regarding curve fitting 
and prediction. Error estimation method may also be 
improved. It is worth mentioning here that although the 
proposed work has been presented considering honeycomb 
structures yet our algorithm would work in a similar 
manner for other cell structures and neighbor AP locations. 
Minor changes would be introduced depending on the 
network topology. 
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Abstract 

Visual Cryptography is a special type of encryption technique to 
obscure image-based secret information which can be decrypted 
by Human Visual System (HVS).  This cryptographic system 
encrypts the secret image by dividing it into n number of shares 
and decryption is done by superimposing a certain number of 
shares(k) or more. Simple visual cryptography is insecure 
because of the decryption process done by human visual system. 
The secret information can be retrieved by anyone if the person 
gets at least k number of shares. Watermarking is a technique to 
put a signature of the owner within the creation.  
In this current work we have proposed Visual Cryptographic 
Scheme for color images where the divided shares are enveloped 
in other images using invisible digital watermarking. The shares 
are generated using Random Number. 
Keywords: Visual Cryptography, Digital Watermarking, 
Random Number. 

1. Introduction 

Visual cryptography is a cryptographic technique where 
visual information (Image, text, etc) gets encrypted in 
such a way that the decryption can be performed by the 
human visual system without aid of computers [1]. 
Like other multimedia components, image is sensed by 
human. Pixel is the smallest unit constructing a digital 
image. Each pixel of a 32 bit digital color image are 
divided into four parts, namely Alpha, Red, Green and 
Blue; each with 8 bits.  Alpha part represents degree of 
transparency. 
A 32 bit sample pixel is represented in the following 
figure [2] [3].  
 

11100111     11011001    11111101        00111110 
 

 

Fig 1: Structure of a 32 bit pixel 

 
 
 
 
Human visual system acts as an OR function. Two 
transparent objects stacked together, produce transparent 
object. But changing any of them to non-transparent, final 
objects will be seen non-transparent. In k-n secret sharing 
visual cryptography scheme an image is divided into n 
number of shares such that minimum k number of shares 
is sufficient to reconstruct the image. The division is done 
by Random Number generator [4]. 
This type of visual cryptography technique is insecure as 
the reconstruction is done by simple OR operation. 
To add more security to this scheme we have proposed a 
technique called digital enveloping. This is nothing but an 
extended invisible digital watermarking technique. Using 
this technique, the divided shares produced by k-n secret 
sharing visual cryptography are embedded into the 
envelope images by LSB replacement [5]. The color 
change of the envelope images are not sensed by human 
eye [ 6]. (More than 16.7 million i.e.224 different colors 
are produced by RGB color model. But human eye can 
discriminate only a few of them.). This technique is 
known as invisible digital watermarking as human eye 
can not identify the change in the envelope image and the 
enveloped (Produced after LSB replacement) image [7].   
In the decryption process k number of embedded 
envelope images are taken and LSB are retrieved from 
each of them followed by OR operation to generated the 
original image.  
In this paper Section 2 describes the Overall process of 
Operation, Section 3 describes the process of k-n secret 
sharing Visual Cryptography scheme on the image, 
Section 4 describes the enveloping process using invisible 
digital watermarking, Section 5 describes decryption 
process, Section 6 describes the experimental result, and 
Section 7 draws the conclusion.     Alpha        Red        Green           Blue
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2. Overall Process 

Step I:  The source image is divided into n number of 
shares using k-n secret sharing visual cryptography 
scheme such that k number of shares is sufficient to 
reconstruct the encrypted image. 
Step II: Each of the n shares generated in Step I is 
embedded into n number of different envelope images 
using LSB replacement. 
 
Step III: k number of enveloped images generated in Step 
II are taken and LSB retrieving with OR operation, the 
original image is produced.    
 
The process is described by Figure 2 
 

3. k-n Secret Sharing Visual Cryptography 
Scheme 
An image is taken as input.  The number of shares the 
image would be divided (n) and number of shares to 
reconstruct the image (k) is also taken as input from user. 
The division is done by the following algorithm. 
Step I: Take an image IMG as input and calculate its 
width (w) and height (h).  

Step II: Take the number of shares (n) and minimum number 
of shares (k) to be taken to reconstruct the image where k must 
be less than or equal to n. Calculate RECONS = (n-k)+1. 
Step III: Create a three dimensional array 
IMG_SHARE[n][w*h][32] to store the pixels of n 
number of shares. k-n secret sharing visual cryptographic 
division is done by the following process. 
 
for i = 0 to (w*h-1)  
{ 
   Scan each pixel value of IMG and convert it into 32 bit 
binary string let PIX_ST. 
        for j = 0 to 31  
          {       if (PIX_ST.charAt(i) =1){ 
                  call Random_Place (n, RECONS) 
                  } 
                  for k = 0 to (RECONS−1)      
                  { 
                      Set IMG_SHARE [RAND[k]][i][j] = 1 
                  } 
            } 
}  
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      Fig 2: Block diagram of the overall process 
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Step IV: Create a one dimensional array IMG_CONS[n] 
to store constructed pixels of each n number of shares by 
the following process. 
for k1 = 0 to (n-1) 
{  for k2 = 0 to (w*h-1)    
  {  String value= “” 
     for k3 = 0 to 31   { 
          value = value+IMG_SHARE [k1][k2][k3] 
        } 

Construct alpha, red, green and blue part of each pixel 
by taking consecutive 8 bit substring starting from 0.  

Construct pixel from these part and store it into 
IMG_CONS[k1] [4]. 

      } 
  Generate image from IMG_CONS [k1]1 [8]. 
}  
subroutine int Random_Place(n, RECONS) 
{  Create an array RAND[RECONS] to store the 
generated random number.  
  for i = 0 to (recons-1)    
    { 
      Generate a random number within n, let rand_int. [9] 
      if (rand_int is not in RAND [RECONS]) 
         RAND [i] = rand_int 
    } 
   return RAND [RECONS] 
}       
4. Enveloping Using Invisible Digital 
Watermarking 
Using this step the divided shares of the original image 
are enveloped within other image. Least Significant Bit 
(LSB) replacement digital watermarking is used for this 
enveloping process. It is already discussed that a 32 bit 
digital image pixel is divided into four parts namely 
alpha, red, green and blue; each with 8 bits. Experiment 
shows that if the last two bits of each of these parts are 
changed; the changed color effect is not sensed by human 
eye[6]. This process is known as invisible digital 
watermarking [7]. For embedding 32 bits of a pixel of a 
divided share, 4 pixels of the envelope image is 
necessary. It means to envelope a share with resolution w 
X h; we need an envelope image with w X h X 4 pixels. 
Here we have taken each envelope of size 4w X h.  
The following figure describes the replacement process. 
For replacing 8 bit alpha part, a pixel of the envelope is 

needed. In the same way red, green and blue part are 
enveloped in three other pixels of the envelope image.    
The enveloping is done using the following algorithm 
 
Step I:  Take number of shares (n) as input.  
             for share = 0 to n-1 follow Step II to Step IV. 
 
Step II: Take the name of the share, let SHARE_NO (NO 
is from 0 to n-1) and name of the envelope, let 
ENVELOPE_NO (NO is from 0 to n-1) as input. Let the 
width and height of each share are w and h. The width of 
the envelope must be 4 times than that of SHARE_NO.  
Step III:  Create an array ORG of size w*h*32 to store 
the binary pixel values of the SHARE_NO using the loop 
for i = 0 to (w*h-1)   
 {  Scan each pixel value of the image and convert it into 
32 bit     
     binary string let PIX 
      for j = 0 to 31  
       { ORG [i*32+j] = PIX.charAt(j)   
       } 
  } 
Create an array ENV of size 4*w*h*32 to store the binary 
pixel values of the ENVELOPE_NO using the previous 
loop but from i = 0 to 4*w*h*32 −1.  
Step IV: Take a marker M= −1. Using the following 
process the SHARE_NO is embedded within 
ENVELOPE_NO. 
for i = 0 to 4*w*h −1  
{ 
           ENV [i*32+6] = ORG [++M];    
           ENV [i*32+7 ] = ORG [++M]; 
           ENV [i*32+14] = ORG [++M]; 
           ENV [i*32+15] = ORG [++M]; 
           ENV [i*32+22] = ORG [++M]; 
           ENV [i*32+23] = ORG [++M]; 
           ENV [i*32+30] = ORG [++M]; 
           ENV [i*32+31] = ORG [++M]; 
} 
Construct alpha, red, green and blue part of each pixel by 
taking consecutive 8 bit substring starting from 0. 
Construct pixel from these part and store it into a one 
dimensional array let IMG_CONS of size 4*w*h  [4]. 
      } 
  Generate image from IMG_CONS [ ]1. 
 

 
Fig 3: Enveloping Process 
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5. Decryption Process 

In this step at least k numbers of enveloped images are 
taken as input. From each of these images for each pixel, 
the last two bits of alpha, red, green and blue are retrieved 
and OR operation is performed to generate the original 
image. It is already discussed that human visual system 
acts as an OR function. For computer generated process; 
OR function can be used for the case of stacking k 
number of enveloped images out of n.   
 
The decryption process is performed by the following 
algorithm. 
 
Step I: Input the number of enveloped images to be taken 
(k); height (h) and width (w) of each image. 
 
Step II: Create a two dimensional array STORE[k 
][w*h*32 ] to store the pixel values of k number of 
enveloped images. Create a one dimensional array 
FINAL[(w/4)*h*32] to store the final pixel values of the 
image which will be produced by performing bitwise OR 
operation of the retrieved LSB of each enveloped images. 
 
Step III:   
for share_no = 0 to k-1  
{  
Take the name of the enveloped image to be taken and 
store the pixel values in STORE [share_no][w*h*32] 
using the following loop. 
   for i = 0 to (w*h-1)   
      {  Scan each pixel value of the Enveloped image and 
convert      
            it into 32 bit binary string let PIX. 
        for j = 0 to 31  
         { STORE[share_no][i*32+j] = PIX.charAt(j)   
         } 
     } 
  } 
Step IV: Take a marker M= −1. Using the following 
process the last two bits of alpha, red, green and blue of 
each pixel of each k number of enveloped images are OR 
ed to produce the pixels of the original image. 
for i = 0 to w*h 
 { 
Consider 8 integer values from C0 to C7 and set all of 
them to 0. 
     for SH_NO = 0 to k-1  
     {  
       c0 = c0 | STORE [SH_NO] [i*32+6];    // | is bitwise 
OR 
       c1 = c1 | STORE [SH_NO] [i*32+7];  
       c2 = c2 | STORE [SH_NO] [i*32+14]; 
       c3 = c3 | STORE [SH_NO] [i*32+15];  
       c4 = c4 | STORE [SH_NO] [i*32+22]; 

       c5 = c5 | STORE [SH_NO] [i*32+23];  
       c6 = c6 | STORE [SH_NO] [i*32+30]; 
       c7 = c7 | STORE [SH_NO] [i*32+31]; 
    } 
 
FINAL [++M] =c0; 
FINAL [++M] = c1; 
FINAL [++M] = c2; 
FINAL [++M] = c3; 
FINAL [++M] = c4; 
FINAL [++M] = c5; 
FINAL [++M] = c6; 
FINAL [++M] = c7; 
  } 
  
Create a one dimensional array IMG_CONS[ ] of size 
(w/4)*h to store constructed pixels.  
Construct alpha, red, green and blue part of each pixel by 
taking consecutive 8 bit substring from FINAL[ ] starting 
from 0. 
Construct pixel from these part and store it into 
IMG_CONS[(w/4)*h]   
Generate image from IMG_CONS[ ].           

6. Experimental Result 

Division using Visual Cryptography:  
Source Image: Lena.png 
Source image is  

 

Fig 4: Source Image 
 

Number of Shares: 4 
Numbers of shares to be taken: 3 
Image shares produced after applying Visual 
Cryptography 
are: 

0img.png 1img.png 
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Enveloping using Watermarking:     
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                                                                                           Fig 6: Enveloping shares using Digital Watermarking 

 
Decryption Process: 
Number of enveloped images taken: 3 
Name of the images: Final0.png, Final2.png, Final3.png 
 
 
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                    Fig 7: Decryption Process 
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7. Conclusion 

Decryption part of visual cryptography is based on OR 
operation, so if a person gets sufficient k number of 
shares; the image can be easily decrypted. In this current 
work, with well known k-n secret sharing visual 
cryptography scheme an enveloping technique is 
proposed where the secret shares are enveloped within 
apparently innocent covers of digital pictures using LSB 
replacement digital watermarking. This adds security to 
visual cryptography technique from illicit attack as it 
befools the hackers’ eye.  
The division of an image into n number of shares is done 
by using random number generator, which is a new 
technique not available till date. This technique needs 
very less mathematical calculation compare with other 
existing techniques of visual cryptography on color 
images [10][11][12][13]. This technique only checks ‘1’ 
at the bit position and divide that ‘1’ into (n-k+1) shares 
using random numbers. A comparison is made with the 
proposed scheme with some other schemes to prove the 
novelty of the scheme. 

Table 1: Margin specifications 
Other Processes Proposed Scheme 

1. k-n secret sharing process is 
Complex[10][11][12]. 

1. k-n secret sharing process is 
simple as random number is 
used. 

2. The shares are sent through 
different communication 
channels, which is a concern to 
security issue [10][11][12][13]. 

2. The shares are enveloped 
into apparently innocent cover 
of digital pictures and can be 
sent through same or different 
communication channels. 
Invisible digital watermarking 
befools the hacker. 
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Appendix: 

1 Java Language implementation is 
int c=0; 
int a=(Integer.parseInt(value.substring(0,8),2))&0xff; 
int r=(Integer.parseInt(value.substring(8,16),2))&0xff; 
int g=(Integer.parseInt(value.substring(16,24),2))&0xff; 
int b=(Integer.parseInt(value.substring(24,32),2))&0xff; 
img_cons[c++]=(a << 24) | (r<< 16) | (g << 8) | b; 
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Abstract 

 
A Mobile Ad-hoc Network (MANET) is a kind of 
wireless ad-hoc network, and is also  a self-configuring 
network, where in, mobile nodes are connected through  
wireless links. The topology of mobile ad-hoc networks 
is arbitrary and changes due to the consequent movement 
of the nodes. This causes frequent failures in the routing 
paths. This paper proposes the computation of multiple 
paths between a pair of Source and Destination, though 
which the data packets can be transmitted, and this 
improves the QoS parameters like reliability, Route 
Request Frequency and end-to-end delay. 

 
Keywords: MANETs, QoS, Multipath, node disjoint, 
link disjoint. 

 
 
1. Introduction 
 
Mobile ad hoc networks (MANETs) comprise 
mobile nodes connected wirelessly to each other 
without the support of any fixed infrastructure or 
central administration. The nodes are self 
organized and can be deployed “on the fly” 
anywhere, any time to serve the need. Two nodes 
can communicate if they are within each other’s 
radio range, otherwise, intermediate nodes serve as 
routers if they are out of range, there by it becomes 
multihop routing. These networks have several 
salient features like rapid deployment, robustness, 
flexibility, inherent mobility support, highly 
dynamic network topology, the limited battery 
power of mobile devices, limited capacity and 
asymmetric or unidirectional links. MANETs  

 
 
 
can be deployed in emergency and rescue 
operations, disaster recovery conferences, etc [1].  
 

 
The rest of this paper is organized as 

follows. Section 2 describes QoS Routing 
challenges in MANETs. Section 3 describes a brief 
need for Multipath Routing. Section 4 presents the 
Discovery of multiple paths. In Section 5, describes 
the computation of multiple paths in MANET s 
which  is validated through MAT Lab. Section 6 
provides an algorithm for finding multiple paths. 
Section 7 concludes this paper. 

 
  

2. QoS Routing Challenges in MANETs  
 
Because of the inherent properties of MANETs, 
establishing a stable path which can adhere to the 
QoS requirements is a big challenging. The 
stability issues of a data transmission system in a 
MANET can be studied under the following 
aspects [2], [7], [8].  
 
1. Existence of mobile nodes (Mobility factor): 
Nodes in a MANET forms the network only when 
they are in the communication range of each other. 
If they move out of range, link between two nodes 
is broken. At times, breakage of a single link can 
lead to the major network partitioning. Hence, 
mobility of the nodes is a major challenging issue 
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for a stable network. Also, breakdown of certain 
links results in routing decisions to be made again.  
 
2. Limited battery / energy factor: Mobile nodes 
are battery driven. Therefore, the energy resources 
for such networks are limited. Also, the battery 
power of a mobile node depletes not only due to 
data transmission but also because of interference 
from the neighboring nodes. Thus, a node looses its 
energy at a specific rate even if it is not transferring 
any data packet. Hence the lifetime of a network 
largely depends on the energy levels of its nodes. 
Higher the energy level, higher is the link stability 
and hence, network lifetime. Also lower is the 
routing cost.  
 
3. Multiple paths: To send data from a source to 
destination, a path has to be found before hand. If a 
single path is established, sending all the traffic on 
it will deplete all the nodes faster. Also, in case of 
path failure, alternate path acts as a backup path. 
Thus, establishing multiple paths aids not only in 
traffic engineering but also prevents faster network 
degradation.  
 
4. Node-disjoint paths: Multiple paths between two 
nodes can be either link-disjoint or node disjoint. 
Multiple link-disjoint paths may have one node 
common among more than one path. Thus, traffic 
load on this node will be much higher than the 
other nodes of the paths. As a result, this node 
tends to die much earlier than the other nodes, 
leading to the paths to break down much earlier. 
Thus, the presence of node disjoint paths prolongs 
the network lifetime by reducing the energy 
depletion rate of a specific node [6].  
 

 
3. Need for Multipath Routing 
 
Either point to point or multipoint to multipoint 
data transmission is necessary for the 
applications of MANETs, which made the 
multicast technology as one of the emerging 
area by the researchers. However, in 
multicasting network congestion, network load 
imbalance and QoS degradation are easy to 
occur when the network load increases 

heavily. Multipath routing scheme has more 
advantages than unipath routing on the aspect 
of fault-tolerance, routing reliability and 
network load balance [3]. To improve the 
quality of MANET routing, multipath routing 
has attracted more and more research 
attentions. 
 

 
 
 
 
4. Discovery of multiple paths  
 
To discover multiple paths between a pair of 
source to destination the basic route discovery 
mechanisms used i.e DSR and AODV protocols. In 
fact, one of the major reasons for using multi path 
routing is to discover multiple paths by using either 
node disjoint or link disjoint methods. In the node 
disjoint method, nodes on the paths should not be 
common, where as, in the link disjoint method; 
links on the paths should not be common. Hence, 
the route discovery mechanisms of the existing 
routing protocols need to be modified to discover a 
maximum number of node- disjoint or link disjoint 
paths. Once all node disjoint or link disjoint paths 
have been discovered, there arises other issues like 
how to select a suitable path or a set of paths from 
all the discovered paths and what node should 
make this selection, namely the source or the 
destination [4, 5]. 
 
 
5. Computation of Multiple Paths in  
    MANETs 
 
     A – Source node 
     D – Destination node 
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For the above example graph we have constructed 
the path matrix by using the node disjoint paths. In 
the path matrix, number of paths is placed in rows, 
and number of vertices is placed in columns. For 
every path we identify the vertices, if the vertex is 
there in the path then we assign the value 1 for the 
corresponding vertex otherwise we assign the value 
0.     
 
 
 
Path Matrix: 
 
 

 
In the above path matrix, minimum weight is 3, 
here we have two minimum weight paths i.e., P2 
and P3. By default we select P2 as first path. 
 
To find Multiple Paths: 
 
First we find the Hamming distance by using the 
path matrix. In hamming distance matrix the 
number of paths is taken as rows and columns i.e., 

symmetric matrix. To find the hamming distance 
we count the dissimilar values of P1 and the 
remaining individual paths. Similarly P2, P3, P4, 
P5 and P6. 
 
 
 
Hamming distance matrix: 
 
 

 
 
From Node Disjoint Path matrix minimum weight 
path is selected as first path i.e., P2. 
 
In P2 (row2) the maximum value is 3 that value is 
in column1 (P1). 
 
Now we select second path P1. 
 
 
For finding the next path is maximum sum of P1 
and P2.  
 

        
Here all the values are same. From this P1 and P2 
are already selected. So the remaining paths are P3, 
P4, P5 and P6. By default we select third path P3. 
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For finding the next path is maximum  sum of  P1, 
P2 and P3. 
 

 
 
Here the remaining paths are P4, P5 and P6. From 
this maximum value is 6. so that select P5. Now 
the fourth path is P5. 
 
 
For finding the next path is maximum sum of P1, 
P2, P3 and P5. 
 
   

 
 
Here the remaining paths are P4 and P6. Both are 
having the same value i.e., 6. By default we select 
fifth path is P4. The remaining path P6 is sixth 
path. 
The sequences of multiple paths are P2, P1, P3, P5, 
P4 and P6. 
  6. Algorithm 
 

1. From the given network select the source 
and destination node. Next find all 
possible paths from the source to 
destination node by using node disjoint 
method. 

2. Next find the Node disjoint path matrix. 
3. After finding the Node disjoint path 

matrix, for every path find the weight. 
Now select the minimum weight. This 
minimum weight path is first path of the 
given network 

4. To find the multiple paths  develop the 
hamming distance matrix. Read the 
dissimilar values of first path and the 
remaining individual paths 

5. In the first path read the maximum value 
from the hamming distance matrix. Read 
the maximum value of the corresponding 
column number that is to be taken as 
second path. 

6. Find the maximum sum of first path and 
second path.  

7. If all the values are same then select any 
value and read the corresponding column 
number that is to be taken as third path. 

8. Otherwise find the maximum value, and 
read the corresponding column number 
that is to be taken as third path. 

9. repeat step number 6 until all the paths are 
computed.   

7. Conclusions:  
 
Since mobile nodes are potentially mobile in nature 
and infrequent path failures in MANETs inevitable, 
we propose an algorithm through which multiple 
paths can we computed                              there by 
control overhead can be drastically reduced. 
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Abstract 

In Wireless Local Area Network data transfer from 

one node to another node via air in the form of radio 

waves. There is no physical medium for transferring 

the data like traditional LAN. Because of its 

susceptible nature WLAN can open the door for the 

intruders and attackers that can come from any 

direction.  Security is the most important element in 

WLAN. MAC address filtering is one of the security 

methods for securing the WLAN. But it is also 

vulnerable. In this paper we will demonstrate how 

hackers exploit the WLAN vulnerability (Identity 

theft of legitimate user) to access the Wireless Local 

Area Network.   

Keywords: - WLAN, MAC address, Access Point, 
WNIC, Wi-Fi 

 

 

 

 

 

 

 

 

 

 

 

 

 

Introduction 

 Wi-fi technology has played a very significant role in 

IT revolution and continues to do so. After 2 decades 

it is very popular among the It fraternity. Many 

companies, Educational Institutions, Airports as well 

as domestic users make use of the WLAN facility. 

Security is an important factor of Wireless Local  

Area Network because of its nature. D-Link, Linksys 

are providing the WLAN security with the help of 

MAC address.[1] and WEP key. It is noted that the 

MAC address filtering is the gateway for hackers to 

enter and access the facility of Wireless Local Area 

Network.      

Material and methods 

The research was carried out to reveal WLAN 

Security: Active Attack on WLAN Secure Network 

WLAN Security: Active Attack of WLAN Secure Network 
(Identity theft) 
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(Identity theft). The work was conducted at 

Department of Information Technology, Jagran 

Institute of Management. Materials used and the 

procedures employed are as follows: We can design a 

scenario after understanding the theory of WLAN 

security with the help of MAC address filtering. We 

have taken the Colasoft MAC Scanner 2.2 Pro Demo. 

There are hardware such as: HCL Desktop, Toshiba 

Laptops, AP (D-Link 2100 Series Access Point) and 

Wireless card (D-Link DWA 510).  

 

Softwares such as: Operating System (Windows XP) 

and other application softwares. One client is used to 

communicate with Access Point. Another client is 

used to keep track of the network traffic as a hacker 

and listens to the WLAN. AP is linked to LAN with 

wires. Figure 1 is the illustration of Identity theft job. 

 

 

 

 

 

 

 

 

 

 

Open the internet explorer and type the IP of the 

access point 80.0.99.6 in address bar and press enter, 

Access Point will display the following window 

 

 

 

Click on wireless tab 

 

Click on advance tab, Click on filter, write the MAC 

address of legitimate user. For searching the MAC 

address click on start, click on run, type cmd and 

Figure - 1 Identity Theft gears  

Access 
Point 

Wired 
Network 

Cracker System equipped 
with Colasoft MAC 

Scanner 2.2 Pro Demo 

UDP flooder simulating 
the traffic 

Wireless 
Network 
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again type getmac, this command will display the 

MAC address of the WNIC  

 

Click on access control displays three options namely 
disable, accept and reject,  click on accept it means 
only authorized MAC address can access the WLAN, 
write the MAC address and save. 

 

Now we are going to another computer to access the 
wireless local area network which MAC address is 
displaying below: 

C:\>getmac 

1C-AF-F7-0C-CC-8C   \Device\Tcpip_{12361AAF-

5538-4489-87B4-C9BB984E1299} 

Now we are trying to connect the 
Target_Access_Point wireless network 

 

 

 

 

 

 

 

After that the system is not connected the wireless 
LAN. 

Then we hack the MAC address of the legitimate user 

with the help of Cola soft MAC Scanner 2.2 Pro 

Demo [2].  

After that the system will not be connected to the 

wireless LAN, and then we hack the MAC address of 

legitimate user with the help of Colasoft MAC 

Scanner 2.2 Pro Demo (it can be downloaded to 

http://www.colasoft.com /mac_scanner/ 

Double click on colasoft Scanner 

 

Here you can see the highlighted MAC address. This 

is the identity of authorized user namely FAHAD.  

Now we change the identity with the help of 

following process: 
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Click on start, Go to control panel, double click on 

Network connection, right click on Wireless Network 

connection, click on configure, click on advance  

 Select Local Administration MAC network, here you 

can see in value column it displays the MAC address. 

Now you can replace the identity of the existing user.  

Type the MAC address in value column 
0012f08ffc26 

After changing the MAC address the hacker can 
easily access the WLAN without any barrier.  

Conclusion 

Due to the broadcast nature of the wireless 

communication, it becomes an easy prey for an 

attacker to capture wireless communication or to 

disturb the normal operation of the network by 

injecting additional traffic.  

WLAN is also prone to unauthorized intervention by 

hackers where they create conditions for the theft of 

the identity (MAC address) of an authorized user. 

The access point cannot filter the MAC address. 

Because it checks their database and matches the 

MAC address, if found it allows accessing the 

WLAN. 

To avoid this type of vulnerability we will strongly 

recommend that the administrator should use the 

combination of enabling WEP key and MAC address 

filter security mechanism. [3]    
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Abstract— The power of the WWW comes not simply from 
static HTML pages - which can be very attractive, but the 
important first step into the WWW is especially the ability to 
support those pages with powerful software, especially when 
interfacing to databases. The combination of attractive screen 
displays, exceptionally easy to use controls and navigational aids, 
and powerful underlying software, has opened up the potential 
for people everywhere to tap into the vast global information 
resources of the Internet [1]. There is a lot of data on the Web, 
some in databases, and some in files or other data sources. The 
databases may be semi structured or they may be relational, 
object, or multimedia databases. These databases have to be 
mined so that useful information is extracted. 
While we could use many of the data mining techniques to mine 
the Web databases, the challenge is to locate the databases on the 
Web. Furthermore, the databases may not be in the format that 
we need for mining the data. We may need mediators to mediate 
between the data miners and the databases on the Web. This 
paper presents the important concepts of the databases on the 
Web and how these databases have to be mined to extract 
patterns and trends. 
 
Keywords - Data Mining, Web Usage Mining, Document Object 
Model, KDD dataset 

I.  INTRODUCTION  

Data mining slowly evolves from simple discovery of frequent 
patterns and regularities in large data sets toward interactive, 
user-oriented, on-demand decision supporting. Since data to 
be mined is usually located in a database, there is a promising 
idea of integrating data mining methods into Database 
Management Systems (DBMS) [6]. Data mining is the process 
of posing queries and extracting patterns, often previously 
unknown from large quantities of data using pattern matching 
or other reasoning techniques. 

II. CHALLENGES FOR KNOWLEDGE DISCOVERY 

Data mining, also referred to as database mining or knowledge 
discovery in databases (KDD) is a research area that aims at 
the discovery of useful information from large datasets. Data 

Mining [9] uses statistical analysis and inference to extract 
interesting trends and events, create useful reports, support 
decision making etc. It exploits the massive amounts of data to 
achieve business, operational or scientific goals. However 
based on the following observations the web also poses great 
challenges for effective resource and knowledge discovery. 

 The web seems to be too huge for effective data 
warehousing and data mining. The size of the web is 
in the order of hundreds of terabytes and is still 
growing rapidly. many organizations and societies 
place most of their public-accessible information on 
the web. It is barely possible to set up  data 
warehouse to replicate, store, or integrate of the data 
on the web. 

 The complexity of web pages is greater than that of 
any traditional text document collection. Web pages 
lack a unifying structure. they contain far more 
authoring style and content variations than any set of 
books or other traditional text based documents. The 
web is considered a huge digital library; however the 
tremendous number of documents in this library is 
not arranged according to any particular sorted order. 
There is no index by category, nor by title, author, 
cover page, table of contents and so on. 

 The web is a highly dynamic information source. Not 
only does the web grow rapidly, but its information is 
also constantly updated. News, stock markets, 
weather, airports, shopping, company advertisements 
and numerous other web pages are updated regularly 
on the web. 

 The web serves a broad diversity of user 
communities. The internet currently connects more 
than 100 million workstations, and its user 
community is still rapidly expanding. Most users may 
not have good knowledge of the structure of the 
information network and may not be aware of the 
heavy cost of a particular search. 
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 Only a small portion of the information on the web is 
truly relevant or useful. It is said that 99 % of the 
web information is useless to 99 % of web users. 
Although this may not seem obvious, it is true that a 
particular person is generally interested in only a tiny 
portion of the web, while rest of the web contains 
information that is uninteresting to the user and  may 
swamp desired such results. 
 

 
These challenges have promoted search into efficient and 

effective discovery and use of resources on the internet. There 
are many index based Web search engines. These search the 
web, index web pages, and build and store huge keyword-
based indices that help locate sets of web pages containing 
certain keywords [7]. However a simple keyword based search 
engine suffers from several deficiencies. First, a topic of any 
breadth can easily contain hundreds of thousands of 
documents. This can lead to a huge number of document 
entries returned by a search engine, many of which are only 
marginally relevant to the topic or may contain materials of 
poor quality. Second, many documents that are highly relevant 
to a topic may not contain keywords defining them. This is 
referred to as the polysemy problem. For example, the keyword 
Oracle may refer to the oracle programming language, or an 
island in Mauritius or brewed coffee. So a search based on the 
keyword, search engine may not find even the most popular 
web search engines like Google, Yahoo!, AltaVista if these 
services do not claim to be search engines on their web pages. 

So a keyword-based web search engine is not sufficient for 
the web discovery, then Web mining should have to be 
implemented in it. Compared with keyword-based Web search, 
Web mining is more challenging task that searches for web 
structures, ranks the importance of web contents, discovers the 
regularity and dynamics of web contents, and mines Web 
access patterns. However, Web mining can be used 
substantially enhances the power of documents, and resolve 
many ambiguities and subtleties raised in keyword-based web 
search. Web mining tasks can be classified into three 
categories: 

 Web content mining 
  Web structure mining 
 Web usage mining. 

 

III. WEB CONTENT MINING 
The concept of web content mining is far wider than 

searching for any specific term or only keyword extraction or 
some simple statics of words and phrases in documents. For 
example a tool that performs web content mining can 
summarize a web page so that to avoid the complete reading of 
a document and save time and energy. Basically there are two 
models to implement web content mining. The first model is 
known as local knowledgebase model. According to this 
model, the abstract characterizations of several web pages are 
stored locally. Details of these characterizations vary on 
different systems [8]. For example, there are three categories of 

web sites: games, educational and others. References to several 
web sites relating to these categories are stored in a database. 

When extracting information, first the category is selected 
and then a search is performed within the web sites referred in  
this category. A query language enables you to query the 
database consisting of information about various categories at 
several levels of abstraction. As a result of the query, the 
system using this model for web content mining may have to 
request web pages from the web that matches the query. The 
concept of artificial intelligence is highly used to build and 
manage the knowledgebase consisting of information on 
various classes of web sites. The second approach is known as 
agent based model. This approach also applies the artificial 
intelligence systems, known as web agents that can perform a 
search on behalf  of a particular user for discovering and 
organizing documents in the web. 

IV.  WEB USAGE MINING 

The concept of web mining that helps automatically 
discovering user access patterns. For example, there are four 
products of a company sold through the web site of a company. 
Web usage mining analyses the behavior of the customers [8]. 
This means by using a web usage mining  tool the nature of the 
customers that is which product is most popular ,which is less, 
which city has the maximum number of customers and so on. 

V. WEB STRUCTURE MINING 

Denotes analysis of the link structure of the web.web 
structure mining is used for identifying more preferable 
documents. For example, the document A in web site X has a 
link to the document B in the web site Y [11]. According to 
Web structure mining concept, document B is important  to the 
web site A, and contains valuable information. The hyperlink 
induced Topic search (HITS) is a common algorithm for 
knowledge discovery in the web.  

VI. MINING THE WEB PAGE LAYOUT 

STRUCTURE. 

Compared with traditional plain text, a web page has more 
structure. Web pages are also regarded as semi-structured data. 
The basic structure of a web page is its DOM[3](Document 
object model) structure. The DOM structure of a web page is a 
tree structure where every HTML tag in the page corresponds 
to a node in the DOM tree. The web page can be segmented by 
some predefined structural tags. Useful tags 
include<P>(paragraph),<TABLE>(table),<UL>(list),<H1>~<
H6>(heading) etc. Thus the DOM structure can be used to 
facilitate information extraction.  Figure 1 illustrates HTML 
DOM Tree Example [2]: 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org  562 

 

 

 

            Figure 1. HTML DOM Tree Example 

Here's the DOM object tree generated by the code for the 
TABLE element and its child elements [4]: 

 

Figure 2.  DOM Object Tree Example 

Moreover, the DOM tree was initially introduced for 
presentation in the browser rather than the description of the 
semantic structure of the web page. For example, even though 
the two nodes in the Dom tree have the same parent, the two 
nodes might not be more semantically related to each other 
than to other nodes. 

In the sense of human perception, people always view a 
web page as different semantic objects rather than as a single 
object. Some research efforts show that users always expect 
that certain functional parts of a web page appear at certain 
positions on the page. Actually, when a web page is presented 
to the user, the spatial and visual cues can help the user 
unconsciously divide the web page into several semantic parts. 
therefore it is possible to automatically segment the web pages 
by using the spatial and visual cues. Based on this observation 
there is an algorithm called Vision-based page segmentation 
(VIPS).VIPS aims to extract the semantic structure of a web 
page based on its visual presentation. Such semantic structure 
is a tree structure: each node in the tree corresponds how 
coherent is the content in the block based on visual perception. 
The VIPS algorithm makes full use of the page layout feature. 
It first extracts all of the suitable blocks from the HTML DOM 
tree, and then it finds the separators between these blocks. here 

separators denote the vertical or horizontal lines in a web page 
that visually cross with no blocks. Based on the separators, the 
semantic tree of the web page is constructed. A web page can 
be represented as a set of blocks(leaf nodes of the semantic 
tree)Compared with the DOM- based methods, the segments 
obtained by VIPS are more semantically aggregated.  

VII. MINING THE WEB’S LINK STRUCTURES TO      
 IDENTIFY AUTHORITATIVE WEB PAGES 

Suppose to search for Web pages relating to a given topic, such 
as financial investing. In addition to retrieving pages that are 
relevant, the pages retrieved should be of high quality, or 
authoritative on the topic. the secrecy of authority is hiding in 
Web page linkages. The Web consists not only of pages, but 
also of hyperlinks pointing from one page to another. These 
hyperlinks contain an enormous amount of latent human 
annotation that can help automatically infer the notion of 
authority. When an author of a Web page creates a hyperlink 
pointing to another Web page, this can be considered as the 
author’s endorsement of the other page. The collective 
endorsement of a given page by different authors on the Web 
may indicate the importance of the page and may naturally lead 
to the discovery of authoritative Web pages. Therefore, the 
tremendous amount of Web linkage information provides rich 
information about the relevance, the quality, and the structure 
of the Web’s contents, and thus is a rich source for Web 
mining. 
However, the Web linkage structure has some unique features. 
First, not every hyperlink represents the endorsement we seek. 
Some links are created for other purposes, such as for 
navigation or for paid advertisements. Yet overall, if the 
majority of hyperlinks are for endorsement, then the collective 
opinion will still dominate. Second, for commercial or 
competitive interests, one authority will seldom have its Web 
page point to its rival authorities in the same field. For 
example, Coca-Cola may prefer not to endorse its competitor 
Pepsi by not linking to Pepsi’s Web pages. Third, authoritative 
pages are seldom particularly descriptive. For example, the 
main Web page of Yahoo! may not contain the explicit self-
description “Web search engine.” 
These properties of Web link structures have led researchers to 
consider another important category of Web pages called a 
hub. A hub is one or a set of Web pages that provides 
collections of links to authorities. Hub pages may not be 
prominent, or there may exist few links pointing to them; 
however, they provide links to a collection of prominent sites 
on a common topic. In general, a good hub is a page that 
points to many good authorities; a good authority is a page 
pointed to by many good hubs. Such a mutual reinforcement 
relationship between hubs and authorities helps the mining of 
authoritative Web pages and automated discovery of high-
quality Web structures and resources. 
An algorithm using hubs, called HITS (Hyperlink-Induced 
Topic Search), is a common algorithm for knowledge 
discovery in the web. HITS  is a web searching method where 
the searching logic partially depends on hyperlinks to identify 
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and locate the documents relating to a topic in the web. The 
HITS algorithm discovers the hubs and authorities of a 
community on a specific topic or query. In HITS algorithm the 
number of links between web sites is measured as weights. For 
a web site w, the weight of authority denotes the number of 
web sites containing a hyperlink to the web site w. Similarly 
the weight of the hub denotes the number of hyperlinks in the 
web site x pointing to other web sites. 
 
The steps in the HITS algorithm are:- 

 Accept the seed set, S, returned by a search engine. 
The set, S contains n number of web pages, where 
usually value of n lies between 0 to 200, means, n>0 
and n<=200. 

 Initialize the weight of the hub to 1 for each web 
page, p in the set, S. this means, assign hub_weight 
(p)=1,for each p, where p ε S. 

 Initialize the weight of the authority to 1 for each web 
page, p in the set, S. this means, assign 
authority_weight(p)=1 for each p, where p ε S. 

 Let the expression p→q denote that the web page p 
has a hyperlink to the web page q. 

 Iteratively update weight of the authority, and weight 
of the hub for each page, p in the set, S. Repeat this 
step for a predetermined fixed number of times  by 
calculating: 

           authority_weight(p)=∑hub_weight(q)  (1.1)                             
           q→p 
           hub_weight=∑authority_weight(q)       (1.2)                     
           p→q 

 Stop. 
 
Equation (1.1) implies that if a page is pointed to by many 
good hubs, its authority weight should increase (i.e., it is the 
sum of the current hub weights of all of the pages pointing to 
it). Equation (1.2) implies that if a page is pointing to many 
good authorities, its hub weight should increase (i.e., it is the 
sum of the current authority weights of all of the pages it points 
to). 
These equations can be written in matrix form as follows. Let 
us number the pages {1,2,. . . . ,n} and define their adjacency 
matrix A to be an n x n matrix where A(i, j) is 1 if page i links 
to page j, or 0 otherwise. Similarly, we define the authority 
weight vector a = (a1,a2,. . . ,an), and the hub weight vector     h 
= (h1,h2,. . . . ,hn). Thus, we have 
 

 h = A · a                                                    (1.3) 
      a = A T · h,     (1.4) 

where AT is the transposition of matrix A. Unfolding these two 
equations k times, we have [3] 

 
h = A · a = AAT h = (AAT )h = (AAT )2 h = · · ·= (AAT )k h  

  (1.4) 
a = AT · h = AT Aa = (ATA)a = (ATA)2 a = · · ·= (ATA)ka.  

  (1.5) 

 

According to linear algebra, these two sequences of iterations, 
when normalized, converge to the principal eigenvectors of 
AAT and ATA, respectively. This also proves that the 
authority and hub weights are intrinsic features of the linked 
pages collected and are not influenced by the initial weight 
settings. 
Finally, the HITS algorithm outputs a short list of the pages 
with large hub weights, and the pages with large authority 
weights for the given search topic. Many experiments have 
shown that HITS provides surprisingly good search results for 
a wide range of queries. Although relying extensively on links 
can lead to encouraging results, the method may encounter 
some difficulties by ignoring textual contexts. The problems 
faced in the HITS are:- 

 This algorithm does not have an effect of 
automatically generated hyperlinks. 

 The hyperlinks pointing to the irrelevant or less 
relevant documents are not excluded and cause 
complications for updating hub and authority weights. 

 A hub may contain various documents covering 
multiple topics. The HITS algorithm faces problem to 
concentrate on the specific topic mentioned by the 
query. This problem is called drifting. 

 Many web pages across various web sites sometimes 
points to the same document. This problem is referred 
to as topic hijacking. 

Such problems can be overcome by replacing the sums of 
Equations (1.1) and (1.2) with weighted sums, scaling down 
the weights of multiple links from within the same site, using 
anchor text (the text surrounding hyperlink definitions in Web 
pages) to adjust the weight of the links along which authority is 
propagated, and breaking large hub pages into smaller units. 
By using the VIPS algorithm, we can extract page-to block and 
block-to-page relationships and then construct a page graph 
and a block graph. Based on this graph model, the new link 
analysis algorithms are capable of discovering the intrinsic 
semantic structure of the Web. Thus, the new algorithms can 
improve the performance of search in Web context. The graph 
model in block-level link analysis is induced from two kinds of 
relationships, that is, block-to-page (link structure) and page-
to-block (page layout). 
The block-to-page relationship is obtained from link analysis. 
Because a Web page generally contains several semantic 
blocks, different blocks are related to different topics. 
Therefore, it might be more reasonable to consider the 
hyperlinks from block to page, rather than from page to page. 
Let Z denote the block-to-page matrix with dimension n x k. Z 
can be formally defined as follows: 

                  
             Zi j =    1 ⁄ si   if there is a link from block i to page j 
              0,      otherwise, 
       
      (1.6)  
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where si is the number of pages to which block i links. Zi j can 
also be viewed as a probability of jumping from block i to page 
j.  
The block-to-page relationship gives a more accurate and 
robust representation of the link structures of the Web. 
 
The page-to-block relationships are obtained from page layout 
analysis. Let X denote the page-to-block matrix with 
dimension k x n [7]. As we have described, each Web page can 
be segmented into blocks. Thus, X can be naturally defined as 
follows: 

  
                     fpi (bj),  if bj ε pi  
 Xi j = 
         0,   otherwise, 
  
      (1.7) 
 
 
where f is a function that assigns to every block b in page p an 
importance value. Specifically, the bigger fp(b) is, the more 
important the block b is. Function f is empirically defined 
below, 
  the size of block b 

  fp(b)=α x      
     the distance between the center of b and the center of the screen 
                   (1.8) 
where α is a normalization factor to make the sum of fp(b) to be 
1, that is, 

  ∑ fp(b) = 1 
  bεp  
 

Note that fp(b) can also be viewed as a probability that the user 
is focused on the block b when viewing the page p. Some more 
sophisticated definitions of f can be formulated by considering 
the background color, fonts, and so on. Also, f can be learned 
from some relabeled data (the importance value of the blocks 
can be defined by people) as a regression problem by using 
learning algorithms, such as support vector machines and 
neural networks. Based on the block-to-page and page-to-block 
relations, a new Web page graph that incorporates the block 
importance information can be defined as 
 

  WP = XZ,    (1.9) 
where X is a k x n page-to-block matrix, and Z is a n x k block-
to-page matrix. Thus WP is a k x k page-to-page matrix. 
 

VIII. CONCLUSION 

This paper has presented the details of tasks that are necessary 
for performing Web Usage Mining, the application of data 
mining and knowledge discovery techniques to WWW server 
access logs [5].The World Wide Web serves as a huge, widely 
distributed, global information service center for news, 
advertisements, consumer information, financial management, 
education, government, e-commerce, and many other services. 
It also contains a rich and dynamic collection of hyperlink 

information, and access and usage information, providing rich 
sources for data mining. Web mining includes mining Web 
linkage structures, Web contents, and Web access patterns. 
This involves mining the Web page layout structure, mining 
the Web’s link structures to identify authoritative Web pages, 
mining multimedia data on the Web, automatic classification 
of Web documents, and Web usage mining. Data mining is an 
evolving technology going through continuous modifications 
and enhancements. Mining tasks and techniques use 
algorithms that are many a times refined versions of tested 
older algorithms. Though mining technologies are still in their 
infancies, yet they are increasingly being used in different 
business organizations to increase business efficiency and 
efficacy. 
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Abstract  

In the IEEE 802.11MAC layer protocol, the basic access method 
is the Distributed Coordination Function which is based on the 
CSMA/CA. In this paper, we investigate the performance of IEEE 
802.11 DCF in the non-saturation condition. We assume that there 
is a fixed number n of competing stations and packet arrival 
process to a station is a poisson process. We model IEEE 802.11 
DCF in non-saturation mode by 3-dimensional Markov chain and 
derive the stationary distribution of the Markov chain by applying 
matrix analytic method. We obtain the probability generating 
function of packet service time and access delay, and throughput. 
Keywords: DCF, Access delay, throughput. 

1. Introduction 
 

Recent years Wireless Local Area Networks have brought 
much interest to the telecommunication systems. IEEE 
802.11 standards define a medium access control protocols. 
IEEE 802.11 MAC includes the mandatory contention-
based DCF (Distributed Coordination Function) and the 
optional polling-based PCF (Point Coordination 
Function)[1]. Most of today’s WLANs devices employ 
only the DCF because of its simplicity and efficiency for 
the data transmission process. The DCF employs 
CSMA/CA (Carrier-Sense Multiple Access with Collision 
Avoidance) protocol with binary exponential backoff. The 
DCF is relatively simple while it enables quick and cheap 
implementation, which is important for the wide 
penetration of a new technology. 
 
We may classify arrival pattern of packets to the station 
into two modes: saturation mode and non-saturation mode. 
Saturation mode means that stations always have  
 
packets to transmit. Non-saturation mode means that 
stations have sometimes no packets to transmit. Most of 
analytical models proposed so far for the IEEE 802.11 DCF 
focus on saturation performance. Unfortunately, the 
saturation assumption is unlikely to be valid in most real 
IEEE 802.11 networks. We note that most works ignore the 
effect of the queue at the MAC layer. There have not been 
many analytic works in the non-saturation mode due to 
mainly analytic complexity of models. The necessities of 

analytic performance of IEEE 802.11 in non-saturation 
mode. 
 
2. Overview of Medium Access Layer 
 
Nowadays, the IEEE 802.11 WLAN technology offers the 
largest deployed wireless access to the Internet. This 
technology specifies both the Medium Access Control 
(MAC) and the Physical Layers (PHY) [1]. The PHY layer 
selects the correct modulation scheme given the channel 
conditions and provides the necessary bandwidth, whereas 
the MAC layer decides in a distributed manner on how the  
offered bandwidth is shared among all stations (STAs). 
This standard allows the same MAC layer to operate on top 
of one of several PHY layers.                   
                                
 Different analytical models and simulation studies have 
been elaborated the last years to evaluate the 802.11 MAC 
layer performance. These studies mainly aim at computing 
the saturation throughput of the MAC layer and focus on its 
improvement. One of the most promising models has been 
the so-called Bianchi model [2]. It provides closed form 
expressions for the saturation throughput and for the 
probability that a packet transmission fails due to collision. 
The modeling of the 802.11 MAC layer is an important 
issue for the evolution of this technology. One of the major 
shortcomings in existing models is that the PHY layer 
conditions are not considered. The existing models for 
802.11 assume that all STAs have the same physical 
conditions at the receiving STA (same power, same 
coding,: : :), so when two or more STAs emit a packet in 
the same slot time, all their packets are lost, which may not 
be the case in reality when for instance one STA is close to 
the receiving STA and the other STAs far from it [3]. This 
behavior, called the capture effect, can be analyzed by 
considering the spatial positions of the STAs. In [4] the 
spatial positions of STAs are considered for the purpose of 
computing the capacity of wireless networks, but only an 
ideal model for the MAC layer issued from the information 
theory is used. The main contribution of this paper is 
considering both PHY and MAC layer protocols to analyze 
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the performance of exciting IEEE 802.11 standard. Our 
work reuses the model for 802.11 MAC layer from [6], and 
extends it to consider interference from other STAs. We 
compute, for a given topology, the throughput of any 
wireless STA using the 802.11 MAC protocol with a 
specific PHY layer protocol. Without losing the generality 
of the approach, we only consider in this paper traffic flows 
sent from the mobile STAs in direction to the AP. The case 
of bidirectional traffic is a straight forward extension; we 
omit it to ease the exposition of our contribution. Further, 
we assume that all STAs use the Distributed Coordination 
Function (DCF) of 802.11 and they always have packets to 
send (case of saturated  sources). We present an evaluation 
of our approach for 802.11b with data rates equal to 1 and 2 
Mbps and the results indicate that it leads to very accurate 
results.  
 
3. Importance Of Distributed  
      Coordination Function (DCF) 
 
Two forms of MAC layer have been defined in IEEE  
802.11 standard specification named, Distributed 
Coordination  Function (DCF) and Point Coordination 
Function (PCF). The DCF protocol uses Carrier Sense 
Multiple Access with Collision Avoidance (CSMA/CA) 
mechanism and is mandatory, while PCF is defined as an 
option to support time-bounded delivery of data frames. 
The DCF protocol in IEEE 802.11 standard defines how the 
medium is shared among stations. DCF which is based on 
CSMA/CA, consists of a basic access method and an 
optional channel access method with request-to-send (RTS) 
and clear-to-send   (CTS) exchanged as shown in Fig. 1. 
 

 
Figure 1. CSMA/CA with RTS/CTS exchange. 

 
If the channel is busy for the source STA, a back off time 
(measured in slot times) is chosen randomly in the interval 
[0;CW), where CW is called the contention window. This 
timer is decremented by one as long as the channel is 
sensed idle for a DIFS (Distributed Inter Frame Space) 
time. It stops when the channel is busy and resumes when 
the channel is idle again for at least DIFS time. CW is an 
integer with the range determined by PHY layer 
characteristics: CWmin and CWmax. CW will be doubled 
after each unsuccessful transmission, up to the maximum 
value which is determined by CWmax + 1. When the back 

off timer reaches zero, the source transmits the data packet. 
The ACK is transmitted by the receiver immediately after a 
period of time called SIFS (Short Inter  Frame Space) 
which is less than DIFS. When a data packet is transmitted, 
all other stations hearing this transmission adjust their 
Network Allocation Vector (NAV), which is used for 
virtual CS at the MAC layer. In optional RTS/CTS access 
method, an RTS frame should be transmitted by the source 
and the destination should accept the data transmission by 
sending a CTS frame prior to the transmission of  actual 
data packet. Note that STAs in the sender’s range that hear 
the RTS packet update their NAVs and defer their 
transmissions for the duration specified by the RTS. Nodes 
that overhear the CTS packet update their NAVs and 
refrain from transmitting. This way, the transmission of 
data packet and its corresponding ACK can proceed 
without interference from other nodes (hidden nodes 
problem).    
Table 1 shows the main characteristics of the IEEE 
802.11a/b/g physical layers. 802.11b radios transmit at 
2:4GHz and send data up to 11 Mbps using Direct 
Sequence Spread Spectrum (DSSS) modulation; whereas 
802.11a radios transmit at 5GHz and send data up to 54 
Mbps using Orthogonal Frequency Division Multiplexing 
(OFDM) [1]. The IEEE 802.11g standard [1], extends the 
data rate of the IEEE 802.11b to 54 Mbps in an upgraded 
PHY layer named extended rate PHY layer (ERP).   

 

 
 

Table 1. PHY layer Characteristics in 802.11. 
 

 
In each physical layer, there is a basic transmission mode 
(usually used to send ACK, RTS, CTS and PLCP header) 
which has the maximum coverage range among all 
transmission modes. This maximum range is obtained using 
BPSK or DBPSK modulations which have the minimum 
probability of bit error for a given SNR compared to other 
modulation schemes. It has the minimum data rate as well. 
As shown in Fig. 2, each packet may be sent using two 
different rates; the PLCP header is sent at the basic rate 
while the rest of the packet might be sent at a higher rate. 
The basic rate is 1 Mbps (with DBPSK modulation and 
CRC 16 bits) for 802.11b and 6 Mbps (with BPSK and 
FEC rate equal to 1/2) for 802.11a. The higher rate used to 
transmit the physical-layer payload (which includes the 
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MAC header) is indicated in the PCLP header. The PLCP 
Protocol Data Unit (PPDU) frame includes PLCP 
preamble, PLCP header, and MPDU. Fig. 3 shows the 
format for long preamble in 802.11b. The PLCP preamble 
contains the following fields: Synchronization (Sync)  

 
and Start Frame Delimiter (SDF). The PLCP Header 
contains the following fields: Signal, Service, Length, and 
CRC. The short PLCP preamble and header may be used to 
minimize overhead and thus maximize the network data 
throughput. Note that the short PLCP header uses the 2 
Mbps with DQPSK modulation and a transmitter using the 
short PLCP only can interoperate with the receivers which 
are capable of receiving this short PLCP format. In this 
paper we suppose that all stations use the long PPDU 
format in 802.11b. We evaluate our model in 802.11b 
where STAs use transmission rate equal to 1 and 2 Mbps. 
Our model can be employed for all other transmission 
modes for all standards if the packet error rate is calculated.  
 

 
In this paper, we assume that the noise over the wireless 
channel is white Gaussian with spectral density equal  to 
N0=2. In our model we define N0 as the power of the 
thermal noise, 

 
No = Nf  . Nt = Nf . kTW                (1) 
                                         
where Nf denotes the circuit noise value,   k the Boltzmann  
constant,  T the temperature in Kelvin and W is the 
frequency  bandwidth. For the BPSK modulation1, the bit 
error probability is given:    
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and for QPSK (4-QAM) is: 
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4. Conclusion 
 
There have been various attempts to model and analyze the 
saturation throughput and delay of the IEEE 802.11 DCF 
protocol since the standards have been proposed. As 
explained in the introduction there is different analytical 
models and simulation studies that analyze the performance 
of 802.11 MAC layer. As an example Foh and Zuckerman 
present the analysis of the mean packet delay at different 
throughputs for IEEE 802.11 MAC. Kim and Hou analyze 
the protocol capacity of IEEE 802.11MAC with the 
assumption that the number of active stations having 
packets ready for transmission is large. They have 
suggested some extensions to the model proposed to 
evaluate packet delay, the packet drop probability and the 
packet drop time. Since in our model we have used the 
Bianchi’s model and its extension proposed.
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Abstract— The paper highlight intelligent Urban Traffic control 
using Neuro-Genetic Petrinet. The combination of genetic 
algorithm provides dynamic change of weight for faster learning 
and converging of Neuro-Petrinet. 
 
Keywords— Neuro Petrinet, Urban Traffic Systems, Genetic 
Algorithm. 

I. INTRODUCTION 

The previous models like developed for vehicular studies 
only considered a limited macro mobility, involving restricted 
vehicle movements, while little or no attention was paid to 
micro - mobility and its interaction. The research community 
could not provide the realistic environment[6] for modeling 
Urban Traffic which could simulate close to real time 
situations. Our papers extend the concept of Li, M and Change 
works of August oriented urban Traffic simulation using 
interaction agent in controlling and management of urban 
traffic systems. We use the concept of Neuro Genetic 
Networks on self organizing Petrinet to simulate the traffic 
condition. 

II. LITERATURE SURVEY 

The dynamics of Urban traffic System[4] was observed by 
Tzes, Kim and Mc Shane[8] which explains about the timing 
plans of the traffic controlling junctions. While an example 
of coloured petrinet modeling of traffic light was proposed 
by Jenson [5]. Later on Darbari[2] and Medhavi also 
developed Traffic light control by Petrinet. 

 

A. Petrinet 

Most recently List and Cetin [7] discussed the use of PNs in 
modeling traffic signal controls and perform a structural 
analysis of the control PN model by P-invariants, 
demonstrating how such a model enforces traffic operations 
safety. 

List and Cetin [7] proposed different colour scheme to each 
vehicle entering the system, they modelled it by defining 
appropriate subnets modeling links at the intersections. 

 

III. BASICS OF PETRINET MODEL APPLICATION IN 

URBAN TRAFFIC MODELING 

To start with , we described a simple pattern of PN using 
event relationship diagram. It shows that event e1 can cause 
event e2 within a time period [I1, I2] where T represents 
Transition. 

 

 
 
 

Figure 1 : Simple Petrinet Representation 
 

A. Dynamics of Producer 

Consumer Petrinet with the algorithm for Dynamic Producer- 
Consumer given as: 
Step  1 :  Initialise each of the Producers- Consumer situation 
(x). set the pattern rate as 'r'. 
Step  2 :  Set the control centre such that : 

Xi : = Si : 
Step 3 : Let the Token release rate be given as 1/N, where N is 
defined as the number of producer - consumer initial states. 
Step 4 : The release of Token are updated as : 
 x : (producer - old) = x; (producer - new state) + r 
Step 5 : Stop when system has transferred all the tokens and 
traffic reaches a balancing state. 
Assuming the initializing condition to be Xi and after 
successive training it reaches to 9. The stabilising condition is 
reached after 'n' iteration given as : 
{x; = t (x1….. xn} | I  { 1…..n} 
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if there are N - dimensional node the equation will become. 
xi = t (x1….. xn) 
. 
.. 
xn = tn (x1….. xn) 
 
xi represents the recursion variables and t(x1…. xn) shows the 
process terms with possible occurrence of the recursion 
variables. 

IV. N- DIMENSIONAL SELF ORGANISED PETRINET 

MODEL OF URBAN TRAFFIC SYSTEM 
 

Let '0' and '1' be defined as Low and High learning rate of the 
grid network of petrinet showing the simulation of Traffic in a 
mesh network. 
 

 
 

Figure 2 : Process Representation of Petrinet with 0/1 
Learning rate in N-Dimensions. 

  
We can define the movement of tokens and 0/1 learning rate 
by a single recursive equation as: 

 Si = in (0) (X || out (0)) + in(1) (X  || out (1))            (1) 
 
The process graph of Neural Petrinet Framework represents 
bisimilar relationship in Recursive mode. The Recursion can 
be is achieved by using Genetic Algorithm[1] with learning 
rate of modes [n1….nn] with a particular time frame. 
Let the total function be defined as: 
 
nt =  (nt-1, nt-2, nt-3, ….. nt-M)                                           (2) 

 
Which predicts the current value of node nth from past input 
conditions. 
The Nodes which will learn first will survive and based on 
them the traffic control network will converge. The Fitness[3] 
value (F.V.) is defined as : 
 

     (3) 
 
Where:  

 is the value of the function represented by GP individual 
(Geno-type).The algorithm for Procedure Trained Node 
selection by Genetic Algorithm[9,10] : 
 
BEGIN 
Set the values to initial trained conditions. 
Generate as many nodes as possible; 
Evaluate each node in the set of Nodes selected; 
WHILE termination NOT coverage DO 
BEGIN 
Select the Cube of Nodes with faster learning rates;  
Generate offspring cube of Nodes by applying crossover and 
mutation on the selected cube or nearest neighbour cube; 
Evaluate the equilibrium condition; 
Generate new nodes to be trained further in combination with 
older node cube; 
END 
Return the best trained Cube Node from the Mesh; 
END 

 
The first phase of the Algorithm deals with controlling 
parameters, such the population of Cube (P) and Offspring (O), 
the maximum number of crossover probability and mutations 
are set. The offspring Cube of Node is then evaluated and 
traffic is stabilized accordingly completing one cycle of 
operations. After several iterations the entire control Network 
converges to optimal solutions 

V. CONCLUSIONS 

The paper represents the dynamic control strategy of Urban 
Traffic System by combining Neuro-genetic approach on 
Petrints. The use of genetic learning method performs rule 
discovery of larger system with rules fed into a conventional 
system. The main idea to use genetic algorithms with neural 
network is to use a genetic algorithm to search for the 
appropriate weight change in neural network which optimizes 
the learning rate of the entire network. 

A good Genetic Algorithm can significantly reduce neuro- 
Petrinet in aligning with the traffic conditions, which other 
wise is a very complex issue. 
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Abstract 
 

World trade and related business ventures are more or 
less dependent on communication. Information content of 
communication is to be protected as mis-communication 
or incorrect information may ruin any business prospect. 
Communication using Internet or any other electronic 
communication is having various kinds of threat and 
vulnerability. Information should be packaged for 
communication in such a way that these vulnerabilities 
are reduced to a minimum. With the increased use of 
networked computers for critical systems, network 
security is attracting increasing attention. This paper 
focuses on the most common attacks to paralyze computer 
and network resources, in order to stop essential 
communication services. The paper provides methods, 
ways and means for obtaining network traces of malicious 
traffic and strategies for providing countermeasures. 
Analysis of packet captured in a network traffic is a 
common method of deletion of countermeasure of 
communication based vulnerabilities. Analysis of http 
based network traffic allows to intercept sensitive 
information such as the user’s name and password. The 
ideal approach for secured communication is to remove 
all security flaws from individual hosts. A tradeoff 
between overheads (computational and business) and 
efficiency of securing mechanism of communication may 
be achieved by using the script based solutions. This 
paper presents the communication based vulnerabilities 
and their script based solution. 

Keywords: Computer Security, Network Security, 
Internet Security, Cryptography, Vulnerability, Firewalls, 
Attackers, Network Attacks  
 

1. Introduction 
With the advent of more and more open systems, 
intranets, and the Internet, information systems and  
 
 
 
 
 
 

need to assess and manage potential security risks on their 
network users are becoming increasingly aware of the 
networks and systems. Vulnerability assessment is the 
process of measuring and prioritizing these risks 
associated with network, host based systems and devices. 
A rational planning of technologies and activities will be 
able to manage business risk to a considerable extent. 
These tools allow customization of security measures, 
automated analysis of vulnerabilities, and creation of 
reports that effectively communicate security 
vulnerability. Detailed corrective actions to all levels of 
an organization may be automated. 
 

The primary sources of information for 
vulnerable systems are network log data and system 
activity. Network-based systems look for specific patterns 
in a network traffic and host-based systems look for those 
patterns in log generated files. In general, network-based 
vulnerability can detect attacks that host-based systems 
can miss because they examine packet headers and the 
content of the payload, looking for commands or syntax 
used in specific attacks.  
 

1.1 Vulnerability Assessment  
 
Vulnerability assessment in a communication aims at 
identifying weaknesses and vulnerabilities in a system's 
design, implementation, or operation and management, 
which could be exploited to violate the system's security. 
The overall scope of vulnerability assessment is to 
improve information and system security by assessing the 
risks associated. Vulnerability assessment will set the 
guidelines to stop or mitigate any risk. 
 
This paper focuses on a technical   vulnerability 
assessment methodology, giving an exposure of the 
threats and vulnerabilities. Major Internet-based security 
issues and network threats are covered. Threats and their 
management requires performing assessment exercise. 

 
 
 

1.1.1 Host Based Vulnerability Assessment 

 
1,3,4The first, second and third Authors are thankful to Information 
Security Education & Awareness Project (ISEA) of MCIT department of 
Information Technology, Govt. of India for the partial support to the 
research conducted. 
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Vulnerability Assessment is to identify what systems are 
“alive” within the network ranges for host based threats 
and what services they offer. Identifying the location of 
the establishment and cataloging its services are the two 
main elements of Vulnerability assessment  Assessment 
of vulnerability may lead to the deletion of a number of 
viruses, worms and Trojan horses. 

 
A virus is a package of code that attaches itself to a host 
program and propagates when the infected program is 
executed in a indirect mode along with some other 
essential programs. Attracting a virus to system programs 
or commands is an easy way of propagating of the 
viruses. Thus, a virus is self-replicating and self-
executing. Viruses are transmitted when included as part 
of files downloaded from the Internet or as e-mail 
attachments Worms are independent programs that 
replicate by copying themselves from one system to 
another, usually over a network or through e-mail 
attachments. Many modern worms also contain virus code 
that can damage data or consume system resources that 
they render the operating system unusable. 

A Trojan horse program (also known as a “back door” 
program) acts as a stealth server that allows intruders to 
take control of a remote computer without the owner’s 
knowledge. Greek mythical Trojan horses are analogous 
in attributes which these digital Trojan horses posses. 
These programs typically masquerade as benign programs 
and rely on gullible users to install them. Computers that 
have been taken over by a Trojan horse program are 
sometimes referred to as zombies. Armies of these 
zombies can be used to launch crippling attacks against 
Web sites.  

Communication based vulnerability are a real time threats 
to computer’s security. Those may take the form of 
physical attacks, pilfered passwords, nosy network 
neighbors and viruses, worms, and other hostile programs. 
A number of manifestations of such vulnerability are seen 
these days e.g. Denial of service (DoS) attacks. 
 A denial-of-service (DoS) attack hogs or 
overwhelms a system’s resources so that it cannot respond 
to service requests. A DoS attack can be effected by 
flooding a server with so many simultaneous connection 
requests that it cannot respond. Another approach would 
be to transfer huge files to a system’s hard drive, 
exhausting all its storage space. A related attack is the 
distributed denial-of-service (DDoS) [ 1 ]. 
 
 The Security Threat and the Response attack, is also an 
attack on a network’s resources. It is launched from a 
large number of other host machines. Attack software is 
installed on these host computers, unbeknownst to their 

owners, and then activated simultaneously to launch 
communications to the target machine of a magnitude as 
to overwhelm the target machine. 

 

Figure –1 Ping command to check system is alive or not 

 

Figure –2 DoS Attack 
 

Ping of Death is another flavour (Figure-1, Figure-2) of 
DDoS. Smurf Attack involves using IP spoofing and the 
ICMP to saturate a target network with traffic. It is then 
equivalent to launching a DoS attack. It consists of three 
elements: the source site, the bounce site, and the target site. 
The attacker (the source site) sends a spoofed ping packet to 
the broadcast address of a large network (the bounce site). 
This packet modified by the  intruder contains the address of 
the target site. This causes the bounce site to broadcast the 
misinformation to all of the devices on its local network. All 
of these devices now respond with a reply to the target 
system, which is then saturated with those replies. 
 
Spam is another malicious formulation in the arena of 
cyber crime. Responses to spam may lead to huge financial 
and material loss. Spam has the format of a e-mail message 
that are pushed to e-mail clients without their solicitation.  

2.0 Related Work 
Vulnerability assessment process is comprised of four 
phases, namely discovery, detection, exploitation, and 
analysis/recommendations [2]. Figure 3 identifies the 
relationships among the four phases, and the flow of 
information into the final report. 
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Figure-3 Vulnerability Assessment Process                 
[source: http://www.oissg.org/wiki/images/4/4b/Image001.png] 

 
Protocol based attack/Packet based attack has been 
studied from the very beginning of the study of security 
and related vulnerabilities. With rapid growth in both the 
number and sophistication of cyber attacks, it has become 
imperative that cyber defenders be equipped with highly 
effective tools that identify security Vulnerabilities before 
they are exploited [3]. Vulnerability can be defined as a 
set of conditions which if true, can leave a system open 
for intrusion, unauthorized access, denied availability of 
services running on the system or in any way violate the 
security policies of the system set earlier. 
 
A breach of security occurs when a stated organizational 
policy or legal requirement regarding information security, 
has been contravened. However, every incident which 
suggests that the confidentiality, integrity and availability 
of the information has been inappropriately changed, can be 
considered a security vulnerability. Every security breach is 
always initiated via security vulnerability, only if confirmed 
does it become a security breach [4]. 
 
A denial of service (DoS) attack is a malicious attempt by 
one or many users to limit or completely disable the 
availability of a service. They cost businesses millions of 
pounds each year and are a serious threat to any system or 
network. These costs are related to system downtime, lost 
revenues, and the labour involved in identifying and 
reacting to such attacks [5]. DoS attacks were theorized 
years ago, before the mass adoption of current Internet 
protocols [6].  
 
DoS is still a major problem today and the Internet 
remains a fragile place [6]. A large number of known 
vulnerabilities in network software and protocols exist; 
relating DoS. Sending enough data to consume all 
available network bandwidth (Bandwidth Consumption) 
is a DoS attack. Sending data in such a way as to consume 
a resource needed   by the service (Resource Starvation) is 
another DoS attack. Exercising a software.bug. causing 
the software running the service to fail (Programming 

Flaws) is the other type of the attack.  Malicious use of 
the Domain Name Service (DNS) and  Internet routing 
protocols leads to DoS. Many DoS attacks exploit 
inherent weaknesses in core Internet protocols. This 
makes them practically impossible to prevent, since the 
protocols are embedded in the underlying network 
technology and adopted as standards worldwide. Today, 
even the best countermeasure software can only provide a 
limiting effect on the severity of an attack [ 7]. An ideal 
solution to DoS will require changes in the security and 
authentication of these protocols [6]. 
 
In order to launch some DoS attacks, the programmer 
must be able to form raw packets. Using raw packets, the 
header information and data can be manipulated to form 
any kind of packet sequence. Hence techniques such as IP 
Spoofing and malformed ICMP Ping requests can be used 
[18]. This report will investigate the mechanism of DoS 
attacks and their countermeasures. Distributed denial of 
service attacks will also be investigated. A distributed 
DoS generally has the same effect as a single attack, with 
the disruption amplified by many systems acting together. 
These other systems are often compromised machines 
remotely controlled by the hacker [8]. 
 
 
With the rapid development of more complex systems, 
the chance of introduction of errors, faults and failures 
increases in many stages of software development life-
cycle [9]. This class of system failures is commonly 
termed as software vulnerabilities. These security 
vulnerabilities violate security policies and can cause the 
system to be compromised leading to loss of information 
. Vulnerabilities can be introduced in a host system in 
different ways; via errors in the code of installed 
software, mis-configurations of the software settings that 
leave systems less secure than they should be 
(improperly secured accounts, running of necessary 
services, etc) 
 
 
Network based vulnerability assessment gathers 
information of the system and services attached to the 
network and identities weakness and vulnerabilities 
exploitable in the network. These vulnerabilities could 
be related to services, such as HTTP, FTP and SMTP 
protocol, running on the given network. A network-
based scanning assessment may also detect extremely 
critical vulnerabilities such as mis-configured firewalls 
or vulnerable web servers in a De-Militarized Zone 
(DMZ), which could provide a security hole to an 
intruder, allowing them to compromise an organizations 
security [10]. Network assessment tools gather 
information and may also have network mapping and 
port scanning abilities [2]. The tools use for such 
purpose are Nmap etc. [2]. 
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3.0 Design of the solution  
 

Host-based vulnerability analysis has been taken up for 
design of solution along with a lot of potential for 
further research and development in many other fields 
including the field of vulnerability analysis. Plugging of 
the vulnerability is ensured by designing script based 
and command based codes sniffing a HTTP packet is 
shown in figure 4. Capturing a HTTP based e-mail 
password is shown is figure 5.  
 
Sniffing HTTP packet and its result in figure 4 are roles 
worthy .Capturing a HTTP based mail Password in figure 
5 is equally important from the point of view of 
vulnearibuilities. The packet list pane shows that the 
HTTP protocol packets are being transmitted from source 
IP 172.31.132.59 to destination IP 172.31.100.29. The 
packets are being captured while transmitting from one 
mode to other. This particular packet gives the 
information that HTTP mail of this website http:// 
mail.mnnit.ac.in has been logged in by the source IP and 
its corresponding username and password are also 
captured under the heading of line-based text data in 
packet detail pane (figure-5). 
 

 
 

Figure-4 Capturing a HTTP based mail Password 
 

Figure 6 shows that the username is arun and password is 
cracker which is given next to secret key. This is also 
shown in packet bytes pane in the right hand side of HEX 
numbers (Figure 4). Sometimes, when the password of a 

user contains some special characters, they are written 
using special character that appears in the pane. 
 

 
 
 
 

Figure-5 Proxy Authorization 
 

There are a number of tools available for such purpose. 
Wireshark is able enables to sniff the proxy password as 
illustrated in figure-5. This is done in the same way as 
capturing of username and password of a mailuser as 
shown in figure 6. Proxy password is also obtained in 
packets detail pane under the Proxy- authorisaton. In this 
figure, proxy username is ‘arunksingh ‘and password is 
‘arunsingh1’ which is shown next to Credentials. This is 
how sniffing is being done over HTTP connection in 
LAN. 

 
 

Figure-6 Capturing the Content of Message sites 
 

 
Wireshark is able to capture the username and password 
of mail user in the same way it does for message websites 
like www.160by2.com  or www.way2sms.com. Figure-6 
shows the capturing of a message packet being sent from 
the message website www.160by2.com as shown in 
figure-6. This figure shows that the user whose IP address 
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is 172.31.132.59 when logins the message website, the 
packet is sent to the destination IP address 172.31.100.29 
which capture the HTTP packet and the corresponding 
information to this is given in info ‘POST’ as  
http://www.160by2.com/logincheck. 
 

 
 

Figure-7 Massage Captured by Wireshark 
 
Sending a secret message to anyone by these types of 
message sites has it own liabilities because Wireshark can 
easily capture his message. Example of this sent message 
is as shown in figure-8. This captured packet is analyzed 
by TCP stream. 
 

 
 

Figure-8 Content of the message 
 
It shows the content of a message is seen clearly and also 
the contact number of the person to whom it has been 
sent. The message content written next to the text 
message heading is hi+ dear+ hw+ r+ u. This is the 
original message content as hi dear hw r u was being sent 
from this website. 
 
TShark is a network protocol analyzer and a command-
line version of Wireshark, which captures the live packet 
data from a live network, or read packets from a 
previously saved capture file. By default, tshark prints the 
summary line information to the screen. This is the same 
information contained in the top pane of the Wireshark 

GUI. The default tshark output is shown below in figure-
9. 
 
 

 
 

Figure-9 Capturing Password by Tshark 
 
This paper is focused on  the data communication over the 
HTTP connections in LAN, which are not secure and 
important information maybe sniffed in the form of 
packet when passing through multiple stations to a 
destined one. In figure-9, it is illustrated that when the 
user logins the message website, then his password can be 
sniffed as shown in the right hand side of the column in 
the last 9th line. The username is ‘poojatewari’ and 
password is ‘passhacked’ when the user logins the 
message website (figure 10). 
 

 
 

Figure-10 Capturing the data of a Message Website 
 

Tshark can also capture the sent message from a message 
website like www.160by2.com  or www.way2sms.com.  
Capturing of the sent message from www.160by2.com is 
illustrated in figure 11. 
 
When the source IP address 172.31.132.59 sents a packet 
containing the data content to the destination IP address 
172.31.100.14, it can be sniffed as shown in  the figure. It 
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shows the contact number and the message sent to that 
contact. Here, the captured content is hello++ hwz+ u 
next to text message heading as in Wireshark. This 
original message content sent is “ hello hwz u” sent from 
this website. 
 

 
 
 
Figure-11 Captured content of the message  
 
 
Before doing arpspoofing, IP forwarding is enabled so 
that all the traffic passes through the attacker’s system. 
The attacker deter-mines whether the IP forwarding is 
enabled in the system or not by the command ‘cat 
/proc/sys/net/ipv4/ip forward’ If the IP forwarding is 
disabled in the system then the output is 0 else the output 
is 1. When the system has its IP forwarding disabled then 
it is enabled by the following command as given in 
figure-12. 
 
echo 1 > /proc/sys/net/ipv4/ip forward 
 
 

 
Figure-12 IP forwarding 

 
The communication between the host and a gateway is 
achieved in a defined manner Computer A whose IP 
address is 172.31.132.42 and MAC address is 
00:24:be:b5:a6:73 wants to communicate with gateway 
whose IP address is 172.31.132.1 and MAC ad-dress is 
00:1b:d4:74:62:bf to access Internet. Computer A sends 
out ARP request to gateway requesting MAC address. 
Switch receives request (which is broadcasted) and passes 
this request along to every connected computer. Switch 
also up-dates its internal MAC address to port table. 

Gateway receives ARP request from Computer A, and 
replies with MAC address. Gateway updates internal ARP 
table with MAC address and IP address of Computer A. 
Switch receives ARP reply to Computer A, checks its 
table, and finds Computer A’s MAC address listed at port 
1. It passes this information to port 1 and then updates 
MAC table with MAC address from gateway. Computer 
A receives ARP information from gateway, and it updates 
it ARP table with this information. Computer A sends 
information out to gateway using updated MAC address 
information, and communication channel is established. 
ARP spoofing is now done after the IP forwarding is 
enabled to sniff all the packets going between a host IP 
172.31.132.49 and gateway IP 172.31.132.1, which is 
being sent to the internet as illustrated in figure 13. 
 
 
arpspoof -t 172.31.132.42 172.31.132.1 & > /dev/null 
 
 
Figure 13 illustrates that all the packets that were destined to 
172.31.132.1 are rerouted to the system running this command. 
The system whose IP address is 172.31.132.42 and MAC address 
0:24:be:b5:a6:73 is being spoofed by the attacker’s system whose 
IP address is 172.31.132.59 and MAC address is :23:5a:47:cc:21. 
The system running ARP spoof whose MAC address is 
0:23:5a:47:cc:21 broadcasts the ARP reply that it has the IP 
address 172.31.132.42. The victim’s MAC address is spoofed by 
the attacker’s MAC address. 
 
 
 
 

 
 

Figur-13- ARP request 
 

3.1 Capturing of WebPages Visited 
 

Dsniff is a tool that extracts information about the 
webpages visited by the victim. Let us consider the 
following case study as conducted is the Information 
Security Laboratory. The victim’s MAC address 
00:24:be:b5:a6:73 has been spoofed by the attacker’s 
MAC address 0:23:5a;47:cc:21. In figure-14, victim’s IP 
172.31.132.42 has been spoofed and IP for- warding has 
already been enabled to get the whole traffic between the 
victim and the gateway IP. It shows all the webpages 
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which has been visited by victim in the system who is 
running the dsniff tool. Here, the system whose IP address 
is 172.31.132.59 and MAC address is 0:23:5a:47:cc:21 
dsniffs all the webpages visited by the victim’s system. 
Hacker-Arun first connects to the web site 
www.google.com on date 07-07-10 at the time 15:13:05 
and then to the mail.mnnit.ac.in after 2 minutes 15:15:53 
on the same day. 
 

 
Figure-14 Capturing of Webpage Visited 

 
 
3.2 Denial Of Services 

 
In a denial-of-service (DoS) attack, an attacker attempts 
to pre-vent legitimate users from accessing information or 
services. It is an action or set of actions that prevent any 
part of a system from functioning as it should. This 
includes the actions that causes unauthorized destruction, 
modification, or delay of service. DoS results in the loss 
of a service in a particular network or temporary loss of 
services in all the network services. It does not usually 
used to sniff the data and information passing through the 
network traffic over the HTTP connection in LAN. By 
targeting victim’s computer and its network connection, 
an attacker may be able to prevent him from accessing 
email, websites, online accounts (banking, etc.) or other 
services that rely on the affected computer. When a 
person connects to a website into the browser, he is 
sending a request to that site’s computer server to view 
the page. There is a limit to the number of the requests 
which can be accessed at a given time. So, the attacker 
overloads the server with requests, which in turn can not 
process the victim’s request. 
 
DOS includes sending oversized ICMP echo packets 
which increases the payload and results in Denial of 
Services for the client. 
 
4.0 Countermeasures for Network Attacks 

 
Static ARP table is a one way to prevent the 
ARPspoofing. The ARP table is generated using the 
command arp -s IPaddress MAC address This will add 
static entries to the table i.e. unchanging entries which 

prevents attacker from adding spoofed ARP entries as 
illustrated in figure-17. This detects if a new Ethernet 
device is added to an existing network, but it has no 
method of predefining an acceptable IP address. In this 
figure, a static entry to the ARP table is added by arp -s 
172.31.152.45 00:1B:D4:74:62:BF. 
 
4.1 Static ARP Table 

 
The table will record this IP address and MAC address. 
As a result no ARP spoofing can be done. Whenever there 
is any data communication in between the hosts over the 
HTTP connection in LAN, it will check whether the table 
has the particular IP address or not before broadcasting 
the ARP request to each hosts on the network. So, no 
ARP broadcasts request is sent which prevents the ARP 
spoofing. ARP table shows IP address, MAC address, 
interface and flag 
 
 

 
Figure-15- Adding Static entry to the ARP table 

 
Mask in figure 15. If any static entry is added to the ARP 
table, then the corresponding IP/MAC address is marked 
and remains unchanged until the system shuts down. 
 
4.2 ARPwatch 

 
ARPwatch is a program which works by monitoring an 
interface in promiscuous mode and recording MAC and 
IP address pairings over a period of time. When it sees 
anomalous behavior in case of change to one of the MAC 
and IP address pairs that it has received, it will send an 
alert in the form of a warning to the user. ARPwatch runs 
by selecting one of the inter- face from multiple interfaces 
on the command line. It runs and records the IP and MAC 
address by arpwatch -d and gives the information about 
hostname, host IP address, interface, Ethernet address and 
time when it is recorded as illustrated in figure-16. The 
system running the ARPwatch gets the details of MAC 
and the corresponding IP addresses. In the presented 
simulation, the system pooja-laptop is running the 
ARPwatch and gets the information about the unknown 
host name whose IP address is 172.31.134.126, interface 
is eth0 and has an ethernet address 0:13:20:b1:3d:8. It 
again records that the host name ‘Hacker-Arun’ whose IP 
address is 172.31.132.42 , interface is eth0 and has its 
corresponding MAC address 0:24:be:b5:a6:73. A file 
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arp.dat is created so as to record the MAC/IP address of 
the system in that network. 
 
 

 
 

Figure 16- Record of MAC and IP addresses made 
by ARPwatch 

 
This file is reloaded every time a new pair of MAC and IP 
address becomes known. Whenever there is any change 
found in MAC and IP address, then ARPwatch alerts the 
person that ARPspoofing of a particular MAC is done as 
shown in figure-17. The system executing this program as 
this simulated attack is that pooja-laptop gets to know that 
the host-name ‘Hacker-Arun’ whose IP address is 
172.31.132.42, interface eth0 and has now changed its 
MAC address from 0:24:be:b5:a6:73 to 0:30:65:24:21:36. 
Detection of ARP spoofing ARPwatch by first finding all 
of the current ARP entries by the command arp –a sends 
an alert. Then, one among them is selected for 
ARPspoofing which spoofs the victim’s MAC address by 
the attacker’s MAC address. This is detected by 
ARPwatch and it shows the alert by showing the old 
ethernet address and current ethernet address as illustrated 
in figure-18. arp -a command finds the current ARP entry 
which has the IP address 172.31.132.49 and MAC address 
00:16:35:ae:56:14 which is shown in the right hand side 
of the figure 18. 
 
 

 
 
Figure- 17 Alert when change in IP and MAC address 
Then, the ARP spoofing is done which is illustrated in the 
above side of the figure. The system whose MAC address 
0:23:5a:47:cc:21, is running the ARPspoof broadcasts an 
ARP reply that the system having IP address 
172.31.132.49 is at 0:23:5a:47:cc:21. This ARP spoofing 
is detected by this tool ARPwatch which is shown in the 
left hand side of the figure 20 i.e. hostname ‘niraj-
desktop’ is having IP address 172.31.132.49, interface 
eth0, whose old ethernet address was 00:16:35:ae:56:14, 
is now changed to 0:23:5a:47:cc:21, the attacker’s MAC 
address running the ARPspoof. 
 
 

 
 

Figure-18 ARP spoofing Detected by ARPwatch 
 

 
The Security Threat and the Response attack, is also an 
attack on a network’s resources, but is launched from a 
large number of other host machines. This is a type of DOS 
attack. Attacking software is installed on these host 
computers, unbeknownst to their owners, and then activated 
simultaneously to launch communications to the target 
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machine of such magnitude as to overwhelm the target 
machine (figure 19, figure 20). 

 

 
 

Figure- 19Ping command to check system is alive or not 

 
 

Figure -20 Dos Attack 

 
The proposed solution which is given for ARP poisoning 
is to have control of the user over the ping reply i.e. if 
the user wants to reply the ping then only he or she can 
reply else not. Control of the user can be of two types 
either he or she ignores all the ICMP echo packets or 
accepts all. In the first one, the user will ignore all the 
ICMP echo packets i.e. the other system user will not be 
able to detect whether the system is host or not even if 
the system is actually hosting up . In the second one, the 
user will accept all the ICMP echo packets i.e. if any 
other system pings the user’s system, it will reply the 
number of times it is asked to do so. This will increase 
the payload on the user’s system. which may lead to 
crash. The proposed solution gives a way to have control 
on this payload which in turns, benefits the user to reply 
to the system once when it is pinged by another system 
and then stops for some time and then continue again. 
This pattern may be repetitive. Such repetitive pattern 
may be indicative of a network attack or vulnerabilities. 
This will reduce the payload to a very great extent which 
was the disadvantage of accepting all ICMP echo 
packets and will also inform the other users that the host 
is up. By this way, the proposed solution will overcome 
both the problems arising earlier. The solution is 
designed using shell script. If the user is busy and does 
not want to reply then it will ignore all the ICMP echo 
packets and continue doing his or her work even if the 
other system pings the user’s system. But, if the user is 
not busy and wants to reply the trusted system so that no 

ARP poisoning could take place, then he/she may choose 
to reply to the system requesting. 

 

 
Figure-21 Shell script preventing DoS 

 

 
 

Figure- 22 Shell script to prevent payload 
 
5.0 Conclusion and Future Direction of Work 
 
Security threats and breaches in an organization's network 
infrastructure can cause critical disruption of business 
processes and lead to information and capital losses. A 
potent security system is imperative for an enterprise 
networks and vulnerability assessment is an important 
element for the same.   
A host-based vulnerability scanning system informs about 
the vulnerabilities that the respective host carries. This 
paper provides a review of the current research related to 
host-based vulnerability assessment followed by avenues for 
further research. It is important to make a distinction 
between penetration testing and network security 
assessments. Some of the simulators have strong 
resemblance with the penetration testing but these differ for 
their purpose. The purpose has carefully been taken care to 
simulate the attacked and its successful solution by writing 
scripts for these attacks. A network security or vulnerability 
assessment may be useful to a degree, but do not always 
reflect the extent to which hackers will go to exploit a 
vulnerability. Penetration tests attempt to emulate a 'real 
world' attack to a certain degree. The penetration testers will 
generally compromise a system with vulnerabilities that 
they successfully exploited.  

If the penetration tester finds several holes in a 
system to get in this does not mean that hackers or external 
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intruder will not be able to find more than the holes deleted 
earlier. Hackers and intruders need to find only one hole to 
exploit whereas penetration testers need to possibly find all 
if not as many as possible holes that exist. This is a daunting 
task as penetration tests are normally done within a certain 
time frame. 
A penetration test alone provides no improvement in the 
security of a computer or network. Action taken to address 
these vulnerabilities that is found as a result of conducting 
the penetration test are not the part of penetration listing.  
Security is an ever-changing arena. Hackers are constantly 
adapting and exploring new avenues of attack. The 
technology is constantly changing with new versions of 
operating systems and applications. The result of all this 
change is an increased risk to the typical workstation based 
on popular operating system. Increased upgrades and 
patches are a result of the need to propagate fixes to security 
vulnerabilities. The quick fixes of vulnerabilities presented 
in this paper provide a readymade solution. 
 
This paper also provides an overview of Network Security 
Monitoring (NSM) which involves network analysis 
through NMAP, sniffing of the packets across the traffic 
over the HTTP connection in LAN by Wireshark, Tshark, 
Dsniff. Analysis and detection of ARP poisoning are 
discussed briefly to highlight the vulnerabilities in the 
data communication over the HTTP connection in LAN. 
The proposed solution given in this paper to stop the 
MITM attack in LAN is simple to understand and 
provides the user to have a control over the ping reply 
given by its system. It allows the user to defend from the 
attack of ARP poisoning. The future work can extend this 
bash shell script to block the particular IP address if it 
pings the system many times and does not allow any 
system to send the packet with a greater size than that has 
been sent the first time. Analysis of data communication 
over HTTPS connections in LAN and se- cure routing of 
the network data communication over HTTP and HTTPS 
in LAN or Wi-Fi are the other area having applicability of 
the present research. 
 
6.0 Acknowledgement 

 
The authors would like to thank the anonymous reviewers 
for their valuable comments and suggestions. The 
research reported here is fully supported by the ISEA 
Project, DIT, MCIT, and Government of India. 

References 
[1]. Cryptography and Network Security Principles and 

Practices, Fourth Edition, By William Stallings, Prentice 
Hall publication, 2006 

 
[2]. Arpspoof a arp poisoning tool availble at, 

http://monkey.org/ dugsong/dsniff/ [Accessed on May 20, 
2010]. 

[3]. Ettercap a arp poisoning tool, 
http://ettercap.sourceforge.net/ [Accessedon May 20, 
2010]. 

[4].  HTTPS sniffing through sslsnif, 
http://thoughtcrime.org [Accessed onMay 20, 2010]. 

[5].  http://www.blackhat.com/presentations/bh-dc-
09/Marlinspike/BlackHat-DC-09-Marlinspike-
Defeating-SSL.pdf [Accessed on May 20, 2010]. 

[6]. tshark command manual at 
http://www.wireshark.org/docs/manpages/tshark.html 
[Accessed on May 20, 2010]. 

[7]. B. Ross, C. Jackson, N. Miyake, D. Boneh, and J. C. 
Mitchell, StrongerPassword Authentication Using 
Browser Extensions, Proceedings of the14th Usenix 
Security Symposium, 2005 

[8]. Nmap  Security Scanner For Network Exploration &  
Security  http://nmap.org/ 

[9]. Wireshark. [Online document] Available:        
http://www.wireshark.org/ 

[10].  US-CERT Technical Cyber Securi Alert 
http://www.us-cert.gov/cas/tips/ST04-015.html [Last  
Accessed on 5th July, 2010] 

[11]. Wireshark,http://www.wireshark.org/docs/man- 
pages/tshark.html, [Last Accessed on 8th July, 2010] 

[12].  Douglas E. Comer, Internetworking with TCP/IP  
Principles, Protocols and Architecture, Fifth Edition,    

[13]. Pearson Prentice Hall Publications, 2006Angela 
Orebaugh, Wireshark & Ethereal Network   

[14]. Protocol Analyzer Toolkit, Syngress Publication,    
  2007 

[15]. Chris Sanders, Practical Packet Analysis using  
Wireshark to solve real world Network Problems, 
William Pollock Publications, 2007 

[16]. David Slee, Common Denial of Service Attacks, July  
10, 2007. 

[17]. Renaud Bidou, Denial of Service AttacksJoe 
Habraken, Absolute Beginner’s Guide to  Networking, 
Fourth Edition, Que Publication, 2003. 

[18]. Arun Kumar Singh, Lokendra Kumar Tiwari, 
Shefalika Ghosh Samaddar and C.K Dwivedi, 
Security Policy & Its Scope in Research Area, 
accepted in International Conference on Strategy and 
Organization, ICSO 2010 on 14 & 15 May-2010, 
Institute of Management Technology, Ghaziabad, 
Uttar Pradesh, India.  

[19]. Lokendra Kumar Tiwari, Arun Kumar Singh,  
Shefalika Ghosh Samaddar and C.K Dwivedi , 
Recovery Evidentiary files using Encase Ver 6.0, 
accepted and presented in National conference & 
Workshop on High Performance & Applications, 08-
10 February, Banaras Hindu University, Varanasi, 
Utter Pradesh, India, pp-8. 

[20].  Lokendra Kumar Tiwari, Arun Kumar Singh,  
Shefalika Ghosh Samaddar and C.K Dwivedi, 
Evidentiary Usage of E-mail Forensics: Real Life 
Design of a Case, First International Conference on 
Intelligent Interactive Technologies and Multimedia 
(IITM-2010) page 219-223, on Dec 28-30, 2010, 
Indian Institute of Information Technology Allahabad, 
Uttar Pradesh, India.. 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org  582 

 

[21]. Arun Kumar Singh, Pooja Tewari,  Shefalika Ghosh 
Samaddar and A.K.Misra , Communication Based 
Vulnerabilities and Script based Solvabilities, 
International Conference on Communication, 
Computing & Security (Proceedings by ACM with 
ISBN-978-1-4503-0464-1) on 12-14 Feb-2011, 
National Institute of Technology Rourkela Orissa, 
India . 

[22]. Arun Kumar Singh, Pooja Tewari and Shefalika 
Ghosh Samaddar, A. K. Misra , Vulnerabilities of 
Electronics Communication: solution mechanism 
through script, International Journal of Computer 
Science Issues (IJCSI), Volume 8, Issue 3, 2011 (IN 
Press). 

[23]. Arun Kumar Singh, Lokendra Tiwari , Vulnerability 
Assessment and penetration Testing, National 
Conference on Information & Communication 
Technology (NCICT–2011), ISBN: 978-93-80697-77-
2, 5th–6th March, 2011, Centre for Computer 
Sciences Ewing Christian College Allahabad–211003 
Utter Pradesh, India.  

[24]. Lokendra Kumar Tiwari, Arun Kumar Singh,  
Shefalika Ghosh Samaddar and C.K Dwivedi, An 
Examination into computer forensic tools, accepted 
and to be presented in 1st International Conference on 
Management of Technologies and Information 
Security (ICIMS 2010) page 175-183, on 21-24 of 
January 2010, Indian Institute of Information 
Technology Allahabad, Uttar Pradesh, India. (http:// 
icmis.iiita.ac.in/TOOL_FORENSIC.ppt. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Corresponding Author: Arun Kumar 
Singh received his B.Tech in Electronics  
and Communication from SRMCEM 
College, Lucknow, Uttar Pradesh , India in 
2005. He received his MS degree in 
Information Security from Indian 
Institutes of Information Technology, 
Allahabad, Uttar Pradesh, India in 2008. 
Currently, he is pursuing the Ph.D. degree 
in Computer Sciences and Engin eering at 
the Motilal Ne hru National Ins titute of 
Technology (MNNIT), Uttar Pradesh, 
India. He also is working as a Research 
Associate at the MNNIT. His research 
interests include network security, network 
protocol design and verification, in network 
security, Cryptography and Co mputer 
Forensic fields. 

 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694‐0814 
www.IJCSI.org     

 

Image Registration in Digital Images for Variability in 
VEP 

 

¹ N.Sivanandan , Department of Electronics, Karpagam University , Coimbatore, India. 

 

² Dr.N.J.R.Muniraj, Department of ECE, Anna University,KCE, Coimbatore, India. 

  

Abstract 

The visually evoked potential (VEP) is the measure of 
cortically evoked electrical activity that provides 
information about the integrity of the optic nerve and the 
primary visual cortex.  The analysis of P-100 latency and 
amplitude measurement variability based on visual pathway 
conduction in VEP has been shown to have clinical utility. 
The reliable measurement of VEP techniques to do are less 
well developed. This work presents a technique for a 
reliable extraction P-100 latency and amplitude using a 
wavelet based technique. The challenge of image 
registration (the process of correctly aligning two or more 
images accounting for all possible source of distortion) is 
of general interest in image processing. Several types of 
VEPs are routinely used in a clinical setting. These 
primarily differ in a mode of stimulus presentation.. This 
registration can be carried out for VEP waveforms of the 
same subject taken at different times, waves taken under 
different modalities, and wave pattern which have only a 
partial overlap area. This research focused on investigating 
potential registration algorithms for transforming partially 
overlapping VEP waves which have only a partially 
overlapping waveform of the retina into a single 
overlapping composite waveform to aid physicians in 
assessment of retinal health, and on registering vectors 
from known common points in the images to be registered. 
All potential transforms between waveforms are generated, 
with the correct registration producing a tight cluster of 
data points in the space of transform coefficients. The 
technique has been applied to different types of retinal 
waveforms – B/W checker board (pattern reversal),B/W 
checker board (flash),LED Goggles (pattern reversal) and 
LED Goggles(flash) stimulations and the technique can be 
readily used to provide cross – modal. 

Keywords: 

Electro diagnostic instrument, VEP stimulator, Image 
Registration, Discrete wavelet transform and VEP signals. 

1.Introduction 

The VEP is the measure of cortically evoked 
electrical activity that provides information about the 
integrity of the optic nerve and the primary visual 
cortex. The optic nerve joins the retina with the brain. 
On giving pattern or flash stimulation, not only there 
is increased metabolism in primary visual area but 
also in the visual association areas.  The VEP studies 
in patients with well defined cortical lesions provide 
additional about its generator sources. It is important 
that the infant or child does fix on the stimulus. In the 
children below five years, the pattern reversal is first 
carried out; if the potentials are un recordable then a 
flash VEP should be undertaken. The pattern reversal 
useful as these assess the visual acuity whereas the 
flash VEP determines the presence or absence of 
light perception.  

 

It is important to check the variability of a number of 
above mentioned parameters for reliable 
interpretation of VEP. The P-100 latency increases 
with the decrease of luminance. The reduction of 
contrast between black and white squares results in 
increased latency and decreased amplitude of P-100. 
Usually black and white checks or gratings are 
employed in clinical practice. Use of colors such as 
green-black or red-black increase the frequency of 
VEP abnormalities. The pattern reversal frequency if 
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increased from 1Hz to 4Hz , the P-100 latency 
increases by 4.8 m sec. At a faster rate, the  
waveforms become less distinct and stimulation 
above 8-10 Hz results in a steady state VEP. The 

VEP is not influenced by the direction of pattern 
shift. 

2.Methods of Visual Evoked Potential

 

 

 

 

Fig 1.Basic VEP different parts 

For the best results of VEP testing,  patient should be 
explained about the test to ensure full cooperation and 
should avoid hair spray or oil after the last hair wash. The 
usual glasses if any should be put on during the test. The 
results of ophthalmological examination such as visual 
acuity, papillary diameter and field changes should be 
review before starting the test. The VEP recording were 
performed in a dark and sound attenuated room in a 
laboratory. Subject was asked to sit comfortably in front of 
the checker board pattern at an eye screen distance of 100 
cm. The preferred stimulus for clinical investigation of the 
visual pathways is a reversal of a black and white checker 
board pattern, as it tends to evoke larger and clear 
responses than other patterns. For VEP, standard disc EEG 
electrodes are used. The recording electrode is places at Oz 
using conducting jelly or electrode paste as per 10-20 
international system of EEG electrode placement. The 
reference is placed at FPz or 12 cm above the nasion. The 
ground electrode is placed at the vertex at Cz. The 
electrode impedance should be kept below 5 kilo ohms. 

 

The square checks alternate from black/white to 
white/black at a specified rate without change in the overall 
luminance of the screen. This is accomplished by 
displaying 8*8 checker board pattern on the computer 
screen using visual basic software. These stimuli elicit VEP 
responses in the visual cortex. From the VEP recordings, 
measured values of  P-100 component because of 
waveform consistency and reliability among the normal 
subjects. Normal amplitude component are much less 
useful interpretive tools than latencies because of variation 
in results obtained from normal subject. 

 

3.Introduction to Image Registration 

Image registration is the process of transforming the 
different sets of data into one coordinate system. 
Registration is necessary in order to be able to compare or 
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integrate the data obtained from different measurements. 
Medical imaging registration for data of the same patient 
taken at different points in time often additionally involves 
elastic registration to cope with elastic deformations of the 
body parts imaged. The original image is often referred to 
as the reference image and the image to be mapped onto 
reference image is referred to as the target image. Image 
similarity based are broadly used in medical imaging. A 
basic image similarity based method consist of a 
transformation modal, which is applied to reference image 
coordinates to locate their corresponding coordinates in the 
target image space, an image similarity metric, which 
quantifies the degree of correspondence between features in 
both image spaces achieved by a given transformation and 
an optimization algorithm which tries to maximize image 
similarity by changing the transformation parameters. 

The choice of an image similarity measure depends on the 
nature of the images to be registered. Common examples of 
image similarity measures include cross-correlation, 
Mutual information, Mean square difference and ratio 
image uniformity. Mutual information and its variant 
,normalized registration of multimodality images. Cross-
correlation ,mean square difference and ratio image 
uniformity are commonly used for registration of images of 
same modality. 

4.Discrete wavelet transform (DWT) 

      If the function being expanded is discrete (ie, a 
sequence of coefficents.If the function being expanded is 
discrete ie,a sequence of numbers) the resulting coefficents 
are called the discrete wavelet transform (DWT). 

If f(n) =f(Xo +∆Nx) for some Xo,∆X and 
n=0,1,2,3…..M−1,the wavelet series expansion coefficents 
for f(x) defined by  

Cjo(k) =<f(x),Øjo,k(x)>=∫ f(x)Øjo,k(x)dx and---------(1) 

Dj(k)=<f(x),ψj,k⁽ x  ⁾>=∫f(x)ψj,k⁽  ⁾dx-------(2) 

Become the forward DWT coefficents for sequence f(n): 

wØ(jo,k)=1/√m ∑ f(n)Øjo;k⁽ⁿ⁾---------(3)  

wØ(j,k)=1/√m∑f(n) ψj,k⁽ⁿ⁾ for j≥jo-------(4) 

The ψ(0),k⁽ⁿ⁾ and ψj,k⁽ⁿ⁾ in the equations are sampled 

versions of basic functions   Øjo,k⁽x⁾ and ψj,k⁽x⁾. 

If ψ jo,k⁽ⁿ⁾=Øjo,k(  xs+∆xs)for some xs,equally spaced 
samples over the support of the basic functions. In 
accordance with equations  

f(x) =∑jo⁽ x ⁾ψjo,k⁽  x ⁾∑  ∑dj⁽ x  ⁾ψj,k⁽ x ⁾--------(5) 

Normally,we let jo=0 and select M to be a power of 2.So 
that summations in equations (3) through (5) are performed 
over n=0,1,2,….,M-1,j=0,1,2…….j-1 and 
k=0,1,2,………..2  -1. The W Ø(jo,k) and Wψ(j,k) in 
equations (3) to (5) correspond to the Cjo⁽   ⁾ and dj⁽   ⁾ of 
the wavelet series expansion.Note that the integration in the 
series expansion have been replaced by summations and a 
1/√m normalizing factor,reminiscent of the DFT. 

Using the equations (3) through (5),consider the discrete 
functions of four points in VEP study,ie,f(0),f(1),f(2) and 
f(3).Where  f(0) is the checker board pattern reversal,f(1) is 
the checker board flash, f(2) is the LED Gogges pattern 
reversal and f(3) is LED Goggles flash stimulation. These 
four points to be considered as f(0)=1,f(1)=4,f(2)=-3 and 
f(3)=0.Because m=4,j=2 and with jo=0 and summations are 
performed over x=0,1,2,3,j=0,1 and k=0 for j=0 or k=0,1 
for j=1. 

We will use the Hear scaling and wave let functions and 
assume that the four samples of f(x) are distributed over the 
support of the basic function,which is in width,Subtituting 
the four samples into equations (3),we find that 

Wψ(0,0)=1/2 ∑f(n) ψo,o⁽ⁿ⁾ 

                =1/2[107.5 m sec +113.1 m sec -113.1 m 
sec+116.9 m sec] 

                 =1/2[224.8 m sec] 

                = 112.4 m sec 

Because ψo,0(n)=1 for n=0,1,2,3 note that we have 
employed uniformely spaced samples of the Hear 
transmission matrix. Therefore the P-100 latency of four 
point stimulations of DWT are uniformely spaced samples 
of the scaling and wave let functions are used in the 
computation of the inverse. 

The four point DWT in the VEP P-100 latency 
measurement of a two scale decomposition of 
f(x),ie,j={0,1}.To underlying assumption was that starting 
scale Jo was zero but other starting scales are possible. 

5.Experimental procedure 

The VEP recording were performed in a dark and sound 
attenuated room in a laboratory. Subject was asked to sit 
comfortably in front of the checker board pattern at an eye 
screen distance of 100 cm. The preferred stimulus for 
clinical investigation of the visual pathways is a reversal of 
a black and white checker board pattern, as it tends to 
evoke larger and clear responses than other patterns. The 
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stimulus pattern was a black and white checkerboard 
displayed on a computer screen. The checks alternate from 
black/white and white/black at a rate approximately of 
twice per second. The subject was instructed to gaze at a 
colored dot on the center of the checkerboard pattern. 
Every time the pattern alternates, the patient visual system 
generates an electrical response and was recorded using 
electrodes. Signal acquisition and stimulus presentation 

was synchronized using software program. The starting 
point of VEP waveform is stimulus onset. The VEP 
waveform recording is done over a period of 250 m sec. 
More than 100 epochs were averaged to ensure a clear VEP 
waveform. For judging the reproducibility, the waveform is 
recorded twice and superimposed. A typical averaged 
various types of stimulations like

 

 

 

Fig 2. B/W Checker board (Pattern Reversal) 

 

Fig 3. B/W Checker board-(flash) 

  

Fig 4. LED Goggles(Pattern Reversal) 

 

       

Fig 5.  LED Goggles(Flash)

 

different types of retinal images – B/W checker board 
(pattern reversal),B/W checker board (flash),LED Goggles 
(pattern reversal) and LED Goggles(flash) stimulations are 
recorded with same subject with variability P-100 latencies 
are amplitudes are noted in the following superimposed 
waveforms and results. The VEP signal has been labeled to 
indicate the N75,P100 and N145 marks, the corresponding 
latencies for the subject being 

83.1 ms,107.5 ms and 175 ms for B/W pattern reversal 
checker board,77.5 ms,113.1 ms,151.9ms for B/W flash 

checkerboard stimulation,82.5 ms,116.9 ms and 155.6 ms 
for LED Goggles pattern reversal and 80.0 ms,113.1 ms 
and 151.9 ms noted for LED Goggles flash stimulation. 

Table :1 Developed accuracy P-100 latency measurement 

Montage Tr N75 ms) P100(ms) N145(ms) 

Oz-Fz 1  112.4  

Oz-Fz 2  112.4  
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Finally, all the potential transforms between images are 
generated, with the correct registration producing accurate 
P-100 latency measurement of 112.4 m sec with different 
types of retinal waves as shown in the above table (V). 

6. Results and conclusion 

The developed accurate P-100 latency measurement 
evaluated using different types of stimulations under the 
process of image registration correctly aligning of the same 
subject taken at different stimulations and different 
modalities. The tables I,II,III and IV were variability of P-
100 latency and table V showed accurate P-100 latency 
using discrete wavelet transform. However, there is a small 
difference in the P-100 latency measurement because of the 
subjective behavioral factors, like the quality of the 
cooperation in fixation and accommodation. Diagnosis of 
optic nerve diseases for the recorded VEP signals is 
performed (P-100) on the basis of established for that neuro 
diagnostic laboratory. 
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Abstract 
Wireless access networks like WiMAX provide an excellent 
opportunity for operators to participate in the rapid growth 
opportunities that exist in emerging markets. Emerging markets are 
hungry for fixed broadband services; however characteristics of ADSL 
(Asymmetric Digital Subscriber Line) limit the even distribution of 
fixed broadband services to encompass urban and rural areas. WiMAX-
based access networks will enable local operators to cost-effectively 
reach millions of new potential customers and provide them with 
traditional voice and broadband data services. Which are still not 
possible?  Although these markets have all the attributes required for a 
winning business world, they are not without challenges. But after 
launching the WiMAX over ADSL in the market, the result are 
encouraging because with respect to other services the WiMax getting 
better responses in term of WiMAX’s users and operators.  
Keywords: WiMaX, ADSL, Wireless Network, Fixed Broadband, 
Emerging Market  
 

1. Fixed- and Mobile-WiMAX?  
 

WiMAX is a standards-based wireless broadband technology 
[3], also known by the IEEE standard, 802.16, offering high-
speed wireless access over long distances. A WiMAX system 
have a radio tower, similar to a cellular base station, and a 
WiMAX antenna and receiver at the customer-end, which can be 
a modem, PC (personal computer) data card or even a mobile 
handset. Fixed-WiMAX, often referred to as 802.16d standard, 
was released in 2004. Pre-standard CPEs (Customer Premises 
Equipment) are available including outdoor, directional antennas 
as well as indoor modems. The standard is specified to allow 
nomad city, where users can access the service from various 
locations covered by the network. However, in the absence of 
portable devices currently, present deployments offer only fixed 
wireless access, meaning users can access the service only from 
their home location, where the CPE is installed. Mobile-
WiMAX, referred to by the standard 802.16e, adds mobility to 
the WiMAX specifications, such that seamless handover and 
roaming are possible when users move from one cell site area to 
another. The specifications for 802.16e standard were released 
in December 2005. PC data cards, mobile handsets and laptops 
with embedded WiMAX chips are being planned by vendors on 
this standard. In countries where regulation prohibits full 
mobility for alternative wireless technologies such as WiMAX, 
operators can also deploy 802.16e networks for fixed and 
nomadic access. 

We analyzed what can be realistically expected from 
WiMAX deployments as well as compared its proposition 
against DSL (digital subscriber line) and 3G (third 
generation). Wireless Broadband Races to Substitute 
ADSL[1] For many years, users around the world have 
relied on fixed Internet connections, from the humble 
beginnings of dial-up to more generous portions of 
bandwidth though broadband connectivity. Recently, the 
emergence of wireless broadband has begun to challenge the 
landscape of fixed broadband. Though during its infancy 
stage, wireless broadband was regarded as a complimentary 
technology to empower mobile broadband, a sector outside 
the service perimeters of fixed line broadband operators, the 
scene has now changed to a competing one. Especially in 
emerging markets, wireless broadband technologies such as 
WiMAX are now in direct competition with fixed (ADSL) 
operators, where wireless broadband is positioned for fixed, 
indoor use that caters for home and small office users. 
WiMAX holds this advantage as it began as a fixed wireless 
broadband connectivity (IEEE’s 802.16d standard). 
According to Qualcomm, the year 2010 will see the number 
of wireless broadband subscribers overtake fixed broadband 
subscribers as shown in Figure 1 below. 
 

 
Source: Qualcomm 

Fig 1: Rapid growth of global wireless broadband subscribers 

2. Characteristics of Emerging Markets 
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The definition of an emerging market [4] is a nation having an 
economy with a very low current gross domestic product per 
capita (GDP) with an above-average economic growth potential. 
The annual GDP per capita for China and India for example is 
under $1,000, whereas the United States, Japan, and countries in 
Western Europe have GDPs per capita ranging from $24,000 to 
$36,000 per year. The above-average growth potential in 
emerging markets makes these countries attractive for 
investment but the low current GDP creates one of the major 
initial challenges. In terms of broadband services the low 
discretionary income per household has the following impact:  

• Lower revenues (ARPU) (average revenue per user) for 
broadband services.  

• Fewer customers can afford to purchase their own customer 
premise equipment.  

• Higher churn and higher percentage of bad debts can result in 
higher operating expense  

• Lower percentage of households own personal computers 
thus reducing the size of the addressable market for 
broadband services.  

On a more positive note there are a number of favorable 
attributes in addition to the above-average economic growth that 
make these markets particularly attractive for communications 
network investment. These attributes are summarized in the 
following table 

 
Table 1: Characteristics & Impact  

Characteristics of Emerging 
Markets 

Impact on WiMAX Operator 

Support of government telecom 
regulators  

• Spectrum available at low or no 
cost  
• Facilitated licensing process  
 

Very high household (HH) 
density in metro areas  

• Lower infrastructure CAPEX 
(capital expenditure) per HH 
passed  
 

Limited wire-line competition  • Gain higher penetration of 
addressable market  
 

High pent-up demand  • Rapid market adoption rate (1 to 
2 years instead of 3 to 5 years)  
 
 

3. WiMAX Technology Forecast 
 

Wireline technologies are slow and costly to roll out - even in 
some parts of developed nations. Cellular technology is often 
too costly to use, does not deliver true broadband speed and does 
not scale to the capacity of an all-IP media-centric network. 
Therefore it is assumed that, throughout the forecast period, 
particularly aggressive WiMAX growth [2] will take place in 
countries such as Brazil, China, India and Russia; and in regions 
such as the Americas, Middle East/Africa, Eastern Europe and 
Developing Asia Pacific. 

Initial forecasting assumptions are based on current 
penetration levels and potential total penetration levels, 
which take into account current and future economic 
development potential in each world region. 
The WiMAX penetration rates in these forecasts vary 
significantly by region and are based on the following 
assumptions: 
• After launching of WiMAX services the market potential 
depends on the availability of suitable spectrum in each 
region. 
• WiMAX penetration will increase as equipment costs—
and particularly device costs—decrease, with the rate of 
penetration in each region depending on the wider 
broadband market (with compared to other broadband 
devices) as well as macroeconomic factors such as 
consumer purchasing power  
• WiMAX will have higher growth and penetration rates 
where penetration of alternative fixed and mobile broadband 
systems is low. 
• WiMAX will have higher growth rates in regions where 
major operators are already committed to deploying the 
technology. We are talking to those operators where large 
number of users migrates to WiMAX. 
• WiMAX penetration will increase as service costs 
decrease, with the exact rate depending on the wider 
broadband and economic landscape of each region. 
• WiMAX penetration rates in each region have been 
benchmarked against comparable historical penetration rates 
in the fixed broadband, mobile, and mobile broadband 
markets. More detail on these penetration rates will be 
available in future reports. In future forecast revisions our 
intention is to introduce a dual methodology that includes 
both a tops-down and a bottom-up approach based on actual 
deployment data. This will allow for growth assumptions to 
be tied more closely to the number and growth of national 
and major regional operators. User Growth Forecasts [8] 
The WiMAX subscription model is same as of fixed 
broadband in that there are multiple business and consumer 
users connecting per each CPE subscription. The forecasts 
in Table 1 below take this into account and accordingly 
show a higher number of users than subscribers. Table 1 set 
out the user numbers by major world region. 
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Fig 2: WiMAX Users by Region 2007-2012 

 
 

Table 2: WiMAX Users by Region (millions) 2007-2012 
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Users = subscribers adjusted to reflect multiple users per 
subscription 
Region 2007 2008 2009 2010 2011 2012 

North 
America 

2.61 4.03 6.25 9.59 14.79 22.62 

Americas 0.66 1.18 2.14 3.92 7.17 12.97 
Asia 
Pacific 

1.39 2.84 5.99 12.96 28.17 60.45 

Europe 1.35 2.34 4.07 7.08 12.23 21.01 
Africa/ 
Middle 
East 

0.30 0.65 1.46 3.32 7.50 16.60 

TOTAL 6.32 11.04 19.91 36.88 69.87 133.66 
 
Fixed WiMAX device subscriptions—for example by outdoor or 
indoor CPE—will on average service more than one user. 
By 2012 the Asia Pacific region will lead the market in total 
actual users, with North America in second place followed by 
Europe, Africa/Middle East and the Americas. User numbers in 
India will overtake those in the USA in 2012, and it is estimated 
that by then China will have almost as many users as the whole 
of the Americas region (Latin America & the Caribbean). 

4. WiMAX: Country Growth & Operator 

 
The numbers of WiMAX operators and countries shown in 
Figure 3 are those in which WiMAX service has commenced. 
Those currently in deployment but not yet implemented in their 
account for the forecasts, with other operators and status which 
will adopt WiMAX technology in future. 
 

 
 

Fig 3: WiMAX Subscribers 2006-2012 

 
The end of 2007 showed a total of 181 WiMAX operators 
globally. This number is expected to rise to 538 operators by 
2012. The number of countries with WiMAX is anticipated to 
rise from 94 (out of a total 234 countries) at the end of 2007[5] 
to 201 in 2012.  

Europe is anticipated to have the largest number of 
operators, followed by Asia Pacific, Africa/Middle East, 
Americas and North America. However, Africa/Middle East 
is expected to have the highest number of WiMAX operator 
countries, followed by Europe, Americas, Asia Pacific and 
North America. 
 

 
Fig 4: Average WiMAX Users by Operator & Country 2007-2012 

 
 

Competing technologies  
 

 
 

Fig 5: Speed vs. Mobility of wireless systems 

 
Wi-Fi, HSPA (high speed downlink packet access), UMTS 
(universal mobile telecommunication system), and GSM 
(global system for mobile communication) within the 
marketplace, WiMAX's main competition comes from 
existing, widely deployed wireless systems such as UMTS, 
CDMA2000 (code division multiple access), existing Wi-Fi 
and mesh networking. 
In the future, competition [7] will be from the evolution of 
the major cellular standards to so-called 4G, high-
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bandwidth, low-latency, all-IP networks with voice services 
built on top. The worldwide move to 4G for GSM/UMTS is the 
3GPP (third generation partnership project) Long Term 
Evolution effort. However, it has been noted that the likely 
performance difference between WiMAX as it stands today and 
LTE (long term evolution) [6] when it is eventually 
commercially available in 2–3 years time, will be negligible. 
LTE is expected to be ratified at the end of 2010, with 
commercial implementations becoming viable within the next 
two years. End of 2009 TeliaSonera started commercial 
deployment in Oslo and Stockholm, In Denmark the 3 big 
telecoms are upgrading their network, and will make LTE 
available during 2010. 
In some areas of the world, the wide availability of UMTS and a 
general desire for standardization has meant spectrum has not 
been allocated for WiMAX: in July 2005, the EU-wide 
frequency allocation for WiMAX was blocked. 
 
5. Conclusion 
 
 The purpose of this forecast is to provide the WiMAX Forum 
prediction of the ecosystem’s worldwide growth over the next 
five years. The forecast covers WiMAX deployments globally 
and is broken down by major regions – North America, Asia-
Pacific, Europe, and Middle East/Africa. This also includes 
major country or sub-regional breakouts for the USA (united 
state of America), Canada, Japan, China, Korea, India, the Rest 
of Asia-Pacific Developed, the Rest of Asia-Pacific Developing, 
Western Europe, Eastern Europe, Africa and the Middle East. 
Assumptions 
Worldwide access to Broadband Internet is vital for economic 
growth and development. All governments must work to ensure 
that their nations are able to realize the benefits associated with 
a strong communications infrastructure. Therefore this report 
assumes that many countries will adopt WiMAX as a wireless 
Broadband Internet technology to facilitate rapid economic 
development. It is also assumed that the move to WiMAX, a 
technology that is ready for deployment now, will be preferable 
to waiting for alternative technologies that may not be available 
for three or more years. 
We can assume the growth of WiMAX technology, because we 
have seen the results the other related technologies by rapid 
growth, WiMAX user growth, the worldwide WiMAX operator 
growth, average WiMAX user by operator and country 2007 to 
2012 and finally other competing technology of Fig 1, Fig 2, Fig 
3, Fig 4 and Fig 5 respectively . 
So, we can conclude that WiMAX’s operator and product has a 
vital role for country and their operators’ growth to cost-
effective reach million of traditional voice and broadband data 
services. 
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Abstract 
Optical interconnects are foreseen as a potential solution to 
improve the performance of data transmission in high speed  
integrated circuits since electrical interconnects operating at high 
bit rates  have several limitations  which creates a bottleneck at  
the interconnect level. The objective of the work is to model and 
then simulate the MQWM based optical interconnect transmitter. 
The power output of the simulated modulator is then optimized 
with respect to various parameters namely contrast ratio, 
insertion loss and bias current. The methodology presented here 
is suitable for investigation of both analog and digital modulation 
performance but it primarily deals with digital modulation. We 
have not included the effect of carrier charge density in multiple 
quantum well simulation. 
 
Keywords: Optical interconnect, MQW, CR (contrast -ratio), IR 
(insertion loss). 

1. Introduction 

The microprocessor industry has developed at an 
incredible pace, particularly in the past decades. Transistor 
scaling has been the crux of the rapid growth in processing 
power over the past forty years [1]. Scaling process has a 
large impact on electrical parameters of metallic 
interconnections which are responsible for transporting 
data within the microprocessor and between the 
microprocessor and memory and consequently, 
interconnect has become the dominant factor determining 
speed. Two  fundamental  interconnection limits 
encountered as the density  of transistors increase  one  
related to speed and  the  other  to the number  of  
input/output  channels. Consequently as integrated circuit 
technology continues to scale if the interconnect problem  
 

 
is not addressed it will not be possible to achieve the 
exponential speed increases we have come to expect from 
the microprocessor industry. Optical interconnects have 
the potential to address this problem by providing both 
greater bandwidth and lower latency than electrical 
interconnects. Advantages offered by optical interconnects 
provide strong motivation to further develop 
methodologies for analysing optical interconnect links. 
There have been several attempts at optimizing optical 
interconnect links using software tools such as Microsim 
P-Spice. [3-6]. P-Spice is designed for EDA and is not 
optimized for optical networks hence at very high 
frequencies precision of simulated circuit reduces. Thus 
for analysing the behaviour of high speed optical 
interconnects MATLAB and Simulink may be a more 
powerful tool since it offers multi-domain simulation 
environment and model-based design which can 
accurately model the behaviour of optical sub systems 
making it a good platform for optimization of optical 
interconnect link. 

2. Background 

For optical transmitters, VCSELs and MQWMs are 
the two primary optical sources for high density 
optical interconnects. However VCSEL’ s use is 
limited due to self-heating and device lifetime 
concerns [5]. 
Quantum-well modulators have so far been the devices 

most extensively used in demonstrating actual dense 

interconnects to and from silicon CMOS chips. [6,9] 
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These devices have successfully been made in large arrays 
and solder bonded to the circuits. Also, Multiple quantum 
well (MQW) modulators offer an advantage over other 
light emitters in terms of signal and clock distribution. 
Furthermore, the electrical signals can be sampled with 
short optical pulses to improve the performance of 
receivers. MQWM based link requires that an external 
beam be brought onto the modulator. This facilitates to 
generate and control one master laser beam which allows 
centralized clocking of the entire system, and the use of 
modulators, as described above, allows the retiming of 
signals, especially if the master laser operates with 
relatively short optical pulses. Thus QWM based 
approach, besides yielding lower transmitter on-chip 
power dissipation can be more conducive to monolithic 
integration. This was the motivation for simulating a 
MQWM based optical interconnect link. 

3. Modeling and Simulation methodology 

In this section we describe the methodology used for 
modelling and simulation of optical interconnect 
transmitter. 
The simulated laser diode is an InGaAs–Al-GaAs–GaAs 
quantum-well separate confinement heterostructure. We 
considered only the internal parasitics assuming a low-
parasitics assembly scheme. The simulated modulator 
structure is reflective mode (RMQWM). 
For simulation of the dynamic response of MQW laser a 
rate equation model has been used [7]. In this model we 
have not included the effect of carrier dynamics in the 
quantum wells yielding the following set of equations  
     
 

 
      
 

 
         
 

 
                                   
With 

 
            
  
Where N(t) is a the carrier density in the in the quantum 

wells, S is the photon density in the laser cavity, is the 

phase of the optical field, I is the injection current, q is the 

electronic charge,  is the carrier density in the quantum 
wells for the reference bias level, p is the power 
output .physical meaning and values of various other 
coefficients can be found in ref [7] . Simulated Laser 
power output was then fed to the modelled integrated 
surface-normal reflective electroabsorption mqw 
modulators. Quantum well absorption data for three 
quantum wells is taken from the literature for well width 
of  95 Å, and the Al0.3Ga0.7As barrier thickness of 30 Å.  
An electroabsorption modulator using the quantum-
confined Stark effect is formed by placing an absorbing 
quantum well region in the intrinsic layer of a pin diode. 
Doing so creates the typical p-i-n photodiode structure and 
enables large fields to be placed across the quantum wells 
without inducing large currents. By applying a static 
reverse bias across the diode, photogenerated carriers are 
efficiently swept out of the intrinsic region and the device 
acts as a photodetector. Varying this bias causes a 
modulation in the optical absorption, resulting in an 
optical modulator. The modulator is characterized by its 
capacitance, Insertion Loss and Contrast Ratio. An ideal 
modulator has minimum optical power loss during the 
"on" state (IL), and largest possible optical power ratio 
between the "on" and the "off' states (CR). Typically, there 
is a trade-off between these parameters for a given value 
of the ratio between maximum  (αmax) and minimum 
(αmin)absorption  . The IL/CR relation for a simple 
RMQW structure in a reverse biased PIN configuration is 
given below 
 
  

   (5) 
 
 

Here  and are the modulator reflectivities in the 
less absorbing and more absorbing states, respectively. CR 
decreases significantly at low operating voltages. 
The modulator power output consists of the dynamic 
component including the capacitance of the driver chain 
and the modulator and the static component due to the 
absorbed optical power in the “on” and the “off” state. At 
low voltages, the dynamic component is small. The static 
power is calculated in terms of the CR and IL by 
multiplying the current in each binary state by its 
respective voltages and taking an average [9]   
 

                              (6) 
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Here  is a dimensionless efficiency factor  is 

the modulator responsively  is the input laser power to 

the modulator,  the pre-bias voltage and  is the 
supply voltage small compared to the static power of the 
modulator.  

4. Model description and Results 

Simulation was carried out in two stages. In the first stage 
the rate equations were implemented in simulink as shown 
in fig -1. Laser power output was then coupled to external 
modulator. Simulink model of MQWM modulator is 
shown in fig 2. Simulated Laser diode photon density for 
1ns pulse is shown in Figure 3. The simulated power 

output response of MQWM modulator is shown in fig 4. 
Simulated optical photon density output of MQWM 
Modulator with ramp input and bias current=2mA is 
shown in fig 5. Minimun interconnect power is observed 
as a function of bit rate.  We further study the change in 
the minimum interconnect power as a function of 
parameter X, which is dictated by bias current. It was 
observed that response of model worsens with increase in 
bias current. We have not included the effect of pattern 
jitters and crosstalk.   All the simulations were run over a 
time period that was several orders of magnitude longer 
than the fixed step size chosen so that   turn-on transient 
effects that happen near threshold can be avoided. All 
simulations were carried out using standard 4th-order 
Runge-Kutta algorithm with a fixed step size.   

Figure 1. Simulink model of LASER 
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Fig.3 Simulated photon density of 
Laser with bias current=1mA 

Figure 2. Simulink model  of Optical Modulator 

Fig.4 Power Dissipation of MQWM 
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5. Conclusions 

The work describes a methodology to model, simulate and 
then optimize the MQWM based optical interconnect 
transmitter power output with respect to various 
parameters namely contrast ratio, insertion loss and bias 
current. The methodology presented here is suitable for 
investigation of both analog and digital modulation 
performance but it primarily deals with digital modulation. 
The modulator was simulated on MATLAB Simulink tool 
and model response was obtained for 1- 20Gbps bit rate. 
The simulated model can achieve error-free operation 
under 16 Gbps data rate. It was observed that Modulator 
output worsens with increase in bias current. These results 
are based on simplified cases excluding pattern jitters, 
crosstalk and the effect of carrier charge density in 
multiple quantum well. However, the effect of pattern 
jitters and bandwidth limits of each device will become 
increasingly important as the density of an interconnect 
array becomes higher. These are subjects for further study. 
The model can be further improved by addressing these 
issues. 
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