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EDITORIAL

In this third edition of 2011, we bring forward issues from various dynamic computer science
fields ranging from system performance, computer vision, artificial intelligence, software
engineering, multimedia, pattern recognition, information retrieval, databases, security and
networking among others.

Considering the growing interest of academics worldwide to publish in 1JCSI, we invite
universities and institutions to partner with us to further encourage open-access publications.

As always we thank all our reviewers for providing constructive comments on papers sent to
them for review. This helps enormously in improving the quality of papers published in this
issue.

Google Scholar reported a large amount of cited papers published in 1JCSI. We will continue to
encourage the readers, authors and reviewers and the computer science scientific community and
interested authors to continue citing papers published by the journal.

It was with pleasure and a sense of satisfaction that we announced in mid March 2011 our 2-year
Impact Factor which is evaluated at 0.242. For more information about this please see the FAQ
section of the journal.

Apart from availability of the full-texts from the journal website, all published papers are
deposited in open-access repositories to make access easier and ensure continuous availability of
the proceedings free of charge for all researchers.

We are pleased to present IJCSI Volume 8, Issue 3, No 1, May 2011 (I1JCSI Vol. 8, Issue 3, No.
1). The acceptance rate for this issue is 33.6%.

IJCSI Editorial Board
May 2011 Issue

ISSN (Online): 1694-0814
© 1JCSI Publications
www.1JCSI.org



1JCSI Editorial Board 2011

Dr Tristan Vanrullen

Chief Editor

LPL, Laboratoire Parole et Langage - CNRS - Aix en Provence, France

LABRI, Laboratoire Bordelais de Recherche en Informatique - INRIA - Bordeaux, France
LEEE, Laboratoire d'Esthétique et Expérimentations de I'Espace - Université d'Auvergne, France

Dr Constantino Malagon
Associate Professor
Nebrija University

Spain

Dr Lamia Fourati Chaari

Associate Professor

Multimedia and Informatics Higher Institute in SFAX
Tunisia

Dr Mokhtar Beldjehem
Professor

Sainte-Anne University
Halifax, NS, Canada

Dr Pascal Chatonnay

Assistant Professor

Maltre de Conférences

Laboratoire d'Informatique de I'Université de Franche-Comté
Université de Franche-Comté

France

Dr Karim Mohammed Rezaul

Centre for Applied Internet Research (CAIR)
Glyndwr University

Wrexham, United Kingdom

Dr Yee-Ming Chen

Professor

Department of Industrial Engineering and Management
Yuan Ze University

Taiwan

Dr Vishal Goyal

Assistant Professor

Department of Computer Science
Punjabi University

Patiala, India



Dr Dalbir Singh

Faculty of Information Science And Technology
National University of Malaysia

Malaysia

Dr Natarajan Meghanathan
Assistant Professor

REU Program Director
Department of Computer Science
Jackson State University
Jackson, USA

Dr Deepak Laxmi Narasimha

Department of Software Engineering,

Faculty of Computer Science and Information Technology,
University of Malaya,

Kuala Lumpur, Malaysia

Dr. Prabhat K. Mahanti
Professor

Computer Science Department,
University of New Brunswick
Saint John, N.B., E2L 4L5, Canada

Dr Navneet Agrawal

Assistant Professor

Department of ECE,

College of Technology & Engineering,
MPUAT, Udaipur 313001 Rajasthan, India

Dr Panagiotis Michailidis

Division of Computer Science and Mathematics,
University of Western Macedonia,

53100 Florina, Greece

Dr T. V. Prasad

Professor

Department of Computer Science and Engineering,
Lingaya's University

Faridabad, Haryana, India

Dr Saqib Rasool Chaudhry

Wireless Networks and Communication Centre
261 Michael Sterling Building

Brunel University West London, UK, UB8 3PH

Dr Shishir Kumar

Department of Computer Science and Engineering,
Jaypee University of Engineering & Technology
Raghogarh, MP, India



Dr P. K. Suri

Professor

Department of Computer Science & Applications,
Kurukshetra University,

Kurukshetra, India

Dr Paramjeet Singh

Associate Professor

GZS College of Engineering & Technology,
India

Dr Shaveta Rani

Associate Professor

GZS College of Engineering & Technology,
India

Dr. Seema Verma
Associate Professor,
Department Of Electronics,
Banasthali University,
Rajasthan - 304022, India

Dr G. Ganesan

Professor

Department of Mathematics,
Adikavi Nannaya University,
Rajahmundry, A.P, India

Dr A. V. Senthil Kumar

Department of MCA,

Hindusthan College of Arts and Science,
Coimbatore, Tamilnadu, India

Dr Jyoteesh Malhotra

ECE Department,

Guru Nanak Dev University,
Jalandhar, Punjab, India

Dr R. Ponnusamy

Professor

Department of Computer Science & Engineering,
Aarupadai Veedu Institute of Technology,

Vinayaga Missions University, Chennai, Tamilnadu, India.

N. Jaisankar

Assistant Professor

School of Computing Sciences,
VIT University

Vellore, Tamilnadu, India



IJCSI Reviewers Committee 2011

e Mr. Markus Schatten, University of Zagreb, Faculty of Organization and Informatics, Croatia

e Mr. Vassilis Papataxiarhis, Department of Informatics and Telecommunications, National and
Kapodistrian University of Athens, Athens, Greece

e Dr Modestos Stavrakis, University of the Aegean, Greece

e Dr Fadi KHALIL, LAAS -- CNRS Laboratory, France

e Dr Dimitar Trajanov, Faculty of Electrical Engineering and Information technologies, ss. Cyril and
Methodius Univesity - Skopje, Macedonia

e DrJinping Yuan, College of Information System and Management,National Univ. of Defense Tech.,
China

e Dr Alexis Lazanas, Ministry of Education, Greece

e Dr Stavroula Mougiakakou, University of Bern, ARTORG Center for Biomedical Engineering
Research, Switzerland

e Dr Cyril de Runz, CReSTIC-SIC, IUT de Reims, University of Reims, France

e Mr. Pramodkumar P. Gupta, Dept of Bioinformatics, Dr D Y Patil University, India

e Dr Alireza Fereidunian, School of ECE, University of Tehran, Iran

Mr. Fred Viezens, Otto-Von-Guericke-University Magdeburg, Germany

Dr. Richard G. Bush, Lawrence Technological University, United States

Dr. Ola Osunkoya, Information Security Architect, USA

Mr. Kotsokostas N.Antonios, TEI Piraeus, Hellas

e Prof Steven Totosy de Zepetnek, U of Halle-Wittenberg & Purdue U & National Sun Yat-sen U,
Germany, USA, Taiwan

e Mr. M Arif Siddiqui, Najran University, Saudi Arabia

Ms. llknur Icke, The Graduate Center, City University of New York, USA

Prof Miroslav Baca, Faculty of Organization and Informatics, University of Zagreb, Croatia

Dr. Elvia Ruiz Beltran, Instituto Tecnoldgico de Aguascalientes, Mexico

Mr. Moustafa Banbouk, Engineer du Telecom, UAE

e Mr. Kevin P. Monaghan, Wayne State University, Detroit, Michigan, USA

e Ms. Moira Stephens, University of Sydney, Australia

e Ms. Maryam Feily, National Advanced IPv6 Centre of Excellence (NAV6) , Universiti Sains Malaysia
(USM), Malaysia

e Dr. Constantine YIALOURIS, Informatics Laboratory Agricultural University of Athens, Greece
e Mrs. Angeles Abella, U. de Montreal, Canada

e Dr. Patrizio Arrigo, CNR ISMAC, italy

Mr. Anirban Mukhopadhyay, B.P.Poddar Institute of Management & Technology, India

Mr. Dinesh Kumar, DAV Institute of Engineering & Technology, India

Mr. Jorge L. Hernandez-Ardieta, INDRA SISTEMAS / University Carlos 111 of Madrid, Spain

e Mr. AliReza Shahrestani, University of Malaya (UM), National Advanced IPv6 Centre of Excellence
(NAv6), Malaysia

e Mr. Blagoj Ristevski, Faculty of Administration and Information Systems Management - Bitola,
Republic of Macedonia

e Mr. Mauricio Egidio Cantdo, Department of Computer Science / University of S&o Paulo, Brazil
e Mr. Jules Ruis, Fractal Consultancy, The netherlands



e Mr. Mohammad Iftekhar Husain, University at Buffalo, USA

e Dr. Deepak Laxmi Narasimha, Department of Software Engineering, Faculty of Computer Science and
Information Technology, University of Malaya, Malaysia

e Dr. Paola Di Maio, DMEM University of Strathclyde, UK

e Dr. Bhanu Pratap Singh, Institute of Instrumentation Engineering, Kurukshetra University
Kurukshetra, India

Mr. Sana Ullah, Inha University, South Korea

Mr. Cornelis Pieter Pieters, Condast, The Netherlands

Dr. Amogh Kavimandan, The MathWorks Inc., USA

Dr. Zhinan Zhou, Samsung Telecommunications America, USA

Mr. Alberto de Santos Sierra, Universidad Politécnica de Madrid, Spain

Dr. Md. Atiqur Rahman Ahad, Department of Applied Physics, Electronics & Communication
Engineering (APECE), University of Dhaka, Bangladesh

e Dr. Charalampos Bratsas, Lab of Medical Informatics, Medical Faculty, Aristotle University,
Thessaloniki, Greece

Ms. Alexia Dini Kounoudes, Cyprus University of Technology, Cyprus

Dr. Jorge A. Ruiz-Vanoye, Universidad Juarez Autdnoma de Tabasco, Mexico

Dr. Alejandro Fuentes Penna, Universidad Popular Auténoma del Estado de Puebla, México

Dr. Ocotlan Diaz-Parra, Universidad Juarez Autdnoma de Tabasco, México

Mrs. Nantia lakovidou, Aristotle University of Thessaloniki, Greece

Mr. Vinay Chopra, DAV Institute of Engineering & Technology, Jalandhar

Ms. Carmen Lastres, Universidad Politécnica de Madrid - Centre for Smart Environments, Spain
Dr. Sanja Lazarova-Molnar, United Arab Emirates University, UAE

Mr. Srikrishna Nudurumati, Imaging & Printing Group R&D Hub, Hewlett-Packard, India

Dr. Olivier Nocent, CReSTIC/SIC, University of Reims, France

Mr. Burak Cizmeci, Isik University, Turkey

Dr. Carlos Jaime Barrios Hernandez, LIG (Laboratory Of Informatics of Grenoble), France

Mr. Md. Rabiul Islam, Rajshahi university of Engineering & Technology (RUET), Bangladesh
Dr. LAKHOUA Mohamed Najeh, ISSAT - Laboratory of Analysis and Control of Systems, Tunisia
Dr. Alessandro Lavacchi, Department of Chemistry - University of Firenze, Italy

Mr. Mungwe, University of Oldenburg, Germany

Mr. Somnath Tagore, Dr D Y Patil University, India

Ms. Xuegin Wang, ATCS, USA

Dr. Borislav D Dimitrov, Department of General Practice, Royal College of Surgeons in Ireland,
Dublin, Ireland

e Dr. Fondjo Fotou Franklin, Langston University, USA

e Dr. Vishal Goyal, Department of Computer Science, Punjabi University, Patiala, India

e Mr. Thomas J. Clancy, ACM, United States

e Dr. Ahmed Nabih Zaki Rashed, Dr. in Electronic Engineering, Faculty of Electronic Engineering,
menouf 32951, Electronics and Electrical Communication Engineering Department, Menoufia university,
EGYPT, EGYPT

e Dr. Rushed Kanawati, LIPN, France

e Mr. Koteshwar Rao, K G Reddy College Of ENGG.&TECH,CHILKUR, RR DIST.,AP, India

e Mr. M. Nagesh Kumar, Department of Electronics and Communication, J.S.S. research foundation,
Mysore University, Mysore-6, India



Dr. Ibrahim Noha, Grenoble Informatics Laboratory, France

Mr. Muhammad Yasir Qadri, University of Essex, UK

Mr. Annadurai .P, KMCPGS, Lawspet, Pondicherry, India, (Aff. Pondicherry Univeristy, India
Mr. E Munivel , CEDTI (Govt. of India), India

Dr. Chitra Ganesh Desai, University of Pune, India

Mr. Syed, Analytical Services & Materials, Inc., USA

Mrs. Payal N. Raj, Veer South Gujarat University, India

Mrs. Priti Maheshwary, Maulana Azad National Institute of Technology, Bhopal, India
Mr. Mahesh Goyani, S.P. University, India, India

Mr. Vinay Verma, Defence Avionics Research Establishment, DRDO, India

Dr. George A. Papakostas, Democritus University of Thrace, Greece

Mr. Abhijit Sanjiv Kulkarni, DARE, DRDO, India

Mr. Kavi Kumar Khedo, University of Mauritius, Mauritius

Dr. B. Sivaselvan, Indian Institute of Information Technology, Design & Manufacturing,
Kancheepuram, 11T Madras Campus, India

e Dr. Partha Pratim Bhattacharya, Greater Kolkata College of Engineering and Management, \West
Bengal University of Technology, India

Mr. Manish Maheshwari, Makhanlal C University of Journalism & Communication, India
Dr. Siddhartha Kumar Khaitan, lowa State University, USA

Dr. Mandhapati Raju, General Motors Inc, USA

Dr. M.Igbal Saripan, Universiti Putra Malaysia, Malaysia

Mr. Ahmad Shukri Mohd Noor, University Malaysia Terengganu, Malaysia

Mr. Selvakuberan K, TATA Consultancy Services, India

Dr. Smita Rajpal, Institute of Technology and Management, Gurgaon, India

Mr. Rakesh Kachroo, Tata Consultancy Services, India

Mr. Raman Kumar, National Institute of Technology, Jalandhar, Punjab., India

Mr. Nitesh Sureja, S.P.University, India

Dr. M. Emre Celebi, Louisiana State University, Shreveport, USA

Dr. Aung Kyaw Oo, Defence Services Academy, Myanmar

Mr. Sanjay P. Patel, Sankalchand Patel College of Engineering, Visnagar, Gujarat, India
Dr. Pascal Fallavollita, Queens University, Canada

Mr. Jitendra Agrawal, Rajiv Gandhi Technological University, Bhopal, MP, India

Mr. Ismael Rafael Ponce Medellin, Cenidet (Centro Nacional de Investigacion y Desarrollo
Tecnoldgico), Mexico

Mr. Supheakmungkol SARIN, Waseda University, Japan

Mr. Shoukat Ullah, Govt. Post Graduate College Bannu, Pakistan

Dr. Vivian Augustine, Telecom Zimbabwe, Zimbabwe

Mrs. Mutalli Vatila, Offshore Business Philipines, Philipines

Mr. Pankaj Kumar, SAMA, India

Dr. Himanshu Aggarwal, Punjabi University,Patiala, India

Dr. Vauvert Guillaume, Europages, France

Prof Yee Ming Chen, Department of Industrial Engineering and Management, Yuan Ze University,
Taiwan

e Dr. Constantino Malagon, Nebrija University, Spain

e Prof Kanwalvir Singh Dhindsa, B.B.S.B.Engg.College, Fatehgarh Sahib (Punjab), India



Mr. Angkoon Phinyomark, Prince of Singkla University, Thailand

Ms. Nital H. Mistry, Veer Narmad South Gujarat University, Surat, India

Dr. M.R.Sumalatha, Anna University, India

Mr. Somesh Kumar Dewangan, Disha Institute of Management and Technology, India
Mr. Raman Maini, Punjabi University, Patiala(Punjab)-147002, India

Dr. Abdelkader Outtagarts, Alcatel-Lucent Bell-Labs, France

Prof Dr. Abdul Wahid, AKG Engg. College, Ghaziabad, India

Mr. Prabu Mohandas, Anna University/Adhiyamaan College of Engineering, india

Dr. Manish Kumar Jindal, Panjab University Regional Centre, Muktsar, India

Prof Mydhili K Nair, M S Ramaiah Institute of Technnology, Bangalore, India

Dr. C. Suresh Gnana Dhas, VelTech MultiTech Dr.Rangarajan Dr.Sagunthala Engineering

College,Chennai, Tamilnadu, India

Prof Akash Rajak, Krishna Institute of Engineering and Technology, Ghaziabad, India

Mr. Ajay Kumar Shrivastava, Krishna Institute of Engineering & Technology, Ghaziabad, India

Mr. Deo Prakash, SMVD University, Kakryal(J&K), India

Dr. Vu Thanh Nguyen, University of Information Technology HoChiMinh City, VietNam

Prof Deo Prakash, SMVD University (A Technical University open on L.1.T. Pattern) Kakryal (J&K),

India

Dr. Navneet Agrawal, Dept. of ECE, College of Technology & Engineering, MPUAT, Udaipur 313001

Rajasthan, India

Mr. Sufal Das, Sikkim Manipal Institute of Technology, India

Mr. Anil Kumar, Sikkim Manipal Institute of Technology, India

Dr. B. Prasanalakshmi, King Saud University, Saudi Arabia.

Dr. KD Verma, S.V. (P.G.) College, Aligarh, India

Mr. Mohd Nazri Ismail, System and Networking Department, University of Kuala Lumpur (UniKL),

Malaysia

Dr. Nguyen Tuan Dang, University of Information Technology, Vietnam National University Ho Chi

Minh city, Vietnam

Dr. Abdul Aziz, University of Central Punjab, Pakistan

Dr. P. Vasudeva Reddy, Andhra University, India

Mrs. Savvas A. Chatzichristofis, Democritus University of Thrace, Greece

Mr. Marcio Dorn, Federal University of Rio Grande do Sul - UFRGS Institute of Informatics, Brazil
Mr. Luca Mazzola, University of Lugano, Switzerland

Mr. Nadeem Mahmood, Department of Computer Science, University of Karachi, Pakistan

Mr. Hafeez Ullah Amin, Kohat University of Science & Technology, Pakistan

Dr. Professor Vikram Singh, Ch. Devi Lal University, Sirsa (Haryana), India

Mr. M. Azath, Calicut/Mets School of Enginerring, India

Dr. J. Hanumanthappa, DoS in CS, University of Mysore, India

Dr. Shahanawaj Ahamad, Department of Computer Science, King Saud University, Saudi Arabia
Dr. K. Duraiswamy, K. S. Rangasamy College of Technology, India

Prof. Dr Mazlina Esa, Universiti Teknologi Malaysia, Malaysia

Dr. P. Vasant, Power Control Optimization (Global), Malaysia

Dr. Taner Tuncer, Firat University, Turkey

Dr. Norrozila Sulaiman, University Malaysia Pahang, Malaysia

Prof. S K Gupta, BCET, Guradspur, India



Dr. Latha Parameswaran, Amrita Vishwa Vidyapeetham, India

Mr. M. Azath, Anna University, India

Dr. P. Suresh Varma, Adikavi Nannaya University, India

Prof. V. N. Kamalesh, JSS Academy of Technical Education, India

Dr. D Gunaseelan, Ibri College of Technology, Oman

Mr. Sanjay Kumar Anand, CDAC, India

Mr. Akshat Verma, CDAC, India

Mrs. Fazeela Tunnisa, Najran University, Kingdom of Saudi Arabia

Mr. Hasan Asil, Islamic Azad University Tabriz Branch (Azarshahr), Iran

Prof. Dr Sajal Kabiraj, Fr. C Rodrigues Institute of Management Studies (Affiliated to University of
Mumbai, India), India

Mr. Syed Fawad Mustafa, GAC Center, Shandong University, China

Dr. Natarajan Meghanathan, Jackson State University, Jackson, MS, USA

Prof. Selvakani Kandeeban, Francis Xavier Engineering College, India

Mr. Tohid Sedghi, Urmia University, Iran

Dr. S. Sasikumar, PSNA College of Engg and Tech, Dindigul, India

Dr. Anupam Shukla, Indian Institute of Information Technology and Management Gwalior, India
Mr. Rahul Kala, Indian Institute of Inforamtion Technology and Management Gwalior, India

Dr. AV Nikolov, National University of Lesotho, Lesotho

Mr. Kamal Sarkar, Department of Computer Science and Engineering, Jadavpur University, India
Dr. Mokhled S. AlTarawneh, Computer Engineering Dept., Faculty of Engineering, Mutah University,
Jordan, Jordan

e Prof. Sattar J Aboud, Iragi Council of Representatives, Iraq-Baghdad

e Dr. Prasant Kumar Pattnaik, Department of CSE, KIST, India

e Dr. Mohammed Amoon, King Saud University, Saudi Arabia

e Dr. Tsvetanka Georgieva, Department of Information Technologies, St. Cyril and St. Methodius
University of Veliko Tarnovo, Bulgaria

e Dr. Eva Volna, University of Ostrava, Czech Republic

e Mr. Ujjal Marjit, University of Kalyani, West-Bengal, India

e Dr. Prasant Kumar Pattnaik, KIST,Bhubaneswar,India, India

e Dr. Guezouri Mustapha, Department of Electronics, Faculty of Electrical Engineering, University of
Science and Technology (USTO), Oran, Algeria

Mr. Maniyar Shiraz Ahmed, Najran University, Najran, Saudi Arabia

Dr. Sreedhar Reddy, JNTU, SSIETW, Hyderabad, India

Mr. Bala Dhandayuthapani Veerasamy, Mekelle University, Ethiopa

Mr. Arash Habibi Lashkari, University of Malaya (UM), Malaysia

Mr. Rajesh Prasad, LDC Institute of Technical Studies, Allahabad, India

Ms. Habib Izadkhah, Tabriz University, Iran

Dr. Lokesh Kumar Sharma, Chhattisgarh Swami Vivekanand Technical University Bhilai, India
Mr. Kuldeep Yadav, IHIT Delhi, India

Dr. Naoufel Kraiem, Institut Superieur d'Informatique, Tunisia

Prof. Frank Ortmeier, Otto-von-Guericke-Universitaet Magdeburg, Germany

Mr. Ashraf Aljammal, USM, Malaysia

Mrs. Amandeep Kaur, Department of Computer Science, Punjabi University, Patiala, Punjab, India
Mr. Babak Basharirad, University Technology of Malaysia, Malaysia



Mr. Avinash singh, Kiet Ghaziabad, India

Dr. Miguel Vargas-Lombardo, Technological University of Panama, Panama

Dr. Tuncay Sevindik, Firat University, Turkey

Ms. Pavai Kandavelu, Anna University Chennai, India

Mr. Ravish Khichar, Global Institute of Technology, India

Mr Aos Alaa Zaidan Ansaef, Multimedia University, Cyberjaya, Malaysia

Dr. Awadhesh Kumar Sharma, Dept. of CSE, MMM Engg College, Gorakhpur-273010, UP, India
Mr. Qasim Siddique, FUIEMS, Pakistan

Dr. Le Hoang Thai, University of Science, Vietham National University - Ho Chi Minh City, Vietnam
Dr. Saravanan C, NIT, Durgapur, India

Dr. Vijay Kumar Mago, DAV College, Jalandhar, India

Dr. Do Van Nhon, University of Information Technology, Vietnam

Mr. Georgios Kioumourtzis, University of Patras, Greece

Mr. Amol D.Potgantwar, SITRC Nasik, India

Mr. Lesedi Melton Masisi, Council for Scientific and Industrial Research, South Africa

Dr. Karthik.S, Department of Computer Science & Engineering, SNS College of Technology, India
Mr. Nafiz Imtiaz Bin Hamid, Department of Electrical and Electronic Engineering, Islamic University

of Technology (IUT), Bangladesh

Mr. Muhammad Imran Khan, Universiti Teknologi PETRONAS, Malaysia

Dr. Abdul Kareem M. Radhi, Information Engineering - Nahrin University, Iraq

Dr. Mohd Nazri Ismail, University of Kuala Lumpur, Malaysia

Dr. Manuj Darbari, BBDNITM, Institute of Technology, A-649, Indira Nagar, Lucknow 226016, India
Ms. Izerrouken, INP-IRIT, France

Mr. Nitin Ashokrao Naik, Dept. of Computer Science, Yeshwant Mahavidyalaya, Nanded, India

Mr. Nikhil Raj, National Institute of Technology, Kurukshetra, India

Prof. Maher Ben Jemaa, National School of Engineers of Sfax, Tunisia

Prof. Rajeshwar Singh, BRCM College of Engineering and Technology, Bahal Bhiwani, Haryana,

India

Mr. Gaurav Kumar, Department of Computer Applications, Chitkara Institute of Engineering and

Technology, Rajpura, Punjab, India

Mr. Ajeet Kumar Pandey, Indian Institute of Technology, Kharagpur, India

Mr. Rajiv Phougat, IBM Corporation, USA

Mrs. Aysha V, College of Applied Science Pattuvam affiliated with Kannur University, India

Dr. Debotosh Bhattacharjee, Department of Computer Science and Engineering, Jadavpur University,

Kolkata-700032, India

Dr. Neelam Srivastava, Institute of engineering & Technology, Lucknow, India

Prof. Sweta Verma, Galgotia's College of Engineering & Technology, Greater Noida, India

Mr. Harminder Singh Bindra, MIMIT, INDIA

Dr. Lokesh Kumar Sharma, Chhattisgarh Swami Vivekanand Technical University, Bhilai, India
Mr. Tarun Kumar, U.P. Technical University/Radha Govinend Engg. College, India

Mr. Tirthraj Rai, Jawahar Lal Nehru University, New Delhi, India

Mr. Akhilesh Tiwari, Madhav Institute of Technology & Science, India

Mr. Dakshina Ranjan Kisku, Dr. B. C. Roy Engineering College, WBUT, India

Ms. Anu Suneja, Maharshi Markandeshwar University, Mullana, Haryana, India

Mr. Munish Kumar Jindal, Punjabi University Regional Centre, Jaito (Faridkot), India



e Dr. Ashraf Bany Mohammed, Management Information Systems Department, Faculty of
Administrative and Financial Sciences, Petra University, Jordan

e Mrs. Jyoti Jain, R.G.P.V. Bhopal, India

e Dr. Lamia Chaari, SFAX University, Tunisia

e Mr. Akhter Raza Syed, Department of Computer Science, University of Karachi, Pakistan

e Prof. Khubaib Ahmed Qureshi, Information Technology Department, HIMS, Hamdard University,
Pakistan

Prof. Boubker Shihi, Ecole des Sciences de L'Information, Morocco

Dr. S. M. Riazul Islam, Inha University, South Korea

Prof. Lokhande S.N., S.R.T.M.University, Nanded (MH), India

Dr. Vijay H Mankar, Dept. of Electronics, Govt. Polytechnic, Nagpur, India

Dr. M. Sreedhar Reddy, JNTU, Hyderabad, SSIETW, India

Mr. Ojesanmi Olusegun, Ajayi Crowther University, Oyo, Nigeria

Ms. Mamta Juneja, RBIEBT, PTU, India

Dr. Ekta Walia Bhullar, Maharishi Markandeshwar University, Mullana Ambala (Haryana), India
Prof. Chandra Mohan, John Bosco Engineering College, India

Mr. Nitin A. Naik, Yeshwant Mahavidyalaya, Nanded, India

Mr. Sunil Kashibarao Nayak, Bahirji Smarak Mahavidyalaya, Basmathnagar Dist-Hingoli., India
Prof. Rakesh.L, Vijetha Institute of Technology, Bangalore, India

Mr B. M. Patil, Indian Institute of Technology, Roorkee, Uttarakhand, India

Mr. Thipendra Pal Singh, Sharda University, K.P. I11, Greater Noida, Uttar Pradesh, India

Prof. Chandra Mohan, John Bosco Engg College, India

Mr. Hadi Saboohi, University of Malaya - Faculty of Computer Science and Information Technology,
Malaysia

Dr. R. Baskaran, Anna University, India

Dr. Wichian Sittiprapaporn, Mahasarakham University College of Music, Thailand

Mr. Lai Khin Wee, Universiti Teknologi Malaysia, Malaysia

Dr. Kamaljit I. Lakhtaria, Atmiya Institute of Technology, India

Mrs. Inderpreet Kaur, PTU, Jalandhar, India

Mr. Igbaldeep Kaur, PTU / RBIEBT, India

Mrs. Vasudha Bahl, Maharaja Agrasen Institute of Technology, Delhi, India

Prof. Vinay Uttamrao Kale, P.R.M. Institute of Technology & Research, Badnera, Amravati,
Maharashtra, India

e Mr. Suhas J Manangi, Microsoft, India

e Ms. Anna Kuzio, Adam Mickiewicz University, School of English, Poland

e Mr. Vikas Singla, Malout Institute of Management & Information Technology, Malout, Punjab, India,
India

e Dr. Dalbir Singh, Faculty of Information Science And Technology, National University of Malaysia,
Malaysia

Dr. Saurabh Mukherjee, PIM, Jiwaji University, Gwalior, M.P, India

Dr. Debojyoti Mitra, Sir Padampat Singhania University, India

Prof. Rachit Garg, Department of Computer Science, L K College, India

Dr. Arun Kumar Gupta, M.S. College, Saharanpur, India

Dr. Todor Todorov, Institute of Mathematics and Informatics, Bulgarian Academy of Sciences,
Bulgaria



Mr. Akhter Raza Syed, University of Karachi, Pakistan
Mrs. Manjula K A, Kannur University, India
Prof. M. Saleem Babu, Department of Computer Science and Engineering, Vel Tech University,

Chennai, India

Dr. Rajesh Kumar Tiwari, GLA Institute of Technology, India

Dr. V. Nagarajan, SMVEC, Pondicherry university, India

Mr. Rakesh Kumar, Indian Institute of Technology Roorkee, India

Prof. Amit Verma, PTU/RBIEBT, India

Mr. Sohan Purohit, University of Massachusetts Lowell, USA

Mr. Anand Kumar, AMC Engineering College, Bangalore, India

Dr. Samir Abdelrahman, Computer Science Department, Cairo University, Egypt
Dr. Rama Prasad V Vaddella, Sree Vidyanikethan Engineering College, India
Prof. Jyoti Prakash Singh, Academy of Technology, India

Mr. Peyman Taher, Oklahoma State University, USA

Dr. S Srinivasan, PDM College of Engineering, India

Mr. Muhammad Zakarya, CIIT, Pakistan

Mr. Williamjeet Singh, Chitkara Institute of Engineering and Technology, India
Mr. G.Jeyakumar, Amrita School of Engineering, India

Mr. Harmunish Taneja, Maharishi Markandeshwar University, Mullana, Ambala, Haryana, India
Dr. Sin-Ban Ho, Faculty of IT, Multimedia University, Malaysia

Mrs. Doreen Hephzibah Miriam, Anna University, Chennai, India

Mrs. Mitu Dhull, GNKITMS Yamuna Nagar Haryana, India

Mr. Neetesh Gupta, Technocrats Inst. of Technology, Bhopal, India

Ms. A. Lavanya, Manipal University, Karnataka, India

Ms. D. Pravallika, Manipal University, Karnataka, India

Prof. Ashutosh Kumar Dubey, Assistant Professor, India

Mr. Ranjit Singh, Apeejay Institute of Management, Jalandhar, India

Mr. Prasad S.Halgaonkar, MIT, Pune University, India

Mr. Anand Sharma, MITS, Lakshmangarh, Sikar (Rajasthan), India

Mr. Amit Kumar, Jaypee University of Engineering and Technology, India

Prof. Vasavi Bande, Computer Science and Engneering, Hyderabad Institute of Technology and

Management, India

Dr. Jagdish Lal Raheja, Central Electronics Engineering Research Institute, India

Mr G. Appasami, Dept. of CSE, Dr. Pauls Engineering College, Anna University - Chennai, India

Mr Vimal Mishra, U.P. Technical Education, Allahabad, India

Dr. Arti Arya, PES School of Engineering, Bangalore (under VTU, Belgaum, Karnataka), India

Mr. Pawan Jindal, J.U.E.T. Guna, M.P., India

Prof. Santhosh.P.Mathew, Saintgits College of Engineering, Kottayam, India

Dr. P. K. Suri, Department of Computer Science & Applications, Kurukshetra University, Kurukshetra,

India

Dr. Syed Akhter Hossain, Daffodil International University, Bangladesh
Mr. Nasim Qaisar, Federal Urdu Univetrsity of Arts, Science and Technology, Pakistan
Mr. Mohit Jain, Maharaja Surajmal Institute of Technology (Affiliated to Guru Gobind Singh

Indraprastha University, New Delhi), India

Dr. Shaveta Rani, GZS College of Engineering & Technology, India



Dr. Paramjeet Singh, GZS College of Engineering & Technology, India
Prof. T Venkat Narayana Rao, Department of CSE, Hyderabad Institute of Technology and

Management , India

Mr. Vikas Gupta, CDLM Government Engineering College, Panniwala Mota, India
Dr Juan José Martinez Castillo, University of Yacambu, Venezuela
Mr Kunwar S. Vaisla, Department of Computer Science & Engineering, BCT Kumaon Engineering

College, India

Prof. Manpreet Singh, M. M. Engg. College, M. M. University, Haryana, India

Mr. Syed Imran, University College Cork, Ireland

Dr. Namfon Assawamekin, University of the Thai Chamber of Commerce, Thailand

Dr. Shahaboddin Shamshirband, Islamic Azad University, Iran

Dr. Mohamed Ali Mahjoub, University of Monastir, Tunisia

Mr. Adis Medic, Infosys Itd, Bosnia and Herzegovina

Mr Swarup Roy, Department of Information Technology, North Eastern Hill University, Umshing,

Shillong 793022, Meghalaya, India

Mr. Suresh Kallam, East China University of Technology, Nanchang, China

Dr. Mohammed Ali Hussain, Sai Madhavi Institute of Science & Technology, Rajahmundry, India
Mr. Vikas Gupta, Adesh Instutute of Engineering & Technology, India

Dr. Anuraag Awasthi, JV Womens University, Jaipur, India

Dr. Dr. Mathura Prasad Thapliyal, Department of Computer Science, HNB Garhwal University (Centr

al University), Srinagar (Garhwal), India

Mr. Md. Rajibul Islam, Ibnu Sina Institute, University Technology Malaysia, Malaysia
Mr. Adnan Qureshi, University of Jinan, Shandong, P.R.China, P.R.China

Dr. Jatinderkumar R. Saini, Narmada College of Computer Application, India

Mr. Mueen Uddin, Universiti Teknologi Malaysia, Malaysia

Mr. S. Albert Alexander, Kongu Engineering College, India

Dr. Shaidah Jusoh, Zarga Private University, Jordan

Dr. Dushmanta Mallick, KMBB College of Engineering and Technology, India

Mr. Santhosh Krishna B.V, Hindustan University, India

Dr. Tariqg Ahamad Ahanger, Kausar College Of Computer Sciences, India

Dr. Chi Lin, Dalian University of Technology, China

Prof. VIJENDRA BABU.D, ECE Department, Aarupadai Veedu Institute of Technology, Vinayaka

Missions University, India

Mr. Raj Gaurang Tiwari, Gautam Budh Technical University, India

Mrs. Jeysree J, SRM University, India

Dr. C S Reddy, VIT University, India

Mr. Amit Wason, Rayat-Bahra Institute of Engineering & Bio-Technology, Kharar, India

Mr. Yousef Naeemi, Mehr Alborz University, Iran

Mr. Muhammad Shuaib Qureshi, Igra National University, Peshawar, Pakistan, Pakistan

Dr Pranam Paul, Narula Institute of Technology Agarpara. Kolkata: 700109; West Bengal, India
Dr. G. M. Nasira, Sasurie College of Enginering, (Affliated to Anna University of Technology

Coimbatore), India

Dr. Manasawee Kaenampornpan, Mahasarakham University, Thailand
Mrs. Iti Mathur, Banasthali University, India
Mr. Avanish Kumar Singh, RRIMT, NH-24, B.K.T., Lucknow, U.P., India



Dr. Panagiotis Michailidis, University of Western Macedonia, Greece

Mr. Amir Seyed Danesh, University of Malaya, Malaysia

Dr. Terry Walcott, E-Promag Consultancy Group, United Kingdom

Mr. Farhat Amine, High Institute of Management of Tunis, Tunisia

Mr. Ali Wagar Azim, COMSATS Institute of Information Technology, Pakistan
Mr. Zeeshan Qamar, COMSATS Institute of Information Technology, Pakistan
Dr. Samsudin Wahab, MARA University of Technology, Malaysia

Mr. Ashikali M. Hasan, CelNet Security, India



TABLE OF CONTENTS

1. The Use of Design Patterns in a Location-Based GPS Application
David Gillibrand and Khawar Hameed

2. An Agent-based Strategy for Deploying Analysis Models into Specification and
Design for Distributed APS Systems
Luis Antonio de Santa-Eulalia, Sophie D Amours and Jean-Marc Frayret

3. Facial Expression Classification Based on Multi Artificial Neural Network and Two
Dimensional Principal Component Analysis
Le Hoang Thai, Tat Quang Phat and Tran Son Hai

4. Withdrawn

5. PM2PLS-An Integration of Proxy Mobile IPv6 and MPLS
Carlos A Astudillo, Oscar J Calderon and Jesus H Ortiz

6. Language Identification of Web Pages Based on Improved N-gram Algorithm
Chew Yew Choong, Yoshiki Mikami and Robin Lee Nagano

7. Determining Covers in Combinational Circuits
Ljubomir Cvetkovic and Darko Drazic

8. Higher Order Programming to Mine Knowledge for a Modern Medical Expert
System
Nittaya Kerdprasop and Kittisak Kerdprasop

9. A New Proxy Blind Signature Scheme based on ECDLP
Daniyal M Alghazzawi, Trigui Mohamed Salim and Syed Hamid Hasan

10. Web Based Application for Reading Comprehension Skills
Samir Zidat and Mahieddine Djoudi

11. Active Fault Tolerant Control-FTC-Design for Takagi-Sugeno Fuzzy Systems with
Weighting Functions Depending on the FTC
Atef Khedher, Kamel Ben Othman and Mohamed Benrejeb

12. Efficient Spatial Data mining using Integrated Genetic Algorithm and ACO
K Sankar and V Vankatachalam

13. Electronic Seal Stamping Based on Group Signature
Girija Srikanth

14. Arithmetic and Frequency Filtering Methods of Pixel-Based Image Fusion
Techniques
Firouz Abdullah Al-Wassai, N. V. Kalyankar and Ali A Al-Zuky

7-18

19-26

38-46

47-58

59-63

64-72

73-79

80-87

88-96

97-105

106-112

113-122



15. Using Fuzzy Decision-Making in E-tourism Industry: A Case Study of Shiraz city
E-tourism
Zohreh Hamedi and Shahram Jafari

16. A Reliable routing algorithm for Mobile Adhoc Networks based on fuzzy logic
Arash Dana, Golnoosh Ghalavand, Azadeh Ghalavand and Fardad Farokhi

17. A Knowledge Driven Computational Visual Attention Model
Joseph Amudha, K P Soman and S Padmakar Reddy

18. A Frame Work for Frequent Pattern Mining Using Dynamic Function
Sunil Joshi, R S Jadon and R C Jain

19. Decision Support System for Medical Diagnosis Using Data Mining
D Senthil Kumar, G Sathyadevi and S Sivanesh

20. Internet and political communication - Macedonian case
Sali Emruli and Miroslav Baca

21. A Framework for Modelling Software Requirements
Dhirendra Pandey, Ugrasen Suman and A K Ramani

22.3D Model Retrieval Based on Semantic and Shape Indexes
My Abdellah Kassimi and Omar El Beqqali

23. A Thought Structure for Complex Systems Modeling Based on Modern Cognitive
Perspectives
Kamal Mirzaie, Mehdi N Fesharaki and Amir Daneshgar

24. Identification of Priestley-Taylor transpiration Parameters used in TSEB model by
Genetic Algorithm
Abdelhaq Mouida and Noureddine Alaa

25. An Approach to Cost Effective Regression Testing in Black-Box Testing
Environment
Ananda Rao Akepogu and Kiran Kumar J

26. Normalized Distance Measure-A Measure for Evaluating MLIR Merging
Mechanisms

Chetana Sidige, Sujatha Pothula, Raju Korra, Madarapu Naresh Kumar and Mukesh
Kumar

27. Brain Extraction and Fuzzy Tissue Segmentation in Cerebral 2D T1-Weigthed
Magnetic Resonance Images
Bouchaib Cherradi, Omar Bouattane, Mohamed Youssfi and Abdelhadi Raihani

28. A New Round Robin Based Scheduling Algorithm for Operating Systems-Dynamic
Quantum Using the Mean Average
Abbas Noon, Ali Kalakech and Seifedine Kadry

123-127

128-133

134-140

141-146

147-153

154-163

164-171

172-181

182-187

188-197

198-208

209-214

215-223

224-229



29. A Multi-Modal Recognition System Using Face and Speech
Samir Akrouf, Belayadi Yahia, Mostefai Messaoud and Youssef Chahir

30. A Temporal Neuro-Fuzzy Monitoring System to Manufacturing Systems
Rafik Mahdaoui, Mouss Leila-Hayet, Mohamed Djamel Mouss and Ouahiba Chouhal

31. An Efficient Stream Cipher Algorithm for Data Encryption
Majid Bakhtiari and Mohd Aizaini Maarof

32. Rectangular Patch Antenna Performances Improvement Employing Slotted
Rectangular shaped for WLAN Applications
Mouloud Challal, Arab Azrar and Mokrane Dehmas

33. Semantic annotation of requirements for automatic UML class diagram generation
Soumaya Amdouni, Soumaya Amdouni, Wahiba Ben Abdessalem Karaa and Sondes
Bouabid

34. Blind speech separation based on undecimated wavelet packet-perceptual
filterbanks and independent component analysis
Ibrahim Missaoui and Zied Lachiri

35. A Neural Network Model for Construction Projects Site Overhead Cost Estimating
in Egypt
Ismaail ElISawy, Hossam Hosny and Mohammed Abdel Razek

36. Time of Matching Reduction and Improvement of Sub-Optimal Image
Segmentation for Iris Recognition
R M Farouk and G F Elhadi

37. Recurrent Neural Networks Design by Means of Multi-Objective Genetic
Algorithm
Hanen Chihi and Najet Arous

38. Selective Acknowledgement Scheme to Mitigate Routing Misbehavior in Mobile Ad
Hoc Network
Nimitr Suanmali, Kamalrulnizam Abu Bakar and Suardinata

39. An Analytical Framework for Multi-Document Summarization
J Jayabharathy, S Kanmani and Buvana

40. Improving Web Page Readability by Plain Language
Walayat Hussain, Osama Sohaib and Arif Ali

41. 2-Jump DNA Search Multiple Pattern Matching Algorithm
Raju Bhukya and D V L N Somayajulu

42. Data Structure and Algorithm for Combination Tree To Generate Test Case
Ravi Prakash Verma, Bal Gopal and Md Rizwan Beg

230-236

237-246

247-253

254-258

259-264

265-272

273-283

284-295

296-302

303-307

308-314

315-319

320-329

330-333



43. Generation of test cases from software requirements using combination trees
Ravi Prakash Verma, Bal Gopal and Md Rizwan Beg

44. Evolutionary Biclustering of Clickstream Data
R Rathipriya, K Thangavel and J Bagyamani

45. Transmission Power Level Selection Method Based On Binary Search Algorithm
for HILOW

Lingeswari V Chandra, Selvakumar Manickam, Kok-Soon Chai and Sureswaran
Ramadass

46. Setting up of an Open Source based Private Cloud
G R Karpagam and J Parkavi

47. Real-Time Strategy Experience Exchanger Model Real-See
Mostafa Aref, Magdy Zakaria and Shahenda Sarhan

48. Sensitivity Analysis of TSEB Model by One-Factor-At-A-Time in irrigated olive
orchard
Abdelhaq Mouida and Noureddine Alaa

49. Power Efficient Higher Order Sliding Mode Control of SR Motor for Speed
Control Applications
Muhammad Rafiq, Saeed-ur-Rehman, Fazal-ur-Rehman and Qarab Raza

50. Semantic Search in Wiki using HTMLS Microdata for Semantic Annotation
P Pabitha, K R Vignesh Nandha Kumar, N Pandurangan, R Vijayakumar and M
Rajaram

51. Formal Verification of Finger Print ATM Transaction through Real Time
Constraint Notation RTCN
Vivek Kumar Singh, Tripathi S.P, R P Agarwal and Singh J.B.

52. Self-Destructible Concentrated P2P Botnet

Mukesh Kumar, Sujatha Pothula, P Manikandan, Madarapu Naresh Kumar, Chetana

Sidige and Sunil Kumar Verma

53. Fast Overflow Detection in Moduli Set

Mehrin Rouhifar, Mehdi Hosseinzadeh, Saeid Bahanfar and Mohammad Teshnehlab

54. A Novel Feature Selection method for Fault Detection and Diagnosis of Control
Valves

Binoy B Nair, M T Vamsi Preetam, Vandana R Panicker, V Grishma Kumar and A
Tharanya

55. A Survey on Data Mining and Pattern Recognition Techniques for Soil Data
Mining
D Ashok Kumar and N Kannathasan

334-340

341-347

348-353

354-359

360-368

369-377

378-387

388-394

395-400

401-406

407-414

415-421

422-428



56. Markov Model for Reliable Packet Delivery in Wireless Sensor Networks
Vijay Kumar, R B Patel, Manpreet Singh and Rohit Vaid

57. Comparative Study of VoIP over WiMax and WiFi
M Atif Qureshi, Arjumand Younus, Muhammad Saeed, Farhan Ahmed Sidiqui, Nasir
Touheed and M Shahid Qureshi

58. IBook-Interactive and Semantic Multimedia Content Generation for eLearning
Arjumand Younus, M Atif Qureshi, Muhammad Saeed, Syed Asim Ali, Nasir Touheed
and M Shahid Qureshi

59. Applying RFID Technology to construct an Elegant Hospital Environment
A Anny Leema and M Hemalatha

60. Image Compression Using Wavelet Transform Based on the Lifting Scheme and its
Implementation
A Alice Blessie, J Nalini and S C Ramesh

61. Incorporating Agent Technology for Enhancing the Effectiveness of E-learning
System
N Sivakumar, K Vivekanandan, B Arthi, S Sandhya and Veenas Katta

62. Linear Network Coding on Multi-Mesh of Trees using All to All Broadcast
Nitin Rakesh and Vipin Tyagi

63. Minimization of Call Blocking Probability by Using an Adaptive Heterogeneous
Channel Allocation Scheme for Next Generation Wireless Handoff Systems
Debabrata Sarddar, Arnab Raha, Shubhajeet Chatterjee, Ramesh Jana, Shaik Sahil
Babu, Prabir Kr Naskar, Utpal Biswas and Mrinal Kanti Naskar

64. On-Demand Multicasting in Ad-hoc Networks-Performance Evaluation of AODV,
ODMREP and FSR
M Rajendiran

65. Enhanced Stereo Matching Technique using Image Gradient for Improved Search
Time
Pratibha Vellanki and Madhuri Khambete

66. Analyzing the Impact of Scalability on QoS-aware Routing for MANETSs
Rajneesh Kumar Gujral and Manpreet Singh

67. Improving Data Association Based on Finding Optimum Innovation Applied to
Nearest Neighbor for Multi-Target Tracking in Dense Clutter Environment
E M Saad, El Bardawiny, H I Ali and N M Shawky

68. An Efficient Quality of Service Based Routing Protocol for Mobile Ad Hoc
Networks
Tapan Kumar Godder, M. M Hossain, M Mahbubur Rahman and Md. Sipon Mia

429-432

433-437

438-443

444-448

449-453

454-461

462-471

472-477

478-482

483-486

487-495

496-507

508-514



69. SEWOS-Bringing Semantics into Web operating System
A.M. Riad, Hamdy K Elminir, Mohamed Abu ElSoud and Sahar F Sabbeh

70. Segmenting and Hiding Data Randomly Based on Index Channel
Emad T Khalaf and Norrozila Sulaiman

71. Data-Acquisition Data Analysis and Prediction Model for Share Market
Harsh Shah and Sukhada Bhingarkar

72. Fast Handoff Implementation by using Curve Fitting Equation With Help of GPS
Debabrata Sarddar, Shubhajeet Chatterjee, Ramesh Jana, Shaik Sahil Babu, Hari
Narayan Khan, Utpal Biswas and Mrinal Kanti Naskar

73. Visual Cryptography Scheme for Color Image Using Random Number with
Enveloping by Digital Watermarking
Shyamalendu Kandar, Arnab Maiti and Bibhas Chandra Dhara

74. Computation of Multiple Paths in MANETSs Using Node Disjoint Method
M Nagaratna, P V S Srinivas, V Kamakshi Prasad and C Raghavendra Rao

75. WLAN Security-Active Attack of WLAN Secure Network
Anil Kumar Singh and Bharat Mishra

76. Mining databases on World Wide Web
Manali Gupta, Vivek Tomar, Jaya Verma and Sudeepa Roy

77. Performance Analysis of IEEE 802 11 Non-Saturated DCF
Bhanu Prakash Battula, R Satya Prasad and Mohammed Moulana

78. Enhancing the Capability of N-Dimension Self-Organizing Petrinet using Neuro-
Genetic Approach
Manuj Darbari, Rishi Asthana, Hasan Ahmed and Neelu Jyoti Ahuja

79. Vulnerabilities of Electronics Communication: solution mechanism through script
Arun Kumar Singh, Pooja Tewari, Shefalika Ghosh Samaddar and Arun K Misra

80. Image Registration in Digital Images for Variability in VEP
N Sivanandan and N J R Muniraj

81. WiMAX-Worldwide Interoperability for Microwave Access-A Broadband Wireless
Product in Emerging
Komal Chandra Joshi and M P Thapliyal

82. Simulation and Optimization of MQW based optical modulator for on chip optical
interconnect
Sumita Mishra, Naresh K Chaudhary and Kalyan Singh

515-521

522-529

530-534

535-542

543-549

550-554

555-559

560-564

565-568

569-571

572-582

583-587

588-591

592-596



83. Determination of the Complex Dielectric Permittivity Industrial Materials of the 597-601
Adhesive Products for the Modeling of an Electromagnetic Field at the Level of a Glue

Joint

Mahmoud Abbas and Mohammad Ayache

84. Power Aware Routing in Wireless Sensor Network 602-610
Rajesh Kumar Sahoo, Satyabrata Das, Durga Prasad Mohapatra and Manas Ranjan
Patra



1JCSI International Journal of Computer Science Issues, \Vol. 8, Issue 3, No. 1, May 2011

ISSN (Online): 1694-0814
www.lJCSl.org

The Use of Design Patterns in a Location-Based GPS Application

David Gillibrand and Khawar Hameed

Staffordshire University,
The Octagon, Beaconside, Stafford, ST18 0AD

Abstract

The development of location-based systems and applications
presents a number of challenges — including those of designing
and developing for a range of heterogeneous mobile device types,
the associated spectrum of programming languages, and the
incorporation of spatial concepts into applied software solutions.
This paper addresses these challenges by presenting a
harmonised approach to the construction of GPS location-based
applications that is based on Design Patterns. The context of
location-based systems is presented, followed by several design
patterns - including the Observer and Bridge Design Patterns,
which are described and applied to the application. Finally the
benefits of using Design Patterns in this framework-oriented
approach are discussed and future related work in the area of
systems design for mobile applications is outlined.

Keywords: Reusable software, Object Orientation, Design
Patterns, Mobile Applications, Location-Based Systems.

1. Introduction

The idea of design patterns came from a building architect
Christopher Alexander who wrote a book “A Pattern
Language: Towns, Buildings, Construction” in 1977 [1].
The idea of what a pattern is, is summed up in the
following quote by Alexander: “Each pattern describes a
problem which occurs over and over again in our
environment, and then describes the core of the solution to
that problem, in such a way that you can use this solution
a million times over, without ever doing it the same way
twice.” Design Patterns have been used in object-oriented
design since the widely acclaimed book Design Patterns:
Elements of Reusable Object-Oriented Software by
Gamma, Helm, Johnson and Vlissides [2] commonly
known as the Gang of Four. It contains a description of
the concepts of patterns, plus a catalog of 23 design
patterns with their full documentation. They took
Alexanders’ idea of a pattern and applied it to software
Engineering. Essentially a software design pattern is a
piece of literature that describes a well tried out solution to
a given problem in a given context. As part of that
description the essential elements are the pattern name,
problem description, problem solution and any
consequences of using the pattern. The benefit of using

patterns is to make the software more reusable - by
building in quality attributes of software such as
extensibility, maintainability and readability. The principle
of design patterns therefore provides a basis for the
development of specific schema based on systemic rigour
at a low level of abstraction in systems modeling
essentially providing a framework to encapsulate what are
potentially complex application domains and the
associated interactions between system components.
These affordances provide the motivation for our paper
that of conceptualising, capturing and modelling location-
based systems and dynamic spatial data associated with
the design and development of location-based applications
-such as those used in navigation systems, using the
relatively formal construct of design patterns.

2. Location-Based Systems and GPS

Having introduced the subject of design patterns and the
motivation, the application domain of location-based
systems is presented. This provides the basis for the
subsequent articulation of design patterns and aims to
demonstrate the transformation of a somewhat conceptual
and abstract notion of space into an applied schema
constructed using design patterns. These provide the
foundation for programmers to construct code that
underpins location-based applications.

Location-based systems are those which exploit and
leverage the concept of mobility in context of local or
remote environmental conditions and factors, and are
founded on the core principle of anyplace as the driving
rationale. Essentially, location-based systems deliver
information that is relevant to users in context of their
location at any particular point in time and where the focus
or contextualisation of information and services is
governed by location [3][4]. Furthermore, this
information and the associated services can be defined as
triggered or user-requested [4]. Developments in location-
based systems have been driven by regulatory
requirements such as international legislation and a
growing awareness of the commercial opportunities
facilitated by exploiting the technical ability to provide
1JCSI
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value-added information and enhanced experience to
mobile consumers, and through emerging demand levels,
typical services and associated business models [5].
Location-based systems are strongly coupled to the
concept of context within mobile computing systems and
form a special class of context-aware systems [6].
Location is a determinant in that it contributes
significantly to the universe of discourse created -
essentially, all activities are hosted within a particular
environmental location and context. A key characteristic
of location-based systems is the changing physical
location of the mobile user, which may be continual - such
as when in a moving vehicle or walking, or periodic -
where there are periods of short-term or transient
residency of the user in a location.

Kakihara and Sorensen [7] discuss the view of spatial
mobility as one dimension of mobility that is, ‘the most
immediate aspect of mobility’ in that the physical
locational space provides the immersive context for
objects within that space.  This discussion further
articulates three composite aspects — that of the mobility of
objects, the mobility of symbols, and the mobility of space
itself. The dimensional aspects of location lead to a
potentially more complex universe of discourse
comprising the determination of object positioning within
space (for example using co-ordinate geometry) where
location identification is not only based on triangulation of
co-ordinates - where each co-ordinate represents a
particular dimension, but also based on time — where
objects move through space and time. In this case,
objects can be deemed to possess an orthogonal property
where different locations in time exist for those objects.

The transformation of these spatial concepts into real-
world deployments of location-based systems is also
evident. Within  the public sector there s
acknowledgement of the unique features and advantages
of mobile technologies to enhance engagement between
governmental institutions and the citizens they serve
through the development of innovative location-based
services and new methods of interaction [8]. Specific
examples of mobile location-based applications include
those concerned with supporting front-line emergency
services for public security and safety [6] with a range of
associated improvement and efficiency gains being
reported.

Private sector interest in mobile location-based systems is
underpinned by new commercial and revenue-generating
opportunities evidenced primarily by numerous consumer-
oriented applications in a number of categories including
navigation and travel, social networking, leisure and
entertainment. For example, in September 2009 Apple,

2

through its mobile application distribution channel - the
'‘App Store', had twenty different categories of mobile
applications with 268 applications within the ‘travel'
category, and a large number of applications across all
categories that exploited the user's location profile as part
of the application configuration.

Supporting technology for location-based systems
typically includes mobile network platforms for
determining location including wide area systems such
Cell Identification in mobile radio networks, Global
Positioning Systems (GPS), and Broadband Satellites [5]
and more localised sensor technologies such as WiFi
(802.11), Bluetooth, and Radio Frequency ldentification
(RFID) [9]. Spatial databases provide the core repository
infrastructure to host multi-dimensional data, with
associated data models and query capabilities that enable
location-based queries to be satisfied. The end-to-end
delivery of mobile location-based systems includes a
number of stakeholders, each of which is critical to the
operation of the complete system. These include mobile
network operators, content providers and aggregators,
technology infrastructure providers, application service
providers, and device manufacturers. As the potential
scope and opportunities offered by mobile location-based
systems increase, there is a risk of increasing complexity
leading to evaluation of suitable business models and
frameworks and components that address the overall
aggregation of services [10][11]. Whilst appreciating this
increasing complexity at higher levels of abstraction in
location-based systems, we posit that an equal focus and
effort on the use of design patterns to formalize and
structure the lower-level construction of such systems is of
merit.

The remainder of this section introduces the example of a
GPS application as a component of a location-based
system. This illustration is subsequently developed and
serves a vehicle for the articulation of the associated
design patterns.

The GPS application consists of reading data from a GPS
receiver which constantly sends a stream of $GPRMC
sentences to a GPS class. An example of a sentence is:
$GPRMC, 140036,A, 5226.5059, N, 00207.6806, W,2.0,
064.64, 120710,001.0,E*34 where 194322 is the time of
fix (14:00:36 UTC), A is a navigation receiver warning (A
= OK, V = warning), 5226.5059,N is Latitude (52 deg.
26.5059 min North), 00207.6806,W is Longitude (002 deg.
07.6806 min West), 2.0 is Speed over ground (Knots),
064.64 is Course Made Good( degrees), 120710 is Date of
fix (12 July 2010), 001.0,E is the Magnetic variation (1.0
deg East), *34 is the mandatory checksum.
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The application then continually reads, parses and stores
the sentences as records in a buffer. Those records are then
available for the application to read. The application
displays three views, a text view which as well as
displaying the basic information in the GPS sentence also
displays the distance travelled and average speed, a
compass which uses the course made good part of the
sentence (the user needs to be travelling at about 3knots for
this to display a meaningful value) and a breadcrumb trail
which shows the trail as well as minimum height,
maximum height and the ascent (the difference between
them) see Figure 1.

Mo of Sate 4 Dist wavelded ON

s kgl 2800 and recker
12.07.10 14:00: 36 0 mowe track
H 52 26.5%059 ey 1 amd 3 La chamye
002 o07.6806 magaifization
Paistance Tiawvelled . "
5. Smi lew gist tr S.5ndles
Sp: 3 e TR L maw ht WOSFE
ﬁ?-qjﬂut:j’h il min Bt 1ESEE
p mph 2.0 Bag 64.64 m 128 ) pEcEnt 1084t
f~HN 158 M
L ]
310 5]
e FXT
EL I .
o
T .50 miles
3 J
i Al |l i

Fig. 1. Different views from a GPS application

3. Design Patterns Used in a GPS Application

The principle design patterns used are the Observer,
Strategy and Bridge design pattern. What follows is a
description of those patterns followed by an explanation of
how those patterns can be applied to the GPS application.

3.1 Observer Design Pattern

The intent of the pattern as described by Gamma et al. is to
define a one-to-many dependency between objects so that
when one object state changes all the other objects are
notified and change state accordingly. The observer
pattern can be applied in any of the following situations:
When an abstraction has two aspects, one dependent on
the others, encapsulating these aspects in separate objects
lets you vary and reuse them independently; when a
change to one object requires changing others, and you
don’t know how many objects need to be changed; When
an object should be able to notify others without making
assumptions about who these objects are [2]. Figure 2
shows a class diagram that represents the general case of
the observer design pattern.

==zinterface==
+ Subject | e | ==interace==
+ Observer
+attach()
+tetach() +update()
+notifgObservers
fro 0 = = notifyObsernvers{ .L?.
-’-?n for a::l ||E):|bsenaers = P——
au 2]
~eapplipaes : P :
1 1
+ ConcreteSubject + ConcreteObserver
+state | Object 0
-
rattach() +updae()
+detach()

+natifgObhservers)
+getStated) : Object
+selState()

Fig. 2. The Observer Design Pattern

The ConcreteSubject class contains the data (state) with
associated get and set methods and a list of observers.
There are methods to add or delete an observer, (attach
and detach). The notifyObservers method iterates through
the observers list in the ConcreteSubject class invoking the
update method in each observer object. The update
method in the Observer object then gets the state (or data)
of the Subject object. The Observer pattern can be varied
with respect to the update protocol. The Pull model
protocol (which we’ve just described) can be implemented
in java by sending a changeEvent object to the observers
(views) every time the data or state is changed in the
Subject Object. On receiving this object the views obtain
the latest data from the subject by invoking the update
method. Alternatively there is the Push model protocol -
when data is changed, the Subject sends a message to the
Observers saying that the data has changed and also sends
an additional argument that describes the state change.
This comes in as an argument to the update method, so the
observer has already got the latest data without having to
invoke the getState method of the Subject.

3.2 Strategy Design Pattern

The Strategy Pattern “defines a family of algorithms,
encapsulates each one, and makes them interchangeable.
The Strategy pattern lets the algorithm vary independently
from clients that use it” [12]. Instead of using case
statements to differentiate between different algorithms, a
more flexible design is to encapsulate each transformation
algorithm as a separate class. The class diagram for
Strategy is shown in Figure 3.
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=<interface==
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+algorithmicinterface(
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==interface=»
+ Contextinterface 1
1
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1

+ ConcreteStrategy

+algorithmicinterface()

Fig. 3. The Strategy Design Pattern
3.3 Bridge Design Pattern

A more flexible alternative to the strategy design pattern is
the Bridge design pattern which allows you to vary the
abstractions as well as the implementation by placing them
into two different class hierarchies - see Figure 4.

=<imterface=> =<intarface=>

1
+ Abstraction H + Implementor

+operation() +operationimpQ
A P
waalizess | wqalize> |

I | ]
+ RefinedAbstraction + Concretelmplementor

+operation() +operationimpg

Fig 4. The Bridge Design Pattern

4. Applying Patterns to a GPS Application

4.1 Application of the Observer Design Pattern

The GPS application lends itself to the observer design
pattern. The Subject or the data of the application is
encapsulated by a Record class. The Record class has
attributes that reflect the information contained in the GPS
sentence. The three views (Figure 1) need to be updated
every time the Record object changes its values. Figure 5
shows how the observer design pattern has been
incorporated into the GPS application.

<<inferfaces> + TextObserver

+ CommandListener +5- Subject

+comandAction(c : Command,d : Displayable)

+display()
4‘} 4 ™7 +comandAction(c : Command.d : Displayable)

1
1
1
j// LEELE + BreadCrumbTrailObserver
+5: Subject

+display()
+comandéction(c : Command.d : Displayable)

<<interface>>

+ Observer

+display() + CompassObserver

.................
)

+display()
+comandaction(c : Command.d : Displayable)

+ Subject -
+attach()
+detachi) 1

+runi
uni) + ConcreteSubject ‘
1

+record : Record
+observer : List I

<<interface>>

+ Runnable

+attach) "m0
+detach()

+un()

+getState() : Record
+seiState()

run(){
record=getGPS().getRecord()
for each observer

observer display()

}

Fig. 5. The Observer Design Pattern Applied to a GPS
Application

The ConcreteSubject has a List of the three observers (the
views as shown in Figure 1). It also contains the state
(record). This record is constantly updated from the
GPSreceiver. The views or observers need to be constantly
refreshed with the current value of the record. The
ConcreteSubject invokes its own thread of execution (it
implements the Runnable interface) with the run method.
The run method takes the place of the notifyObservers
method in the general case (Figure 2). The run method
iterates through the three observers and invokes their
display method. The observers have an object reference to
the Subject passed to them in their constructor method and
are then able to invoke the getState method of the Subject.
This is essentially using the Pull model protocol. The use
of the Observer design pattern allows you to easily extend
the application with further views if required and very
little modification to the existing code making it a modular
and robust design. It decouples the data from the views.

The Observer design pattern is the principle one used in
MVC (model view controller) architecture. The model is
the data of the application, the views are different views of
the data and are responsible for drawing that data on the
screen and the control is responsible for handling the user
input and then updating the model or the view. In our
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application the function of the control is split between the
Subject which gets the record from a GPS class
(record=getGPS().getRecord()) and the Observers which
implement the CommandL.istener interface which can then
receive user input commands .

The application also has the ability to change the position
format. It can be changed to the OSGrid reference system
which is the British national grid system, instead of lat and
long, in which case the position format is displayed in
terms of northings and eastings as found on an

Ordnance Survey map - see figure 6.

INo of Sats: 4 Dist travelled ON
14:00:36
: 91307
Morthings: 82692
Distance Travelled

Fig. 6 A view showing the British National Grid reference system

4.2 Application of the Bridge Design Pattern

The calculation that transforms from a lat/long coordinate
system to the OSgrid coordinate system is quite
complicated and, in the future, when extending the
application it might be deemed appropriate to include
other geographical grid systems for transformation. One
way of implementing such a functional request might be to
use a case statement and passing in a value which reflects
the grid system to be chosen. However, this design is
inflexible and would involve a rewrite of the class that
contained the case statement for each change made. A
better way would be to use the Bridge design pattern. In
the GPS application, this is applied by creating a new class
for each transformation algorithm - see Figure 7 making
that part of the application easily extendable.

5
<<intarface>> + TexiObserver
+ CommandListener +5- Subject
+comandAction(c : Command d : Displayable) +display))
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Fig. 7. The Bridge Design Pattern applied to a GPS application

5. Conclusions

The use of design patterns brings many benefits in the
software development process, especially in terms of code
reuse and maintainability. Much of the software that
results offers the desirable properties of high cohesion and
low coupling. Many of the patterns are well documented
and categorised according to different criteria - for
example the Gang of Four categorises its patterns by scope
(Object or Class) and their purpose (creational, structural
or behavioural). The key to successfully using design
patterns is to learn and understand the pattern and to
classify it in a meaningful way. Once understood, using
patterns become second nature and if well documented
allows a design level of abstraction to be visible with the
added benefits of improved communication between
developers.

The use of design patterns to underpin the development of
application-specific components of location-based system
warrants particular attention. The increasing focus on the
development and adoption of location-based systems
provided fertile ground for developing schematic and
reusable constructs that provide a vehicle for capturing
conceptual aspects of location and the translation of these
into applied and usable notation for sytem developers.
Our focus on design patterns for location-based systems
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has also been incorporated into a Masters level course in
Mobile Applications and Systems where students are
taught the conceptual basis of mobility and location-based
systems, and the associated development of software
underpinned by design patterns. The approach to design
patterns in this paper can be adopted by both scholars and
practitioners in industry. Our future work in this area is
concerned with development of schematic constructs to
model the multi-dimensional aspects of mobility — those of
time, space, and context and to position these at different
levels of abstraction within the system development
process - such as design patterns at lower levels of
abstraction, and enterprise architecture-based constructs at
higher levels of abstraction. In doing so, we aim to focus
on a systemic and structured approach to the development
of mobile applications and systems.
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Abstract

Despite the extensive use of the agent technology in the Supply
Chain Management field, its integration with Advanced Planning
and Scheduling (APS) tools still represents a promising field with
several open research questions. Specifically, the literature falls
short in providing an integrated framework to analyze, specify,
design and implement simulation experiments covering the
whole simulation cycle. Thus, this paper proposes an agent-based
strategy to convert the ‘analysis’ models into ‘specification’ and
‘design” models combining two existing methodologies proposed
in the literature. The first one is a recent and unique approach
dedicated to the ‘analysis’ of agent-based APS systems. The
second one is a well-established methodological framework to
‘specify’ and ‘design’ agent-based supply chain systems. The
proposed conversion strategy is original and is the first one
allowing simulation analysts to integrate the whole simulation
development process in the domain of distributed APS.
Keywords: Advanced Planning and Scheduling (APS), Agent-
Based  Simulation, Methodological Framework, Analysis,
Specification and Design, FAMASS.

1. Introduction

Advanced Planning and Scheduling (APS) systems
comprise a set of techniques for the supply chain planning
over short, intermediate, and long-term time periods. They
employ advanced mathematical algorithms or logic to
perform optimization or simulation on finite capacity
scheduling, sourcing, capital planning, resource planning,
forecasting, demand management, and other. APS
simultaneously considers a range of constraints and
business rules to provide real-time planning and

scheduling, decision support, available-to-promise, and
capable-to-promise capabilities. In addition, these systems
often generate and evaluate multiple ‘what-if” scenarios

[1].

The use of these sophisticated optimization approaches in
complex real-life supply chain situations has recently
become possible mainly due to the increased computing
power of companies [2].

Despite the contribution of APS systems to the supply
chain planning domain, some criticism exists in this area
[3]. Traditional APSs are basically monolithic systems that
cannot model and take into account the complex everyday
interactions and information exchanges between partners.
For example, APS systems are deficient in handling
sophisticated interaction mechanisms that allow the
implementation of delegation and coordination
approaches, which are methodologies based on
negotiation, and cooperation strategies [4, 5]. As a result,
the focus on relationships in a multi-tier environment has
only recently been claimed by the APS community [6].

To cope with this problem, recent advances in supply
chain planning have arisen in the area of agent technology.
This technology is able to capture the distributed nature of
supply chain entities (e.g. customers, manufacturers,
logistics operators etc.) and mimic their business
behaviours (e.g. making advanced production decisions
and negotiating with other supply chain members), thus
supporting their collaborative planning process. Because
of these abilities, among several others described in the
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literature, agent-based supply chain systems have great
potential for simulating complex and realistic scenarios [7,
4; 9, 10, 11]. Distributed APS systems employing agent-
based technology are referred to in this paper as distributed
APS systems [12].

Distributed APS systems are normally developed through
the use of modelling and simulation frameworks and,
usually, these frameworks provide principles, steps,
methods and tools for creating a model. They help people
understand the simulation problem to be modelled and
translate it into a computing model normally used in
simulation experiments in the supply chain planning area.

In order to create such models, these frameworks guide
simulation modellers through one or several development
steps [13]. The first modelling step is analysis, where one
defines an abstract description of the modelled supply
chain planning system containing functional and non-
functional requirements. Next, during specification, the
information derived from the analysis is translated into a
formal model. As the analysis phase does not necessarily
allow obtaining a formal model, the specification
examines the analysis requirements and builds a model
based on a formal approach. After, in the design phase one
creates a data-processing model that describes the
specification model in more detail. In the case of an agent-
based system, design models are close to how agents
operate. Finally, during implementation, the design model
is translated into a specific software platform or it is
programmed [13].

The problem behind these modelling frameworks is that
normally simulation systems are implemented as directed
by pre-stated requirements with little explicit focus on
system analysis, specification, design and implementation
in an integrated manner [14]. According to a recent
literature review [15], to the best of our knowledge there
are no integrated modelling approaches covering the whole
developed process in this area. Moreover, there is one
unique ‘analysis’ modelling, the FAMASS (FORAC
Architecture for Modelling Agent-based Simulations for
Supply chain planning) framework, dedicated to the
distributed APS domain, and which was proposed by us
recently [21, 22, 23].

Despite its contribution to the literature, FAMASS is
limited to the identification and mapping of functional
requirements of distributed APS simulations, i.e. the
‘analysis’ phase only. If the simulation analysts desire to
go further in the modelling process, they have to employ
another ‘specification’ and ‘design’ methodology. This can
be laborious, since analysts need to thoroughly master
FAMASS and another methodology.

In order to facilitate FAMASS analysts in converting their
analysis models into specification and design models, this
paper proposes an agent-based deployment strategy. This
strategy enlarges the FAMASS scope to the other
modelling phases, thus covering the entire modelling
cycle. By doing so, analysis can go smoother and quicker
through this cycle.

To do so, we were inspired by the specification and design
principles of the Labarthe et al. [9] framework, a recent
and largely cited development in the field of
methodological agent-oriented framework for supply chain
management simulation. Since the focus of this framework
is on supply chain management as a general concept (and
not specialized in APS systems), we had to perform some
minor adaptations to this approach. Despite these
adaptations, the main ideas of Labarthe et al. [9] are
explicitly considered in the deployment strategy. The
Labarthe et al. framework is adopted here because it
covers the specification and design phases properly at the
business and agent levels, just as FAMASS does, which
facilitates the deployment process.

This deployment strategy demonstrates that the analysis
phase of FAMASS can be integrated with other existing
approaches specialized in specification and design
modelling. Furthermore, it allows us to avoid the research
effort needed to develop a totally new specification and
design methodology for the domain, although it would be
suitable (and even desirable) for future research initiatives.

This paper is organized as follows: a literature review in
modelling and simulation for distributed APS systems is
presented in Section 2. Section 3 introduces the FAMASS
approach, while Section 4 summarizes the Labarthe et al.
[9] framework. Next, the deployment process is explained
in Section 5. Finally, Section 6 outlines some final
remarks and suggests future work.

2. Modelling and Simulation Frameworks for
distributed APS

The use of agent technology in Supply Chain Management
is a fruitful field. From the inaugural work of Fox et al.
[16] until today, a large variety of works have appeared to
propose different ways of encapsulating supply chain
entities and performing simulation experiments.

Two types of modelling approaches can be identified in
the literature. The first type proposes generic approaches
for modelling agent-based supply chain systems in general
terms, while the second type proposes a modelling
framework that specifically takes into consideration
Advanced Planning and Scheduling (APS) tools when
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planning, i.e. the incorporate optimization procedures or
finite capacity planning models when performing supply
chain planning. APS systems emerged in the last decade to
provide a suite of planning and scheduling modules for the
firm’s internal supply chain, from the raw materials source
to the consumers and covering decisions ranging from the
strategic to the operational level [17].

In the first type of approach (general agent-based models),
examples of relevant contributions include Labarthe et al.
[9], Van der Zee, and Van der Vorst [18], MaMA-S [13].
One of the most cited works in the domain is Labarthe et
al. [9], which propose a methodological framework for
modelling customer-centric supply chains in the context of
mass customization. They define a conceptual model for
supply chain modelling and show how the multi-agent
system can be implemented using predefined agent
platforms. Van der Zee and Van der Vorst [18] propose an
agent framework derived from an object-oriented approach
to explicitly model control structures of supply chains.
MaMA-S [13] provides a multi-agent methodology for a
distributed industrial system, which is divided into five
main phases and two support phases. The authors propose
formal methods for the specification, design and
implementation phases, but the analysis phase is not
tackled by them.

This second type of modelling approach provides more
sophisticated models of supply chains by incorporating
Advanced Planning and Scheduling routines [12]. These
approaches, sometimes called d-APS systems (for
distributed APS), are composed of semi-autonomous APS
tools, each dedicated to a specialized planning area and
that can act together in a collaborative manner employing
sophisticated interaction schemas.

Examples of this kind of work are Egri et al. [19],
Lendermann et al. [20] and Swaminathan et al. [11]. Egri
et al. [19] is a Gaia-based approach for modelling
advanced distributed supply chain planning for mass
customization. They develop a model for representing
roles and interactions of agents based on the SCOR
(Supply-Chain Operations Reference) model. Lendermann
et al. [20] developed an approach to couple discrete-event
simulation and APS for collaborative supply chain
optimization, based on the HLA (High Level Architecture)
technology for distributed simulation synchronization.
Swaminathan et al. [11] provide a supply chain modelling
framework containing a library of modular and reusable
software components, which represents different kinds of
supply chain agents, their constituent control elements and
their interaction protocols.

These simulation and modelling approaches have greatly
contributed to the domain, however, in spite of these

advances, there exists a relevant gap in this field related to
the initial developing step of such simulation systems, the
analysis phase [12]. Most of the researched works in the
literature suggest approaches for specification and design,
and some for implementation, but the analysis phase is not
explicitly treated [12, 13, 14, 21]. Most of these works
suppose that the analysis phase furnishes the necessary
information and concentrate their discussions on further
phases, mainly specification and design. The first work
dedicated to the analysis of distributed APS systems using
the agent-based paradigm is FAMASS [21]. Despite its
contribution to the agent-based modelling of distributed
APS systems, FAMASS does not cover the specification
and design phases of the development process. This is an
interesting research gap in the literature. Section 3 details
the FAMASS approach for the analysis phase, while
Section 4 presents a frequently cited method for
specification and design of agent-based supply chain
systems from Labarthe et al. [9]. Next, Section 5 combines
these two approaches in order to create a deployment
strategy to translate analysis models into specification and
design.

3. The FAMASS Approach

The FAMASS (FORAC Architecture for Modelling
Agent-based Simulation for Supply chain planning) is the
first and unique modelling approach dedicated to the
analysis phase of distributed APS simulations [21, 22, 23].
This approach was recently tested in Santa-Eulalia et al.
[24].

It is organized into two abstraction levels: Supply
chain: refers to the supply chain planning problem, i.e. the
business viewpoint; Agent: the supply chain domain
problem is translated into an agent-based view (Figure 1).

At these two abstraction levels, four modelling approaches
are proposed, namely the General Problem Analysis
(GPA), the Distributed Planning Analysis (DPA), the
Social Agent Organization Analysis (SAOA) and the
Individual Agent Organization Analysis (IAOA), as
schematized in Fig. 1.

Analysis Phase
General

Problem Analysis
\(GTPAM

Distributed
Planning Analysis
o

Individual
Agent

Organization g orgzniation |
\ /?;:gle)s / \ Analysis /

Fig. 1: Four main modelling approaches proposed for analysis of supply
chain and agent levels [23].
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These four modelling approaches are explained in the
following subsections.

3.1 General Problem Analysis (GPA)

GPA is the first modelling effort where simulation
analysts have to think about the simulation problems. The
GPA is based on Santa-Eulalia et al. [12], in which a
discussion about the simulation objective and the problem
structure is provided.

Basically, the GPA proposes that the simulation
analysis has to take two main aspects into consideration:
general aspects and experimental aspects. General aspects
represent macro definitions of the simulation problem,
including the object and environment to be simulated, the
simulation  questions, hypotheses and objectives.
Experimental aspects are related to the design of
experiments, where one defines the factors, uncertainties
and key performance indicators of the simulation.

These elements refer to the general definition of the
simulation problem, according to what is desired to be
studied, and it will guide the whole development process.

This general definition is then organized through some
formalisms from SysML (Systems Modeling Language)
[25]. In this case, some Requirements Diagrams help the
analysts organize the GPA. An example of how this can be
done is provided in [23].

3.2 Distributed Planning Analysis (DPA)

The DPA identifies what the desired supply chain
planning entities are, as well as their roles. These entities
are identified according to their mission in the supply chain
and their planning functions at different decision levels.

To identify the main supply chain planning entities,
FAMASS employs the concepts of supply chain integration
proposed by Shapiro [26]. The author states that supply
chain management refers to integrated planning relying on
three basic dimensions: i) Intertemporal dimension: refers
to different decision levels, i.e. strategic, tactical and
operational decision levels; ii) Functional dimension:
stands for different planning functions in a supply chain,
which can be related to procurement, manufacturing,
distribution and sales; iii) Spatial dimension: refers to the
fact that supply chains are composed of geographically
dispersed units of analysis.

This gives rise to the notion of a Supply Chain Block. A
Supply Chain Block can be defined as a supply chain
planning entity, which is a functional unit capable of:
performing part of the supply chain planning decisions or
their totality; or performing the execution of the supply
chain decisions (part of them or their totality). These
entities have a certain degree of autonomy and are able to
interact with each other. Possible Supply Chain Blocks for
covering the integrated supply chain planning dimensions

are proposed in the framework of Fig. 2, which is called the
supply chain planning cube.

Manufacturing

Operational

ASuply
Chain Block

The Suply Chain Cube
Fig. 2: Supply Chain Planning Cube [23].

A vertical slice of the supply chain planning cube for
one spatial unit of analysis (e.g. facilities) is similar to the
planning matrix proposed by Meyr and Stadtler [27],
except for the execution level. The supply chain planning
cube is an evolution of the planning matrix, due to the fact
that it represents the possibility of collaboration among
different traditional APS systems. It also includes
execution entities.

Based on the supply chain cube, one has to perform
requirements determination for the simulation aspects. This
cube serves as a metamodel to help simulation analysts
identify their simulation requirements. For example, the
analysts decide which kind of Supply Chain Blocks will be
needed in their simulation experiments, providing the basic
architectural aspects of the simulation system. Then, their
requirements are organized through UML-based use cases
and requirements diagrams from SyML. An example of the
DPA is provided in Santa-Eulalia et al. [23].

3.3 Social Agent Organization Analysis (SAOA)

So far, the concept of Supply Chain Block has been
used to represent entities responsible for part of the supply
chain planning. Together they compose a population of
entities interacting with each other, having a collective co-
existence within the planning system. When these entities
incorporate  attitudes, orientations and behaviours
comprising the interests, needs or intentions of other
Supply Chain Blocks, they can be seen as social entities.
They can exhibit complex actions that take into account the
collectivity. A way to represent social entities is to model
them as agents, thus creating multi-agent societies.

The general logic indicated that a Supply Chain Block
can be directly translated into agents by adding agent
abilities to them. This is based on the agentification
definition of Shen et al. [28], who explain that the
agentification process can be functional-based (i.e. white
Supply Chain Block) or physical-based (i.e. gray Supply
Chain Block).
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However, in some situations a Supply Chain Block can
be transformed into more than one agent, for example when
specialization is required, in which case a planning agent
can be specialized according to certain generic
responsibility orientations, such as products, processors,
processes or projects, to obtain faster or more precise
responses for certain given situations. In other situations,
apart from agents proceeding from the supply chain
planning cube, different intermediary agents can be created
to perform activities related to, e.g. the coordination of the
agents’ society. In addition, the agentification process can
also include the representation of information sources,
interfaces and other services.

The importance of this discussion relies on the notion
that agentification is the basis for two mutually dependent
aspects in agent-based systems which define the metamodel
for the SAOA:

* Social structures: represent the agent system
architecture [24] characterizing the blueprint of
relationships, giving a high level view of how groups
solve problems and the role each agent plays within
the structure. There are diverse types of social
structures, such as hierarchical, federated and
autonomous.

*  Social protocols: are agents’ abilities concerning social
aspects, normally related to cooperation principles (i.e.
agents have to cooperate in order to plan the entire
supply chain). Diverse abilities can be considered, like
communication, grouping and  multiplication,
coordination, collaboration by sharing tasks and
resources and conflict resolution through negotiation
and arbitration.

Different social structures and protocols are provided in
Santa-Eulalia [22].

Similar to the DPA, these two aspects of the SAOA
serve as a metamodel to help simulation analysis identify
their requirements for the simulation model. For example,
different social protocols can be tested in the simulation.
Then, requirements can be organized through agent-based
use cases from AUML (Agent Unified Modelling
Language) and requirements diagrams from SysML. An
example of the SAOA is provided in Santa-Eulalia et al.
[23].

3.4 Individual Agent Organization Analysis (IAOA)

As mentioned by Ferber [29], the task of assigning roles
to every individual agent is normally regarded as the last
phase in constructing an organization. The logic is that as
soon as one knows what the functions to be assigned are,
one defines individual specializations. These local
assignments influence social protocols functioning inside
their respective social structures. In addition, it also
influences the local performance of the supply chain
planning entities. This is the main idea of the JAOA.

At the individual level, agents can be organized
according to different internal architectures but there is
little consensus on how to conceive the internal
architectures of agents [30] in the literature. In order to
cope with this, the metamodel for the IAOA proposes that
whatever the state of mind of an agent is (cognitive,
reactive or hybrid), and whatever internal architecture an
agent employs, an agent can be described simply according
to its ‘abilities’. This is the central point when performing
simulation. An ‘ability’ can be defined as the quality of
being able to perform an action, or facilitate the action’s
accomplishment. ‘Abilities’ allow for the implementation
of actions and the determination of the system’s behaviour,
as well as the determination of its related performance.

Based on this notion, the metamodel defines two
elements:

*  The Response Space: stands for a collection of general
abilities available for the agents, including very simple
reactive abilities or sophisticated cognitive ones. For
example, one agent can have a simple ability to
monitor the inventory levels of the supply chain, or a
complex ability to perform production planning
employing an optimization method.

*  Capacity to Produce an Adapted Response: represents
the aptitude to choose which abilities have to be
transformed into actions at a given time to respond to a
given situation. This capacity can vary from
elementary to complex. The simplest possible capacity
is related to a reactive ‘if-then’ mechanism, where no
cognition is necessary. For example, if the inventory
level drops to a given threshold, the agent uses its
procurement ability to start a procurement action. As
the agent becomes more intelligent, more complex
responses can be made for some given situations. For
example, the linear “if-then” logic can be substituted
by more complex approaches based on action
optimization and learning.

Based on these two elements of the metamodel, one can
carry out requirements determination for the simulation
model, selecting the desired requirements in terms of
agents’ abilities. Similar to the SAOA, the IAOA’s
requirements are organized through agent-based use cases
from AUML and requirements diagrams from SysML [23].

FAMASS is detailed in Santa-Eulalia et al. [21, 22, 23].
An application of this approach is presented in Santa-
Eulalia et al. [24].

4. Labarthe et al.’s Methodological
Framework

The Labarthe et al. [9] framework is schematized in Fig. 3
and is briefly described afterwards.
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| Operational Agent Model J
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Contribution of Labarthe et al. (2007)

Operational
Modelling

Experimentation

Fig. 3: Summarizing the Labarthes et al. [9] framework.

The authors propose the modelling steps indicated in Fig.
3. Their contribution corresponds to two abstraction levels:
conceptual modelling and operational modelling.
Conceptual modelling is performed in two steps, the
Domain Model and the Conceptual Agent Model.

4.1 Domain Model (DM)

The Domain Model (DM) creates an abstraction of the
supply chain. Inspired from the NetMAN approach [31,
32], Labarthe et al. [9] create two sub-models: a Structural
Model and a Dynamic Model.

The Structural Model, which is based on responsibility
networks [33], defines the structure of the supply chain,
i.e. its ‘actors’ and their related responsibilities, and it also
depicts the material flows among all ‘actors’. The
Dynamic Model complements the Structural Model by
defining the behaviour of each ‘actor’ and its related
interaction modes.

4.2 Conceptual Agent Model (CAM)

The Conceptual Agent Model (CAM) remodels the
Domain Model guided by the agentification process. From
the Structural and Dynamic models, a unique agent model
is created. A Conceptual Agent Model specifies the
‘agents’, the ‘objects’ transacted between them and the
nature of the agent’s interactions (‘physical interactions’
and ‘informational interactions’). In this case, each ‘actor’
specified in the Structural Model produces a specific
agent. Also, any activity of an actor generates a specific
agent in close interaction with the agent associated to the
actor concerned, which is regrouped in the same partition.
In addition, any exchange of information from the
Dynamic Model generates a message-based informational
interaction; and any material flow from the dynamic model
leads to a physical type interaction.

After, at the Operational Level, Labarthe et al. [9]
proposes the Operational Agent Model (OAM).

4.3 Operational Agent Model (OAM)

The Operational Agent Model (OAM) is based on the
Conceptual Agent Model, and it aims to build a computer
model of the studied supply chain which will be later
implemented on a simulation platform. First, the
Operational Agent models the software architecture (at the
social level). Next, it models the internal agent architecture
(individual level), dealing with knowledge, behaviours and
interactions among agents.

After creating the Domain Model, the Conceptual Agent
Model and the Operational Agent Model, a Multi-Agent
System is implemented at the Exploitation level and a set
of Experimental Plans supports the realization of
simulation experiments (the black modelling approaches
shown in Fig. 3). The author illustrated the Exploitation
level though the implementation of a case study in a
simulation environment.

This is only a summarized review of Labarthe et al. [9]’s
work. For further details about this framework and its
applications, the reader is referred to Labarthe et al. [9, 35,
36] and Labarthe [34].

5. The Deployment Process

As explained in the introduction, the original framework of
Labarthe et al. [9] had to be slightly adapted to be suitable
to the distributed APS domain.

The first adaptation occurs at the Domain Modelling. The
main reason for not strictly employing the Labarthe et al.
[9] Domain Model is because it is based on the
responsibility network [33], which uses the definition of
centre, i.e. a business entity — a decisional one — linked at
the physical level by material flow. Centres do not
correspond exactly to our semi-autonomous units, the
Supply Chain Blocks (defined in subsection 3.2), which
are based on the supply chain cube. We adapted the
Labarthe et al. [9] model and thus proposed a modelling
approach where the ‘centres’ are substituted by Supply
Chain Blocks.

Another relevant difference refers to the fact that we
separate the Operating System (i.e. the Execution layer)
and the Decision System (i.e. the Strategic, Tactical and
Operational layers) in the Domain Model, which is not
done in the Labarthe et al. [9] Domain Model. They
distinguish these two layers later, in the Operational Agent
Model. We decided to separate them earlier because both
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systems have to be identified in regard to the supply chain
cube introduced in subsection 3.2. If we did not consider
entities of the Operating System at this step, the Domain
Model would be incomplete for a distributed APS,
according to the definition of the supply chain cube.

General
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§- Planning Analysis Jeriunns Domain Model
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Legend:
------ » Influences of the FAMASS Analysis phase

Fig. 4: Deploying process.

Fig. 4 depicts the general idea of the deployment process.
From the analysis phase, the Distributed Planning Analysis
models are the basis for the creation of the Domain Model.
The Domain Model represents the supply chain under
study and how advanced planning decisions are
articulated. Next, the Conceptual Agent Model is naturally
created from the Domain Model, but the Social Agent
Organization Analysis is also used as an important
reference. The Social Agent Organization Analysis
provides the Social Structures for the Conceptual Agent
Model and it reflects the agentification process used
during the Social Agent Organization Analysis. Finally,
the Operational Agent Model is created from the
Conceptual Agent Model. However, relevant information
about social protocols requirements comes from the Social
Agent Organization Analysis, while requirements
concerning the agents’ abilities come from the Internal
Agent Organization Analysis.

It is interesting to note, in Fig. 4, that the Domain Model
and Conceptual Agent Model roughly correspond to the
specification phase, while the Operational Agent Model
can be considered equivalent to the design phase. The
Domain Model and Conceptual Agent Model are the first
formal models to describe the supply chain and the agent
domain. The Operational Agent Model is closely related to
how agents operate.

To sum up, FAMASS proposes a set of abstract notions
for distributed APS systems, while Labarthe et al. [9]
provide a formal and detailed description of how the
system should work.

The following subsection discusses the Domain Model
generation.

5.1 Domain Model (DM)

The objective of the Domain Model is to identify what is
to be modelled in the supply chain. As seen in Fig. 4, the
Distributed Problem Analysis (DPA) can be translated
directly into the Domain Model.

Table 1 and Table 2 provide a translation strategy to create
FAMASS Structural and Dynamic Models based on
Labarthe et al. [9].

Table 1: Structural Model.

Element Labarthe et al. FAMASS Counterpart
Main element: a network of
Supply Chain Blocks and their
interactions  (interactions are
simple representations of Supply
Main element: a network of Chain Block’s relations). A
. Supply Chain Block is used
Centres [33] (roles and instead of centres
responsibilities) and  their .
interactions.
Roles: From the “spatial” axis of
X the supply chain cube
Roles: Processor, ;.)ro'ducer, (subsection 3.2), we identify the
assembler, fuffiller, distributor, ; N
- Supply Chain Blocks and their
retailer, transporters, A L .
roles: vendors, facilities, clients
customer. Roles define the
Central nature of the res ibilit and consumers.
elements ponsibility
set.
Responsibilities: one can
[ identify responsibilities from the
Responsibilities: examples, functional' axis of the supply
king, grouping, sales, etc. . )
packing, grouping. ’ chain cube (subsection 3.2):
procurement, manufacturing,
Organizational level: supply distribution and sales.
chain, enterprise, business
unit, cells, resources. . . .
Organizational levels: strategic,
tactic, operational, execution for
vendors, facilities, clients and
consumers (i.e., the
intertemporal axis).
Class diagrams and class tables
(from AUML - Agent Unified
Modelling Language). The
concept is the same as for
responsibility network, but it is
Modelling Responsibility networks of ;sfr;ejg\]:zd CentLrJ:;ngre C|:‘SL::|SL'
formalism Montreuil and Lefrangois [33]. . A ?
roles are roles in each class;
responsibilities are operations in
each class; organizational levels
are stereotypes of the classes;
business processes are
operations in each class.
We identify the elements from
the execution and decision
Identify decision elements of | systems and we add only the
Modelling the supply chain and the physical interactions.
process physical interactions among Informational interactions are
them. added in the dynamic model
(later on in the modelling
process).
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Table 2: Dynamic Model.
Element Labarthe et al. FAMASS Counterpart

Describes (in time) the
system behaviour and | Describes the same
the elements that | elements, but with the
compose it. Uses the | possibility to add more
responsibility network to | information based on
Central recognize [33] the | different experimental
elements coordination modes by | definitions, i.e. different
identifying the physical | configurations of the Supply
and informational | Chain Blocks, and different
relations used according | performance indicators and
to the environmental | uncertainties.
stimulus.
Class diagrams and class
NetMan [31, 32] | tables (AUML). All flows are
approach plus a | represented by arrows. The
representation of the | decoupling point is
decoupling point position. | represented in the class
Modelling The decoupling point | name. Centre models are
formalism position is mentioned | represented by arrows as
here because it is an | well. Stock holding (raw
important issue in the | material, work-in-process or
Labarthe et al. [9] | final products) is
framework. represented in the
operations of each class.
Apart from the physical
flow identified previously,
the modelling process
describes the
informational flow
exchanged according to
the dynamics of the
environment.
Four informational flow
types for coordination are
identified: i) needs
expression; i)  offers _Thel_same flows ~are
. identified, as well as
Modelling ﬁ,ﬁg;ﬁiﬂgp{ abolﬂi inventory  positions and
process o . decoupling point position.
coordination; and iv) Th d ibed in th
information sharing by ey are described In the
class tables.
models exchanges. In
addition, the decoupling
point is positioned and
inventories are mapped
(raw material, work-in-
process and final
product).
It identifies two models
(for models exchange):
the network model and
the centre model.

The most important difference between Labarthe et al. [9]
and FAMASS is the use of centre for the former and the
use of Supply Chain Block for the latter. Supply Chain
Block is used instead of centres in FAMASS because
decision entities are central elements. Labarthe [34, p.119]
explains that a centre represents a decision process, but
centre definitions are closely associated to physical entities
of the execution system, i.e. there is a direct relation
between a centre and an entity of the execution system.
Later in the Labarthe et al. [9] modelling process, the
decision system is introduced more formally in the
Operational Agent Model. We separate the decision
system from the execution system in the Domain Model,
since we know that they are relevant for experimental

definitions in distributed APS systems. Another difference
is related to the fact that we employ a unique modelling
formalism based on an AUML approach, coherent with the
analysis phase of FAMASS, which employs only UML-
inspired formalisms.

The next sub-section transforms the Domain Model into a
Conceptual Agent Model.

5.2 Conceptual Agent Model (CAM)

The Conceptual Agent Model represents the agentification
process of the Labarthe et al. [9] approach. The
agentification process defines the agent society based on
the Domain Model, i.e. which agents are created from the
centres (in our case, Supply Chain Block) and how they
are organized. Labarthe et al. [9] propose rules for creating
agents (i.e., each centre becomes an actor-agent and each
centre activity becomes an activity-agent). As discussed
before, FAMASS converts each Supply Chain Block into
an agent. It also verifies whether some agents are
extinguished (e.g. merged with another agent) or whether
new agents are introduced (e.g. a mediator). This
information is obtained during the Social Agent
Organization Analysis (SAOA).

As indicated in Fig. 4, the Conceptual Agent Model is
generated from the Domain Model and the SAOA (in this
case, the social structures). Using Labarthe et al. [9] rules,
the Domain Model provides the basic classes’ definition
and, using the SAOA, it can be verified if new agent
classes are derived from the Domain Model and if
different social structures have to be tested and considered
in the Conceptual Agent Model. Social Protocols from
SAOA are not used in Conceptual Agent Modelling.

The Strategy for creating a Conceptual Agent Model is
shown in Table 3.
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Table 3: Conceptual Agent Models.
Element Labarthe et al. FAMASS Counterpart

Actor-agent: agents representing an
organizational unit of the supply chain
(i.e. vendors, facilities, clients or
customers), related to the ‘spatial’
axis. Actor-agents group several other
Actor-agent: centre. agents, the activity-agents.

Activity-agent: represents a Activity-agent: agents from the
process of transformation, decision system, representing the
distribution, or stock keeping. processes of procurement,
manufacturing distribution and sales.

e?eer:g:tls Object: products. These agents are at three different
decision levels and they are related to
Informational interaction: the ‘functional’ axis.
same as in Domain Model.
Objects: defined products. This is the
Physical interaction: same as | first time products are specified.
in Domain Model.
Information interactions: they come
from the Domain Model.
Physical Interactions: they come
from the Domain Model.
A graphical modelling Adapted class diagrams, tables and
. package diagrams. The adaptation of
Modellin formalism [34] that models th? the class diagrams refers to the
ng two types of agents and their | . N gram
formalism . . insertion of objects  (products),
interactions. The CAM model . .
is derived from the DM model. reprgsented by simple square boxes in
the link between two classes.
1. From centre to actor-
agent: each centre creates an
actor-agent.
2. Physical interactions
between actor-agents:
physical flow is specified by an
arrow linking agents and
indicating  their  respective
exchanged objects.
3. Informational interactions
between actor-agents: similar
to 2, but for information flow.
4. Organizational frontiers
definition: establishes the | Similar process, with the following
organization frontiers for the | differences:
Modelling actor-agents and places the - Actor-agents and activity-agents: in
process physical flows between the the classes, use role definitions to

organizations. indicate if it is an actor-agent or an
activity-agent;

5. Definition of the activity- - Interactions: links between classes.
agents: each activity of a
centre is transformed into an

activity-agent.

6. Physical interactions
between activity-agents:
specify the physical flow
between the activity-agents
and their related objects
exchanged.

7. Informational interactions
between activity-agents:
same as 6, plus the interaction
between actor-agents and
activity-agents.

It is important to note that an actor-agent coordinates a
population of other activity-agents in the Labarthe et al.
[9] approach. In the case of FAMASS, we decided to use
the notion of actor-agent only as an aggregation of agents
inside the same organization using a package diagram.

The next sub-section transforms the Conceptual Agent
Model into an Operational Agent Model.

5.3 Operational Agent Model (OAM)

According to Labarthe [34], the OAM represents
implementable models. These models involve a choice
between two different agent architectures, i.e. the
cognitive and the reactive architectures. We believe that
most of the time it is not possible to completely distinguish
cognitive agents from deliberative agents, meaning that
normally agents can be seen as a hybrid state within the
cognitive-reactive continuum. In Labarthe et al. [9]’s
work, agents from the decision system assume a cognitive
agent architecture, composing a cognitive agent society.
Based on this society, the author then creates a reactive
society responsible for the transformation process
(execution system), linked with the cognitive society.

As we believe that the agents from the decision system can
also assume reactive behaviours (see subsection 3.2), we
prefer not to use this agent architecture notation for the
Operational Agent Model. Instead, we create two societies
(decision agents and execution agents) from the
Conceptual Agent Model and start to define all agents’
behaviours and agents’ protocols in detail, as done by
Labarthe et al. [9], which is not contradictory to Labarthe
et al.’s [9] work. As explained before, instead of
separating into decision and execution societies at the
Operational Agent Model, our approach does it at the
beginning of the specification phase, i.e. at the Domain
Model.

In sum, our Operational Agent Model is generated from
the Conceptual Agent Model, the Social Agent
Organization Analysis and the Internal Agent Organization
Analysis, as illustrated in Fig. 5.

Conceptual Agent
Model (CAM)

Social Agent
Organization
Analysis

Operational Agent
Model (OAM)

Individual

Agent
| Organization
Analysis

Fig. 5: Creating an Operational Agent Model.

From the Conceptual Agent Model we represent two
societies, the decision agents and the execution agents.
This is the starting point of the Operational Agent Model.
After, we obtain requirements about agent protocols from
the Social Agent Organization Analysis, and we obtain
requirements about agent abilities from the Internal Agent
Organization Analysis.

1JCSI
www.lJCSl.org



1JCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 16

ISSN (Online): 1694-0814
www.lJCSILorg

Table 4 summarizes the deployment strategy for the
Operational Agent Model.

Table 4: Operational Agent Models.
Element Labarthe et al. FAMASS Counterpart

Multi-agent system architecture:
a cognitive and a reactive agent
society are represented. A cognitive
agent, together with its
corresponding reactive agent, form
the ‘agent-actor’. It is a generic Multi-agent system
architecture to represent entities | architecture: cognitive
capable of taking their own agents are seen as decision
decisions and acting accordingly. agents (from the decision
system); reactive agents are
represented by execution
Central Specification of the software | agents (from the execution
elements agent: knowledge, behaviour and system).

interactions of each agent are
defined. For the behaviours, the
following entities are defined: a) | Specification of the
external event: concerning the | software agent: same
communication aspect with external elements, i.e. knowledge,
entities of the multi-agent system; behaviour and interactions.

b) internal event: concerning
internal activities of an agent; c)
passive state: waiting state; d)
active state, being an elementary
action or a composite action.

For the multi-agent system
architecture, Labarthe [34]
proposes his own graphical We vused only adapted
modelling formalism. For the diagrams from AUML. For
specification of the software agent | pehaviours and knowledge
for cognitive behaviours, the Agent representation, we employ
Behaviour Representation (ABR) Activity Diagrams. For
formalism [37] is used. For reactive interactions, we use Protocol
agent behaviours, AUML Diagrams.

formalisms are used, specifically
state charts. For interactions,
protocol diagrams from AUML are
used.

Modelling
formalism

1. Create a society of cognitive
agents. Incorporate the
informational flow.

2. Create a society of reactive
agents. Incorporate the physical
flow and the related exchanged
objects (products).

3. Define the responsibility links
between cognitive and reactive | Same process, but with
agents. different  formalisms  from
AUML.

Modelling
process
5. Specify agent behaviour of the
cognitive society using the Agent
Behaviour Representation (ABR)
formalism.

6. Specify agent's behaviour of the
reactive society using statecharts.

7. Specify agents’ interactions
through protocol diagrams.

The next sub-section provides some final remarks and
conclusions about the proposed deployment strategy.

6. Final Remarks and Future Works

This paper presents a conversion strategy from the
FAMASS analysis models into specification and design
models inspired by the methodological agent-based
framework of Labarthe et al. [9]. This strategy facilitates
the FAMASS analysts in converting their models and

going faster and smoother through the whole modelling
process.

In addition, this deployment strategy demonstrates that the
analysis phase of FAMASS can be integrated with other
existing approaches specialized in specification and design
modelling. With this as an impetus, other methodological
frameworks could be inspected in the future so as to verify
that FAMASS concepts adhere to other frameworks.

Furthermore, the proposed strategy allows us to avoid the
research effort needed to develop a totally new
specification and design methodology for the domain,
although it would be suitable and desirable for future
research initiatives. With regard to this, a forthcoming
research effort will work on extending the FAMASS
analysis approach, so as to cover the whole FAMASS life-
cycle from analysis to simulation. In this way the proposed
deploying strategy launches the basis for this FAMASS-
extended version of a complete architecture to deal with
agent-based simulations in the context of distributed APS
systems. Future versions of the FAMASS approach are to
be published shortly.
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Abstract

Facial expression classification is a kind of image classification
and it has received much attention, in recent years. There are
many approaches to solve these problems with aiming to increase
efficient classification. One of famous suggestions is described
as first step, project image to different spaces; second step, in
each of these spaces, images are classified into responsive class
and the last step, combine the above classified results into the
final result. The advantages of this approach are to reflect fulfill
and multiform of image classified. In this paper, we use 2D-PCA
and its variants to project the pattern or image into different
spaces with different grouping strategies. Then we develop a
model which combines many Neural Networks applied for the
last step. This model evaluates the reliability of each space and
gives the final classification conclusion. Our model links many
Neural Networks together, so we call it Multi Artificial Neural
Network (MANN). We apply our proposal model for 6 basic
facial expressions on JAFFE database consisting 213 images
posed by 10 Japanese female models.

Keywords: Facial Expression, Multi Artificial Neural Network
(MANN), 2D-Principal Component Analysis (2D-PCA).

1. Introduction

There are many approaches apply for image classification.
At the moment, the popular solution for this problem:
using K-NN and K-Mean with the different measures,
Support Vector Machine (SVM) and Artificial Neural
Network (ANN).

K-NN and K-Mean method is very suitable for
classification problems, which have small pattern
representation space. However, in large pattern
representation space, the calculating cost is high.

SVM method applies for pattern classification even with
large representation space. In this approach, we need to

define the hyper-plane for classification pattern [1]. For
example, if we need to classify the pattern into L classes,
SVM methods will need to specify 1+ 2+ ... + (L-1) =L
(L-1) / 2 hyper-plane. Thus, the number of hyper-planes
will rate with the number of classification classes. This
leads to: the time to create the hyper-plane high in case
there are several classes (costs calculation).

Besides, in the situation the patterns do not belong to any
in the L given classes, SVM methods are not defined [2].
On the other hand, SVM will classify the pattern in a
given class based on the calculation parameters. This is a
wrong result classification.

One other approach is popular at present is to use
Artificial Neural Network for the pattern classification.
Artificial Neural Network will be trained with the patterns
to find the weight collection for the classification process
[3]. This approach overcomes the disadvantage of SVM of
using suitable threshold in the classification for outside
pattern. If the patterns do not belong any in L given
classes, the Artificial Neural Network identify and report
results to the outside given classes.

In this paper, we propose the Multi Artificial Neural
Network (MANN) model to apply for image classification.

Firstly, images are projected to difference spaces by Two
Dimensional Principal Component Analysis (2D-PCA).

Secondly, in each of these spaces, patterns are classified
into responsive class using a Neural Network called Sub
Neural Network (SNN) of MANN.
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Lastly, we use MANN’s global frame (GF) consisting
some Component Neural Network (CNN) to compose the
classified result of all SNN.

Feature Classificati
Image (¥ extractionusing —) MANN [—~ 2>°! ication
2D-PCA Decision

Fig 1. Our Proposal Approach for Image Classification

2. Background and Related Work

There are a lot of approaches to classify the image
featured by m vectors X= (vy, vy, ..., viy). Each of patterns
is needed to classify in one of L classes: Q = {Qi | 1< i<
L}. This is a general image classification problem [3] with
parameters (m, L).

iin
Vector ¥ {12,.L}
iin iin
Vector {12,,L) % {121
iin
Vector Vy (12,.L} ——

Fig 2. Image with m feature vectors Classification

First, the extraction stage featured in the image is
performed. It could be used wavelet transform, or
Principal Component Analysis (PCA). PCA known as one
of the well-known approach for facial expression
extraction, called “Eigenface” [3]. In traditional PCA, the
face images must be converted into 1D vector which has
problem with high dimensional vector space.

Then, Yang et al. [12] has proposed an extension of PCA
technique for face recognition using gray-level images.
2D-PCA treats image as a matrix and computes directly on
the so-called image covariance matrix without image-to-
vector transformation. The eigenvector estimates more
accurate and computes the corresponding eigenvectors
more efficiently than PCA. D. Zhang et al. [13] was
proposed a method called Diagonal Principal Component
Analysis (DiaPCA), which seeks the optimal projective
vectors from diagonal face images and therefore the
correlations between variations of rows and those of
columns of images can be kept [3]. That is the reason why,

20

in this paper, we used 2D-PCA (rows, columns and block-
based) and DiaPCA (diagonal-based0 for extracting facial
feature to be the input of Neural Network.

Colzl.]ljm;-cbzsed > Feature
- vector V;
Row-based Feature
/ 2D-PCA > vector V,
Facial
Image \
Feature
Block-based | >
2D-PCA vector V;
Diagonal-based Feature
DiaPCA vector V4

Fig 3. Facial Feature Extraction

Sub-Neural Network will classify the pattern based on the
responsive feature. To compose the classified result, we
can use the selection method, average combination method
or build the reliability coefficients...

Fig 4. Processing of Sub Neural Networks

The selection method will choose only one of the
classified results of a SNN to be the whole system’s final
conclusion:

P(Qi | X) = Pk(Qi | X) (k=1..m) (1)

Where, Pk(Qi | X) is the image X’s classified result in the
Qi class based on a Sub Neural Network, P(Qi | X) is the
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pattern X’s final classified result in the Qi. Clearly, this
method is subjectivity and omitted information.
The average combination method [4] uses the average
function for all the classified result of all SNN:

P@,1X)= VR 1X) @

This method is not subjectivity but it set equal the
importance of all image features.

Fig 5. Average combination method

On the other approach is building the reliability
coefficients attached on each SNN’s output [4], [5]. We
can use fuzzy logic, SVM, Hidden Markup Model (HMM)
[6]... to build these coefficients:

P(Qi|x)=zrkpk(Qi|X) (3)

k=1

Where, 1y is the reliability coefficient of the k™ Sub Neural
Network. For example, the following model uses Genetics
Algorithm to create these reliability coefficients.

— [
V4
—
- GA
X Vo —
—>
—t . [

Fig 6. NN_GA model [4]

In this paper, we propose to use Neural Network technique.

In details, we use a global frame consisting of some

21

CNN(s). The weights of CNN(s) evaluate the importance
of SNN(s) like the reliability coefficients. Our model
combines many Neural Networks, called Multi Artificial
Neural Network (MANN).

Column-based
20-PCA

Row-based

/ 20-PCA
Facial
Image

\ Block-based

10-PCA

Diagonal-
based

Fig 7. PCA and MANN combination

3. Image Feature Extraction using 2D-PCA

3.1 Two Dimensional Principal Component Analysis
(2D-PCA)

Assume that the training data set consists of N face images
with size of m x n. X;, X,..., Xy are the matrices of
sample images. The 2D-PCA proposed by Yang et al. [2]
is as follows:

Step 1. Obtain the average image X ofall training
samples:

- 1 N
X :,\TZMXi (4)

Step 2. Estimate the image covariance matrix

C=ﬁz:\il(xi—X)Tx(Xi—X) (5)

Step 3. Compute d orthonormal vectors Wy, W, ...,
W, corresponding to the d largest eigenvalues of C. Wy,
Wo,..., Wy construct a d-dimensional projection subspace,
which are the d optimal projection axes.

Step 4. Project X, X;..., Xy on each vector Wy,
W,, ..., W4 to obtain the principal component vectors:
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i_
R =AW, ,i=1..d; j=1.N (6)

Step 5. The reconstructed image of a sample image
Aj is defined as:

_NY EiwT
Arecs(j) - i=1 Fi JWi (7)

3.2 DiaPCA

The DiaPCA extract the diagonal feature which reflects
variations between rows and columns. For each face
image in training set, the corresponding diagonal image is
defined as follows:

Right addition Diagonal image
alb|c|d alb|cl|d alblc|d
e|flglh y € figlh Wflglhle
iljlk|l il k|| K{I]i]j

Image —Right shift—
Row=3, column=4
Left addition
albjc|d
e|flg|hi
171k
Reconstructed «—Left shift
image

Fig 8. Extract the diagonal feature if rows < columns

Diagonal image

b|c alel|i
alblc f dih|l
dlelf 5 | Iae|g glk|c
glhli g e ﬂ:dhlg jlblk
IR RN |
Image ald|e @ le alj S
Row=4, column=3 Zlg|h i‘fﬁ 7
ijlll
albjc|
die|f
glhji
j k|l
Reconstructed
image

Fig 9. Extract the diagonal feature if rows > columns

3.3  Facial Feature Extraction

Facial feature extraction used 2D-PCA and its variants to
project the pattern or image into different spaces with
different grouping strategies. A facial image will be
projected to 4 presentation spaces by PCA (column-based,
row-based, diagonal-based, and block-based). Each of
above presentation spaces extracts to the feature vectors.
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So a facial image will be presented by Vi, V,, V3, V4. In
particular, V| is the feature vector of column-based image,
V, is the feature vector of row-based image, V; is the
feature vector of diagonal -based image and V, is the
feature vector of block -based image.

Feature vectors (Vy, V,, Vi, V) presents the difference
orientation of original facial image. They are the input to

Multi  Artificial Neural Network (MANN), which
generates the classified result.
o —
Feature vector
Column-based
(1]

Feature vector

L

’ —{ [TTTTTTTT]

Feature vector

Row-based

Input image

—{ T TTTTTTT]
Feature vector

XX

Block-based

Fig 10. Facial Feature Extraction using 2D-PCA and DiaPCA

3. Multi Artificial Neural Network for Image
Classification

3.1 The MANN structure

Multi Artificial Neural Network (MANN), applying for
pattern or image classification with parameters (m, L), has
m Sub-Neural Network (SNN) and a global frame (GF)
consisting L. Component Neural Network (CNN). In
particular, m is the number of feature vectors of image and
L is the number of classes.

Definition 1: SNN is a 3 layers (input, hidden, output)
Neural Network. The number input nodes of SNN depend
on the dimensions of feature vector. SNN has L (the
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number classes) output nodes. The number of hidden node
is experimentally determined. There are m (the number of
feature vectors) SNN(s) in MANN model. The input of the
i SNN, symbol is SNN;, is the feature vector of an image.
The output of SNN,; is the classified result based on the i"
feature vector of image.

Definition 2: Global frame is frame consisting L
Component Neural Network which compose the output of
SNN(s).

Definition 3: Collective vector k", symbol Ry (k=1..L),
is a vector joining the k™ output of all SNN. The
dimension of collective vector is m (the number of SNN).

_ | Vector
Vi Vector
R
Vector
X Vo Vector
Ra
Vector Vector
_|> R
Vim L

Fig 11. Create collective vector for CNN(s)

Definition 4: CNN is a 3 layers (input, hidden, output)
Neural Network. CNN has m (the number of dimensions
of collective vector) input nodes, and 1 (the number
classes) output nodes. The number of hidden node is
experimentally determined. There are L CNN(s). The
output of the j™ CNN, symbols is CNNj, give the
probability of X in the j" class.
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Global
@

v/

Fig 12. MANN with parameters (m, L)

3.2 The MANN training process

The training process of MANN is separated in two phases.
Phase (1) is to train SNN(s) one-by-one called local
training. Phase (2) is to train CNN(s) in GF one-by-one
called global training.

In local training phase, we will train the SNN; first. After
that we will train SNN,, SNN,,..

,/’/Training
loop for

Global
Frame
i ﬁ
@

o

In the global training phase, we will train the CNN, first.
After that we will train CNN,,..., CNN.

Fig 13. SNNI1 local training
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Fig 14. CNN; global training

3.3 The MANN classification

The classification process of pattern X using MANN is
below: firstly, pattern X are extract to m feature vectors.
The i" feature vector is the input of SNN; classifying
pattern. Join all the k™ output of all SNN to create the k™
(k=1..L) collective vector, symbol Ry.

Ry is the input of CNN,. The output of CNNy is the k™
output of MANN. It gives us the probability of X in the k™
class. If the k™ output is max in all output of MANN and
bigger than the threshold. We conclude pattern X in the k™
class.

4. Six Basic Facial Expressions Classification

In the above section, we explain the MANN in the general
case with parameters (m, L) apply for image classification.
Now we apply MANN model for six basic facial
expression classifications. In fact that this is an
experimental setup with MANN with (m=4, L=6).

We use an automatic facial feature extraction system using
2D-PCA (column-based, row-based and block based) and
DiaPCA (diagonal-based).

24

Fig 2. 2D-PCA and DiaPCA

The column-based feature vector is the input for SNN;.
The row-based feature vector is the input for SNN,. The
diagonal-based feature vector h is the input for SNN3. The
block-based feature vector is the input for SNN4. All
SNN(s) are 6 output nodes matching to 6 basic facial
expression (happiness, sadness, surprise, anger, disgust,
fear) [12]. Our MANN has 6 CNN(s). They give the
probability of the face in six basic facial expressions. It is
easy to see that to build MANN model only use Neural
Network technology to develop our system.

We apply our proposal model for 6 basic facial
expressions on JAFFE database consisting 213 images
posed by 10 Japanese female models. The result of our
experience sees below:

Table 1. Facial Expression Classification Precision

Classification Methods Precision of classification
SNN;, 81%
SNN, 79%
SNN; 86%
SNN, 83%
Average 89%
MANN 93%
Precision
95%
90% //
85% ra s
/ ~
80% ""‘--..___, == Precision
75%
70% T T T T T 1

SNNI ~ SNN2 ~ SNN3  SNN4  Average MANN
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Fig 3. Facial Expression Classification Result

It is a small experimental to check MANN model and need
to improve our experimental system. Although the result
classification is not high, the improvement of combination
result shows the MANN’s feasibility such a new method
combines.

We need to integrate with another facial feature sequences
extraction system to increase the classification precision.

5. Conclusion

In this paper, we explain 2D-PCA and DiaPCA for facial
feature extraction. These features are the input of our
proposal model Multi Artificial Neural Network (MANN)
with parameters (m, L). In particular, m is the number of
images’ feature vectors. L is the number of classes.
MANN model has m Sub-Neural Network SNN; (i=1..m)
and a Global Frame (GF) consisting L Components Neural
Network CNN; (j=1..L).

Each of SNN uses to process the responsive feature vector.

Each of CNN use to combine the responsive element of
SNN’s output vector. The weight coefficients in CNN; are
as the reliability coefficients the SNN(s)’ the jth output. It
means that the importance of the ever feature vector is
determined after the training process. On the other hand, it
depends on the image database and the desired
classification. This MANN model applies for image
classification.

To experience the feasibility of MANN model, in this
research, we propose the MANN model with parameters
(m=4, L=3) apply for six basic facial expressions and test
on JAFFE database. The experimental result shows that
the proposed model improves the classified result
compared with the selection and average combination
method.
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Abstract

This paper proposes a handover scheme supporting Multi-
Protocol Label Switching (MPLS) in a Proxy Mobile IPv6
(PMIPv6) domain that improves the mobility and gives Quality
of Service (QoS) and Traffic Engineering (TE) capabilities in
wireless access networks. The proposed scheme takes advantages
of both PMIPv6 and MPLS. PMIPv6 was designed to provide
NETwork-based Localized Mobility Management (NETLMM)
support to a Mobile Node (MN); therefore, the MN does not
perform any mobility related signaling, while MPLS is used as an
alternative tunneling technology between the Mobile Access
Gateway (MAG) and the Local Mobility Anchor (LMA)
replacing the IP-in-IP tunnels with Label Switched Path (LSP)
tunnels. It can also be integrated with other QoS architectures
such as Differentiated Services (DiffServ) and/or Integrated
Services (IntServ). In this study, we used MATLAB to perform
an analysis to evaluate the impact of introducing MPLS
technology in PMIPv6 domain based on handover latency,
operational overhead and packet loss during the handover. This
was compared with PMIPv6, and a PMIPv6/MPLS integration.
We proved that the proposed scheme can give better performance
than other schemes.

Keywords: Localized Mobility Management, MPLS, PMIPv6,
PMIPV6/MPLS, PM?PLS.

1. Introduction

Some host-based mobility management protocols such as
Mobile I1Pv6 (MIPv6) [1] and its extensions (i.e.
Hierarchical Mobile IPv6 (HMIPv6) [2] and Fast
Handover in Mobile IPv6 (FMIPv6) [3]) have been
standardized by the Internet Engineering Task Force (IETF)
for Internet mobility support, but they have not widely
deployed in real implementations [4]. One of the most
important obstacles in order to deploy mobility protocols
is the modification that must be done in the terminal
(Mobile Host - MH). Proxy Mobile IPv6 has been
proposed by the IETF NETLMM working group as a
network-based mobility management protocol [5]. It
allows the communication between the Mobile Node and
the Correspondent Node (CN) while MN moves without

its participation in any mobility signaling. On the other
hand, Multiprotocol Label Switching is a forwarding
technology that supports Quality of Service and Traffic
Engineering capabilities in IP networks [6]. Furthermore,
it provides fast and efficient forwarding by using labels
swapping instead of IP forwarding.

MPLS is being used by most network operators to carry IP
traffic. Introduce network-based mobility capabilities in
MPLS networks can be useful [7].

There are few works that have handled the integration of
PMIPv6 and MPLS. Recently, an IETF Internet Draft
proposed MPLS tunnels (LSP tunnels) as an alternative to
IP-in-IP tunnel between Local Mobility Anchor (LMA)
and Mobile Access Gateway (MAG) [7]. The draft
specifies two different labels: a classic MPLS label and
Virtual Pipe (VP) labels as a way to differentiate traffic in
the same tunnel. The authors focus on the management of
VP labels rather than classic MPLS labels. The authors
assume that there are LSPs established between the MAG
and the LMA and use two labels for each packet; both
labels are pushed by the Label Edge Router (LER).

But, as mentioned in [8], the use of VP label is not strictly
necessary because this label is only used to eliminate the
necessity of the LMA to look up the network layer header
in order to send packets to the CN. It adds 4 overhead
bytes (VP label size) to the LSP tunnel (8 overhead bytes
in total). Reference [8] makes a study of PMIPv6/MPLS
on Wireless Mesh Network (WMN) with and without VP
labels in terms of handover delay and operation overhead.
Reference [9] makes a study in an Aeronautical
Telecommunication Network (ATN) and uses VP labels in
the same way of [7]. Reference [10] makes a quantitative
and qualitative analysis of the PMIP/MPLS integration
and other schemes, but they do not give details about
design considerations, label management or architecture
operation.

This work proposes an integration of PMIPv6 and MPLS
called PM?PLS. The integration is done in an overlay way
[11] and the relationship between binding updates and
LSPs setup is sequential. We do not consider necessary to
use VP label since this label only divided traffic from
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different operators (its use is optional). We use Resource
Reservation Protocol — Traffic Engineering (RSVP-TE)
[12] as label distribution protocol to establish a
“bidirectional LSP” between the LMA and the MAG.
Since a LSP in MPLS is unidirectional, we call
“bidirectional LSP” to two LSP that do not necessarily
follow the same upstream and downstream path but that
the ingress Label Switch Router (LSR) in the LSP
upstream is the egress LSR in the LSP downstream and
vice verse. In future works, we want to integrate PM?PLS
and QoS architectures such as IntServ and/or DiffServ in
order to assure QoS in a mobility enabled MPLS access
network where the MN is not based on MIPv6.

The rest of the paper is organized as follows. Section 2
presents an overview about PMIPv6 and MPLS. Section 3
introduces the PMIPv6/MPLS integration called PMPLS.
Section 4 shows the performance analysis of PM*PLS on
802.11 access network based on handover latency,
operational overhead and packet loss during handover.
Finally, we conclude in Section 5.

2. Background
2.1 Proxy Mobile IPv6

PMIPv6 was designed to provide network-based mobility
support to a MN in a topologically localized domain [5];
this means that the CN is exempted to participate in any
mobility related signaling and all mobility control
functions shift to the network. In this context, PMIPv6
defined two new entities called Local Mobility Anchor and
Mobile Access Gateway. The function of LMA is to
maintain reachability to the MN and it is the topological
anchor point for the MN’s home network prefix(es), this
entity has a Binding Cache (BC) that links the MN with its
current Proxy CoA (MAG’s address). MAG runs in the
Access Router (AR) and is responsible for tracking the
mobile node’s movements at the access link and for
initiating binding registrations to the LMA; it also
establishes a bidirectional tunnel with the LMA to enable
the MN to use an address from its home network prefix
(MN-HNP) and emulates the MN’s home link. This entity
has a Binding Update List (BUL) which contains the MNs
attached to it, and their corresponding LMAA (LMA’s
address). Figure 1 shows a common PMIPv6 scenario with
LMAs, MAGs, MNs, CN, tunnels between LMA and
MAG and data flow.

In a PMIPv6 domain, the options for establishing the
tunnel between LMA and MAG are as follows: IPv6-In-
IPv6 [5], Generic Routing Encapsulation (GRE), IPv6-In-
IPv4 or IPv4-In-IPv4 [13].

IP-in-IP Tunnel

Packets Travel from CN
to MN and Vice-Versa

= MN’s Movement

MN-HNPS
MN-HNPE

\\\
MN-HNP1T .
MN3

MN1

Fig. 1 PMIPv6 scenario.

2.1 Multi-Protocol Label Switching

Conventional IP forwarding mechanisms are based on
network reachability information. As a packet traverses the
network, each router uses the IP header in the packet to
obtain the forwarding information. This process is
repeated at each router in the path, so the optimal
forwarding is calculated again and again. MPLS [6] is a
forwarding packets paradigm integrated with network-
layer routing. It is based on labels that assign packet flows
to a Forwarding Equivalent Class (FEC). FEC has all
information about the packet (e.g. destination, precedence,
Virtual Private Network (VPN) membership, QoS
information, route of the packet, etc.), once a packet is
assigned to a FEC no further analysis is done by
subsequent routers, all forwarding is driven by the labels.
All packets with the same FEC use the same virtual circuit
called Label Switched Path (LSP). To deploy MPLS in an
IP network, a label header is inserted between layer two
and layer three headers as shown in Figure 2. The MPLS
header is composed by: 20-bit label field, 3-bit initially
defined as EXPerimental and current used as Traffic Class
(TC) field [15], 1-bit Bottom of Stack (S) field, and 8-bit
Time to Live (TTL) field. MPLS also offers a traffic
engineering capabilities that provides better use of the
network resources.

MPLS consists of two fundamentals components: The
FEC-to-NHLFE mapping (FTN) which forwards unlabeled
packets, this function is running in the ingress router (LER,
Label Edge Router) and mapping between IP packets and
FEC must be performed by the LER. And the Incoming
Label Mapping (ILM) that makes a Label-to-NHLFE
mapping to forward labeled packets.

The RFC 3031 defines a “LSP Tunnel” as follows: “It is
possible to implement a tunnel as a LSP, and use label
switching rather than network layer encapsulation to cause

1JCSI
www.lJCSl.org



1JCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011

ISSN (Online): 1694-0814
www.lJCSlLorg

the packet to travel through the tunnel” [6]. The packets

that are sent through the LSP tunnel constitute a FEC.

Layer 2 Header | MPLS Header IP Headcr IP Payload
pd
Label TC S TTL
(20-bit) (3-bit) | (1-bit) (8-bit)

Fig. 2 MPLS header format.

3. PMIPv6 and MPLS Integration

We propose a PMIPv6/MPLS architecture called PM’PLS.
First, we give previous concepts on the integration of
MPLS and MIPv6 (and its extensions), then, we describe
the design considerations, MAG and LMA operation and

finally, the signaling flow between components
described.

3.1 Previous Concepts

Previous works on integrating MIPv6, HMIPv6 and/or
FMIPv6 in MPLS networks consider two models for doing
that: integrated or overlay [11]. In the integrated model,
some processes are united; in the overlay one, processes
and information are separated as long as possible. We
choose to use the overlay model since it allows an easy

integration with current deployed MPLS networks.

Another important item in previous integrations is the
relationship between binding updates and LSPs setup.
There are two proposes. The first one is to make the LSP
setup in an encapsulated way [11] which means that the
LSP establishment is initialized after a Binding Update
(BU) message arrives to the Home Agent (HA), Mobility
Anchor Point (MAP) or Regional Gateway (RG) but the
Binding Acknowledgment (BA) is sent after a LSP setup
process is finished. The other method is called “sequential”
where the LSP setup is initialized after a successful
binding update process finished [11]. It means that the
LSP setup is initialized when a BA message arrives to CN,
Foreign Agent (FA) or Access Router (AR). Reference
[11] concluded that sequential way has better handover
performance than encapsulated one. In our scheme the
relationship between binding updates and LSP setup can
be viewed as “sequential”, but we optimized the LSP setup
since the process is initialized in the LMA after the Proxy
Binding Update (PBU) message has been accepted and
Proxy Binding Acknowledgment (PBA) message sent, it
does not wait for PBA arrives to the MAG since we

consider that it is not necessary.

40

3.2 Design Considerations

We give the design considerations for the PM?PLS
architecture in this subsection.

We used LSP tunnels as specified in [6], [12]. The
LSP Tunnel must be “bidirectional” between MAG
and LMA (two LSP Tunnels established by RSVP-
TE, one from LMA to MAG and other between MAG
and LMA). Note that the upstream LSP not
necessarily follows the same path that downstream
LSP. This “bidirectional” LSP Tunnel must be used
for forwarding the mobile nodes’ data traffic between
MAG and LMA. It can also be used for sending PBU
and PBA between MAG and LMA.

The LSP setup could be pre-established or
dynamically assigned. In a dynamic way, the LSP
would be setup only once, when the first MN arrives
to specific MAG, the follows MNs can used the
established LSP, if it is necessary to re-evaluated the
LSP capabilities, it should be performed by RSVP-TE
techniques. It also improves the Proxy Binding
Update and Proxy Binding Acknowledgment
messages delivery of sub-sequence location updates.
The introduction of network-based mobility in MPLS
networks should be in an overlay way. It means that
data base will not be integrated between PMIPv6 and
MPLS. The BC, BUL and the Label Forwarding
Information Base (LFIB) should be maintained
separately. But a relationship between processes
sequence should be performed and the information
should be shared.

The MN should be IPv6-Base. We only consider the
use of IPv6 MN-HoA since the process of address
configuration in IPv4 is too large, instead IPv6
supports stateless address configuration.

The Transport Network could be IPv6 or IPv4.

The traffic in the same MAG is managed for itself.
The wireless access network that we consider in this
study is 802.11. It is necessary to define the Access
Network (AN) type because of the analysis that will
be described, but it does not imply that others access
technologies as Long Term Evolution (LTE), WiMax
or 3G Networks couldn’t be used with PM2PLS.

This architecture cannot support multicast traffic.
Penultimate hop popping is desirable. It should be
used, since the packet processing at the last hop (in
the MPLS domain) would be optimized. It avoids
double processing in the last hop (i.e. MPLS and IP
header processing).

Label merging and aggregation are undesirable. Those
constraints allow having unique label per LSP and
more than one LSP for the same FEC, respectively
(e.g. it is useful when we want to introduce load
balancing between the LMA and a specific MAG).
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3.3 Architecture Components

The architecture components shown in Figure 3 are

described. Figure 4 gives the protocol stack of PM?PLS

entities and the signaling flow between them when a

handover occurs is shown in Figure 5.

e MAG/LER: It is an entity which has the MAG (from
PMIPv6) and LER (from MPLS) functionality inside
its protocol stack.

e LMAJ/LER: It is an entity which has the LMA (from
PMIPv6) and LER (from MPLS) functionality inside
its protocol stack.

e LSR: Itis a MPLS router as specified in [6].

e  MN: It is a mobile node which implements IPv6.

e CN: It is a mobile/fixed node which implements IPv6
or [Pv4.

INTERNET

Bi-directional LSP Between
MAG1 and LMA
Bi-directional LSP Between
MAG2 and LMA
Bi-directional LSP Between

MAG3 and LMA

MN1 MN1

Fig. 3 PM’PLS scenario.

MN CN
PMIPv6/MPLS Domain
Application | Application
Transport | | MAGILER LMA/LER Transport
P | | [ PmIPve LSR PMIPE | | [ pve
MPLS MPLS MPLS ;
Network Network Network Network Network
Access Access Access Access Access

[] [] []
I I I

Fig. 4 Protocols stack of PM?PLS components

3.4 LMA/LER Operation

When a PBU message is received by the LMA, it
processes the message as specified in [5], after PBU is
accepted and the PBA is sent, immediately the LMA

MAG3/LER3
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verifies if it is assigned the MN’s PCoA to a FEC (there
are LSP tunnel between LMA and MN’s MAG). If an
entry already exists with the MN-PCoA as FEC, it does
not need to setup the LSP, since a LSP Tunnel already
exists, If not a RSVP Path message are generated from
LMA to MAG to setup the LSP between LMA and MAG.
When the LSP setup process is finished (Path and Resv
RSVP messages are received and processed) and the LMA
had assigned a label to that FEC, it should have a entry in
the LFIB with the FEC assign to the tunnel between LMA
and MAG. Periodically, the LSP capability should be
evaluated in order to assure that the traffic across the LSP
is being satisfied.

B 0 P08

nMAG nAP MN pAP pMAG  AAA Server LMA CN
1T MN Atach | LzEvent | | [T
______ Rﬂ S_ol______ AAA Req.
AAA Res.

Proxy Binding Update
Proxy Binding Ack.
RSVP-TE Path
RSVP-TE Resv
RSVP-TE Path

RirAdv RSVP-TE Resv

IP Address Bidirectional LSP
Configuration

ﬂ Attachment Phase

o ————]——————— M — — — o — — — — - ————— -+
| MN-HoA/CN | DATA | | MN-HOA/CN | DATA |

| MPLS Header | MN-HoA/CN | DATA |

MN Deattach| L2 Event
N " De-Registration PBU
L2Event - N Atach Proxy Binding Ack.
RitSol e
""""""" AAA Req &
ARA Res. g
Proxy Binding Update 5
Proxy Binding Ack. :6
RSVF'-ITE Path E
RSVP-TE Resv I
RSVP-TE Path
le RSVP-TE Resv
Bidirectional LSP
RirAdv |
Retains
HoA/HNP

| | MN-HOA/CN | DATA | _ MN-HOA/CN | DATA |

il ¥ | MPLS Header | MN-HoA/CN | DATA |

Fig. 5 Signaling flow in PM?PLS.

3.5 MAG/LER Operation

When a PBA message is received by the MAG with a
status field set to zero (accepted), it processes the message
in the same way as specified in [5], and then a RSVP Path
message is generated from MAG to LMA to setup the LSP
between MAG and LMA. If an entry already exists with
MN’s LMA as a FEC, it does not need to setup the LSP,
since it already exists. Periodically, the LSP capability
should be evaluated in order to assure that the traffic
across the LSP is being satisfied.
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3.6 Handover Procedure

When roaming for first time in a PMIPv6/MPLS domain,
the MN obtains a MN-HoA based on its HNP and keeps it
as long as stays in the PMIPv6 domain. This means that
the MN only executes the address configuration and
Duplicate Address Detection (DAD) once.

The handover process in PM’PLS scenario is as follows.
When the MN moves from a MAG/LER to another
MAG/LER in the same domain, first the MN detaches
from a Access Point (AP) in a previous MAG/LER
(PMAG/LER) area and attaches to a AP in new MAG/LER
(nMAG/LER) area, at this moment nMAG/LER knows the
MN-ID and other information by layer 2 procedures (Note
that in PMIPv6 it is not necessary to wait for a Router
Solicitation message (RtSol), this message can be sent by
the MN at any time during the handover process).
nMAG/LER performs a MN’s authentication, and then
sends a PBU to the LMA. Upon receiving the PBU
message, the LMA follows the procedure described in
section 3.4, it generates a PBA messages and if it is
necessary to send RSVP Path message. The MAG on
receiving the PBA message follows the procedure
described in section 3.5. It updates its Binding Update List
and sends a RSVP-Path if it is necessary. Finally, the
sends a Router Advertisement (RtrAdv) message
containing the MN’s HNP, and this will ensure the MN
will not detect any change with respect to the layer 3
attachment of its interface (it retains the configured
address).

3.7 Example of LFIBs in PM*PLS Nodes

Based on Figure 3, we give an example of the Label
Forwarding Information Base (LFIB) of each node in the
PM’PLS scenario. In this example, we use penultimate
hop popping and assume that the upstream LSP has the
same path (the same nodes) of the downstream LSP. We
show the content of the LFIB in LMA1/LER4 (Table 1),
MAGI/LER1 (Table 2), MAG2/LER2 (Table 3),
MAG?3/LER3 (Table 4), LSR1 (Table 5), LSR2 (Table 6),
and LSR3 (Table 7).

4. Performance Analysis

In this section we analyze the performance of PM?PLS on
802.11 Wireless LAN (WLAN) access network based on
handover delay, attachment delay, operational overhead
and packet loss during handover. We compared our
proposal with single PMIPv6 and PMIPv6/MPLS in an
encapsulated way as proposed in [8].
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Table 1: LMA1/LER4’s LFIB
FEC In Label InIF | Out Label Out IF
LMA-MAGI - - 20 2
LMA-MAG2 - - 22 3
LMA-MAG3 - - 27 3

Table 2: MAGI1/LER1’s LFIB
FEC In Label InIF

Out Label Out IF

MAGI-LMA - - 40 2

Table 3: MAG2/LER2’s LFIB
FEC In Label In IF

Out Label Out IF

MAG2-LMA - - 55 2

Table 4: MAG3/LER3’s LFIB
FEC In Label InIF

Out Label Out IF

MAG3-LMA - - 60 2

Table 5: LSR1’s LFIB

FEC In Label In IF Out Label Out IF
LMA-MAGI1 20 1 15 2
MAGI-LMA 35 2 - 1

Table 6: LSR2’s LFIB

FEC In Label In IF Out Label Out IF
LMA-MAGI1 15 1 - 2
MAGI-LMA 40 2 35 1
LMA-MAG2 32 4 - 3
MAG2-LMA 55 3 50 4

Table 7: LSR3’s LFIB

FEC In Label In IF Out Label Out IF
LMA-MAG2 22 1 32 3
MAG2-LMA 50 3 - 1
LMA-MAG3 27 1 - 2
MAG3-LMA 60 2 - 1

4.1 Handover Process in 802.11

In order to study the handover performance of PM’PLS,
we consider an 802.11 WLAN access to calculate the L2
handover delay (that is when a MN attaches to a new
Access Point (AP)). During the handover at layer two, the
station cannot communicate with its current AP. The IEEE
802.11 handover procedure involves at least three entities:
the Station (MN in PM?PLS), the Old AP and the New AP.
It is executed in three phases: Scanning (Active or
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Passive), Authentication and Re-association as shown in
Figure 6 [16]. The scanning phase in a handover process is
attributed to mobility, when signal strength and the signal-
to-noise ratio are degraded the handover starts. At this
point, the client cannot communicate with its current AP
and it initializes the scanning phase. There are two
methods in this phase: Active and Passive. In the passive
method the station only waits to hear periodic beacons
transmitted by neighbour APs in the new channel, in the
active one, the station also sends probe message on each
channel in its list and receives response of APs in its
coverage range. When the station finds a new AP, it sends
an authentication message, and once authenticated can
send the re-association message. In this last phase includes
the TAPP (Inter Access Point Protocol) [17] procedure to
transfer context between Old AP and New AP.
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Fig. 6 802.11 handover process

4.2 Total Handover Delay

In this subsection we analyze the delay performance of the
handover process for our PMIPv6/MPLS integration. The
impact of handover on ongoing sessions is commonly
characterized by handover delay, especially when we work
with real time applications (e.g. Voice over IP, Video over
Demand or IPTV) which are sensitive to packet delay and
have important requirements of interruption time. For
convenience, we define the parameters described in Table
8.
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Table 8: Parameter descriptions/settings
Parameter Description Value
ORp IP router processing time. 0.2 ms
OLAAA-Server Processing time of AAA Server. 0.1 ms
¢ Time required for a message to pass N/A
il throuoh links from node x to node v
twL Wireless link delay. 10 ms [4]
tScanning Delay due to scanning phase of 802.11. 100 ms [16]
Trec Registration or binding update delay. N/A
tppy Time of Proxy Binding Update message N/A
tona Time of Proxy Binding Acknowledgment N/A
MESSAoe
Typ Mobility detection delay. 0 ms
Tisno L3 handover delay. N/A
Trono L2 handover delay. 115 ms [4]
Tho Total handover delay. N/A
Thi-LSP-Setup Delay due to bidirectional LSP setup. N/A
tAutentication Delay due to 802.11 authentication phase. Sms [16]
tAssocciation Delay due to 802.11 association phase. 10 ms [16]
tAP-MAG The delay between the AP and the MAG. 2 ms [4]
tAAA-Resp Delay due to AAA response message. 1 ms
tAAAReq. Delay due to AAA request message. 1 ms
Taaa Delay due to AAA procedure. 3ms [4]
nm Number of hops between MAG-LMA and 1-15
i IMA-MAG resnectivelv
Bre LSR processing time. 0.1 ms
Buac Processing time of MAG/LER router. 0.2 ms
Buma Processing time of LMA/LER router. 0.5 ms
Amac Processing time of MAG router. 0.2 ms [18]
XLma Processing time of LMA router. 0.5 ms [18]
Dy, Upstream delay propagation in link 1. 2 ms
Dpy Downstream delay propagation in link k. 2 ms
. 170
Apr Send packet ratio packets/sec [19]

The general equation of the total handover delay in a
Mobile IP protocols can be expressed as:

Tho= Trono + Tvp + Tiswo. (1

Twmp is the interval from when an MN finishes Layer 2
handover to when it begins Layer 3 handover. In PM?PLS
as in PMIPv6, as soon the MN is detected by the MAG
with a L2 trigger, the L3 handover is initialized, so Typ
can be considered zero.

Tisnoin PM?PLS when a bidirectional LSP exists between
MAG and LMA can be expressed as:

Tisno = TaaaT Tregt Tra, (2)

where the AAA process delay is as follows:
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TAAA = tAAA-Req. + tAAA—Resp. + OLAAA-Servers (3)
the binding update delay can be expressed as:
Trec = teeu+ tega T Brma+ Fmac 4)
where
tpgu = tmagmat () Bre ®)
tmagLma = Xk=1Dpk (6)
tpga = tumamac T (M) Bre @)
timamac = 2iz1 Dyt 3
finally,
Trec= Zk=1Dpr + 2i%1 Dy + (n+m) Brp + Bruat Puac
9

When a bidirectional LSP is not established between
MAG and LMA Ty 30 can be calculated as follows:

Tisno= Taaa+ Treg + ThiLsp-sewp T Tras (10)

where Taaa is the same as in (3), Tra is the same as in
(16), and from (9) Trgg can be expressed as:

TreG = 2k=1Dpx + X1%1 Dy; + (n+m) agp +
armat@mac. (11)

The latency introduced by LSP setup between the LMA
and the MAG and vice versa (Tg;.Lsp-setup) i PM?PLS can
be expressed as the delay of one LSP setup, since the
LMA initializes LSP setup between LMA and MAG after
accepting PBU and sending PBA to the MAG (The LMA
does not need to wait nothing else). When PBA arrives to
the MAG, it initializes the LSP setup with LMA. We
assume that when a LSP setup between MAG and LMA
finishes, the LSP between LMA and MAG is already
established, since it initialized before MAG to LMA LSP:

TBi-LsP-setup = tRSVP-Resv T tRSVP-Path (12)

where
trsvP-Resv = tmag,Lma T (1) Qrp, (13)
trsVP-Path = tLma mac 1 (M) arp, (14)

tmagma and tovamac are as in (6) and (8) respectively.
Finally, Tgr.Lsp-setup €an be expressed as:

TgiLsp-setup= k=1 Ppr + Xi21 Dy + (n+m) agp.
(15)
The delay by router advertisement message can be
expressed as:
Tra = tap.mag T twr- (16)
The L2 handover delay in an 802.11 WLAN access
network can be expressed as:

TL2HO = tScanning + tAutentication + tAssoceiation (17)
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Tisno in PMIPVG6 is as in (2), with Taaa as in (3), Treg as
in (11) and Tgra as in (16). As mentioned above during a
PMIPv6 handover is not executed neither Movement
Detection (MD) nor Address Configuration (Included
DAD).

4.3 Packet Loss During Handover

Packet Loss (PL) is defined as the sum of lost packets per
MN during a handover. With (20) we can calculate the PL
in a handover for a given MN.

PLpymzprs = Tpmzprs no * Apr (20)
4.4 Operational Overhead

The operational overhead of PM?PLS is 4 bytes per packet
(MPLS header size). PM?PLS reduces significantly the
operational overhead with respect to PMIPv6 which has an
operational overhead of 40 bytes when uses IPv4 or IPv6
in IPv6 encapsulation (over IPv6 Transport Network), 20
bytes of overhead when uses IPv4 or IPv6 in IPv4
encapsulation (over IPv4 Transport Network), 44 bytes
when uses GRE tunnel over TN IPv6, or 24 bytes when
uses GRE tunnel over IPv4 TN. A comparison of
operational overhead between above schemes is
summarized in Table 9.

Table 9: Operational Overhead

Scheme and Tummeling Overhead Description
Mechanism per Packet P
PMIPv6 with IPv6 in IPv6 40 IPv6 header
Tunne 1
PMIPv6 with IPv4 in IPv6 40 IPv6 header
Tunne 1
PMIPv6 with IPv6 in IPv4 20 IPv4 header
Tunne 1
PMIPv6 with IPv4 in IPv4 20 1Pv4 header
Tunne 1
PMIPv6 with GRE encapsulation 44 IPv6 header +
(over TN IPv6) GRE header
PMIPv6 with GRE encapsulation 24 IPv4 header +
(over TN IPv4) GRE header
PMIPv6/MPLS with VP Label 8 2 MPLS headers
(over TN IPv4 or IPv6)
PM?”PLS (over TN IPv4 or IPv6) 4 MPLS headers

4.5 Simulation Results

We compared PM?PLS, PMIPv6 [5] and PMIPv6/MPLS
as proposed in [8]. We use typical values for parameters
involved in above equations as shown in Table 8. Figure 6
shows the impact of hops between the MAG and the LMA
in the handover delay. It can be observed that the handover
delay increases with the number of hops. PMIPv6/MPLS
is the scheme most affected by the number of hops
because it integrates the LSP setup in encapsulated way
and does not optimize this process. PMIPv6 and PM*PLS
with a bidirectional LSP established between new MAP
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and LMA shown a comparable performance with slightly
better response of PM’PLS when the number of hops
increase because binding update messages (i.e. PBU and
PBA) are sent through bidirectional LSP established
between the MAG and the LMA instead of using IP
forwarding. Figure 7 shows the total packet loss during
handover for above schemes. Since packet loss during
handover is proportional to the handover latency, PM*PLS
also have the lowest packet loss ratio between compared
schemes. For doing the packet loss simulation we consider
a flow of VoIP [19].

60— . ! , .
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Fig. 8 Packet loss of PMIPv6, PMIPv6/MPLS, and PM2PLS during a
handover.

Conclusions

We proposed an integration of MPLS and PMIPv6 called
PM’PLS which optimizes the bidirectional LSP setup by
integrating binding updates and bidirectional LSP setup in
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an optimized sequential way; we also used the LSP
established between the MAG and the LMA for sending
PBU and PBA messages when it exists. We compared the
performance of PM’PLS with single PMIPv6 and
PMIPv6/MPLS as specified in [8]. We demonstrated that
PM’PLS has a lower handover delay than PMIPv6/MPLS,
and slightly lower than the one of PMIPv6. The
operational overhead in MPLS-based schemes is lower
than single PMIPv6 schemes since uses LSPs instead of IP
tunnelling. With MPLS integrated in a PMIPv6 domain,
the access network can use intrinsic Quality of Service and
Traffic Engineering capabilities of MPLS. It also allows
the future use of DiffServ and/or IntServ in a
PMIPv6/MPLS domain.
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Abstract

Language identification of written text in the domain of Latin-
script based languages is a well-studied research field. However,
new challenges arise when it is applied to non-Latin-script based
languages, especially for Asian languages’ web pages. The
objective of this paper is to propose and evaluate the
effectiveness of adapting Universal Declaration of Human Rights
and Biblical texts as a training corpus, together with two new
heuristics to improve an n-gram based language identification
algorithm for Asian languages. Extension of the training corpus
produced improved accuracy. Improvement was also achieved by
using byte-sequence based HTML parser and a HTML character
entities converter. The performance of the algorithm was
evaluated based on a written text corpus of 1,660 web pages,
spanning 182 languages from Asia, Africa, the Americas, Europe
and Oceania. Experimental result showed that the algorithm
achieved a language identification accuracy rate of 94.04%.
Keywords: Asian Language, Byte-Sequences, HTML Character
Entities, N-gram, Non-Latin-Script, Language Identification.

1. Introduction

With the explosion of multi-lingual data on the Internet,
the need and demand for an effective automated language
identifier for web pages is further increased. Wikipedia, a
rapidly growing multilingual Web-based encyclopedia on
the Internet, can serve as a measure of the multilingualism
of the Internet. We can see that the number of web pages
and languages (both Latin-script and non-Latin-script
based) has increased tremendously in recent years, as
shown in Figure 1.
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Figure 1 Articles count and number of languages (Latin-script and non-
Latin-script based) on Wikipedia's language projects, 2001 to 2008.

1.1 Unreliable
Attribute

HTML and XML’s Language

The Hyper Text Markup Language (HTML) is the
standard encoding scheme used to create and format a web
page. In the latest HTML 4.01 specification, there is a lang
attribute that defined to specify the base language of text
in a web page. Similarly, the Extensible Markup Language
(XML) 1.0 specification includes a special attribute named
xml:lang that may be inserted into documents to specify
the language used in the contents. However, the reality
remains that many web pages do not make use of this
attribute or, even worse, use it incorrectly and provide
misleading information.

Using the validation corpus in this study as a sample, we
found that only 698 web pages out of 1,660 contain lang
attribute, as shown in Table 1. When lang attribute is
available, it does not always indicate the correct language
of a web page. Table 1 shows that 72.49% of web pages
with lang attribute produced correct language indication.
Overall, only 30.48% of web pages in our sample
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produced correct language identification result from lang
attribute. Therefore, we are left with deducing information
from the text to determine the language of a given web
page. This is the domain of language identification.

Table 1 Number of web pages with lang attribute and percentage of
correct language identification using lang attribute as indicator, based on
validation corpus of this study.

Correct Total Pages Percent

Pages Correct

Web pages with 506 698 72.49%
lang attribute

Web pages without 0 962 0.00%
lang attribute

Total 506 1660 30.48%

1.2 Language ldentification

Language identification is the fundamental requirement
prior to any language based processing. For example, in a
fully automatic machine translation system, language
identification is needed to detect the source language
correctly before the source text can be translated to another
language. Many studies of language identification on
written text exists, for example, [Gold 1967] [William B.
Cavnar 1994] [Dunning 1994] [Clive Souter 1994]
[Michael John Martino 2001] [lzumi Suzuki 2002]
[OLVECKY 2005] [Bruno Martins 2005], just to name a
few.

A comparative study on language identification methods
for written text was reported in [Lena Grothe 2008]. Their
paper compares three different approaches to generate
language models and five different methods for language
classification.

The first approach generates language model based on
"short words". It uses only words up to a specific length to
construct the language model. The idea behind this
approach is that language specific common words having
mostly only marginal length. [Grefenstette 1995]
tokenized and extracted all words with a length up to five
characters that occurred at least three times from one
million characters of text for ten European languages.
[Prager 1999] used still shorter words four or fewer
characters, for thirteen Western European languages.

The second approach generates language model is based
on "frequent words". It uses a specified number of the
most frequent words occurring in a text to construct the
language model. For instance, the most frequent one
hundred words were used in [Clive Souter 1994] and
[Michael John Martino 2001], while [Eugene Ludovik
1999] used the most frequent one thousand words.
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The third approach generates a language model based on
"n-gram”. An n-gram is a subsequence of N items from a
given sequence. [William B. Cavnar 1994] [Grefenstette
1995] [Prager 1999] used a character-sequence based n-
gram method, while [Dunning 1994] used a byte-sequence
based n-gram method.

The generated language model is used as the input for
language classification method. Many language
classification methods had been proposed before, these
include Ad-Hoc Ranking [William B. Cavnar 1994],
Markov Chains in combination with Bayesian Decision
Rules [Dunning 1994], Relative Entropy [Penelope Sibun
1996], Vector Space Model [Prager 1999] and Monte
Carlo sampling [Poutsma 2001].

Table 2 shows the information of five selected studies.
Previous studies reported excellent results on a few
selected Latin-script based languages. Japanese and
Russian are the only two exceptional here. The Japanese
language, written with the Japanese logographs and
syllabaries, and Russian, written in the Cyrillic script, can
be easily distinguished from the Latin-script based
languages, and also from each other. However, the
performance of language identification on non-Latin-script
based languages remains unknown.

Most studies in Table 2 are focusing on plain text content.
There is only two previous study evaluate its language
identification algorithm against web page. Although the
proposed heuristics work well on Latin-script based web
page, they might not able to effectively handling the non-
Latin-script based web page. Usually, non-Latin-script has
different bits setting, while many non-Latin-scripts in Asia
are encoded in legacy fonts. Besides, none of the studies
mentioned about HTML entities, which indeed is
commonly used in non-Latin-script based web page.

As previous studies are focusing on Latin-script based
languages, most of them adopted a training corpus with
limited number of Latin-script based languages only. Thus,
our research aims to improve language identification on a
broader range of languages, especially for non-Latin-script
and added support for web page content. The initial target
is set at the 185 languages given in 1SO 639-1.

1.3 Hyper Text Markup Language and HTML Parser

[Penelope Sibun 1996] states that language identification
is a straightforward task. We argue that their claim is only
true for language identification on Latin-script based plain
text document. Web pages are different from plain text
documents since they contain the HTML tags that are used
to publish the document on the Web. In order to correctly
identify the language of a web page, a HTML parser is
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Table 2 Five selected language identification studies on written text with information of languages coverage, training corpus, validation corpus and

accuracy of identification.

French, Gaelic, German,
Italian, Portuguese,
Serbo-Croat, Spanish

from Oxford Text
Archive, each is 100
kilobytes

samples from Oxford
ext Archive

Research Language Coverage Training Corpus Validation Corpus Percent Correct
[William B. Cavnar English, Portuguese, Unspecified 3713 text sample from 99.8%
1994] French, German, Italian, soc.culture newsgroup
Spanish, Dutch, Polish
[Dunning 1994] Dutch, Polish A set of text samples Another set of text 99.9%
from Consortium for samples from
Lexical Research Consortium for Lexical
Research
[Clive Souter 1994] | Dutch/Friesian, English, A set of text samples Another set of text 94.0%

[Poutsma 2001]

Danish, Dutch, English,
French, German, Italian,

90% of text samples
from European Corpus

10% of text samples
from European Corpus

Result in chart format

[Bruno Martins
2005]

Norwegian, Portuguese, Initiative Multilingual Initiative Multilingual
Spanish, Swedish Corpus Corpus
Danish, Dutch, English, Text samples of 23 Web pages of 12 91.25%

Finnish, French,
German, ltalian,

languages collected from
newsgroups and the Web

languages collected from
newsgroups and the Web

Japanese, Portuguese,
ussian, Spanish,
Swedish

needed in order to remove the HTML tags and to extract
the text content for language identification.

An HTML parser usually processes text based on character
sequences. The HTML parser read the content of a web
page into character sequences, and then marked the blocks
of HTML tags and the blocks of text content. At this stage,
the HTML parser uses a character encoding scheme to
encode the text. HTML parser usually depends on a few
methods (describes in subsection Character and Byte-
sequence based HTML Parser) to determine the correct
character encoding scheme to be used. If no valid
character encoding is detected, the parser will apply a
predefined default encoding.

Today, a common approach is to use UTF-8 (a variable-
length character encoding for Unicode) as the default
encoding, as the first 128 characters of Unicode map
directly to their ASCII correspondents. However, using
UTF-8 encoding on non-Latin-script based web pages
might cause the application to apply a wrong character
encoding scheme and thus return an encoded text that is
different from its web origin.

Using the validation corpus of this study as an example,
we found that 191 web pages were with doubtful character

encoding information. Table 3 shows an example of text
rendered by wrongly character encoding. The authors only
show one example as the reason for wrong character
encoding is identical.

1.4 Unicode and HTML Character Entities

Unicode is a computing industry standard that allowing
computers to represent and manipulate text expressed in
most of the world's writing systems. The Unicode
Consortium has the ambitious goal of eventually replacing
existing character encoding schemes with Unicode, as
many of the existing schemes are limited in size and scope.
Unicode characters can be directly input into a web page if
the user's system supports them. If not, HTML character
entities provide an alternate way of entering Unicode
characters into a web page.

There are two types of HTML character entities. The first
type is called character entity references, which take the
form &EntityName;. An example is &copy; for the
copyright symbol. The second type is referred as numeric
character references, which takes the form &#N;, where N
is either a decimal number (base 10) or a hexadecimal
number for the Unicode code point. When N represents a
hexadecimal number, it must be prefixed by x. An

Table 3 Text rendered and language identification results on a selected web page with misleading charset information.

Web Page HTML Parser (Character-sequence based) Web Origin
Detected Charset Text Identified As Text Rendered Identified As
Rendered
chinese-05- No Match, use ?277? English, Latin, Latinl PN 5% Chinese, Simplified
newscn.htm default UTF-8 Chinese,GB2312
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examples of these entities is &#21644; (base 10) or
&#x548¢; (base 16) for the Chinese and also Japanese
character " 1"

Using HTML character entities, any system is able to input
Unicode characters into a web page. However, this causes
a problem for language identification as the language
property is now represented by label and numeric
references. In order to identify the language of an HTML
character-entity-encoded web page, we propose a HTML
character entity converter to translate such entities to the
byte sequences of its corresponding Unicode code point.

1.5 Organization of this paper

The remaining of this paper is ordered in the following
structure. The authors review related works in the next
section. In Methodology section, the authors describe the
language identification process and the new heuristics. In
Data and Experiments section, the authors explain the
nature and preparation of training and validation corpus;
followed by description on how the experiments are setup
and the purposes of them. In the Result and Discussion
section, the authors present the results from the
experiments. In the last section, the authors draw
conclusions and propose a few areas for future work.

2. Related Work
2.1 Martin Algorithm

In [Bruno Martins 2005], the authors discussed the
problem of automatically identifying the language of a
given web page. They claimed that web page is generally
contained more spelling errors, multilingual and short text,
therefore, it is harder for language identification on the
web pages. They adapted the well-known n-gram based
algorithm from [William B. Cavnar 1994], complemented
it with a more efficient similarity measure [Lin 1998] and
heuristics to better handle the web pages. The heuristics
included the following six steps:

i Extract the text, the markup information, and

meta-data.

ii. Use meta-data information, if available and valid.

iii. Filter common or automatically generated strings.
For example, "This page uses frames".

iv. Weight n-grams according to HTML markup. For
example, n-grams in the title section have more
weight than n-grams in meta-data section.

V. Handle situations when there is insufficient data.
When a web page has less than 40 characters, the
system reports "unknown language".
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Vi. Handle multilingualism and the "hard to decide"
cases. When a document cannot be clearly
classified to one language, the system will re-
apply the algorithm, and weight the largest text
block as three times more important than the rest.

In the experiment, they constructed 23 different language
models from textual information extracted from
newsgroups and the Web. They tested the algorithm using
testing data in 12 different languages, namely Danish,
Dutch, English, Finnish, French, German, Italian, Japanese,
Portuguese, Russian, Spanish and Swedish, respectively.
The total number of documents for testing is 6,000, with
500 documents for each language. The testing data were
crawled from on-line newspapers and Web portals. Overall,
the best identification result returned accuracy of 91.25%,
which was lower than other researches on text document.
The authors believe that this is due to the much noisier
nature of the text in web page.

2.2 Suzuki Algorithm

In [lzumi Suzuki 2002], the method is different from
conventional n gram based methods in the way that its
threshold for any categories is uniquely predetermined.
For every identification task on target text, the method
must be able to respond to either “correct answer” or
“unable to detect”. The authors used two predetermined
values to decide which answer should respond to a
language identification task. The two predetermined values
are UB (closer to the value 1) and LB (not close to the
value 1), with a standard value of 0.95 and 0.92,
respectively. The basic unit used in this algorithm is
trigram. However, the authors refer to it as a 3-byte shift-
codon.

In order to detect the correct language of a target text, the
algorithm will generate a list of shift-codons from the
target text. The target’s shift-codons will then compare to
the list of shift-codons in training texts. If one of the
matching rates is greater than UB, while the rest is less
than LB, the algorithm will report that a “correct answer”
has been found. The language of the training text with
matching rate greater than UB is assumed to be language
of the target text. By this method, the algorithm correctly
identified all test data of English, German, Portuguese and
Romanian languages. However, it failed to correctly
identify the Spanish test data.

3. Methodology
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The general paradigm of language identification can be
divided into two stages. First, a set of language model is
generated from a training corpus during the training phase.
Second, the system constructs a language model from the
target document and compares it to all trained language
models, in order to identify the language of the target
document during the identification phase. The algorithm
used in this study adopted this general paradigm; however,
it contains two new heuristics to properly handle web
pages. The first heuristic is to remove HTML tags in byte-
sequence stream. The second heuristics is to translate
HTML character entities to byte sequences of their
Unicode code point. The algorithm only takes text and
HTML documents as valid input. The overall system flow
of language identification process is shown in Figure 2.

Process: Language Identification

Training phase

Training II
corpus

Identification phase

Document
to be
identify

Is web
document?

Remove HTML
tags

;

Convert HTML
character entities

Y
Language
——»| identification
on text

Convert No
language text
into
language model

Trained
language
models

Report
detected

language or
not found

Figure 2 System flowchart for language identification process in this
paper.

3.1 Byte-sequence based n-gram algorithm

An n-gram is a sub sequence of N items from a longer
sequence. An n-gram order 1 (i.e. N=1) is referred to as a
monogram; n-gram order 2 as a bi-gram and n-gram order
3 as a trigram. Any other is generally referred to as "N-
gram". This paper adapted the n-gram based algorithm
proposed by [Izumi Suzuki 2002]. The algorithm generates
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language model from text document into trigrams of byte
sequences. For example, the trigrams for the Japanese
word "Z A I B H" (or 82 B1 82 F1 82 C9 82 BF 82 CD
in the Shift-JIS character encoding scheme) are
highlighted as follows:

82 B182F182C982BF82CD

82 B182 F182C982BF82CD

82 B182F182C982BF82CD

82 B182 F182C982BF82CD

82 B182F182C982BF82CD

82 B182F182C982BF82CD

82 B182F182C982BF82CD

82 B182F182C982BF82CD

The language classification method is based on trigram
frequency. The trigram distribution vector of training
document has no frequency information. Only the target
document has a frequency-weighted vector. In order to
detect the correct language of a target document, the
algorithm will generates a list of byte-sequence based
trigrams from the target document, together with the
frequency information of each trigram. The target
document's trigrams will then be compared to the list of
byte-sequence based trigrams in every training language
model. If a target's trigram matches a trigram in the
training language model, its frequency value is added to
the matching counter. After all trigrams from target
document have been compared to trigrams in training
language model, the matching rate is calculated by
dividing the final matching counter by the total number of
target's trigrams.

The matching process for detecting a language can be
summarizing as below:

i Let N be the number of trigrams in target
document.

ii. All the trigrams from the target document uj,
Uy, ..., Uy are listed. Let u; be the jth trigram in the
target language model.

iii. Let T; be the i" language model in the training
corpus. R; (or R-values) is calculated from every
i™ language model using equation (1), where R; is
the rate at which the set of trigrams in i" language
model of the training corpus appears in the target

document.
)] 1 if wET
R = Z —2L=, where f(u) = ;T
! =1 7 1) {0 Otherwise
M

3.2 Character and Byte-sequence based HTML
Parser

In order to correctly process a web page, a HTML parser
must ascertain what character encoding scheme is used to
encode the content. This section describes how to detect
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Table 4 Possible scenarios of character encoding scheme determination.
Encoding in HTTP Override HTTP Encoding in XML Encoding in HTML Default encoding Result of
content-type server-side declaration meta charset element by User's character
encoding application encoding
detection
Correct No Any Any Any Correct
Wrong No Any Any Any Wrong
Any Yes Correct Any Any Correct
Any Yes Wrong Any Any Wrong
Any Yes Missing Correct Any Correct
Any Yes Missing Wrong Any Wrong
Any Yes Missing Missing Correct Correct

the character encoding in Hypertext Transfer Protocol
(HTTP) header, XML or HTML.

When a web page is transmitted via the HTTP, the Web
server will sent the character encoding in the content-type
field of the HTTP header, such as content-type :text/html;
charset=UTF-8. The character encoding can also be
declared within the web page itself. For XML, the
declaration is at the beginning of the markup, for instance,
<?xml version="1.0" encoding="utf-8"?> for HTML, the
declaration is within the <meta> element, such as <meta
http-equiv="content-type" content="text/html;
charset=UTF-8">. If there is no valid character encoding
information detected, a predefined character encoding
scheme will be invoked. The default character encoding
scheme varies depending on the localization of the
application. In the case of conflict between multiple
encoding declarations, precedence rules apply to determine
which declaration shall be used. The precedence is as
follows, with HTTP content-type being the highest priority:
i HTTP content-type
ii. XML declaration
iii. HTML Meta charset element

Since information in the HTTP header overrides
information in the web page, it is therefore important to
ensure that the character encoding sent by the Web server
is correct. However, in order to serve file or files using a
different encoding than that specified in the Web server's
default encoding, most Web serves allow the user to
override the default encoding defined in HTTP content-
type. Table 4 illustrates all possible scenarios of character
encoding scheme determination.

Table 4 shows that misleading and missing character
encoding information would probably lead to the wrong
result. Therefore, it is quite possible that a character-
sequence based HTML parser might apply an incorrect
character encoding scheme to web pages without valid

character encoding information, especially on non-Latin-
script web pages.

The HTML parser implemented in this paper is unique in
that it processes the content of a web page based on byte
sequences, thus avoiding the above mentioned problem.
By using byte sequences, it eliminates the need to detect
and apply character encoding scheme on the content
extracted from the web page. The HTML parser parses the
web page in a linear fashion. It searches for HTML tags
from the beginning to the end of page. It looks for valid
HTML start and end tags and marks all blocks of HTML
tags. The parser removes all detected HTML blocks and
return remaining content in byte sequences for language
identification. The parser searches in sequence of bytes
instead of characters. For example, in order to determine
the locations of <body> and </body> tags in a web page,
the parser searches for 3C 62 6F 64 79 3E and 3C 2F 62
6F 64 79 3E, respectively. The parser keeps a list of byte-
sequence based HTML tags and uses them to remove
HTML tag's blocks from the target web page.

3.3 HTML Character Entity Converter

The HTML character entity converter is designed to
translate HTML entities to corresponding byte sequences
of Unicode's code point. The converter is able to handle
both character entity references and numeric character
references. There are 252 character entity references
defined in HTML version 4, which act as mnemonic
aliases for certain characters. Our converter maintains a
mapping table between the 252 character entity references
and their represented byte sequences in hexadecimal
number. When a character entity reference is detected by
the converter, it replaces the entity with its associated byte
sequences.

For numeric character references, the converter performs a
real time decoding process on it. The converter will
convert the character reference from decimal (base 10)
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number to byte sequences if it detects the following pattern:
character ampersand (&), followed by character number
sign (#), followed by one or more decimal digits (zero
through nine), and lastly followed by character semicolon
(;)- For example, &#65; (representing the Latin capital
letter A).

Similarly, the converter will convert the character
reference from hexadecimal (base 16) number to byte
sequences if it detects the following pattern: character
ampersand (&), followed by character number sign (#),
followed by character (x), followed by one or more
hexadecimal digits (which are zero through nine, Latin
capital letter A through F, and Latin small letter a through
f), and lastly followed by character semicolon (;). For
example, &#x41; (again representing the Latin capital
letter A).

Table 5 shows the byte sequences output by the HTML
character entities converter, using an ampersand sign (&),
a Greek small letter beta (5) and a Chinese character "~f-"
as examples. These examples are carefully selected to
show the different ways of conversion based on different
number of byte order in UTF-8.

4. Data and Experiments

There are two sets of data used in this study. The first set
is the training corpus, which contains training data used to
train the language models. The second set is the validation
corpus, which is a collection of web pages used as target
documents in the experiments.

4.1 Training Corpus

In this paper, the authors prepared two sets of training data.
The first set of training data is constructed from 565
Universal Declaration of Human Rights (UDHR) texts
collected from the Office of the High Commissioner for
Human Rights (OHCHR) web site and Language
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Observatory Project (LOP). UDHR was selected as it is
the most translated document in the world, according to
the Guinness Book of Records.

The OHCHR web site contained 394 translations in
various languages. However, 80 of them are in Portable
Document Format (PDF). As a result, only 314 languages
were collected from OHCHR. The LOP contributed 18
new languages. The total size of the first set of training
data is 15,241,782 bytes. Individual file size ranged from
4,012 to 55,059 bytes. From here onward this set of
training data will be referred to as training corpus A.

The second set of training data, training corpus B,
increases the number of languages by 33. It contains 65
(some are same language but in different encoding
schemes) Biblical texts collected from the United Bible
Societies (UBS). All files have similar content, but written
in different languages, scripts and encodings. The total
size of the second set of training data is 1,232,322 bytes.
Individual file size ranged from 613 to 54,896 bytes.

Most languages have more than one training file in the
training corpora. This is because the same language can be
written in different scripts and encodings. For example, the
Chinese language has five training files in training corpus
A. The five training files by language_script_encoding are:
Chinese_Simplified_EUC-CN,  Chinese_Simplified_HZ,
Chinese_Simplified_UTF8,  Chinese_Traditional_BIG5
and Chinese_Traditional_UTF8. Likewise, a language
might be covered by texts in training corpus A and B.

Table 6 shows the number of languages, scripts, encodings
and user-defined fonts of the training corpora, sorted
according to geographical regions. The column header (A
UB) represents the distinct number of languages, scripts,
encodings and fonts in the corpora.

From Table 6, we can observe that the Asian region is
more diversity in its written languages. Asia has the
highest number of scripts (writing systems), character

Table 5 Example to show output of HTML character entities converter, based on three different types of HTML entities and each using different byte

order.
Char- Character Numeric Unicode UTF-8 Byte Order Output in Byte Sequences
acter Entity Character Code Point
References | References Byte-1 Byte-2 Byte-3
& &amp; &#38; U+0026 OXXXXXXX U+0026
->00100110
-> 0x26
B &beta; &#946; U+03B2 110yyyxx | 10XXXXXX U+03B2
->1100111010110010
-> 0xCEB2
- &#x5e73; U+5E73 1110 10 XX | LOXXXXXX U+5E73
vy Y ->111001011011100110110011
-> 0xE5B9B3
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Table 6 Number of languages, scripts, encodings and user-defined font's information in training corpus A and B, sorted according to geographical region.

Language Script Encoding Font

Training Corpus A B AUB A B AUB A B AUB | A B AUB
Africa 90 | 10 97 4 2 4 2 1 2 1 0 1
Asia 79 | 27 92 28 | 17 32 13 | 4 14 17 6 23
Caribbean 4 1 4 2 1 2 3 0 3
Central America 0 1 0 1 2 0 2 0 0 0
Europe 64 | 16 72 4 3 5 6 3 6 1 0 1
Int. Aux. Language(lAL) 1 4 1 1 1 3 1 3 0 0 0
Middle East 0 1 1 0 1 2 0 2 0 0 0
North America 20 1 21 2 1 2 2 1 2 1 0 1
Pacific Ocean 16 3 18 1 1 1 2 1 2 0 0 0
South America 47 0 47 1 0 1 2 0 2 0 0 3
Unique count 365 40 19 29

encoding schemes and user-defined fonts. Each of these
factors makes language identification difficult. In the case
of user-defined fonts, many of them do not comply with
international  standards, hence making language
identification an even more challenging task.

4.2 Validation Corpus

The validation corpus is comprised of texts from web
pages. The authors predefined three primary sources to
search for web pages in different languages. These sources
are Wikipedia, the iLovelLanguages gateway and online
news/media portals. The source referred here is not
necessarily a single web site. For example, a web portal
might contain, or link to, many web sites. Table 7 shows
more detailed information on each source.

The rule for selection is to collect one web page per web
site. The authors believe that in general a web site will
apply the same character encoding scheme to the web

pages it hosts. Thus, it would be redundant to collect more
than one page from the same web site. For each language,
we collected a maximum of 20 web pages. Popular
languages like Arabic (ar), Chinese (zh), and English (en)
are easy to find, while less popular languages, like Fula
(ff), Limburgish (li), or Sanskrit (sa) are very difficult to
find.

The authors’ initial target was to cover all of the 185
languages listed in 1SO 369-1. However, three languages,
namely Kanuri (kr), Luba-Katanga (lu) and South Ndebele
(nr) could not be found from the sources, nor by using
search engines on the Web. As a result, the final validation
corpus used in the experiments contained 182 languages.
There are 1,660 web pages in the validation corpus,
occupying 76,149,358 bytes of storage. The authors did
not normalize the size of collected web pages as the wide
variation reflects the real situation on the Web.

Each web page in the validation corpus has its filename in

Table 7 Information of defined Web's sources for collecting web pages for the validation corpus.

Web Site Validation corpus
No. of Pages Total Size (bytes) Min. (bytes) Max. (bytes)
Wikipedia 171 7,511,972 601 146,131
iLovelLanguages 103 790,934 3,634 18,445
BBC 34 396,292 2,990 61,190
China Radio 13 1,891,896 9,419 222,526
Deutsche Welle 14 1,164,620 5,957 87,907
The Voice of Russia 26 1,832,797 39,198 103,251
Voice of America 22 1,791,145 9,674 87,574
Kidon Media-Link & ABYZ News Links 1,277 60,769,702 135 1,048,314
Total 1,660 76,149,358
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Table 8 Experiments' settings and language identification results.

Experiment One Two Three Four
Training corpus A Aand B Aand B Aand B
HTML parser Character- Character- Byte-sequence Byte-sequence
sequence sequence
HTML character entities Disabled Disabled Disabled Enabled
converter
Correct/Total 1,241/1,660 1,444/1,660 1,494/1,660 1,561/1,660
Accuray rate 74.76% 86.99% 90.00% 94.04%
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the following format: language-index-source. Language
indicates the language of the web page; index represents
the accumulated number of texts in each language; and
source indicates the original web site of the page.

Unlike many researches listed in Table 2, our validation
corpus is totally independent from the training corpus. By
selecting validation sample files from different sources,
the validation corpus evenly represents the language
diversity on the web, while increasing its coverage on
language, script, and encoding systems on the web, as
wide as possible.

4.3 Experiments

Four experiments were performed. Each experiment was
designed to show the baseline performance and the
improvement achieved by using training data, the byte-
sequence based HTML parser, and the HTML character
entity converter. Table 8 provides a summary of the
conditions and results of each experiment.

In the first experiment, we trained the language models
using training corpus A. The HTML parser adapted in this
experiment was based on character sequences, which relies
on the mechanism, described in Section Character and
Byte-sequence based HTML Parser and integrates the
Mozilla Charset Detector algorithm to determine the
character encoding scheme of a web page. If no valid
character encoding scheme is detected, the parser uses its
predefined default encoding, i.e., UTF-8 to encode
extracted text. The HTML character entity converter was
not used in this experiment.

The second experiment was designed to evaluate the
improvement achieved through the extension of the
training corpus. Training corpus A and B were used to
train the language models. The remaining settings are the
same as in the first experiment.

The third experiment applied the same settings as in the
second experiment; except that the character-sequence
based HTML parser was replaced by a byte-sequence
based HTML parser. Besides evaluating the efficacy of the

byte-sequence based HTML parser, the authors also
analyzed the number of web pages with missing or invalid
character encoding scheme information.

The final experiment is designed to evaluate the efficacy
of the HTML character entity converter. The converter is
enabled while keeping the remaining settings the same as
in the previous experiment. In addition, we also examined
the number of web pages that are encoded with HTML
character entities in the validation corpus.

5. Results and Discussion

The summarized evaluation results of all experiments are
presented in Table 8, where different settings are used. The
first column showed the result of Experiment one, while
the following right columns shows the results of
Experiments two, three and four, respectively.

Experiment one was used as a base line for comparison. It
adapted [lzumi Suzuki 2002] algorithm for language
identification, but the correct language identification rate
was only 74.76%. After manually inspecting the results
and web pages, the authors found that 217 out of the 419
(i.e., 1660-1241) wrongly identified web pages were due
to the unavailability of corresponding language models.
This evidence that training corpus A alone was inadequate
led to the decision to expand the training corpus. As a
result, the authors collected new training data from the
United Bible Societies web site in order to increase the
number of language models.

5.1 Evaluation on Effectiveness of Training Corpus
B

After adding the new language models of training corpus
B and repeating the identification process as Experiment
two, the algorithm was able to increase its accuracy of
language identification from 74.76% to 86.99%, i.e., a
12.23 percent point improvement from the previous test.
All of the 217 web pages wrongly identified due to
unavailability of corresponding language models in
Experiment one were correctly identified. However, there
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Table 9 List of files in Validation Corpus that are correctly identified in Experiment one, but wrongly identified in Experiment two.

Filein VC Language Identification
Experiment one Experiment two
Language Script Encoding Language Script Encoding
bosnian-15-svevijesti.ba Bosnian Latin Latin2 Punjabi Gurmukhi UTF8
indonesian-11-watchtower Indonesian Latin UTF8 Aceh Latin Latinl
indonesian-19-pontianakpost Indonesian Latin UTF8 Malay Latin Latinl
interlingua-01-wikipedia Interlingua Latin UTF8 Spanish Latin UTF8
italian-13-rai.it Italian Latin UTF8 Aragonese Latin UTF8
ndonga-01-wikipedia Nepali Devanagari UTF8 Kwanyama Latin UTF8
persian_dari-08-afghanpaper Persian-Dari Arabic UTF8 Pashto Arabic UTF8
portuguese-11-acorianooriental Portuguese Latin Latinl Galician Latin UTF8
portuguese-13-diariodoalentejo Portuguese Latin Latinl Galician Latin UTF8
portuguese-18-falcaodominho.pt Portuguese Latin Latinl Galician Latin UTF8
serbian-10-watchtower cyrillic Serbian Cyrillic UTF8 Macedonian Cyrillic UTF8
tibetan-03-tibettimes.net Tibetan Tibetan UTF8 Dzongkha Tibetan UTF8
zulu-01-wikipedia Zulu Latin Latinl Ndebele Latin UTF8
zulu-09-zulutop.africanvoices Zulu Latin Latinl Ndebele Latin UTF8
were 14 web pages that had been correctly identified Europe(10), International Auxiliary Language(2) and

before, but were wrongly identified in Experiment two due
to the problem of over-training. Over-training problem
occurs when a language model is over-trained by a larger
training data size; and/or a newly trained language model
affects the accuracy of other language models. Table 9
shows the list of files that affected by this problem.

5.2 Evaluation on character and byte-sequence based
HTML Parser

During the HTML parsing stage of Experiment two, the
language identification process detected 1,466 web pages
with valid charset information and 191 web pages with
doubtful charset information. Of these 191 web pages,
fourteen had "user-defined" charset and 177 were missing
charset information.

The character-sequence based HTML parser used in
Experiment one and two was defined to use UTF-8
encoding to encode web page without valid charset
information. When investigated on web pages without
valid charset information, it was found that the default
UTF-8 character encoding scheme worked well on Latin-
script based languages, but did not work well for 11 non-
Latin-script based languages: Amharic, Arabic, Armenian,
Belarusian, Bulgarian, Chinese, Greek, Hebrew,
Macedonian, Russian and Ukrainian, respectively. Fifty
wrong classifications occurred after applied UTF-8 to the
text extracted from web pages belonging to those
languages. Of those 50 pages, Africa(7), Asia(30),

Middle East(1). As a result, the byte-sequence based
HTML parser was introduced in Experiment three.

By eliminating the steps of guessing and applying charset
to text using charset returned by the charset detector, the
byte-sequence based parser was able to improve the
accuracy of language identification in Experiment three to
90.00%. All of the previously mentioned 50 web pages
were identified correctly in Experiment three.

5.3 Evaluation on HTML Character Entities

Converter

Experiment three miss-classified 166 web pages. Among
those, 76 web pages are caused by HTML character
entities problem. As a result, the HTML character entities
converter was introduced in Experiment four.

The accuracy of language identification in Experiment
four is 94.04%. The HTML character entities converter
improved the algorithm by correctly identified 67 out of
the 76 (88.16%) HTML entities encoded web pages. There
were 9 HTML entities encoded web pages not correctly
identified, where 3 of them were due to untrained legacy
font and the remaining 6 were miss identified to another
closely related language, like Amharic identified as

Tigrinya, Assamese identified as Bengali, Persian
identified as Pashto, etc.
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Table 10 shows the language identification result based on
writing systems. For Non-Latin-Script based languages,
the algorithm achieved perfect score on Logographic and
Syllabic systems based languages; its accuracy on Abjad
(93.33%), and Non-Lain Alphabet (94.17%) based
languages is acceptable. The worst performance come
under Abugida system based languages due to many of
their web pages encoded with legacy fonts. In case of
Latin-Script based languages,. The algorithm achieved
95.42% accuracy rate.

Table 10 Language identification result based on writing systems.

Writing System Language Percent
Identification Correct
Result

Abjad (e.g. Arabic) 126/135 93.33%

Abugida (e.g. Indic scripts) 211/242 87.19%

Alphabet (Latin) 938/983 95.42%

Alphabet (Non-Latin) 226/240 94.17%

Logographic (Chinese) 40/40 100.00%

Mixed Ing?raphic and 20/20 100.00%
syllabic (Japanese)

6. Conclusion and Future Work

The primary aim of this paper was to take into account the
practical issues of language identification on non-Latin-
script based web pages, especially for Asia and Africa
regions; and to propose corresponding methods to
overcome the issues. In this paper we have shown that the
adaption of UDHR and Biblical texts as training data are
simple and yet effective ways of gathering data on a large
variety of languages. An initial language identification
accuracy rate of 86.99% was obtained based on testing
1,660 web pages in 182 different languages. We proposed
and discussed the importance of a byte-sequence based
HTML parser and a HTML character entity converter for
non-Latin-script web pages. The evaluation results showed
that our algorithm with the two new heuristics was able to
improve the accuracy of language identification from
86.99% to 94.04%.

The list of future work includes finding the optimal length
for training data in order to avoid the over-training
problem; improvement of language identification for
closely related languages; extending the algorithm to
handle multi-lingual web pages; and lastly, finding a
method to effectively handle the user-defined font issue.
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Abstract

In this paper we propose a procedure for determining 0— or 1—
cover of an arbitrary line in a combinational circuit. When
determining a cover we do not need Boolean expression for the
line; only the circuit structure is used. Within the proposed
procedure we use the tools of the cube theory, in particular, some
operations defined on cubes. The procedure can be applied for
determining 0— and 1— covers of output lines in programmable
logic devices. Basically, this procedure is a method for the
analysis of a combinational circuit.

Keywords: Combinational Circuit, Cover, Logical Relation,
Cube.

1. Introduction

Traditionally, 0- or 1- cover of a line in a combinational
circuit is determined using Boolean expression. There are
well-known procedures for determining covers in the case
when the function is given in the form of a minimal
disjunctive normal form or minimal conjunctive normal
form. In the case of disjunctive normal form a cube is
associated to each elementary product and it represents the
set of vectors on which this product has value 1. The 1-
cover is determined on the basis of the correspondence
between elementary products and cubes.

Getting 0- or 1- cover on the basis of truth table or Binary
Decision Tree is a difficult task, especialy in the case of a
great number of variables.

Since we need Boolean expression for determining the
cover of a line in a combinational circuit, some methods of
minimization are quoted.

The Quine-McCluskey method is a program-based
method that is able to carry out the exhaustive search for
removing shared variables. The Quine-McCluskey method
is a two step method which comprises of finding Prime
Implicants and selecting a minimal set of Prime Implicants
[5]. Each Boolean function can be represented by its

disjunctive normal form (DNF). A lot of Boolean function
research has been devoted to minimal DNFs ([1], [8] and
[9]). The generation of prime implicants (PIs) of a given
function is an important first step in calculating its
minimal DNF, and early interest in PIs was mainly
inspired by this problem.

Generally, minimization of functions with a large number
of input variables is a very time-consuming process and
the results are often suboptimal. Most of the practical
applications rely on heuristic minimization methods [6]
with a complexity which is roughly quadratic in the
number of products.

Using general DT structure, a new worst case algorithm to
compute all prime implicants is presented in [4]. This
algorithm has a lower time complexity than the well-
known Quine-McCluskey algorithm and is the fastest
corresponding worst case algorithm so far.

A SOP representation based on a ‘““ternary tree” is well
known. Compared to BDDs where the size can grow
exponentially with the number of input variables, size of
ternary tree grows only linearly with the number of inputs
in the worst case. The first simple ternary tree
minimization algorithms were proposed in [2], [3].

A method proposed in [7] utilizes data derived from
Monte—Carlo simulations for any Boolean function with
different count of variables and product term complexities.
The model allows design feasibility and performance
analysis prior to the circuit realization.

2. Preliminary considerations

Our procedure for determining covers in combinational
circuits uses cube theory and therefore we provide
necessary definitions.
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A cube is a vector a;a,...a,, where a;e {0,1,X} and X is a
variable of the set {0,1} (i=1,2,...,n). Hence, a cube is a
set of vectors from {0,1}". Elements a;a,,..,a, are
coordinates of the cube. A cube has rank r, if it contains r
coordinates equal to X. A cube of rank r is called r-cube.

A set of cubes is called 0-cover (1-cover) of line i if it
contains all input vectors generating signal of value 0
(value 1) on this line.

Definition 1. The intersection of cubes A = a,a,...a, and B
=b;b,...b, is the cube C = ¢c;...c,, where ¢c;=a; D b;, i =
1,2,...,n. The intersection operation & is defined on the set
{0,1,X} by Table 1. In Table 1 the symbol J denotes
that the operation & is not defined. The intersection of
cubes A and B is defined, if for any a; and b; the
intersection operation is defined, i.e. a; @ b; # .

Table 1: Operation &

% 0 1 X
0 0 %) 0
1 %) 1 1
X 0 1 X

Definition 2. The cut of cube sets Q; and Q, is denoted
by Q; M Q, and is the set of all cuts of a cube from Q
with a cube from Q, .

Definition 3. The union of cube sets Q; and Q, is
denoted by Q; U Q,. It contains all cubes from both Q;
and Q, .

Definition 4. A cube B = byb,...b, is said to be a part of
the cube A = aja,...a,, if all vectors of B belong also to A.
Obviously, B is a part of A only if for any a; # X we have
a; :bi.

Definition 5. If a cube B is a part of the cube A and if
both cubes belong to the same set of cubes, then B can be
deleted from the considered set of cubes. This
modification is called cube absorption. In particular, we
say that A absorbs B. As noted, this is possible if for any a;
# X we have a; =b;

Suppose that a cube generates a signal se{0,1} at a line i
in combinational circuit which will be denoted by i=s. We
shall say that the cube satisfies relation i=s, i.e. represents
its solution.

Consider arbitrary lines i and j in combinational circuit.
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Let s;,s; €{0,1} be the signals at i and j, respectively. Then
the following lemmas hold:

Lemma 1. If cubes A and B satisfy relations i=s; and j=s;
respectively, then the cube C=A O B satisfies relation

(i=5)) A (=5).

Proof. The proof follows from the fact that the cut of
cubes is equivalent to the cut of sets of vectors represented
by these cubes.

Lemma 2. Let S;, S; be sets of cubes satisfying i=s;, j=s;,
respectively, then all cubes of the set S; U §; satisfy
relation (i=s;) v (j=s;), while all cubes of the set S; & §;
satisfy relation (i=s;) A (j=s;).

Proof. The proof immediately follows from the definition
of the union and the cut of cube sets.

Let S;; (0) and S;; (1) be cube sets generating signal
i i

values 0 and 1 on the input lines u;, i=1,2,...,n of a logical
element, considered either separately or within a
combinational circuit. Based on Lemma 2 and properties
of logical elements, one can formulate the following
corollaries.

Corollary 1. In the case of elements OR and NOR the cut
Su1(0)¢ SL]2(0)¢...¢Sun(0) represents the set of cubes

generating on the output line v signal value 0 for element
OR, and signal value 1 for element NOR. The union

Sul(l)usuz(l)u...usun(l) represents the set of cubes

generating on the output line v signal value 1 for element
OR, and signal value 1 for element NOR.

Corollary 2. In the case of elements AND or NAND the
union 1 Du..v 1) represents the set of
Sy (D Sy (10 USy (1) rep
cubes generating on the output line v signal value 1 for
element AND, and signal value 0 for element NAND. The
cut 0 0)¢... 0) represents the set of cubes
Sy (S, (0)4...48y, (0)  rep

generating on the output line v signal value 0 for element
AND, and signal value 1 for element NAND.

3. Determining a Cover

0- or 1-cover of input lines of the combinational circuit
and of output lines of elements of the first level are
determined directly (using basic rules for the logic
elements).

1JCSI
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0- or l-cover of an arbitrary line of the combinational
circuit, which is an output line of an element of the second
or higher level is determined by the following two steps:

1. For an arbitrary line i, for which we want to determine
a cover, we write logical relation defining conditions
for generating the signal of given value. This logical
relation is written on the basis of basic laws for the
considered element. The left hand side of the relation
determines signal values on all input lines of the
element whose output line is the line i. For each line on
the left hand side of the logical relation, we write a
new logical relation defining conditions for generating
the signal of expected value. We keep writing logical
relations until we come to relations on whose left hand
sides only input lines of the network or output lines of
the first level appear.

2. For each line in left hand sides of the relation
determined in step 1 we determine the distance in the
following way. Input lines of the combinational circuit
have the greatest distance r. For all lines at distance r—1
we determine cube sets generating expected signal
values on these lines. Next, for all lines at distance r-2
we determine cube sets generating expected signal
values on these lines using cube sets obtained for lines
at distance r-1. We continue in this way until we get
the cover for line i.

Example 1. Determine I-cover of line i in the
combinational circuit of Fig. 1.

1 —

2

X5

Fig. 1 Combinational circuit.

1. Logical relation defining conditions for generating the
signal of value 1 reads:

=D v(g=1)->>G0=D )
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Signals f=1 and g=1 are defined on the left hand side of

the relation. The following logical relations define

conditions for generating signals f=1 and g=1:
(a=DHab=DAac=1)> (=1 2)
d=DAae=1)—>(@E=D 3

Since output lines a,b,c,e of the first level and input line d
have appeared on the left hand side of the above relations,
we proceed to step 2.

2. We determine distances for all lines appearing on the
left hand side of logical relations obtained in step 1. Input
lines of the circuit 1-9 have the gratest distance. Lines
a,b,c,d and e are at distance 2. Lines f and g are at distance
1.

We construct the table Table 2.

Table 2: Line at distance 1

a=1| 11XXXX
b=1| XXX0XX

XXXX0X
c=1| XXOXXX

XXXXX0
d=1| XXXX1X
e=1| 0X01XX

Necessary signal values at lines at distance 1 are f=1 and
g=1.

By the relation Eq. (2) we get 1-cover of line f:

1100XX
xxx0x><} XXOXXX |/ 11X0X0

{11x0x) @ {xxxxox @ {xxxxxo} =9 110x0x
11XX00

By the relation Eq. (3) we get 1-cover of line g:
{(XXXX1X} @ {0X01XX} = {0X01XX}

By the relation Eq. (1) and using operation U we get 1-
cover of line i:

1100XX
1100XX 11X0X0
11X0X0 = { 110X0X
toxox [ {OX011X} vy
11XX00 OX011X

If at least one cube can be deleted from a cover while the
remaining cubes still form a cover, then the cover is
redundant. In the other case the cover is irredundant.
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The proposed procedure can be applied to combinational
circuits with branchings of input and internal lines as well.
Programmable logic devices (PLA, PAL and ROM)
represent two- level combinational circuits. A PLA whith
n input lines, m internal lines and p output lines is
represented in Fig.2.

LR LR n' o’
| 1(1) 12)
—o——@ L L Vs
201) 2(2)
® Yz
p(2)
m(1)  ( $

Fig. 2 Programmable logic array

Programmable elements are denoted by symbol “e”. We
apply the following way of marking programmable points
at PLA:

(ij")-  cross point of internal line i and a bit line
j'in AND array (i=1,2,...,m, j=1,2,...,n)
(ij°) -  cross point of internal line i and a bit line

j” in AND array (i=1,2,...,m, j=1,2,...,n)
(1,j) -cross point between the lines i and j in OR
array (i=1,2,...,p, j=1,2,...,m)

We propose the following procedure for determining 0— or
I-cover of a given output line i(2)=1,2,...,p.

1. We determine the set of test cubes Q(i), i=1,2,...,p,
which yields 0- or 1-cover of the line i(2)=1,2,...,p, when
applied on input lines of the OR array 1,2,....m. We have
i(2)=0 or i(2)=1, depending on whether 0— or 1-cover is
determined. When determining the set Q,(i), we assign the
coordinate X (Xe30,1f) to input lines of the OR array
1,2,...,m which do not have cross points with the line i(2).

2. The values from the set Q,(i), i=1,2,...,p, obtained
within step 1, are assigned using backtracking to output
lines of the AND array i(l), i=1,2,....m (when
backtracking the signal complementation may occur). On
the basis of signal values on the output lines of the AND
array, the set of test cubes Q(i), i=1,2,...,m, is directly
determined.

Using the cut & of cubes we have:

62
Q=Q(DHG QD ... DQ,(m) “

Expanding the set of test cubes Q we obtain the input
vectors representing 0— or 1-cover of line i(2).

Example 2. Determine 1-cover of line 1(2) for the PAL
of Fig. 3.

12
10

ey,

Fig. 3 Programmable array logic

We assign signal values 1 to the points (1,1) and (1,2). We
get test cubes set

Qu(D={11XX}

We go back towards output lines of the AND array and
assign to these lines the values from Q(1), as presented in
Fig4.

11 10 21 20 31 30

4 w
° 2(1) 9

3(1)

40)

X4 X2 X3
Fig. 4 Signals at output lines of the AND array

For lines 1(1) and 2(1) we determine:
Qi(H)={0XX} Q.(2)={X00, X01, X10}.

We apply the cut of cubes:
Q=Q(1HIJ Q(2)={000, 001, 010}.

Vectors 000, 001 and 010 represent a 1-cover of line 1(2).
1JCSI
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4. Conclusion

The described procedure for determining covers is
basically a method for the analysis of combinational
circuits. When determining a cover we do not need an
analitycal expression; only the circuit structure is used. In
particular, we do not need disjunctive normal forms, what
is of some theoretical and practical importance. The
simplification is in the fact that the cover is determined by
moving from inputs towards output lines  of the
combinational circuit using only the operation of the cut of
cubes. In addition, we present a procedure for determining
covers of output lines for programmable logic devices.
Within proposed procedures the cube theory plays an
essential role.
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Abstract

Knowledge mining is the process of deriving new and useful
knowledge from vast volumes of data and background
knowledge. Modern healthcare organizations regularly generate
huge amount of electronic data stored in the databases. These
data are a valuable resource for mining useful knowledge to help
medical practitioners making appropriate and accurate decision
on the diagnosis and treatment of diseases. In this paper, we
propose the design of a novel medical expert system based on a
logic-programming framework. The proposed system includes a
knowledge-mining component as a repertoire of tools for
discovering useful knowledge. The implementation of
classification and association mining tools based on the higher
order and meta-level programming schemes using Prolog has
been presented to express the power of logic-based language.
Such language also provides a pattern matching facility, which is
an essential function for the development of knowledge-intensive
tasks. Besides the major goal of medical decision support, the
knowledge discovered by our logic-based knowledge-mining
component can also be deployed as background knowledge to
pre-treatment data from other sources as well as to guard the data
repositories against constraint violation. A framework for
knowledge deployment is also presented.

Keywords: Knowledge Mining, Association Mining, Decision-
tree Induction, Higher-order Logic Programming, Medical
Expert System.

1. Introduction

Knowledge is a valuable asset to most organizations as a
substantial source to support better decisions and thus to
enhance organizational competency. Researchers and
practitioners in the area of knowledge management view
knowledge in a broad sense as a state of mind, an object, a
process, an access to information, or a capability [2, 13].
The term knowledge asset [24, 26] is used to refer to any
organizational intangible property related to knowledge
such as know-how, expertise, intellectual property. In
clinical companies and computerized healthcare
organizations knowledge assets include order sets, drug-

drug interaction rules, guidelines for practitioners, and
clinical protocols [12].

Knowledge assets can be stored in data repositories either
in implicit or explicit form. Explicit knowledge can be
managed through the existing tools available in the current
database technology. Implicit knowledge, on the contrary,
is harder to achieve and retrieve. Specific tools and
suitable environments are needed to extract such
knowledge.

Implicit knowledge acquisition can be achieved through
the availability of the knowledge-mining system.
Knowledge mining is the discovery of hidden knowledge
stored possibly in various forms and places in large data
repositories. In health and medical domains, knowledge
has been discovered in different forms such as association
rules, classification trees, clustering means, trend or
temporal patterns [27]. The discovered knowledge
facilitates expert decision support, diagnosis and
prediction. It is the current trend in the design and
development of decision support systems [3, 16, 20, 31] to
incorporate knowledge discovery as a tool to extract
implicit information.

In this paper we present the design of a medical expert
system and the implementation of knowledge mining
component. Medical data mining is an emerging area of
computational intelligence applied to automatically
analyze electronic medical records and health databases.
The non-hypothesis driven analysis approach of data
mining technology can induce knowledge from clinical
data repositories and health databases. Induced knowledge
such as breast cancer recurrence conditions or diabetes
implication is important not only to increase accurate
diagnosis and successful treatment, but also to enhance
safety and reduce medication-related errors.

A rapid prototyping of the proposed system is
demonstrated in the paper to highlight the fact that higher
order and meta-level programming are suitable schemes to
1JCSI
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implement a complex knowledge-intensive system. For
such a complicated system program coding should be done
declaratively at a high abstraction level to alleviate the
burden of programmers and to ease reasoning about
program semantics.

The rest of this paper is organized as follows. Section 2
provides some preliminaries on two major knowledge-
mining tasks, i.e. classification and association mining.
Section 3 proposes the medical expert system design
framework with the knowledge-mining component.
Running examples on medical data set and the illustration
on knowledge deployment are presented in Section 4.
Section 5 discusses related work and then conclusions are
drawn in Section 6. The implementation of knowledge-
mining component is presented in the Appendix.

2. Preliminaries on Tree-based Classification
and Association Mining

Decision tree induction [21] is a popular method for
mining knowledge from medical data and representing the
result as a classifier tree. Popularity is due to the fact that
mining result in a form of decision tree is interpretability,
which is more concern among medical practitioners than a
sophisticated method but lack of understandability. A
decision tree is a hierarchical structure with each node
contains  decision attribute and node branches
corresponding to different attribute values of the decision
node. The goal of building decision tree is to partition data
with mixing classes down the tree until each leaf node
contains data with pure class.

In order to build a decision tree, we need to choose the
best attribute that contributes the most towards
partitioning data to the purity groups. The metric to
measure attribute’s ability to partition data into pure class
is Info, which is the number of bits required to encode a
data mixture. The metric Info of positive (p) and negative
(n) data mixture can be calculates as:

Info(P(p), P(n)) = —P(p)logP(p) —P(n)logzP(n).
The symbols P(p) and P(n) are probabilities of positive
and negative data instances, respectively. The symbol p
represents number of positive data instances, and n is the
negative cases. To choose the best attribute we have to
calculate information gain, which is the yield we obtained
from choosing that attribute. The information gain
calculation of data with two classes (positive and negative)
is given as:
Gain(Attribute) = Info{p/(p+n), n/(p+n)} —

Zi=1wov {(Pitn)/(p+)} Info{ pi /( pi+ni), ni /( pitm }.
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The information gain calculates yield on Info of data set
before splitting and Info after choosing attribute with v
splits. The gain value of each candidate attribute is
calculated, and then the maximum one has been chosen to
be the decision node. The process of data partitioning
continues until the data subset has the same class label.

Classification task based on decision-tree induction
predicts the value of a target attribute or class, whereas
association-mining task is a generalization of classification
in that any attribute in the data set can be a target attribute.
Association mining is the discovery of frequently occurred
relationships or correlations between attributes (or items)
in a database. Association mining problem can be
decomposed as (1) find all sets of items that are frequent
patterns, (2) use the frequent patterns to generate rules. Let
I ={iy, iy I3, ..., im} be aset of mitems and DB = { C,, C,,
Cs, ..., C} be a database of n cases and each case contains
itemsin I.

A pattern is a set of items that occur in a case. The number
of items in a pattern is called the length of the pattern. To
search for all valid patterns of length 1 up to m in large
database is computational expensive. For a set | of m
different items, the search space of all distinct patterns can
be as huge as 2™-1. To reduce the size of the search space,
the support measurement has been introduced [1]. The
function support(P) of a pattern P is defined as a number
of cases in DB containing P. Thus,
support(P)={T| T e DB, PcT}.

A pattern P is called frequent pattern if the support value
of P is not less than a predefined minimum support
threshold minS. It is the minS constraint that helps
reducing the computational complexity of frequent pattern
generation. The minS metric has an anti-monotone
property such that if the pattern contains an item that is not
frequent, then none of the pattern’s supersets are frequent.
This property helps reducing the search space of mining
frequent patterns in algorithm Apriori [1]. In this paper we
adopt this algorithm as a basis for our implementation of
association mining engine.

3. Medical Expert System Framework and the
Knowledge Mining Engines

3.1 System Architecture

Health information is normally distributive and
heterogeneous. Hence, we design the medical expert
system (Figure 1) to include data integration component at
the top level to collect data from distributed databases and
also from documents in text format.

1JCSI
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Medical Expert System
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Fig. 1 Knowledge-mining component and a medical expert system
framework. Double line arrows are process flow, whereas the das