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Abstract

As attacks toward the Internet become more sophisticated, destructive and widespread,
especially those distributed attacks that exploit multiple launching sites, security systems
that are deployed in isolation within administrative domains and do not exchange infor-
mation across those boundaries fail to address those attacks successfully. To overcome
these limitations, current distributed monitoring systems have made significant advances
in integrating data gathered by monitors distributed throughout the Internet [1]. How-
ever, these systems are also far from satisfactory because they often rely on a single central
site to analyze the data and use a non-scalable method (unicast) to issue alerts.

Driven by realistic security applications, including our current research in worm de-
fense and open proxy blacklists, we design, evaluate, and deploy a distributed robust
communications architecture for Internet-scale security monitoring systems, called Se-
quoia. It consists of a set of security monitors distributed throughout the Internet and
supports a rich array of security information communication patterns among them, in-
cluding gathering, sharing and delivering security-related information in such a large-scale
system. In particular, an effective security communication architecture must be: fast in
order to quickly react to attacks, scalable to accommodate thousands of participants,
adaptive to react to dynamic changes, deployable to be really useful, robust to continue
to function in the face of failures, and secure to protect both data in transit and the
communication structure itself.

There are three key protocols of Sequoia: Monitor Neighbor Discovery Protocol (MND),
Distributed Dominator Selection Protocol (DDS), and Communication Path Discovery
Protocol (CPD). Using these protocols, monitors self-organize into a two-level hierar-
chy on which scalable, fast and trustworthy message delivery can be achieved. We have
finished the design for MND and DDS and currently working on CPD.

The goal of the MND protocol is to form a topology-aware flat overlay among monitors,
on which every monitor is connected to nearby nodes as its neighbors. A monitor node
joins the monitor overlay by contacting known landmark nodes to obtain its coordinates,
which are then used to query a directory server for a recommended list of nearby nodes.
The monitor then chooses the closest neighbors based on round-trip measurements. Each
node can further optimize and maintain its neighborhood relations through local gossiping.

The DDS protocol is used to form a two-level communications hierarchy from the flat
neighbor overlay constructed by MND. A monitor in the higher level of this hierarchy
(dominators) must meet minimum requirements regarding trustworthiness and routing
performance. A monitor can choose to apply for a Sequoia-certificate, or S-certificate,



from a registry service, certifying this monitor’s service type, trust level, public key, and
other information. Each monitor in the lower level of the hierarchy (dominees) eventually
selects one or more higher level monitors; thus, each dominator acts as a hub for a group of
dominee nodes to reach the rest of monitors. While improving the scalability, the two-level
structure ensures that untrusted nodes will not be able to forward security information
for others, providing a robust communication structure. To form the two-level hierarchy,
a dominator periodically advertises itself to its x-hop neighborhood, and presents its S-
certificate and other qualifications to dominees. As needed, a dominee node can search in
its y-hop neighborhood for dominators, selecting those it wishes to utilize based on the
dominator’s attributes. A caching mechanism is used to reduce message overhead.

The CPD protocol is used to discover multiple delivery paths from one or more senders
to one or more destinations, in order to support a rich set of communication modes among
monitors, including a publisher-subscriber paradigm. CPD considers both efficiency and
security constraints. Every dominee node can reach or hear from other nodes through its
dominators, so the path discovery among dominators is the key for CPD. In our ongoing
design, we are investigating the possibility of using structured overlays (such as CAN [2],
Tapestry [3], or Chord [4]) to organize dominator nodes and handle routing issues among
them, with two particular goals: (1) How can disjoint paths be discovered between sources
and destinations, and (2) How can paths with high trust values be discovered.

In addition, security of Sequoia and applications of Sequoia are the other two impor-
tant research issues. The security of Sequoia is critical for its success. Not only must
Sequoia protect the security updates exchanged between monitors, but it also must care-
fully protect itself, including its functions, messages and elements. Sequoia must secure
all its functions, including neighbor discovery, monitor overlay construction, and com-
munication paths discovery. Applications that use Sequoia are also important in order
to demonstrate the usefulness of Sequoia. For instance, if Sequoia can support multiple
worm monitors to share the information about suspicious traffic patterns or validate each
other’s discoveries, a more effective worm detection system can be developed.

In summary, the need for an architecture in order for security monitoring systems to
gather, share, and deliver information in a large-scale system without centralized control
has never been more compelling. Sequoia’s use of self-organized topology-aware structure
to support rich, fault-tolerant communication is an important step towards this goal.
We expect to further advance this research by applying Sequoia to specific monitoring
applications.
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