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ABSTRACT instance, many studies on the ad hoc routing protocols consider
In most studies on mobile ad hoc networks (MANET), simulation the effects of outgoing queues and MAC protocol overheads, but
models are used for the evaluation of devices and protocols, ~ féW studies account for the physical layer effects such as
Typically, such simulations focus on the specific higher layer preamble length, interference and noise which may have a
protocols that are being proposed, and tend to ignore details of 9réater impact on the operation of the routing protocaisfadt,
models at other layers, particularly the interactions pitisical our preliminary studies that compare multiple simulation tools
layer models. In this paper, we present the set of faatdre revealed that different simulation tools yield quite different
physical layer that are relevant to the performance evahsaof results even when they are configured with the same set of
higher layer protocols. Such factors include signal receptio protocols_, and such dlfferences_ are mostly derived fromrdiite
path loss, fading, interference and noise computation, and assumptions made at the physical layer.

preamble length. We start the discussion with the comparisons Thig paper addresses the issue of multiple layer interaciioss

of physical layer models in ns-2 and GloMoSim, two commonly  gentifies the modeling factors of the physical layer thakenthe
used simulators for MANET studies, and then quantify the most difference in the simulation results. The paper also
impact of the preceding factors under typical scenarios used fo  quantifies such differences under typical scenarios used for the
the performance evaluation of wireless ad hoc routing prtstoco  performance evaluation of wireless ad hoc routing protocbie

Our experimental results show that the factors at the physical physical layer models considered in this paper are those-2f

layer not only affect the absolute performance of a pratbc [11][18] and GloMoSim [3][5], which have been commonly used
because their impact on different protocols is non-uniforeait  for MANET studies. The experimental results show that soime
even change the relative ranking among protocols for the same  the modeling factors of the physical layer can change the
scenario. simulation results significantly, and can even change thevelat

ranking of routing protocols for specific scenarios.

1. INTRODUCTION The remainder of this paper is as follows; the next section

Simulation is commonly u_sed for the evglgations_ .Of wireless describes the primary factors that are relevant in modeliag
network protocols and devices under specific conditions, as thephysical layer in mobile wireless systems. Section 3

_complexity of rgcent protocol and_device implementations _makesdemonstrates that differences in the modeling of this lager ¢
it harder to build accurate analytical models. Howeveenen lead to very different predictions of protocol performance unde

simulationh quEIS’. Itis o;‘ten ‘h‘? case tlhzt _on:iy th_? spzcnfh typical MANET scenarios, and also gives insights into thgeses
protocol that is being evaluated is modeled in detail, and t € of such different results. Section 4 is the conclusion.

effect of interactions with other layers are not accourfted
sufficiently. This may introduce substantial inaccuraciesha t

model predictions, particularly for wireless protocols. 2. MODELING FACTORS OF WIRELESS

In MANETs (Mobile Ad Hoc Netvorks), although most of the PHYSICAL LAYER

recent performance studies consider the effects of muligler | 2.1 Physical layer preamble

interactions, they tend to consider only interactions withaier The length of signal preamble and header for the physical layer

that directly interact with the protocol being evaluated.r Fo (simply physical layer preamble hereafter) has a non-negigibl
effect on the performance of higher layer protocols, and ithis
particularly true for wireless communication media becahsg t
require long preambles to assess the channel condition prior to
each transmission. For instance, the IEEE 802.3 standard [6],
which defines a common wire line medium, only requires 8 bytes
as the preamble of the physical layer, while the IEEE 802.11
standard [8] requires 192 microseconds for the physical layer in
its DSSS (Direct Sequence Spread Spectrum) reference



configuration. Besides the fact that the latter overheadréady

transmitters. Fading models with Rayleigh or Ricean

three times longer than the former at the speed of 1Mbps, thedistributions are commonly used to describe the MANET

latter standard specifies the amount of overhead in micnedsco
regardless of its medium speed. This is because different

environments. The fading with the Rayleigh distribution is for
highly mobile conditions with NLOS (No Line Of Sight) between

medium speeds are realized by different modulation schemesnodes, while the latter accounts for the LOS (Line Of Sighth

and the modulation scheme to be used for the frame is specifiedbetween nodes.

The signal power from the LOS path with

in the physical layer header. Thus the header (48 bits) and theespect to the power from NLOS paths can be controlled by a
preceding preamble (144 bits) must be transmitted at the lowestparameter called Ricean K factor. The AWGN (Additive \Whit

speed (1Mbps) using the DBPSK (Differential Binary Phase
Shift Keying) modulation.  Therefore, if the highest tate
(11Mbps) currently available in the market is used,

Gaussian Noise) model is referred to as an idealistic channe
condition where no signal fading occurs.

the Another important factor to model the signal propagation tk pa

consideration of physical layer preamble and header can increascfOss which defines the average signal power loss of aqpathe

the size of MAC short control frames (14 bytes) by a faoct@0

because the overhead (preamble + header) is worth 264 bytes aly,

that rate. Clearly, the accurate consideration of the gdlysi
layer preamble is essential to calculate the right tressom
duration of each radio signal.

2.2 Interference computation and signal

reception

Computation of interference and noise at each receiver is a
critical factor in wireless communication modeling, ass thi
computation becomes the basis of SINR (Signal to Interferenc
and Noise Ratio) or SNR (Signal to Noise Ratio) that has
strong correlation with FER (Frame Error Rate) on thenoba

The power of interference and noise is calculated as the sum o

terrain. The two-ray path loss model is suited for LOSroaell
annels in urban environments [16], and its use for MANETS
can be justified by the environmental similarities (low traits
power and low antenna height). The free space model is used as
a basic reference model and is also considered to be idkalize
propagation model. With this path loss model, even nodes far
from the transmitter can receive packets, which can result i
fewer hops to reach the final destination in MANETSs. Theegfo
simulation results with the free space path loss model tebd to
better than with other path loss models. However, as signal
propagation with little power loss may cause stronger
interference for concurrent transmissions, it does not nadlgss
yield the best performance under all scenarios.

all signals on the channel other than the one being received by2.4 Physical layer models of common

the radio plus the thermal (receiver) noise. The resultimgepo

simulation tools

is used as the base of SNR, which determines the probability OfTabIe 1 summarizes the physical layer models currentlyabiail

successful signal reception for a given frame. For argiSNR
value, two signal reception models are commonly used in
wireless network simulators: SNR threshold based and BER
based models. The SNR threshold based model uses the SN
value directly by comparing it with an SNR threshold (SNRT),
and accepts only signals whose SNR values have been abov
SNRT at any time during the reception. The BER based model
probabilistically decides whether or not each frame is vedei
successfully based on the frame length and the BER (Bit Error
Rate) deduced by SNR and modulation scheme used at th
transceiver. As the model evaluates each segment of fndth

a BER value every time the interference power changeis, it
considered to be more realistic and accurate than the SN
threshold based model. However, the SNR threshold based
model requires less computational cost and can be a good
abstraction if each frame length is long.

2.3 Fading and path loss

While propagation models such as fading, shadowing and path
loss are not part of the radio physical models, they cotitiel
input given to the physical models and have great impact on their
performance, and including these models is relevant to the
emphasis of multiple layer interactions in this paper.

Fading is a variation of signal power at receivers, dalgethe

in GloMoSim (2.02),ns-2 (2.1b8) and the standard radio model
package of OPNET [12]. Although this study does not use
PNET, it is included in the table as a reference becaduse it
sed for several MANET studies. Please note that thie tii$
only the features in their standard packages, and does not
fhdicate the infeasibility to implement specific models insthe
simulation tools. Also note that the paper used an old ved§io
ns-2 [18] for the study, which includes fewer models than the
latestns-2 for the physical layer.

e

Table 1: Physical layer and propagation models availablein
GloMoSim, ns-2 and OPNET

Simulator GloMoSim ns-2 OPNET

Noise Cumulative Comparison | Cumulative

(SNR) of two signals

calculation

Signal SNRT based,| SNRT based BER based

reception BER based

Fading Rayleigh, Not included* | Not included
Ricean

Path loss Free space, | Free space, | Free space
Two ray, etc. | Two ray

node mobility that creates varying path conditions from

! This data rate is proposed in the IEEE 802.11b standard [7],
which also provides a shorter preamble option (96
microseconds).

* Ricean and Rayleigh fading models [15] are availablenge?
[1], but they are not included ims-2 (2.1b8), thus the table does
not list them.

There are substantial differences in the noise calculationhend t
signal reception among these three simulators. Both GloWwoS
and OPNET radio models calculate the interference and noise



power as described in Section 2.2, and SNR for a given siginal i completely different routing information due to slight diffeces
recalculated every time the interference power changes duringin the order of control packet arrivals, caused by differerces
each signal reception. The-2 radio model does not calculate the random number generations. By using the precomputed
the noise power like the others, but calculates pseudo SNRrouting information, we ensure that traffic flows in the two
values by treating a signal that has arrived prior to theiving simulators are consistent. Mobility is disabled in thes@a&gos
signal to represent the noise on the channel, which may end upecause of this static routing approach. At the beginning of
estimating better channel conditions than the other two tosts. simulation, each node randomly chooses a destination in the
2 then applies the SNR threshold based model to determine thenetwork and transmits CBR (Constant Bit Rate) traffic aate
successful reception of each signal. The OPNET standard radiof P (= 1, 2, 5, 10) 512byte data packets per second to the
model includes only the BER based signal reception model, anddestination. Three networks are created for each setasfd\P
GloMoSim includes both signal reception models. with different random number seeds, which result in 36

Both GloMoSim andhs-2 radio models are implemented based scenarios.

on the DSSS PHY reference configuration in the IEEE 802.11 Both ns-2 and GloMoSim use the same set of models for these
standard [8], except thais-2 used in this study set parameters scenarios: the two-ray path loss model, the SNR threshoktibas
for an old version of WaveLAN whose radio frequency is at 914 signal reception model, the IEEE 802.11 PHY DSSS (Direct
MHz. The IEEE 802.11 standard is commonly used in MANET Sequence Spread Spectrum) and MAC DCF (Distributed
studies as well as actual wireless LANs. Its MAC pokas Coordination Function). In this study, the RTS/CTS control
based on CSMA/CA and has an option of RTS/CTS to avoid themessages are used for all the unicast packets regardléssirof
hidden terminal problem, which occurs frequently in MANET sizes. The parameters for the physical layer modelslaceset
environments. Besides the standard, both simulators refeeto  to be identical: SNRT = 10 dB, CST = -78 dBm, RXT = -64
same network card (WaveLAN) and define two thresholds at thedBm, 914 MHz radio frequency and 24.5 dBm transmit power,
physical layer to avoid unnecessary attempts of receivwmag | all of which are defined ims-2 by default. To minimize
power signals [10]. The carrier sense threshold (CST) definesdifferences in simulation results caused by different random
the power level that the radio can sense and defers transmissi number sequences, the only use of random numbers in the
of pending frames. The receiving threshold (RXT > CST) scenario is to determine back off times for MAC DCF
defines the minimal power level at which the radio tries to (Distributed Coordination Function) in the IEEE 802.11

receive the signal. standard.

3. EFFECTSOF DIFFERENT PHYSICAL 1

LAYER MODELS 05 L4

This section quantifies the effects of physical layer models | @ ] p—
described in Section 2 on typical scenarios used in the evaluatio | 3 06 O N=100
of ad hoc routing protocols. We first compare the phydaar © R A N=200
models provided bys-2 [18] and GloMoSim [5], in order to DDE 04 0P a® — Equal PDR
identify the differences in the physical layer modeling ambieg t S, A~

two simulators. The two simulation tools have a commeinog i

wireless protocol models, including the IEEE 802.11 PHY and 0

MAC, as well as ad hoc routing protocol models like AODM][ 0 0.2 0.4 0.6 0.8 1

and DSR [9]. This facilitated our study of the impact of the PDR in ns-2

physical layer models using the two simulators, without thezlne

for developing new protocol models. Figure 1: PDRsyielded by ns-2 and GloM oSim for the same
Scenarios for this comparison are created as followsh ea scenarios (prior to modeling changes)

scenario is configured with N (= 50, 100, 200) network nodes.

We assume that the scenario simulates a flat terrain ishat 1

gridded into a standard pattern with 4™ / 10 cells; each radio a

is placed randomly within a unique cell. As the default UE, 08

transmission range of the radio is set to 250m, we defineethe S o6 ¢ N=50
size to be 125m to ensure that the network is never partitioned.| 3 & 0 N=100
The average number of neighbors (260 125) for a node is £ 04 A N=200
approximately 12 at this node density. As the primary purpose of § —— Equal PDR
these scenarios is to compare the physical layer modeis f 0.2

and GloMoSim, the configuration for other layers is singdifas 0

much as possible. Routing information for each node is 0 0.2 04 06 08 1
precomputed by executings-2 for every scenario with the PDR in ns-2

DSDV routing protocol [13], and the resulting (identical) routing

information is fed into botms-2 and GloMoSim. This static
routing information is used to avoid a timing problem where
even identical implementations of a routing protocol can geeer

Figure 2: PDRsyielded by ns-2 and GloMoSim for the same
scenarios (after modeling changes)



ns-2, and the two colors in each bar show the contribution levels
of the two modeling factors to the overall PDR changehe T
chart shows a general trend that the noise calculation hategre

) impact on the PDR changes than the preamble length. The
£ 8 Preamble length following two subsections describe how these modeling factors
x 8 Noise calculation contribute to the observed PDR changes.

o

3.1 Physical layer preamble

Both ns-2 and GloMoSim use the same parameters for the IEEE
802.11 DSSS PHY except thas-2 regards the physical layer
preamble to be transmitted at the same speed as the frame dat
As described in Section 2.1, this is not an accurate modeling as
the length of the physical layer preamble is specified in
microseconds regardless of the data rate in the standardheAs

Network size and traffic load (N, P)

Figure 3: PDR increases when the GloMoSim PHY model is transmission speed used &2 is 2 Mbps by default, the
modified to be consistent with ns-2 duration time used ins-2 for the physical layer preamble results
Figure 1 shows the packet delivery ratios (PDR) yieldeds® in 96 microseconds, exactly half the length defined in the

and GloMoSim for these 36 scenarios. PDR, defined as thestandard. Although changing the preamble size in the model is
number of packets received by the CBR destinations over thestraightforward, as shown in Figure 3, setting the duratioe tim
number of packets sent by the CBR sources, is widely used as théor the preamble to 192 microseconds (default value in
primary metric for the evaluation of ad hoc routing proteaeith GloMoSim) from 96 microseconds (default value ns-2)

CBR traffic. In the figure, only the network sizes of dptants degrades the PDR values by 0.7% to 7.2%. Figure 4 further
are shown for the visibility, but as a trend, the PDR value breaks down this increase of packet drops into two primary
becomes lower for larger network sizes, and also bectones causes: outgoing queue overflow, and the IEEE 802.11 MAC
for heavier traffic loads. As seen from the figurehaitgh the retransmission limits. The PDR degradation is defined as the
difference of the two PDR values yieldedrsy2 and GloMoSim reduction in the number of packets received over the total
is small for most scenarios with very low or high PDRues, the number of packets sent (PRBr — PDRse). The figure
GloMoSim PDR values are consistently lower than those-af indicates that the longer transmission duration increases the
Also, scenarios witms-2 PDR of 0.3 to 0.9 have significantly ~packet drops due to outgoing queue overflow as it reduces the
different PDR values from the two simulators, with the stor ~ effective channel capacity for data, which is why such drops
case difference being more than 25% of total packets sent in thedccur significantly for larger network sizes or heavieaffic
scenario ifs-2 PDR: 0.654, GloMoSim PDR: 0.401 for N = 200 loads.  However, the packet drops due to the MAC
with P = 1). This implies that the two simulators yielthitir retransmission limits are reduced since the total number of
performance predictions when the network condition is either packets transmitted in each scenario is reduced because of more
very good or severe, while they predict quite different ngtwo drops at the queue.

performance when its condition is not extreme. Importartly, t
non-extreme network condition is where many researchers also 01
find the most performance difference in their higher layer
protocols.

0.05

@ Queue overflow

Every model used for these scenarios was analyzed to iddaif o
0O MAC retx limit

causes of this divergence in the simulation results. Twior&
were identified for the difference in the predicted results:
physical layer overhead and noise calculation. Figure 2 shows
the PDRs yielded bys-2 and GloMoSim for the same scenarios
after the GloMoSim models are adjusted to be consisteifit wit
ns-2 in these modeling factors. As shown in the figure, with the
new settings, these two simulators yield very similauits for Network size and traffic load (N, P)
all the scenarios, and the remaining differences can easily be
attributed to differences in the random number sequences. This Fjgyre 4: PDR degradation due to the longer physical layer
indicates that the observed differences in Figure 1 are due preamble

essentially to these two modeling factors at the physaar.
Note that the decision to make adjustments to GloMoSim rathe
than ns-2, was driven primarily by our deeper familiarity with
GloMoSim, and is not meant to indicate that one simulata wa
more accurate.

PDR degradation

One could argue that the choice of a specific value for the
physical layer preamble does not really matter if it @ffethe
overall network performance equally for all protocols. answer

this question, we executed a set of simulation runs to measure
the PDRs for two widely used ad hoc routing protocols, AODV
Figure 3 shows how each of these two modeling factors [14] and DSR [9], as a function of the physical layer preamble
contributes to the overall changes in the PDR values. Tigathei length. The simulation is carried out using the default seting

of each bar indicates the PDR increase when the GloMoSimg|oMoSim for a scenario where one hundred nodes with random
physical layer models are modified to be consistent withetlos



waypoint mobility (0 to 30 m/s with 100 s pause time) are placed for the physical layer preamble. Although both noise calanati
randomly over a flat terrain (3300 900m), and 20 or 40 CBR  and longer physical layer preamble reduce the PDR values in all
sessions are given to the network. This configuration iscbas the scenarios, by comparing Figure 4 and Figure 6, their effect
the experiments described in [4], and the parameters such as then the PDR degradation are quite different. Due to the IEEE
mobility speed and the terrain size are scaled to refleet t 802.11 MAC retransmission limits, the consideration of
difference in the communication ranges of radio modelssif interference and noise significantly increases the data packet
(250m) and GloMoSim (376m). Each CBR session transmits drops as the accumulated power of interference signals and noise
512 byte data packets between a randomly selected source andGan increase the probability of frame drops including MAC
destination at a rate of 4 pps for 20 CBR cases and 2 pps for 4@ontrol frames. As the dropped data packets are not forwarded
CBR cases. This scenario is similar to the scenarid irsf4] further to the destinations over multiple hops, the increaseein

for the performance comparison of AODV and DSR, and is packet drops at the MAC layer reduces the overall traifiergto
typical for the evaluation of ad hoc routing protocols. Tesults the network, resulting in the decrease in the packet drops due to
are shown in Figure 5, which plots the PDR for each protsol a the outgoing queue overflow. This is the opposite effe¢hef

a function of the length of the physical layer preamble. Nuie longer physical layer preamble observed in the previous
the implementations of AODV and DSR in GloMoSim have not subsection, where the longer preamble causes more queue
incorporated all the optimizations suggested in their latest overflows due to the reduction of the effective channel capaci
Internet drafts, but our objective is to demonstrate the itngfac  resulting in less packet drops due to the MAC retransmission
changes in physical layer models on protocol level compesjso  limits.

not the performance comparisons of these protocols.

0.3
0.8 : 0.022
S o
0.7 § 015
0.6 @ 0.1 4 @ Queue overflow
0.5 - —&— AODV (20 CBR) § 0.05 1 O MAC retx limit
x —8— AODV (40 CBR x 0
8 04 ODV (40 CER) 2 005
= —&— DSR (20 CBR) o o1
0.3 —%— DSR (40 CBR) -
] 0.15
02t -———~—~--—-—-—----—-—-—-----=-=5 T A A A s a o~ s~
-
0.1 8
0
0 48 96 144 192 Network size and traffic load (N, P)
Physical layer preamble length [us]

Figure 6: PDR degradation duetotheinterference and noise
Figure 5: PDRs of AODV and DSR with different lengths of _ _ _
physical layer preamble 3.3 Signal reception, path loss and fading

As shown in Figure 5, the AODV performance is affected much models

more by variations of the physical layer preamble lengthJewhi The previous two subsections described how the two modeling
the performance of DSR is relatively independent of thisofact  factors at the physical layer caused differences in esitnat
Although AODV consistently outperforms DSR in this set of network performance froms-2 and GloMoSim. In general, a
experiments, the percentage difference in PDR with the two number of other modeling factors can affect overall network
protocols changes dramatically from 39% for no preamble to performance as described in Section 2. In this subsection, we
23% for 192-microsecond preamble for the 20 CBR cases. Asdemonstrate that changes in the signal reception, path loss, and
the larger physical layer overhead lowers the effectivenoel fading model can have a substantial impact on the predicted
capacity, this indicates that the network performance with XOD  performance of higher layer protocols.

is actually bounded by the channel capacity while DSR does not

. . . -~ . A scenario similar to the one in the previous subsectioned us
appear to fully exploit the maximum network capacity. This is to examine the effects of these changes; a hundred nodes with
also supported by the fact that the scenario with AODV has ges,

significantly less packet drops due to the MAC retransmission random waypoint mobility (0-20 m/s with 100 s pause time) are

g . . . laced randomly over a flat terrain (12001200 m), and 40
limits than that with DSR, suggesting that AODV providesdrett P . .
route information to the network than DSR does in this scenario CBR sessions (512 byte data, 2.666 packets/sec) are given to the

This demonstrates that the length of physical layer prearable ¢ nmec;[(\;lvglrl;f\loﬁep?g\]/\}gsl\?) mSS:Z;EIFEeKeFZF::?g? Oc;rS-;V\é? s;/)}/i:r‘g}
affect the network performance of different protocols défely. ' g%,

signal reception model {SNR threshold based or BER based},
. . and an ad hoc routing protocol {AODV or DSR} are used to
3_'2 Interf_erence and n0|se_cal_culat|on ) configure each simulation run. For Ricean and Rayleigh fading
Since there is no noise calculation in the2 physical layer  mogels, the coherence time is assumed to be larger thaimghe t
model, it yields better signal reception rates than GloMioSi o, 5 packet and the associated MAC control packets (RTS, CT
resulting in higher PDR values as described in Section 2.4.5,q ACK), i.e. the fading is kept constant during the frame
Figure 6 breaks down the PDR degradation into the two factorssequence for each data packet. While this assumption may be
in the same way as shown in Figure 4 in the previous subsectionnyalid for this rapid mobility scenario stressing the routing



protocol, it is reasonable for scenarios with more stialiand
thus slower node mobility. The BER based model used BER
values derived from the DBPSK modulation. For the SNR
threshold based model, SNRT was set to 9.1dB which
corresponds to the SNR value needed for a 0.5 probability of
successful reception using DBPSK for a 568 byte + 192
microsecond length data packet. Note that for the SNR tHdesho
based model, this SNR gives a lower probability of arrfeal
short control packets than the BER-based model, as the FER is
function of frame length and BER.

1 1

0.8 1+
x 0.6 17 OAODV
el BDSR
0.2 H
o 41

BER
None

SNRT
None

BER
Ricean

SNRT BER SNRT
Ricean Rayleigh Rayleigh

Signal reception and fading models

Figure 7: PDRs of AODV and DSR with different signal
reception and fading models (Free space)
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Figure 8: PDRs of AODV and DSR with different signal
reception and fading models (Two ray)
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Figure 9: End-to-end delays of AODV and DSR with
different signal reception and fading models (Free space)
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Figure 10: End-to-end delays of AODV and DSR with
different signal reception and fading models (Two ray)

Figure 7 and Figure 8 show the PDR with different signal
reception and fading models, and Figure 9 and Figure 10 show
the average end-to-end delay for the corresponding case®r Eac
data point represents the average value from 8 runs withetiffer
random number seeds. With the different seeds, the mobility
pattern as well as the CBR sessions in the network are set
differently.

As shown in these four charts, both routing protocols perform
very well with the free space path loss model. Notedhaither
physical layer parameters were kept constant for this expatim
thus each node with the free space path loss has a larger
communication range (627m) than it does with the two ray path
loss (376m). This results in shorter routes to the destistio
and thus fewer packet drops as described in Section 2.3.
However, if the transmit power is adjusted to have the same
communication range as with the two ray path loss, the nletwor
performance with free space path loss is expected to become
worse than that with two ray path loss due to stronger
interference. The time scale of Figure 9 is adjusted to be
consistent with that of Figure 10, and this avoids magnifying
small changes in the end-to-end delay with the free space path
loss model. Although it is illegible in the figure, the eneehd
delay increases as the estimated channel condition becomes mor
severe (AODV: 0.01 to 0.22 s, DSR: 0.01 to 0.04 s).

With the two ray path loss model, the PDR values from e t
routing protocols change more significantly with differergnsil
reception and fading models. As expected, PDR values with the
SNR threshold based model are always lower than those with the
BER based model due to higher control packet loss noted earlier
in this subsection. The PDR values also decrease, asdihg fa
models become more extreme from no fading to Rayleigh.
Interestingly, the PDR with AODV decimates under increasingly
harsh channel conditions (from 75% to 24%), while the
performance with DSR, although starting much lower for the
least stressful condition, is much more consistent (from 43%
33%).



radio communication range is not changed, and those modeling
factors may change the conclusions of protocol evaluations.

4. CONCLUSIONS

This paper has focused on the effects of physical layer modeli
on the performance evaluation of higher layer protocols, asd ha
demonstrated the importance of the physical layer modeling eve
if the evaluated protocols do not directly interact with the
physical layer. The paper has also described details of physic
layer modeling in the three simulation tools commonly used fo
MANET studies, and shown the impacts of their differences on
the overall network performance for scenarios typicallydufee

the evaluation of ad hoc routing protocols. Future work includes
the validation of physical layer modeling against real lesg ad
hoc networks, and the evaluations of recent wireless device
technologies such as transmit power controls or smart argenna
To identify the cause of this performance deterioration with particularly for their impact on the overall performance of
AODV, we examined the number of link breaks. The link break MANET.

happens when the MAC protocol fails to transmit a data packet,

thus the routing protocol must find an alternative route to the 5, ACK NOWLEDGMENTS

destination. Note that a single link break can cause multiple This work is supported in part by the Defense Advanced
route breaks as the link can be used for multiple routes. FigureResearch Projects Agency through the Maya project under
11 shows the number of link breaks with AODV for different contract number N66001-00-1-8937, and the Office of Naval
signal reception and fading models. These numbers in the figureresearch through the MINUTEMAN project under contract
are from the same mobility pattern, thus the differenceién t  nymper N00014-01-C-0016. We would like to thank Yunjung
number of link breaks are solely derived from the different vj ang other members of UCLA Parallel Computing Laboratory
channel conditions estimated by the signal reception and fadingang wireless Adaptive Mobility Laboratory, for the data
models. As shown in the figure, AODV has more than twosime ¢qjjection ofns-2 / GloMoSim comparison, and the contribution

the number of link breaks for the worst case (SNRT, Rayleigh) ¢ protocol models necessary to carry out this work.
than for the best case (BER, None), and this link break increase

can easily reduce the PDR by more than 50% as shown in Figur
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Note that the number of link breaks with DSR for the samescase
is not included in the figure, as DSR reacts to the link breaks
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