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1 INTRODUCTIONImage segmentation is the �rst step in image analysis and pattern recognition. It is a critical and essentialcomponent of image analysis and/or pattern recognition system, is one of the most di�cult tasks in imageprocessing, and determines the quality of the �nal result of analysis. Image segmentation is a process ofdividing an image into di�erent regions such that each region is, but the union of any two adjacent regionsis not, homogeneous. A formal de�nition of image segmentation is as follows [1]: If P() is a homogeneitypredicate de�ned on groups of connected pixels, then segmentation is a partition of the set F into connectedsubsets or regions (S1; S2; :::; Sn) such that[ni=1Si =F, with Si \ Sj = �. ( i 6= j)The uniformity predicate P(Si) = true for all regions, Si, and P(Si [ Sj) = false, when i 6= j and Si andSj are neighbors.According to [2], \the image segmentation problem is basically one of psychophysical perception, andtherefore not susceptible to a purely analytical solution". There are many papers and several surveys onmonochrome image segmentation techniques. Color image segmentation attracts more and more attentionmainly due to the following reasons: 1) color images can provide more information than gray level images;2) the power of personal computers is increasing rapidly, and PCs can be used to process color imagesnow. The segmentation techniques for monochrome images can be extended to segment color imagesby using R, G and B or their transformations (linear/non-linear). However, comprehensive surveys oncolor image segmentation are few. [3] analyzed the problem when applying edge-based and region-basedsegmentation techniques to color images with complex texture, and [4] discussed the properties of severalcolor representations, the segmentation methods and color spaces.This paper provides a summary of color image segmentation techniques available at present, and de-scribes the properties of di�erent kinds of color representation methods and problems encountered whenapplying the color models to image segmentation. Some novel approaches such as fuzzy and physics-basedapproaches will be discussed as well.Section 2 brie
y introduces the major segmentation approaches for processing monochrome images:histogram thresholding, characteristic feature clustering, edge detection, region-based methods, fuzzy tech-niques and neural networks. Section 3 reviews some major color representations and their advantages/disadvantages.2



Section 4 investigates the segmentation techniques applied to color images using di�erent color representa-tions, and the summary is given in section 5.2 MONOCHROME IMAGE SEGMENTATIONMonochrome image segmentation approaches are based on either discontinuity and/or homogeneity of graylevel values in a region. The approach based on discontinuity tends to partition an image by detectingisolated points, lines and edges according to abrupt changes in gray levels. The approaches based on homo-geneity include thresholding, clustering, region growing, and region splitting and merging. Several surveypapers on monochrome image segmentation [1, 2, 5 - 8] cover the major image segmentation techniquesavailable.[2] discussed segmentation from the view point of cytology image processing. It categorized variousexisting segmentation techniques before 80's into three classes: (1) characteristic feature thresholding orclustering, (2) edge detection, and (3) region extraction. The segmentation techniques were summarizedand comments were given on the advantages and disadvantages of each approach. The threshold selectionschemes based on gray level histogram and local properties, and based on structural (textural) and syntactictechniques were described. Clustering techniques were regarded as \the multidimensional extension ofthe concept of thresholding." Some clustering schemes utilizing di�erent kinds of features (multi-spectralinformation, mean/variation of gray level, texture, color) were discussed. Various edge detection techniqueswere presented, which were categorized into two classes: parallel and sequential techniques. The paralleledge detection technique implies that the decision of whether a set of points are on an edge or not isdependent on the gray level of the set and some set of its neighbors, which includes high-emphasis spatialfrequency �ltering, gradient operators, adaptive local operator [9, 10], functional approximations [11, 12],heuristic search and dynamic programming, relaxation, and line and curve �tting, while the sequentialtechniques make decision based on the results of the previously examined points. A brief description ofthe major component of a sequential edge detection procedure was given. It also brie
y introduced regionmerging, region splitting and combination of region merging and splitting approaches.[5] classi�ed image segmentation techniques into six major groups: (1) measurement space guided spatialclustering, (2) single linkage region growing schemes, (3) hybrid linkage region growing schemes, (4) centroidlinkage region growing schemes, (5) spatial clustering schemes, and (6) split-and-merge schemes. These3



groups are compared on the problem of region merge error, blocky region boundary and memory usage.The hybrid linkage region growing schemes appear to o�er the best compromise between having smoothboundaries and few unwanted region merges. One of the drawbacks of feature space clustering is thatthe cluster analysis does not utilize any spatial information. The survey presented some spatial clusteringapproaches which combine clustering in feature space with region growing or spatial linkage techniques. Itgives a good summary of kinds of linkage region growing schemes. The problem of high correlation andspatial redundancy of multi-band image histograms and the di�culty of clustering using multi-dimensionalhistograms are also discussed.[6] surveyed segmentation algorithms based on thresholding and attempted to evaluate the performanceof some thresholding techniques using uniformity and shape measures. It categorized global thresholdingtechniques into two classes: point-dependent techniques (gray level histogram based) and region-dependenttechniques (modi�ed histogram or co-occurrence based). Discussion on probabilistic relaxation and severalmethods of multi-thresholding techniques was also given.[7] regarded image segmentation as the bridge in a machine vision system between a low-level visionsubsystem including image processing operations (such as noise reduction, edge extraction) to enhancethe input image, and a high-level vision subsystem including object recognition and scene interpretation.After segmentation, the enhanced input image is mapped into a description involving regions with somecommon features for the high-level vision tasks. The segmentation techniques are categorized into three mainclasses: pixel-based, edge-based, and region-based schemes. Some common image segmentation approachesare studied, such as Gaussian �ltering, Otsu's thresholding method, Chow-Kaneko's adaptive thresholding,Yanowitz and Bruckstein's adaptive edge-based thresholding, Parker's local intensity gradient approach, andHorowitz and Pavlidis's split, merge, and group (SMG) approach [7]. [1] reviewed gray level thresholding,edge detection and many other approaches such as fuzzy set segmentation approaches, neural networkbased approaches, Markov Random Field (MRF) based approaches, and surface based approaches. Italso considers range image and magnetic resonance image (MRI) besides the most common light intensityimage. A brief introduction to color image segmentation and fuzzy segmentation approach is discussed.The development based on the applications of fuzzy operators, properties and mathematics are presented,and segmentation based on IF-THEN rules is predicted as a promising research area in the near future.After the discussion of these segmentation approaches, the authors made a comparison of six histogram4



based methods and two iterative pixel classi�cation methods: relaxation and MAP (maximum a posteriori)estimation. Finally, the attempts for objective evaluation of segmentation results are studied.For detail descriptions of various monochrome image segmentation approaches, readers may refer to[1,2,5-7].3 COLOR FEATURESColor is perceived by humans as a combination of tristimuli R(red), G(green), and B(blue) which are usuallycalled three primary colors. From R,G,B representation, we can derive other kinds of color representations(spaces) by using either linear or nonlinear transformations. Several color spaces, such as RGB, HSI, CIEL*u*v* are utilized in color image segmentation, but none of them can dominate the others for all kinds ofcolor images. Selecting the best color space still is one of the di�culties in color image segmentation [13].Red, green, and blue components can be represented by the brightness values of the scene obtainedthrough three separate �lters (red, green, and blue �lters) based on the following equations:R = R� E(�)SR(�)d�G = R�E(�)SG(�)d�B = R�E(�)SB(�)d�where SR, SG, SB are the color �lters on the incoming light or radiance E(�), and � is the wavelength.The RGB color space can be geometrically represented in a 3-dimensional cube (Fig. 1) [14]. The coor-dinates of each point inside the cube represent the values of red, green and blue components, respectively.The laws of colorimetry are [15]: (1) any color can be created by these three colors and the combinationof the three colors is unique; (2) if two colors are equivalent, they will be again equivalent after multiplyingor dividing the three components by the same number; (3) the luminance of a mixture of colors is equal tothe sum of the luminance of each color. The tristimulus values that served as the color basis are: 425.8nmfor blue, 546.1nm for green, and 700.0nm for red. Any color can be expressed by these three color bases.RGB is the most commonly used model for the television system and pictures acquired by digitalcameras. Video monitors display color images by modulating the intensity of the three primary colors (red,green, and blue) at each pixel of the image [16, 17]. RGB is suitable for color display, but not good forcolor scene segmentation and analysis because of the high correlation among the R, G, and B components[18, 19]. By high correlation, we mean that if the intensity changes, all the three components will change5



accordingly. Also, the measurement of a color in RGB space does not represent color di�erences in a uniformscale, hence, it is impossible to evaluate the similarity of two colors from their distance in RGB space.3.1 Linear Transformations3.1.1 YIQYIQ is used to encode color information in TV signal for American system. It is obtained from the RGBmodel by a linear transformation:0BBBBB@ YIQ 1CCCCCA = 0BBBBB@ 0:299 0:587 0:1140:596 �0:274 �0:3220:211 �0:253 �0:312 1CCCCCA0BBBBB@ RGB 1CCCCCAwhere 0 � R � 1, 0 � G � 1, 0 � B � 1.The Y component, is a measure of the luminance of the color, and is a likely candidate for edge detectionin a color image. The I and Q components jointly describe the hue and saturation of the image [20]. TheYIQ space can partly get rid of the correlation of the red, green and blue components in an image. Thelinear transformation needs less computation time than nonlineal ones, which makes the YIQ space morepreferable to nonlinear systems.3.1.2 YUVYUV is also a kind of TV color representation suitable for European TV system. The transformation is:0BBBBB@ YUV 1CCCCCA = 0BBBBB@ 0:299 0:587 0:114�0:147 �0:289 0:4370:615 �0:515 �0:100 1CCCCCA0BBBBB@ RGB 1CCCCCAwhere 0 � R � 1, 0 � G � 1, 0 � B � 1.3.1.3 I1I2I3[21] performed systematic experiments of region segmentation to derive a set of e�ective color features. Ateach step of the recursive region splitting, new color features are calculated by Karhunen-Loeve transfor-mation of R, G, and B. It applied eight kinds of color pictures, analyzed over 100 color features, and founda set of e�ective color features as follows:I1 = R+G+B3 6



I2 = R�B2I3 = 2G�R�B4Comparing I1I2I3 with 7 other color spaces (RGB, YIQ, HSI, Nrgb, CIE XYZ, CIE (L�u�v�), andCIE (L�a�b�)), [21] claimed that I1I2I3 was more e�ective in terms of the quality of segmentation and thecomputational complexity of the transformation.3.2 Nonlinear Transformations3.2.1 Normalized RGB (Nrgb)When performing color image segmentation, we need to make colors not dependent on the change inlighting intensities. An e�cient method is to get the variations of intensities uniformly across the spectraldistribution. The normalized color space is formulated as:r = RR+G+B ,g = GR+G+B ,b = BR+G+B .Since r + g+ b = 1, when two components are given, the third component can be determined. We mayuse only two out of three [22].[23] created another normalized color representation space which was de�ned asY = c1R + c2G+ c3B,T1 = RR+G+B ,T2 = GR+G+B .where c1 + c2 + c3 = 1, c1, c2, and c3 are constants and can be combined to produce the illumination ofthe image pixel. We can see that T1 and T2 are decided only by the percentage of the RGB components,therefore, they can represent the real color information of an image, and they are independent of thebrightness of the image which is one of the advantages of the normalized RGB color system [24]. It is moreconvenient to represent the color plane since the color values are set to a narrow limitation.Normalization reduces the sensitivity of the distribution to the color variability [25]. It is relatively robustto the change of the illumination. But an obvious shortcoming of normalized RGB is that the normalizedcolors are very noisy if they are under low intensities. This is due to the nonlinear transformation from theRGB space to the normalized RGB space. 7



3.2.2 HSIThe HSI (hue-saturation-intensity) system is another commonly used color space in image processing,which is more intuitive to human vision [26-29]. There are some variants of HSI systems, such as HSB(hue-saturation-brightness), HSL (hue-saturation-lightness), and HSV (hue-saturation-value) [30, 31, 32].The HSI system separates color information of an image from its intensity information. Color informa-tion is represented by hue and saturation values, while intensity, which describes the brightness of an image,is determined by the amount of the light. Hue represents basic colors, and is determined by the dominantwavelength in the spectral distribution of light wavelengths. It is the location of the peak in the spectraldistribution. The saturation is a measure of the purity of the color, and signi�es the amount of white lightmixed with the hue. It is the height of the peak relative to the entire spectral distribution.The HSI color space can be described geometrically as in Fig. 2 [14]. Generally, hue is considered asan angle between a reference line and the color point in RGB space. The range of the hue value is from0o to 360o, for example, blue is 240o, yellow is 60o, green is 120o, and magenta is 300o. The saturationcomponent represents the radial distance from the cylinder center. The nearer the point is to the center,the lighter is the color. Intensity is the height in the axis direction. The axis of the cylinder describes thegray levels, for instance, zero (minimum) intensity is black, full (maximum) intensity is white. Each sliceof the cylinder perpendicular to the intensity axis is a plane with the same intensity.The HSI color system has a good capability of representing the colors of human perception, becausehuman vision system can distinguish di�erent hues easily, whereas the perception of di�erent intensity orsaturation does not imply the recognition of di�erent colors.The HSI coordinates can be transformed from the RGB space. The formulas for hue, saturation, andintensity are:H = arctan( p3(G�B)(R�G)+(R�B)),Int = (R+G+B)3 ,Sat = 1� min(R;G;B)I .The hue is unde�ned if the saturation is zero, and the saturation is unde�ned when the intensity is zero.We may use gray-level algorithms to operate on the intensity component of HSI description. To segmentobjects with di�erent colors, we may apply the segmentation algorithms to the hue component only. Forexample, we may set thresholds on the range of hues that separate di�erent objects easily, but it is di�cult8



to transform these thresholds into RGB values, since hue, saturation, and intensity values are all encodedinto RGB values. It is especially e�cient when the images have non-uniform illumination such as shade,since hue is independent on intensity values. We may also e�ciently apply thresholds to hue, saturation,and intensity components respectively to form some regions that can be �t for various region growingalgorithms. Hue is particularly useful in the cases where the illumination level varies from point-to-pointor image-to-image. If the integrated white condition holds, hue is invariant to certain types of highlights,shading, and shadows. Besides, segmentation in the 1-D hue space is computationally less expensive thanin the 3-D RGB space. One of the disadvantages of hue is that it has a non-removable singularity near theaxis of the color cylinder, where a slight change of input R, G, and B values can cause a large jump in thetransformed values. The singularities may create discontinuities in the representation of colors [15]. Thehue values near the singularity are numerically unstable. That is why pixels having low saturation are leftunassigned to any regions in many segmentation algorithms. Also, if the intensity of the color lies close towhite or black, hue and saturation play little role in distinguishing colors.3.2.3 CIE spacesCIE (Commission International de l'Eclairage) color system was developed to represent perceptual unifor-mity, and thus meets the psychophysical need for a human observer. It has three primaries denoted as X,Y, and Z. Any color can be speci�ed by the combination of X, Y and Z. The values of X, Y, and Z can becomputered by a linear transformation from RGB tristimulus coordinates. In particular, the transformationmatrix for the NTSC (National Television System Commission, United States) receiver primary system is:0BBBBB@ XYZ 1CCCCCA = 0BBBBB@ 0:607 0:174 0:2000:299 0:587 0:1140:000 0:066 1:116 1CCCCCA0BBBBB@ RGB 1CCCCCAThere are a number of CIE spaces can be created once the XYZ tristimulus coordinates are known.CIE (L�a�b�) space and CIE (L�u�v�) space are two typical examples. They can all be obtained throughnonlinear transformations of X, Y, and Z values.CIE (L�a�b�) is de�ned as:L� = 116( 3q YY0 )� 16,a� = 500[ 3q XX0 � 3q YY0 ],b� = 200[ 3q YY0 � 3q ZZ0 ]. 9



where fracYY0 > 0:01, XX0 > 0:01, and ZZ0 > 0:01. (X0; Y0; Z0) are X,Y,Z values for the standard white.CIE (L�u�v�) is de�ned as:L� = 116 3q YY0 � 16,u� = 13L�(u0 � u0),v� = 13L�(v0 � v0).where Y=Y0 > 0:01, Y0, u0, and v0 are the values for the standard white, and:u0 = 4XX+15Y+3Z ,v0 = 6YX+15Y+3Z .Each point in these two color spaces can be regarded as a point in the (L�; a�; b�) or (L�; u�; v�) three-dimensional color space, so that the di�erence of two colors can be calculated as the Euclidean distancebetween two color points. The formulas for the color di�erence are described below.For CIE (L�a�b�) space:�Eab = p(�L�)2 + (�a�)2 + (�b�)2For CIE (L�u�v�) space:�Euv = p(�L�)2 + (�u�)2 + (�v�)2The ability to express color di�erence of human perception by Euclidean distance is very important tocolor segmentation. (L�; a�; b�) or (L�; u�; v�) is approximately uniform-chromaticity-scale. That is, theymatch the sensitivity of human eyes with computer processing [33], whereas the RGB or XYZ color spacedoes not have such a property. Therefore, we can derive the perceptual color attributes such as intensity,hue and saturation conveniently. We may use one of the two CIE color spaces and the associated colordi�erence formulas to de�ne HSI space which is mapped to the cylindrical coordinates of (L�; u�; v�) or(L�; a�; b�) space, and also consistent to the de�nition of HSI space.For CIE (L�a�b�) space:I = L�,H = arctan( a�b� ),S = p(a�)2 + (b�)2.For CIE (L�u�v�) space:I = L�,H = arctan(u�v� ), 10



S = p(u�)2 + (v�)2.The two CIE spaces share same L� value, which de�nes the lightness, or the intensity, of a color.CIE spaces can control color and intensity information more independently and simply than RGBprimary colors. Direct color comparison can be performed based on geometric separation within the colorspace, therefore, it is especially e�cient in the measurement of small color di�erence. However, it still hasthe same problem of singularity as other nonlinear transformations.3.2.4 MunsellMunsell color system was created in 1969 [34]. It is one of the earliest methods to specify colors. TheMunsell color system uses three attributes of color perception, which are Munsell Hue, Value, and Chroma.Fig. 3 describes the Munsell color space.There are �ve colors regarded as the major hues, they are red (R), yellow (Y), green (G), blue (B) andpurple (P). The combinations of colors: YR, GY, BG, PB, and RP are �ve half-way hues. The hue circleis divided equally into 100 parts with the �ve major hues and the �ve half-way hues located on the circlewith equal spaces. All hue values are arranged on the hue circle, and can be described in two ways. One isto indicate their relative associations with a speci�ed hue, for example, R, 2R, and 10R. The other way isto assign a number to a hue: 5R=0, 6R=1, and increase the number clockwise along the hue circle to geta number for each hue.Munsell value (V) describes the lightness of a color. It de�nes the value of black as 0 and the value ofwhite as 10. An equation describes the relationship between V and Luminance Y:Y = 1:2219V� 0:23111V2+ 0:23951V3� 0:021009V4+ 0:0008404V5,Chroma (C) is like the saturation component in the CIE representation. It describes the purity of acolor. When C is equal to zero, it is an achromatic color.Similar to the HSI space, the Munsell color space can also be represented by a cylindrical coordinatesystem consisting of H, V and C. However, we cannot convert the Munsell color system into CIE standarddescriptions by a formula. Therefore, a method must be created to map the real color signals into theMunsell space [34]. Three levels of image representation were demonstrated in the experiment. The lowestlevel, density, can be achieved by Black/White component of the images; the next level, three primarycolors, can be implemented on RGB images; and the highest level, three perceptual attributes can becon�rmed with the images of Munsell HVC system. 11



3.3 Hybrid Color Space[35] proposed a method to classify the pixels in Hybrid Color Space (HCS) which is composed by a set ofthree color features. Taking into account the K available color features ( R, G, B, Rn, Gn, Bn, I, H, S, X,Y, Z, Xn, Yn, Zn, L�, a�, b�, u�, v�, I2, I3, A, C1, C2, Y0 , I0 , Q0 ,U0 , V0, C�uv, h0uv, S�uv, C�a;b, h0ab ). It useda speci�c informational criterion to select a set of three most discriminating color features. Experimentalresults show that: I3 , A and C�uv color features are selected. Finally, the classi�ed LUV and HCS images arecompared . This method depends on the application. It does not give the optimal solution but consumesless computational time.3.4 Physics Based ModelsThe traditional methods of color image segmentation su�er from too many erroneous regions because theyhave not accounted for the in
uence of optical e�ects on object colors. Image segmentation should baseon material surface changes that include the material changes and variation due to shading, shadows andhighlights. Besides objects receive the lights directly from illumination sources, they re
ect lights fromother objects. If the physical models were included at the segmentation stage, many of these regions couldbe classi�ed correctly.Physical models in color image processing are quite di�erent from the conventional color informationrepresentations. These models aim at eliminating the e�ect of highlights, shadows and shading, and seg-menting a color image at boundaries of objects. Shafer's \dichromatic re
ection model"[36] and Healey's\approximate color-re
ectance model (ACRM)"[37] are two typical examples.Re
ection is highly related to the nature of the materials. [37] divided materials into di�erent classes:one includes optically homogeneous materials like metals, glass and crystals, and another includes theoptically inhomogeneous materials such as plastics, paper, textiles and paints. Usually it is very helpfulto identify or classify the material in the scene of an image before an algorithm is applied. For example,we should distinguish metals from dielectrics since they interact with lights in di�erent ways. Thus, theyrequire di�erent algorithms in image understanding.Based upon a dichromatic re
ection model, [36] used a method to determine the amount of interfacere
ection and body re
ection in a color image pixel by pixel. It also presented an algorithm for analyzingcolor values in an image, which is very useful in color image understanding.12



3.5 Discussion on Color Space[38] showed that nonlinear color transformations such as HSI and the normalized color space had essential,non-removable singularities and there were spurious modes in the distribution of values. [38] suggested thatlinear spaces, such as YIQ, be used, rather than nonlinear spaces.The major problem of linear color spaces is the high correlation of the three components, which makesthe three components dependent upon each other and associate strongly with intensity. Hence, linear spacesare very di�cult to discriminate highlights, shadows and shading in color images. Besides, if a linear colorspace is used, image segmentation has to be performed in a 3D space, usually on one component at a time,because it is di�cult to combine the information inherent in these components. However, nonlinear colorspaces do not have such problems. In HSI space, hue can be used for segmentation in 1D space if thesaturation is not low, where certain types of highlights, shadows and shading can be discounted [30].4 COLOR IMAGE SEGMENTATIONIt has long been recognized that human eye can discern thousands of color shades and intensities but onlytwo-dozen shades of gray. It is quite often when the objects cannot be extracted using gray scale but canbe extracted using color information. Compared to gray scale, color provides information in addition tointensity. Color is useful or even necessary for pattern recognition and computer vision. Also the acquisitionand processing hardwares for color images have become more available and accessible to deal with thecomputational complexity caused by the high-dimensional color space. Hence, color image processing hasbecome increasingly more practical.As mentioned before, the literature on color image segmentation is not as extensively present as that onmonochrome image segmentation. Most published results of color image segmentation are based on graylevel image segmentation approaches with di�erent color representations, as shown in Fig. 4.[1] gives a brief introduction to color image segmentation, and mentions that color images can beconsidered as a special case of multi-spectral images and any segmentation method for multi-spectral imagescan be applied to color images. [3] analyzed the complexities encountered in segmenting color images withcomplex texture. Only two color spaces, RGB and HSI, are discussed. Texture is considered to be the majorproblem for all segmentation techniques, thus much more discussion was made on texture analysis than oncolor representation, and the problems of feature extraction in images with textural variations are discussed13



particularly. The paper focuses on two major groups of segmentation techniques: boundary formation andregion formation. The problem of how and to what degree the semantic information should be employed inimage segmentation is discussed brie
y. Experimental results are also presented. [4] discussed several colorspaces (RGB, normalized RGB space, HSI, CIE L�u�v�, YIQ, YUV) and their properties. Segmentationapproaches are categorized into four classes: pixel based segmentation, area based segmentation, edge basedsegmentation and physics based segmentation. A brief conclusion is drawn based on the analysis of theliterature available.Most gray level image segmentation techniques can be extended to color images, such as histogramthresholding, clustering, region growing, edge detection, fuzzy approaches and neural networks. Gray levelsegmentation methods can be directly applied to each component of a color space, then the results can becombined in some way to obtain a �nal segmentation result [39]. However, one of the problems is how toemploy the color information as a whole for each pixel. When the color is projected onto three components,the color information is so scattered that the color image becomes simply a multispectral image and the colorinformation that humans can perceive is lost. Another problem is how to choose the color representationfor segmentation. As discussed in the previous section, each color representation has its advantages anddisadvantages. There is no single color representation that can surpasses others for segmenting all kinds ofcolor images.In most of the existing color image segmentation approaches, the de�nition of a region is based onsimilarity of color. This assumption often makes it di�cult for any algorithms to separate the objects withhighlights, shadows, shadings or texture which cause inhomogeneity of colors of the objects' surface. UsingHSI can solve this problem to some extent except that hue is unstable at low saturation. Some physicsbased models have been proposed to solve this problem [36, 37, 40-52]. These models take into account thecolor image formation [17], but they have too many restrictions which prevent them from being extensivelyapplied.Segmentation may be also viewed as image classi�cation problem based on color and spatial features.Therefore, segmentation methods can be categorized as supervised or unsupervised learning/classi�cationprocedures. [53] Compared di�erent color spaces (RGB, normalized RGB, HIS, hybrid color space) andsupervised learning algorithms for segmenting fruit images. Supervised algorithms include: Maximum Like-lihood, Decision Tree, K Nearest Neighbor, Neural Networks, etc. [54] explored six unsupervised color image14



segmentation approaches: adaptive thresholding , fuzzy C-means, SCT/center split, PCT (principal com-ponents transform)/median cut, split and merge, multiresolution segmentation. [54] showed that combiningdi�erent methods results in further improvement in the number of correctly identi�ed tumor borders, andby incorporating additional heuristics in merging the segmented object information, the success rate can befurther increased. Some algorithms combine unsupervised with supervised methods to segment color im-ages. [55] used unsupervised learning and classi�cation based on the FCM algorithm and nearest prototyperule. The classi�ed pixels are used to generate a set of prototypes which are optimized using a multilayerneural network. The supervised learning is utilized because the optimized prototypes are subsequently usedto classify other image pixels. [56] employed a neural network for supervised segmentation and a fuzzyclustering algorithm for unsupervised segmentation. The detail description of various unsupervised andsupervised approaches to color image segmentation can be found in [124, 130, 131].4.1 Histogram Thresholding (Mode Method) and Color Space ClusteringHistogram thresholding is one of the widely used techniques for monochrome image segmentation [19]. Itassumes that images are composed of regions with di�erent gray level ranges, the histogram of an imagecan be separated into a number of peaks (modes), each corresponding to one region, and there exists athreshold value corresponding to valley between the two adjacent peaks. As for color images, the situationis di�erent from monochrome image because of multi-features. Multiple histogram-based thresholdingdivided color space by thresholding each component histogram. There is some limitation when dividingmultiple dimensions because thresholding is a technique for gray scale images. For example, the shape ofthe cluster is rectangle. [57] used a tool for clustering color space based on the least sum of squares criterionand gave an approximate solution. Since the color information is represented by tristimulus R, G and B ortheir linear/non-linear transformations, representing the histogram of a color image in a 3-dimensional arrayand selecting threshold in this histogram is not a trivial job [5], and detecting the clusters of points withinthis space will be computationally expensive. One way to solve this problem is to develop e�cient methodsfor storing and processing the information of the image in the 3D color space. Due to the capability of theRAM is increasing rapidly, this problem alleviats. [58] used a binary tree to store the 3D histogram of acolor image, where each node of the tree includes RGB values as the key and the number of points whoseRGB values are within a range, with this key being the center of the range. [59] also utilized the same data15



structure and similar method to detect clusters in the 3D normalized color space (X, Y, I). Another wayis to project the 3D space onto a lower dimensional space, such as 2D or even 1D. [60] used projections of3D normalized color space (X, Y, I) onto the 2D planes (X-Y, X-I, and Y-I) to interactively detect insectinfestations in citrus orchards from aerial color infrared photographs. [61] provided segmentation approachesusing 2D projections of a color space. [62] suggested a multidimensional histogram thresholding schemeusing threshold values obtained from three di�erent color spaces (RGB, YIQ, and HSI). This method usesa mask for region splitting and the initial mask includes all pixels in the image. For any mask, histogramsof the nine redundant features (R, G, B, Y, I, Q, H, S, and I) of the masked image are computed, all peaksin these histograms are located, the histogram with the best peak is selected and a threshold is determinedin this histogram to split the masked image into two subregions for which two new masks are generated forfurther splitting. This operation is repeated until no mask left unprocessed, which means none of the ninehistograms of existing regions can be further thresholded and each region is homogeneous. [63] segment acolor image into regions with perceptually uniform colors by means of Munsell three-color attributes (H,V and C). A recursive thresholding method similar to the one in [62] is executed to segment a color imageinto some meaningful regions. A criterion for locating the best peak is de�ned asf = (Sp � 100)=(Ta� Fh)where Sp represents a peak area between two successive valleys, Ta is the overall area of the histogram,and Fh denotes the full width at half-maximum of the peak. In order to obtain the maximum informationbetween two sources, mode (regions with high densities) and valley (regions with low densities), [64] adoptedentropy based thresholding method. Mode seeking is decided by the multimodel probability density function(pdf) estimation, and the mode can be found by thresholding the pdf.In the above approaches, thresholding is performed on only one color component at a time. Thus theregions extracted are not based on the information available from all three components simultaneouslybecause the correlation among the three components is neglected. This problem can be solved if we can�nd such a line that when the points in the 3D space are projected onto it, and the projected points canbe well separated. [65] utilized the Fisher Linear Discriminant to �nd such a line for 1D thresholding.The method operates in the CIE (L�a�b�) color space. The cluster distribution in the 3D space is �rstestimated using only 1D histograms. Then, for 1D thresholding, the clusters are projected onto the linedetermined by the Fisher discriminant method which can minimize the clustering error rate. This permits16



the simultaneous utilization of all color information.[21] employed the segmentation approach in [62] to extract a set of e�ective color features through ex-periments. Instead of using redundant features for thresholding, it applied Karhunen-Loeve transformationto RGB color space to extract features with large discriminant power to isolate the clusters in a givenregion. Given a region S, let � be the covariance matrix of the distributions of R, G, and B in S, andlambda1, �2 and �3 be the eigenvalues of � and �1 � �2 � �3. Let Vi = (vRi; vGi; vBi)t be the eigenvectorsof � corresponding to �i, i.e.,� �Vi = �i �Vi,where i = 1; 2; 3. Then, the color features F1;F2; and F3 are de�ned as:Fi = vRi � R + vGi �G+ vBi � Bwhere k Vi k= 1, and i = 1; 2; 3.It can be proved that F1;F2; and F3 are uncorrelated, and F1 has the largest variance equal to �1, thushas the largest discriminant power. F2 has the largest discriminant power among the vectors orthogonalto F1. At each step of segmentation, three new color features F1;F2, and F3 are adaptively calculatedand used to compute the histograms for thresholding. However, performing K-L transformation at eachsegmentation step involves too much computational time for real application. [21] just used it as a tool to�nd a set of color features as e�ective as those extracted by K-L transformation (see Section 3.2.3).[66] also used the same idea to extract the principal components of a color distribution for detectingclusters. A detail algorithm is given in [63] for determining the peaks in a histogram. \Clustering ofcharacteristic features applied to image segmentation is the multidimensional extension of the conceptof thresholding" [2]. Generally, two or more characteristic features form a feature space and each class ofregions is assumed to form a separate cluster in the space. The reason to use multiple characteristic featuresto perform image segmentation is that, sometimes, there are problems not solvable with one feature butsolvable with multiple features. The characteristic features may be any features that could be used for thesegmentation problem, such as the gray level value of multi-spectral images, gray level histogram, mean,deviation, texture, etc. For color images, a color space is a natural feature space, and applying the clusteringapproach to color image segmentation is a straightforward idea, because the colors tend to form clusters inthe color space. Clustering has been used as an important pattern recognition technique for many years.The biggest problem that it su�ers from is how to determine the number of clusters in an unsupervised17



clustering scheme, which is known as cluster validity. As for a color image, the selection of color space isquite critical to this approach. For example, if R, G, B is selected for color clustering, because of the highcorrelation among R, G and B, the object with a uniform color but di�erent intensities could be segmentedinto di�erent objects. In other words, color image with shadows or shading cannot be segmented properly.[67] presented a two-stage segmentation algorithm for color images based on 1D histogram thresholdingand the fuzzy c-means (FCM) techniques which are viewed as coarse and �ne segmentations, respectively.At the coarse stage, 1D histogram thresholding is applied to one color component a time (RGB, YIQ,and I1I2I3), then scale-space �lter is used to locate the thresholds in each color component's histogram.These thresholds are then used to partition the color space into several hexahedra. The hexahedra thatcontain a number of pixels exceeding a prede�ned threshold are declared as valid clusters. All peaks in the1D histograms could be the cluster centers. The coarse segmentation attempts to automatically �nd thenumber of classes and the center of each class. At the �ne stage, FCM is used to assign the unclassi�edpixels to the closest class using the cluster centers detected at the coarse stage. This technique tried to solvethe problem of cluster validity by using a coarse-�ne concept. But it is still based on the assumption thatthe histograms are not unimodal. It has the same disadvantage as most thresholding techniques have. [26]proposed an iterative multispectral image segmentation approach using FCM, and performed experimentsin RGB and Ohta color spaces. The Ohta feature space is a linear transformation of RGB space. The threefeatures are (R+G+B)=3, (R�B) and (2 �R�G�B)=2. They are signi�cant in this order, and in manycases good segmentation can be achieved by using only the �rst two.[68] proposed a method based on K-nearest neighbor (K-NN) technique for detecting fruit and leavesin a color scene, which is used to build a vision system for a robotic citric harvesting device. The featurevectors are based on the YUV color space. In order to incorporate information about shape and surface ofthe fruit and leaves, not only the color components of the pixel itself but also the components of its fourneighbors are included in the vector X(i, j)X(i; j) = [U(i; j);V(i; j);U(i+h; j);V(i+h; j);U(i�h; j);V(i�h; j);U(i; j+h);V(i; j+h);U(i; j�h);V(i; j�h)]where U(i, j) and V(i, j) are the U and V components of YUV color coordinates and h represents theneighbor. How to choose reference sample becomes important because only �nite reference can be used inpractice. Secondly, mislabeled reference and/or \outlyer" can reduce the classi�cation accuracy. Thirdly,the more the number of references, the more noise or erroneous data. Finally, large reference-sets can bring18



a problem of computational speed. The combined technique of multiediting and condensing is applied toreduce the size of the reference set. By doing so, still with very high accuracy, the computational time canbe reduced dramatically.4.2 Region Based ApproachesRegion-based approaches, including region growing, region splitting, region merging and their combination,attempt to group pixels into homogeneous regions. In the region growing approach, a seed region is �rstselected, then expanded to include all homogeneous neighbors, and this process is repeated until all pixelsin the image are classi�ed. One problem with region growing is its inherent dependence on the selection ofseed region and the order in which pixels and regions are examined. In the region splitting approach, theinitial seed region is simply the whole image. If the seed region is not homogeneous, it is usually dividedinto four squared sub-regions, which become new seed regions. This process is repeated until all sub-regionsare homogeneous. The major disadvantage of region splitting is that the resulting image tends to mimic thedata structure used to represent the image and comes out too square. The region merging approach is oftencombined with region growing or region splitting to merge the similar regions for making a homogeneousregion as large as possible.These techniques work best on images with an obvious homogeneity criterion and tend to be lesssensitive to noise because homogeneity is typically determined statistically. They are better than featurespace thresholding or clustering techniques by taking into account both feature space and the spatial relationbetween pixels simultaneously. However, all region-based approaches are by nature sequential, and anotherproblem with these techniques is their inherent dependence on the selection of seed region and the order inwhich pixels and regions are examined. [21], [62], [63] and [65] used region splitting approach to segmentcolor images. The homogeneous criteria utilized by them are based on 1D histogram thresholding on thefeatures of color components or extracted from color spaces.[69] proposed a color segmentation approach which combines region growing and region merging tech-niques. It starts with the region growing process using the criteria based on both color similarity and spatialproximity. Euclidean distance over R, G, B color space is used to de�ne the color similarity, which de�nesthree criteria of color homogeneity: the local homogeneity criterion (LHC) corresponding to a local compar-ison between adjacent pixels; the �rst average homogeneity criterion (AHC1) corresponding to a local and19



regional comparison between a pixel and its neighborhood, considering only the region under study; and thesecond average homogeneity criterion (AHC2) corresponding to a global and regional comparison betweena pixel and the studied region. The regions generated by region growing process are then merged on thebasis of a global homogeneity criterion based on color similarity to generate a non-partitioned segmentationconsisting of spatially disconnected but similar regions. The problem with this method is that the selectionof the thresholds for these criteria is rather subjective and the thresholds are image-dependent. Anotherproblem is that it is not applicable to images with shadows or shading.In order to recognize the small object or local variance of color image, [70] proposed a hierarchicalsegmentation which identi�es the uniform region via a thresholding operation on a homogeneity histogram.The homogeneity is de�ned as a composition of two components: variance and discontinuity of the intensity,(R + G + B)=3, the local information as well as global information is taken into account, therefore, thequality of the segmentation result is much improved. The region-based approach is widely used in colorimage segmentation because it considers the color information and spatial details at the same time.4.3 Edge DetectionEdge detection is extensively utilized for gray level image segmentation, which is based on the detectionof discontinuity in gray level, trying to locate points with abrupt changes in gray level. Edge detectiontechniques are usually classi�ed into two categories: sequential and parallel [1, 2]. A parallel edge detectiontechnique means that the decision of whether or not a set of points are on an edge is not dependenton whether other sets of points lie on an edge or not. In principle, the edge detection operator can beapplied simultaneously all over the image. One technique is high-emphasis spatial frequency �ltering.Since high spatial frequencies are associated with sharp changes in intensity, one can enhance or extractedges by performing high-pass �ltering using the Fourier operator. The problem here is how to design arelevant �lter. There are many types of parallel di�erential operators such as Roberts, Sobel, and Prewittoperators, which are called the �rst di�erence operators, and the Laplacian operator, which is called thesecond di�erence operator. The main di�erences between these operators are the weights assigned to eachelement of the mask. These operators require that there is a distinct change in gray level between twoadjacent points, and only very abrupt edges between two regions could be detected. They cannot detectill-de�ned edges that are formed by a gradual change in gray level across the edge. Since the computation20



is based on a small window, the result is quite susceptible to noise. Sequential edge detection means thatthe result at a point is dependent on the result of the previously examined points. There are a number ofsequential techniques utilizing heuristic search and dynamic programming. The performance of a sequentialedge detection algorithm will depend on the choice of a good initial point, and it is not easy to de�ne atermination criterion.In a monochrome image, edge is de�ned as a discontinuity in the gray level, and can be detected onlywhen there is a di�erence of the brightness between two regions. However, in color images, the informationabout edge is much richer than that in monochrome case. For example, edges between two objects with thesame brightness but di�erent hue can be detected in color images [71]. Accordingly, in a color image, anedge should be de�ned by a discontinuity in a three-dimensional color space. [23] gave three alternativesfor the de�nition of a color edge: (i) De�ne a metric distance in some color space and use discontinuities inthe distance to determine edges. This makes color edge detection still be performed in 1D space. Hence theresult cannot be expected to be better than that achieved by edge detection in an equivalent monochromeimage. (ii) Regard a color image as composed of three monochrome images formed by the three colorcomponents respectively, and perform gray level edge detection on these three images separately. Then theedges detected in the three images might be merged by some speci�ed procedures. This is still essentiallya gray-level edge detection technique and may be unsatisfactory in some cases, for example, when gradientedge detectors are employed, the three gradients for one pixel may have the same strength but in oppositedirections [72, 73]. (iii) Impose some uniformity constraints on the edges in the three color components toutilize all of the three color components simultaneously, but allow the edges in the three color componentsto be largely independent. Actually, these constraints directly a�ect the computation of the three colorcomponents, which makes de�nition (iii) essentially di�erent from de�nition (ii).[23] used de�nition (iii) to de�ne a color edge, which is based on the edge operator provided by [11, 12].This de�nition allows the edges in the three components to be independent, except that the spatial angles ofthe edges have to be the same. Y, T1, and T2 are used to compute color edges using an extension of the edgeoperator in [11, 12], and the edges in hue and saturation components are derived from the computationsperformed on the Y;T1, T2 components. The results of the experiments on two images show that most ofthe edges in the chromatic components correspond to the boundaries of desired objects, and the numberof edges detected in chromatic components (T1, T2, hue and saturation) is smaller than that of the edges21



detected in the brightness component (Y) because the color in an image is relatively invariant over theobject surface while the brightness may vary due to nonuniform illumination and re
ections, and for a largepercentage of the cases, the brightness edge also exists where a chromatic edge exists. However situationsexist in images with low contrast or poor illumination where the brightness edges are absent but chromaticedges are present. The explanation is that in natural scenes, it is unlikely that objects of di�erent huewill accidentally have the same brightness component. Based on the above observation, [23] suggested thatthe use of color is more likely to aid in obtaining reliable initial data in a multilevel segmentation schemebecause the chromatic edges seem to contain fewer spurious edges, and also concluded that ignoring thecolor information results in only a graceful degradation in performance because the brightness edges andchromatic edges tend to be highly correlated. This is true only for the two images employed in that paper,because there are hardly any shadows or shading in these two images. For the images with considerableamount of shadows and shading, this conclusion will not be appropriate any more. The hue and saturationinformation turns out to be very important, because in such a case the brightness information cannot, butthe hue information can, be used to detect proper edges at the boundaries of shadows or shading. Therefore,if there exists a large amount of shadows or shading, the degradation of performance resulted from ignoringchromatic information will no longer be graceful.[20] discussed the choice of the color spaces for edge detection. It considered RGB, YIQ, CIE (L�a�b�),G1*G2*G3* and P1P2P3, where G1*G2*G3* is obtained using the model of the human visual system,and P1,P2 and P3 are the three principal components obtained using the normalized covariance matrixof the red, green and blue components of a color image. The normalized covariance matrices of the threecomponents in the color spaces of a girl picture are given. For each color space, edge detection is performedusing the compass gradient edge detection method. The color edge is determined by the maximum value ofthe 24 gradient values in three components and eight directions at a pixel. By analyzing the energy contentand edge activity index of the color components, it was concluded that the inherent cross-correlation ofthe three components in a color space should be considered for color edge detection, and the most e�ectivecomponents for color edge detection are G, P1, Y, L* and G1* which are related to the brightness componentsin the �ve color spaces. However, [20] did not take into account the e�ect of shadows or shading.[74] argued that the edges detected in hue correlate more directly with material boundaries than thosedetected in brightness, RGB, or normalized space, and the color segmentation in the HSI space could make22



the segmentation results enhanced in images with high saturation, even in the presence of confoundingcues due to shading, shadow, transparency, and highlights. It compared several color spaces such as RGB,Normalized RGB, HSI and (L�a�b�), discussed the properties of hue, and demonstrated that due to theadditive/shift invariance and multiplicative/scale invariance properties, hue is invariant to transparenciesand certain types of highlights, shadows and shading. The method for edge detection in the paper is:�rst, use Canny edge operator [77] to generate an intensity edge map; then gradually eliminate the edgesif the hue changes are small. The major problem of the HSI space is its singularity at the axis of thecolor cylinder where R=G=B or saturation =0. Hue is unstable at low saturations, thus, using hue tosegment regions with low saturations is not reliable. [74] utilized a �rst-order membrane type stabilizerbased on Markov random �elds to smooth the unstable hue regions of low saturations or low intensitiesand obtained much improvement in color segmentation. The experiments show that starting with anintensity edge map and applying the �rst-order smoothness operator to the hue map generated by a moduloedge detector can result in a hue edge map that discounts confounding cues due to shading, shadow,transparency, and highlights. Based on this work, [74] designed and fabricated an analog CMOS VLSIcircuit with on-board phototransistor input that computes normalized color and hue. [75] adopted animproved watershed algorithm which uses gradient of gray level to segment image into homogeneous regionsand oversegmentation is also considered. [76] incorporated the zero-, �rst-, and second-order derivatives.Some advantages of the algorithm are : 1. Precise region boundaries are detected. 2. Overcome undesirableundersegmentation caused by the oversmoothing and oversegmentation of ramp-like region. 3. Smallsegments caused by noise variations in statistically coherent regions are removed.We want to emphasize here that edge detection cannot segment an image by itself. It can only provideuseful information about the region boundaries for the higher level systems, or it can be combined withother approaches, e.g., region based approaches [78 - 83], to complete the segmentation tasks.4.4 Fuzzy TechniquesThe segmentation approaches mentioned above take crisp decisions about regions. Nevertheless, the regionsin an image are not always crisply de�ned, and uncertainty can arise within each level of image analysisand pattern recognition. It can occur at the low level in the raw sensor output, and extend all the waythrough intermediate and higher levels. Since decisions at any level are based on the results of previous23



levels, any decision made at a previous level will have an impact on all higher level activities. A recognitionor computer vision system must have su�cient 
exibility for processing of uncertainty in any of these levelsso that the system could retain as much information as possible at each level. In this way, the �nal outputof the system may not be biased too much by lower level decisions, unlike the classical approaches. As the�rst essential step of a recognition or vision system, image segmentation particularly should have such aprovision for representing and manipulating the uncertainties.Fuzzy set theory provides a mechanism to represent and manipulate uncertainty and ambiguity. Fuzzyoperators, properties, mathematics, and inference rules (IF-THEN rules) have found considerable appli-cations in image segmentation [1, 84-107]. Prewitt �rst suggested that the output of image segmentationshould be fuzzy subsets rather than ordinary subsets [1]. In fuzzy subsets, each pixel in an image has adegree to which it belongs to a region or a boundary, characterized by a membership value. By doing so,we can avoid making a crisp decision earlier and keep the information through the higher processing levelsas much as possible.Recently, there has been an increasing use of fuzzy logic theory for color image segmentation [20, 26, 63,108-120]. As mentioned above, for color images, the colors tend to form clusters in color space which canbe regarded as a natural feature space. One problem with traditional clustering techniques is that there areonly two values, either 1 or 0, to indicate to what degree a data point belongs to a cluster. This requireswell-de�ned boundaries between clusters, which is not the usual case for real images. This problem canbe solved by using fuzzy set methods. FCM is a method that can allow ambiguous boundaries betweenclusters, and has received much attention [26]. It is an iterative optimization method. It calculates thememberships of a data point in each of the clusters based on the distances between the point and thecluster centers. The cluster centers are then updated based on the resulting clusters. In the iteration, anobjective criterion function is used to minimize the distance between the data point in a cluster and thecluster center, and to maximize the distance between cluster centers.In a two-stage (coarse and �ne) segmentation algorithm, [67] used FCM to assign the unclassi�ed pixelsat the coarse stage to the closest class using the detected cluster centers. This technique tried to solvethe problem of cluster validity by using a coarse-�ne concept. But its applicability is still limited by thehistogram thresholding technique. [26] proposed an iterative multispectral image segmentation approachbased on FCM and performed experiments on a color image in RGB and Ohta color spaces. There are two24



major problems with the FCM method: 1) How to determine the number of clusters remains unsolved. 2)The computational cost is quite high for large data sets.[108] de�ned a segment as \a collection of touching pixels having almost the same color while the changein color is gradual" and utilized a fuzzy approach to attack this fuzzy concept. It de�ned a contrast fuzzymembership function on a RGB space as follows�c = 8>>>>><>>>>>: 0 if Contrast � a11 if Contrast > a2(Contrast� a1)=(a2� a1) otherwisewhere Contrast = p(Rv � Rw)2 + (Gv �Gw)2 + (Bv � Bw)2 is the contrast between two pixels v and w,a1 and a2 are two predetermined thresholds. The concept of contrast is used to determine the homogeneitycriterion for the region-growing approach, which is de�ned as: the absolute contrast (contrast betweenpixel and region) is low and the local or relative contrast (contrast between pixel and its neighbors in thegrowing direction) is also low. This criterion can keep the segment growing even when there is a gradualchange of color on the surface of an object and also prevents two regions with similar color but separatedby an edge from merging. Using fuzzy membership function, [108] also de�ned degree of farness �f , whichis determined by the distance in spatial domain and the contrast in color space, i.e., �f = �d � �c wheremud is the membership function of distance and �c is the membership function of contrast. The farness isthen used to assign the unclassi�ed pixels to the closest clusters. The problem is that R,G and B are highlycorrelated and subject to the illumination, which makes the contrast de�ned by RGB not reliable.[109] proposed a color edge detection approach based on fuzzy IF-THEN rules in the HSI color space.Linear fuzzy membership functions are used to describe the absolute di�erence in the three components ofHSI between two pixels, and, particularly, to describe the relevance of hue due to the unstability of hue atlow saturation. Several 3x3 masks are used to describe the potential edge structures, and for each mask, afuzzy IF-THEN rule is developed. These rules are then combined using fuzzy \OR" operator to infer fuzzysubsets representing the potential edges. The fusion of the edges detected in hue, saturation and intensityis quite natural using fuzzy logic representation. The �nal fuzzy set PEP HSI (Potential Edge Pixel in HSIspace) is obtained by a weighted combination of three sets representing three types of edge pixels (S3: edgepixels in three components, S2: edge pixels in two components, and S1: edge pixels in only one component).The membership function for PEP HIS is de�ned as25



�pep his = 1=2� �s3 + 1=3� �s2 + 1=6� �s1[110] proposed a color image segmentation algorithm based on fuzzy homogeneity. The fuzzy set theoryand maximum fuzzy entropy principle are used to map the color image from space domain to fuzzy domain,which will keep the maximum information. Both the global and local information is taken into accountwhile calculating fuzzy homogeneity histogram. The scale-space �lter (SSF) is utilized to analyze thehomogeneity histogram to �nd the appropriate segments. The �nal result is transformed from fuzzy domainto space domain using the inverse S-function. The experimental results demonstrate the e�ectiveness ofthe proposed approach. [111] employed the concept of homogram to extract homogeneous regions in acolor image. Utilizing the fuzzy homogeneity approach to �nd thresholds for each color component. Thenthe segmentation results for the three-color components are combined. In order to solve the problem ofover-segmentation, a region merging process is performed based on color similarity. This approach is moree�ective in �nding homogeneous regions than histogram-based approach.4.5 Physics Based ApproachesPhysics based segmentation approaches aim at solving this problem by employing physical models to locatethe objects' boundaries while eliminating the spurious edges of shadow or highlights in a color image.Among the physics models, \dichromatic re
ection model" [36] and \approximate color-re
ectance model(ACRM)" [37] are the most common ones.Re
ection is highly related to the nature of the materials. [37] divided materials into di�erent classes:optically homogeneous materials like metals, glass and crystals, and optically inhomogeneous materials suchas plastics, paper, textiles and paints. Usually it is very helpful to identify or classify the material in thescene of an image before the algorithm is applied. For example, we should distinguish metals from dielectricssince they interact with lights in di�erent ways and require di�erent algorithms for image understanding.Using the color feature of human face, [51] built a skin color model to capture the chromatic charac-teristics. Human skin color fall in a small region in color space and can be approximated by a Gaussiandistribution. According to color and shape features of human faces, [51] concluded: regardless of the size,orientation and viewpoint, human face in color image can be identi�ed. In order to segment images contain-ing multi-colored object and multiple materials, [52] proposed a model consisting of three elements: surface,illumination, and the light transfer function. The parameter space for every element is divided into a set of26



subspaces, which allow reasoning about the relationships of adjacent hypothesis region. Based on physicalparameters, [52] gave all possible combinations of the subsets and some rules of merging. This approach iseasily expendable and allows greater complexity in images.Based on \dichromatic re
ection model", [36] created a method to determine the amount of interfacere
ection and body re
ection in a color image pixel by pixel, and presented an algorithm for analyzing colorvalues, which is very useful in color-image understanding. \ACRM" [37] demonstrated the independenceof the spectral composition and geometrical scaling of the light re
ected. This model is consistent withdichromatic re
ection model when the materials are inhomogeneous dielectrics.Physics based segmentation approaches use the same segmentation techniques discussed before. Forexample, [42] used Canny's edge detector [77] to segment an image of a valve based on the ACRM model,and [121] applied clustering method to color image segmentation based on the dichromatic re
ection model.The characteristic of these approaches lies in that they use di�erent re
ection models for color images.The existing physics based models are e�cient only in image processing for the materials whose re
ectionproperties are known and easy to model. There are too many rigid assumptions of these physics modelsregarding the material type, the light source and illumination. These conditions may not be satis�ed in thereal world. Therefore, these models can be used only in a very limited scope of applications.4.6 Neural Networks ApproachesArti�cial Neural Networks (ANN) are widely applied for pattern recognition. Their extended parallel pro-cessing capability and nonlinear characteristics are used for classi�cation and clustering. ANN exploremany competing hypotheses simultaneously through parallel nets instead of performing a program of in-structions sequentially, hence ANN can be feasible for parallel processing. Neural networks are composedof many computational elements connected by links with variable weights. The complete network, there-fore, represents a very complex set of interdependencies which may incorporate any degree of non-linearity,allowing very general function to be modeled. Training time are usually very long, but after training, theclassi�cation using ANN is rapid.4.6.1 Hop�eld Neural Networks (HNN)[122] presented the segmentation problem for gray-level image as minimizing a suitable energy function forHop�eld networks. It derived the network architecture from the energy function. Based on the idea in27



[122], [123] described two algorithms to segment the color images using HNN. The �rst algorithm locatesthe signi�cant peaks by applying histogram analysis and designs three di�erent networks (one for each colorfeature). The segmentation results of three color components are combined to get the �nal image. RGBcolor features, the I1, I2 and I3 color features, and the Karhunen-Loeve transformation of the RGB colorfeatures (KL-RGB) have been used in the experiments. [123] gave another algorithm built a single Hop�eldnetwork with M�N�S neurons to segment color images. M, N are the image size, and S is the numberof selected clusters obtained by analizing the histogram. For both algorithms, histogram analysis is veryimportant since it produces the coarse segmentations and determines both network structures and theirinitializations. In the algorithms, the spatial information is also considered in order to produce consistentcolor pixel labeling.An unsupervised algorithm [124] used HNN to segment the color image of liver tissues prepared andstained by standard method. The results show that the RGB color space representation of the color imagesis more suitable than HSV and HLS color spaces. This algorithm can automatically extract the nuclei regionand cytoplasm region which are useful for diagnosis. [125] attempted to segment sputum color images inorder to build an automatic diagnosis system for lung cancer. After masking non-sputum cell, HNN canmake a crisp classi�cation of cells by labelling pixels as background, cytoplasm and nucleus. The techniquehas yielded correct segmentations of complex scene, however, more work needs to be done to solve theoverlap of the cells.In [126], every boundary pixel is assigned to an element of the HNN and a local minimum can be foundby HNN. In order to reduce the computing time, the pyramid images are used to perform fast segmentationand obtain a global optimal solution. The active region segmentation method is based on a regularizationapproach in which region growing is incorporated into edge detection.4.6.2 The Self-organizing Map (SOM)The self-organizing map (SOM) projects input space on prototypes of low-dimensional regular grids thatcan be e�ectively utilized to visualize and explore properties of the data [127]. Self-organization of KohonenFeature Map (SOFM) network is a powerful tool for data clustering. [128] employed the watershed segmen-tation to the luminance component of color image. In order to solve the problem of oversegmentation, theKohonen self-organizing map (SOM) network is used. The area of the watershed segments, the chrominancecomponents and the luminance component are input into the network for obtaining the information about28



how to merge the image. In [129], �rst, SOFM is used for quantization of the input color image in orderto reduce computational time, and get an indexed image. Second, local histogram is calculated by usinga moving window and index-count vectors are obtained. Third, the index-count vectors are used as thetraining data for SOFM. Finally, each cluster is mapped from the index-count space to the original image.[129] stated that SOMF was a fast training method and parallel hardware structure was also given.4.6.3 Other Neural NetworksBackpropagation (BP) algorithm can be used to segment color images as well. Color features are successivelyinput into BP, one pixel at a time, and three input nodes are necessary. [130] presents the BP architectureand how to train BP network. C-mean and Learning Vector Quantization (LVQ) algorithms are comparedwith the Back-propagation neural approach. [131] studied local linear map network (LLM), which is relatedto self-organizing maps. LLM network, representing the to-be-learned mappings as a collection of locallyvalid linear mappings that are learned by separate units, is a feedforward neural network. LLM is trainedin a supervised-learning scheme to yield a probability value for each image pixel belonging to the faceregion. In order to get better segmentation results, a training database including di�erent faces and viewsis used. An oscillatory cellular neural network (OCNN) is employed in [132] to segment color images. Itsarchitecture consists of an array of simple neural oscillators with inter-connections limited to the nearestneighborhood. The advantage of OCNN is that it solves a bottleneck created by the immense number ofinterconnections between a global separator and the oscillators. Connectedness between neighboring colorpixels is de�ned as color connectedness matrix (CCM) to group the correlated segments. Simulation resultsdemonstrate the validity and performance of OCNN. [133] used a Constrain Satisfaction Neural Network(CSNN) to perform MAP segmentation which utilizes the advantages of GMRF (Gauss-Markov RandomField). Real world and synthetic images are tested based on RGB color space.4.7 Discussions on Color Image SegmentationThere are two critical issues for color image segmentation: (1) what segmentation method should be uti-lized; and (2) what color space should be adopted. At present, color image segmentation methods aregenerally extended from monochrome segmentation approaches. Several approaches applied to color imageare discussed in this section, including histogram thresholding, region-based approaches, edge detection andfuzzy techniques. A combination of these approaches is often utilized for color image segmentation [21, 33,29



62, 63, 65, 78 - 83, 134]. Table 1 is a summary of these approaches. Other approaches, such as segmentationusing Markov Random Field [135, 136, 137] and segmentation based on texture [28, 138, 139] can also befound from the literature.The selection of a color space for image processing is image/application dependent. There is no any colorspace which is better than others and suitable to all kinds of images yet. Table 2 lists the characteristics ofdi�erent color spaces for color image segmentation.5 SUMMARYThere is no universal theory on color image segmentation yet. All of the existing color image segmentationapproaches are, by nature, ad hoc. They are strongly application-dependent, in other words, there are nogeneral algorithms and color space that are good for all color images. An image segmentation problem isbasically one of psychophysical perception, and it is essential to supplement any mathematical solutionsby a priori knowledge about the picture knowledge. Most gray level image segmentation techniques couldbe extended to color image, such as histogram thresholding, clustering, region growing, edge detection andfuzzy based approaches. They can be directly applied to each component of a color space, then the resultscan be combined in some way to obtain the �nal segmentation result. However, one of the problems is howto employ the color information as a whole for each pixel. When color is projected onto three components,the color information is so scattered that the color image becomes simply a multispectral image and the colorinformation that human can perceive is lost. Another problem is how to choose the color representation forsegmentation, since each color representation has its advantages and disadvantages.In most of the existing color image segmentation approaches, the de�nition of a region is based onsimilar color. This assumption often makes it di�cult for many algorithms to separate the objects withhighlights, shadows, shading or texture which cause inhomogeneous colors of the objects' surface. UsingHSI can solve this problem to some extent except that hue is unstable at low saturation. Some physicsbased models have been proposed to �nd the objects' boundaries based on the type of materials, but thesemodels have too many restrictions which limit them to be extensively employed.The fuzzy set theory has attracted more and more attention in the area of image processing. Fuzzy settheory provides us with a suitable tool which can represent the uncertainties arising in image segmentationand can model the cognitive activity of the human beings [114]. Fuzzy operators, properties, mathematics,30



and inference rules (IF-THEN rules) have found more and more applications in image segmentation. Despitethe computational cost, fuzzy approaches perform as well as or better than their crisp counterparts. Themore important advantage of a fuzzy methodology lies in that the fuzzy membership function providesa natural means to model the uncertainty in an image. Subsequently, fuzzy segmentation results can beutilized in feature extraction and object recognition phases of image processing and computer vision. Fuzzyapproach provides a promising means for color image segmentation.
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Fig. 1. RGB color space represented in a 3-dimensional cube [14]

Fig. 2. HSI color space [14]40



Fig. 3. Munsell color space [34]ColorSegmentationApproaches MonochromeSegmentationApproachesHistogram Thresholding;Feature Space Clustering;Region Based Approaches;Edge Detection Approaches;Fuzzy Approaches;Physics BasedApproaches;Combinations of above: 9>>>>>>>>>>=>>>>>>>>>>;
Color Spaces8>>>>>>>>>>>>>><>>>>>>>>>>>>>>: RGB;YIQ;YUV;I1I2I3;HSI;Nrgb;CIE L�u�v�;CIE L�a�b�;Hybrid color space:Fig. 4. Commonly used color image segmentation approaches41



Table 1. Monochrome image segmentation techniquesSegmentation Method Description Advantages DisadvantagesTechniqueHistogram Requires that the It does not need 1)Does not work well for an imageThresholding histogram of an image a prior information without any obvious peaks or with(mode has a number of peaks, of the image. broad and 
at valleys;method) each corresponds to a For a wide class of images 2)Does not consider the spatialregion. satisfying the requirement, details, so cannot guarantee thatthis method works very the segmented regions arewell with low computation contiguous.complexity.Feature Space Assumes that each Straightforward for 1)How to determine the number ofClustering region in the image classi�cation and easy for clusters (known as cluster validity)forms a separate cluster implementation. 2) Features are often image-in the feature space. Can dependent and how tobe generally broken into select features so as totwo steps: 1)categorize obtain satisfactory segmentationthe points in the feature results remains unclear.space into clusters; (2) 3) Does not utilizemap the clusters back spatial information.to the spatial domain toform separate regions.Region-Based Group pixels into Work best when the 1)Are by nature sequential and quiteApproaches homogeneous regions. region homogeneity expensive both in computationalIncluding region criterion is easy to de�ne. time and memory;growing, region They are also more noise- 2)Region growing has inherentsplitting, region merging immune than edge dependence on the selection ofor their combination. detection approach. seed region and the order in whichpixels and regions are examined;3)The resulting segments byregion splitting appear too squaredue to the splitting scheme.Edge Based on the detection Edge detecting technique 1)Does not work well with imagesDetection of discontinuity, is the way in which human in which the edges are ill-de�nedApproaches normally tries to locate perceives objects and or there are too many edges;points with more or less works well for images 2)It is not a trivial job to produce aabrupt changes in gray having good contrast closed curve or boundary;level. Usually classi�ed between regions. 3)Less immune to noise than otherinto two categories: techniques, e.g., thresholding andsequential and parallel. clustering.Fuzzy Apply fuzzy Fuzzy membership 1)The determination of fuzzyApproaches operators, properties, function can be used to membership is not a trivial job;mathematics, and represent the degree 2)The computation involved ininference rules (IF- of some properties fuzzy approaches could be intensive.THEN rules), provide a or linguistic phrase, andway to handle the fuzzy IF-THEN rules canuncertainty inherent in a be used to performvariety of problems approximate inference.due to ambiguityrather than randomness.Neural Using neural networks No need to write 1) Training time is long;Network to perform classi�cation complicated programs. 2) Initialization may a�ect the results.Approaches or clustering. Can fully utilize the parallel 3) Overtraining should be avoided.nature of neural networks.42



Table 2. Characteristics of color spacesColor Space Advantages DisadvantagesRGB Convenient for display Not good for color image processingdue to the high correlation.Can be used to e�ciently encode color Correlation still exists due to the linearinformation in the TV signal of transformation, though not as high asYIQ American system; RGB.Partly gets rid of the correlation of RGB;Involves less computation time;Y is good for edge detection.Can be used to e�ciently encode color Correlation still exists due to the linearinformation in the TV signal of transformation, though not as high asYUV European system; RGB.Partly gets rid of the correlation of RGB;Involves less computation time.Partly gets rid of the correlation of RGB; Correlation still exists due to the linearI1I2I3 Involves less computation time; transformation, though not as high asCan be useful for color image processing RGB.Based on human color perception; Non-removable singularity andUseful in some cases where the numerically unstable at low saturationHSI illumination level varies, because hue is due to nonlinear transformation.invariant to certain types of highlights,shading, and shadows;Hue can be useful for separatingobjects with di�erent colors.The individual color components are Very noisy at low intensitiesNrgb independent on the brightness of the due to nonlinear transformation.(Normalized image;rgb) Convenient to represent the color plane;Robust to the change of the illumination.Can control color and intensity Have the same singularity problem asinformation independently; other nonlinear transformations doCIE spaces Direct color comparison can be(L*u*v* or L*a*b*) performed based on geometricseparation within CIE space, ande�cient in measuring small colordi�erence 43


