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Abstract

Much progress has been made toward solving the problem thgppackets
inside an ad hoc network, but there are presently no completposals
for connecting ad hoc networks together to form larger nétwoor for
integrating them with wired internets. This paper des@ia¢echnique that
allows a single ad hoc network to span across heterogeria&imjlers. Using
this technique, we can both integrate ad hoc networks irechtararchical
Internet and support the migration of mobile nodes from thterhet into
and out of ad hoc networks via Mobile IP. Taken together,drssutions
improve the scalability of flat ad hoc networks by introdughierarchy, and
they enable all nodes participating in the ad hoc networkdadachable
from anywhere in the world. We have implemented each of thetisas in
a real testbed of 8 nodes using the Dynamic Source Routing)YP&tocol.
Generalizing our solutions, we describe several abstcactarios and present
our ideas for solving them.

1 Introduction

In areas in which there is little or no communication infrasture,
or the existing infrastructure is expensive or inconvehienuse,
wireless mobile users may still be able to communicate tindhe
formation of amad hoc networklIn such a network, each mobile node
operates not only as a host but also as a router, forwardiokeps
for other mobile nodes in the network that may not be withirecti
wireless transmission range of each other. Each node ipatis in
an ad hoc routing protocol that allows it to discover “muitp” paths
through the network to any other node. The idea of ad hoc rrktag
is sometimes also calledfrastructureless networkir{d 0], since the
mobile nodes in the network dynamically establish routingpag
themselvesto form their own network “on the fly.” Some exassulf
the possible uses of ad hoc networking include studentg ljriop
computers to participate in an interactive lecture, bussrassociates
sharing information during a meeting, soldiers relayinfpimation
for situational awareness on the battlefield [7, 12], andrgerecy
disaster relief personnel coordinating efforts after aribane or
earthquake.

In orderto deploy ad hoc networks in scenarios similar tséjast
described, ad hoc network routing protocols will be requibe sup-
port different types of network interfaces. For exampley teams
of disaster relief personnel from different organizationay have
different types of network interfaces, but they will stited to com-
municate effectively and efficiently. Although there aramarous
proposals for ad hoc network routing protocols, none of tistiag
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protocols fully address the issues of supporting hetereges net-
work interfaces, using heterogeneous interfaces to aetsieslabil-
ity, and interconnecting with the Internet. In this papeg, describe
the initial design of an addressing architecture that sthrese prob-
lems. We have implemented the architecture in a real ad hoone

testbed [9] using the Dynamic Source Routing protocol (DER)

5, 1] and Mobile IP [11, 4].

Section 2 of this paper provides an overview of the basic Dyina
Source Routing protocol (DSR). Section 3 details our adiiings
architecture, while Sections 4, 5, and 6 explain how the egking
architecture can be used to support heterogeneousirgstfecnnect
an ad hoc network to the Internet, and provide Mobile IP suppo
within an ad hoc network, respectively. Section 7 explahred
general problems and our current approach to solving them.

2 Dynamic Source Routing

The Dynamic Source Routing protocol (DSR) [3, 5, 1] works by
discovering and usingource routes. That is, the originator of a
packet first learns the complete, ordered sequence of nietvagrs
necessary to reach the destination, and each packet séasdhis
listof hops inits header. The key advantage of a sourcegudgsign
is that intermediate nodes do not need to maintain up-te{ating
information in order to route the packets that they forwaidce the
packets themselves already contain all of the routing s This
fact, coupled with th@n-demandature of the protocol, eliminates
the need for the periodic route advertisement and neighdteiction
packets presentin other protocols [2].

The DSR protocol is composed of two mechanisnRoute
DiscoveryandRoute MaintenanceRoute Discovery is the mecha-
nism by which a nod& wishing to send a packet to a destination
D obtains a source route . To perform a Route Discovery, the
source nodé& broadcasts a ®UTE REQUESTpacket that is flooded
through the network in a controlled manner and is answered by
RouTE REPLY packet from either the destination node or another
node that knows a route to the destination. To reduce theafost
Route Discovery, each node maintains a cache of sourcesriute
has learned or overheard, which it aggressively uses td tinei
frequency and propagation 0ORTE REQUEST.

When sending or forwarding a packet to some destinaiion
Route Maintenance is used to detect if the network topolagy h
changed such that the route used by this packet has brokeen Wh
a route breaks, the detecting node returnsba /& ERRORpacket to
the original sende® of the packet. The send&rcan then attempt
to use any other route t that is already in its route cache, or can
invoke Route Discovery again to find a new route.



3 Addressing Architecture

¢}

Among the most basic properties of a network is the mannehiatw o© o o
the nodes of the network are assigned the addresses by wthieh o FER
nodes will communicate with them. For this discussion, winde .
a nodein the ad hoc network to be an entity capable of moving S
independently from the other nodes in the network. A group of ©
computers that always move together, such as a wired netofork 00
components on a vehicle, can be handled by recursively aygptlye o ./ op
techniques described in this paper. o __Q ---------------- )

In the most general case, each node in an ad hoc network will o O 09 o
be acting as an independent router. This implies that theeadihg o ©
scheme inside an ad hoc network should ideallyflag meaning
that each address serves only as an identifier and does nagycon
any information about where one node is topologically ledawith
respect to any other node. For any type of hierarchical axitng
scheme inside a single ad hoc network to make sense, nodéd wou ) ]
have to be constrained to move together with the other nodiagir The nodes in an ad hoc network can have their home addresses
branch of the hierarchy, or the hierarchy of addresses woale o~ 2SSigned using many different mechanisms, subject to thie b
be continually updated as nodes move. Such movement cimstra quirement that the addresses be unique inside the ad hoonketw

Figure 1 Clouds of nodes communicating via short-range radios
and gateway nodes with both short-range and long-rangegsadi
Each cloud may be multiple network hops in diameter.

would violate the spirit of an ad hoc network as a collectibaqual ! the ad hoc network is guaranteed to never connect to angroth
peers opportunistically using each others’ services tornamicate, ~ INtémet, then the addresses are only opaque identifiers@mde
and the continual reassignment of addresses could becoregya v drawn from any unique numbering space. For example, a nade co
expensive proposition, depending upon the rate of node mewe select the lowest MAC address from its network interfaced<as

an address.

In contrast, when groups of nodes are expected to work tegeth
as an ad hoc network and internetwork with other nodes via an
IP internet, their home addresses can be assigned from k& $ihg
subnet just as would be done for wired hosts. This does ndyimp
that any hierarchy exists within a single ad hoc network,rather
that a single ad hoc network is a subnet within the hierardlspme
IP internet. We explain how a node can migrate from one ad hoc
network to another in Section 6.

Assigning the home addresses from the same legal IP subnet
provides several benefits. First, it facilitates connafytiwith the
Internet (Section 5), since the border routers that conthecad hoc

The selection of a single address is important because itla N0 network to the rest of the Internet can distinguish betwead-
were to use multiple addresses when participating in the P8R dresses which are homed inside the ad hoc network and ekterna
tocol, two source routes which pass through the same nodégin  addresses. Second, the border routers can advertise bilitgta
same order could contain different sequences of IP addse3$és the ad hoc subnet on the Internet using the standard Intenting
reduces the ability of Route Discovery to reuse paths tdm#8ins  protocols since each of the nodes in the subnet has a legabteu
that other nodes may have in their route caches, and greatlydses  |p address. Third, as discussed in Section 7, it can be usatiito
the work required of Route Maintenance to purge invalidestitom  cijally limit the size of a single ad hoc network, and theretyréase
the caches of nodes in the network. scalability by breaking a large ad hoc network into sevemaler

Since each node is known to other nodes by a single IP addressad hoc networks.
some other notation is required to distinguish between thiipte
network interfaces a node might carry. Under our addressiohi- 4 Handling Heterogeneous Interfaces

tecture, each node locally assigns a uniquerface indexo each  one common architecture for ad hoc networks is depictedjnrgil
of its network interfaces. In most operating systems, thislieady  \yherecloudsof nodes with one type of wireless network interface

done; for example, thef _i ndex field in thei f net structure of are gathered together wifatewaynodes with two or more types of
BSD Unix-based networking stacks [13] serves this purp&gith network interfaces.

Although a single node may have many different physical netw
interfaces, which in a typical IP network would each haveffedint
IP address, we would like each node in the ad hoc network te hav
a single identifier by which it is known to all other nodes ireth
network. This allows each node to be recognized by all otbeles
in the ad hoc network as a single entity regardless of whitdrface
they use to communicate with it. We therefore require thathea
node participating in the ad hoc network select a single Iéess
from the ones assigned to it and that it use only that addréssiw
participating in the DSR protocol. In keeping with the temalbgy
used by Mobile IP, we refer to this address as a hdua'se address

the exception of several reserved indices, these indexsalte local Such an architecture is an example of @rerlay network6],

to each node, and the index values chosen by a node have nowean \yhere the dashed lines between square boxes representaluyg
outside of that node except to represent a unique netw®@Kaue.  radio used to connect the clouds of nodes, which in turn ueg-sh
This eliminates the need to globally agree on a mapping e range high-speed radios to communicate among themselves. F
terface indices and interface types and allows nodes todenexira example, in a military setting a company of soldiers mighe us
information that is locally significant into the index value short-range radios to communicate among themselves veilging

We define a path through the ad hoc network from a source nodethrough a truck-mounted satellite system to communicate ether
No to a destination nodH,,, as a source route consisting of a series companies. In an office setting, each room might have a ksgest

of hopsNo/iop — Ni/i1 — Na/iz — ... — N,,. We useNi/ix to interconnected by a wired network while mobile nodes ushmyts
indicate that nod®&l; must transmit the packet out its interfagein range infrared transceivers form a multi-hop cloud of nodesach
order to deliver the packet over the next hop to nbide 1. room.
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Figure 2 Route Discovery in a ad hoc network Figure 3 The source route on a packet as it moves through an ad hoc
with heterogeneous network interfaces. network changing physical interface types from triangteifaces to

circle interfaces. The outlined boxes indicate which emtrthe

. is used when transmitting the packet at eagh.sta
In the most general case, nothing can be assumed about thee hom source route is u gthep g

address each node uses or the arrangement of nodes intescloud Route Reply Proxv Route Reol
Sinceeach cloud may be several transmission hops acralshe AB,C.D AB é GluD ply
nodes in the network must participate in the ad hoc netwanking D S
protocol in order to communicate even with the other nodes an ]
gatewaysin their own cloud. Eventhough there are diffenenwork
: . . . - G AB,C
interfaces in use and a hierarchy of clouds is apparent iarEit), the
routing protocol must treat the entire network as a singlardlating (V

A

domain since it does not knosvpriori which cloud a given address B Internet
can be found in.
The addressing architecture detailed in Section 3 gives D8R Route Request
ability to treat the overall network as single routing domaince @
the use of interface indices allows a source route, and tRiSuge Route to Dj‘j A
Discovery, to traverse interface types. O5 E
Figure 2 shows an example of an ad hoc network with hetero- O
geneous network interfaces. Nodeis using one type of network
interface (represented by the triangles), nGdend nodeD are using Figure 4 A RouTE REQUESTfor nodeD being
an entirely different type of physical network interfaceg{resented answered b and by the gateway nod&1.
by the circles), and gateway noBes a multi-homed ad hoc network
node that can route between the two different types of radibriolo- information is present in each packet, packets can be ragath-
gies. As described in the previous section, each node imaimely lessly across heterogeneous network interfaces withoufiather
chooses an interface index for its interfaces, so that wBigndD additions to the system.
have both chosen index 1 for their circle interfac€shas chosen Although the examples here have used only one gateway pet clo
index 4. and only two types of interfaces, there is no limit to the nemif
The example in Figure 2 shows how &@&E REQUESTfor D gateways in a single cloud, norto the number of interfacesgy®ince

originated byA will propagate across the network. As theqRUEST each RUTE REQUESTpacket builds up a source route of the path it
propagates it will collect both rward routefrom A to D and a has travelled across the network, and since each gatewanydnts
reverse routdrom D to A 1 . WhenA’s ROUTE REQUESTIs received unigue home address into eachUlRE REQUESTIt propagates, DSR
by B, B checks if it is already listed on the source route recorded Route Discovery across heterogeneousinterfaces is geadhto be
in the packet or has already repropagated a copy of tB@EURST trivially loop-free just as it is across a network with honemgousin-
If neither is true,B adds itself to the listed route and repropagates terfaces. Additionally, the same optimization that caeseh node in
the REQUESTout all its interfaces, including the one it was received a homogeneous network to only repropagateaf REQUESToNce
on. WhenB transmits the packet out interfageit lists itself in also works in heterogeneous networks, causiogf REQUESTSto
the forward route a®/:. C receives the request and repeats this flood fill the network in an orderly fashion.

process, so that when the packet is receiveld d@tcontains both a

route fromA to D and a route fronD to A. D returns the discovered 5 Integration with Internet Routing

route, A/1— B/1— C/4— D, to A in a ROUTE RepPLY packet. D Another issue that the addressing architecture describ®dction 3
may return the RPLY to A using a cached route, using the reverse gy a4 is the problem of connecting an ad hoc network to fegrist.
route accumulated in theeRRUEST, or by doing Route Discovery and  gjnce routing within the ad hoc network is flat, and routinghivi the
piggybacking the RpLY on its request foA. Internet is hierarchical, it is necessary to provide thesithn to the
The packet headers in Figure 3 show h_ow the sou_rce route WOUIdoutside world that the ad hoc network is simply a normal IPr&ib
be used to route a packet from to D, with the outlined boxes | ¢4 gelivery within the ad hoc “subnet” is accomplishethgghe
indicating which hop in the source route is being pr(_)cess'Ehds DSR protocol (possibly over many hops) while standard IRingu
example demonstrates the need for a source route to incatbéte mechanisms decide which packets should enter and leavelihets
home addresand interface index of each hop. Otherwise, ndgle Figure 4 depicts how an ad hoc network can be connected to the
yvould not have the information necessary to determine waat_s Internet. NodeG1 is a gateway (border router) between the ad hoc
interfaces should be used when forwarding the packet. dmise t onyork and the Intemet. Routing dBl's interface internal to
the ad hoc network is accomplished using DSR, while its fater
Although each node’s address is shown twice in each packeigimre 2, in the

actual packet format used, each address appears only ogeghér with the interface ConnECt_ed to the Internet is configured to use normal IP mguti
index for the forward route and the reverse route at each.node mechanisms.




In order for a nodé\ within the ad hoc network to communicate
with a nodeD outside of the ad hoc networld simply initiates
Route Discovery (Section 2) f@. As the FouTE REQUESTfrom A
targetingD propagates, it is eventually received by the gateway node
G1, which consults its routing table. &1 believesD is reachable
outside the ad hoc network, it sendgraxy replylisting itself as the
second-to-last node in the route addas the last node in the route.
When generating a proxy reply, the resergadeway interface index
(253) is used to distinguish this reply from normadRe REPLYS.

When nodé\ subsequently originates a data packet for iodhe
source route on the packet will B¢1— B/1— C/1— G1/253— D.
When nodeG1 receives the packet fd it will notice the reserved
gateway interface index in the source routing header, rentbg
source routing header from the packet, and transmit theeiamk
its interface to the Internet. This packet will have an IPrseu
address oA and an IP destination addressddfnd is identical to a
packet thatA would send to nod® if it were attached to a normal
IP subnetinstead of a DSR ad hoc network.

Ifthe target nod® is actually inside the ad hoc network (Figure 4)
then nodeA will receive a FOUTEREPLY from bothG1 andD. Since
the RepLy from D will not contain a gateway interface indek,can
prefer the direct route when sending packet®to

o O
B
Oo,O
o O .
s .
%
o/ °o .
---------- & o
"""""""" o glo
e ©®,

Figure 5 Hierarchical routing in the
absence of wired infrastructure.

to nodeB arrives atG2, G2 will take responsibility for delivering
the packet toB, performing Route Discovery as necessary. This
is extremely advantageous because topological change iwtltiie
cloud is then completely hidden from nodle meaning thaf\ will

not need to perform Route Discovery simply becaBse moving
around inside of its cloud.

With the mechanism described above, nodes inside the ad hoc

network can discover routes that allow them to send packetsdes
outside the network. Allowing packets from the Internetéarduted
into the ad hoc network merely requires that the gatewayéiat)
be configured as a standard IP router for the ad hoc networketub

For example, referring to Figure 4, if no@le located somewhere
in the Internet, were to transmit a packet destined for edsormal
IP routing techniques would be applied to get the packet flom
to G1. After examining the packet1 would determine that the
packetis destined for a node in its subnet and would atteonmpute
the packet toA using DSR. IfG1 does not have a cached source
route for nodeA, it performs a Route Discovery. Supposing that
it discovers the source routel/1— C/1— B/1— A, it would then
insert the source route/253— G1/1— C/1— B/1— A into D’s IP
packetand transmit the packet into the ad hoc network.

The technique described in this section to connect a sinboa
network to the Internet can also be applied to increasedh&inment
of Route Discovery [8] in a network of heterogeneous intesfa
even if the network is not connected to any Internet inftagtrre.
Containmentis defined as the fraction of nodes in the ad hmaomle
that do not overhear a particulaioRTE REQUEST, and this metric
correlates directly with scalability.

Figure 5 shows three different ad hoc clouds, a shaded ckoud,
white cloud, and a striped cloud, each connected to the otbads
using long-range radios. Suppose nddén the shaded cloud is
performing Route Discovery for nod® in the white cloud. Using
the technique described in Section 4, this Route Discovemyldv
propagate throughout the entire ad hoc network, botheriga in
all three clouds. However, if the home addresses are agbgneh
that each cloud is a distinct IP subnet, the multi-homedvgays
(G1, G2, andG3) can be configured not to forwarddRTE REQUEST
packets into their cloud if the EQUESTtargets an address not be-
longing to their subnet. In our example, the®e REQUESTWOuUld
be contained to the three gatewa@l( G2, andG3) and the white
and shaded clouds; it would not needlessly be propagatedtist
striped cloud.

Furthermore, each gateway caroxy replyfor nodes in their
cloud. If G2 proxy replies for nodeB, this decreases the latency
of Route Discovery observed b. When a packet from nod&

6

The previous section detailed how the flat addressing scloézue
ad hoc network could be integrated with the hierarchicalesising
used in the Internet to facilitate communication betweettesdn the
ad hoc network and nodes anywhere else in the Internet. Seppo
however, that in addition to an ad hoc network that is corexkbtd
the Internet, there is also a mobile node whose home netwowt i
the ad hoc network. For some period of time, this mobile noders
through the area where the ad hoc network is located andgitlért
time would like to join the ad hoc network and take advantdglee
ad hoc network to access other resources on the Internet.

One specific example of this scenario could be a construstien
where each vehicle on the site participates in an ad hoc metwo
technician might occasionally travel to the site to serttigevehicles.
While doing so, this technician would like to join the ad hetwork
so that he can use it to access manual pages or other resatinigs
home office which is connected to the Internet.

The primary mechanism that we use to support visiting mobile
nodes is Mobile IP. Suppose that ndd&l in Figure 6 is a mobile
node not homed within the ad hoc network and that nedlds a
gateway between the ad hoc network and the Internet thaida®v
Mobile IP foreign agent services.

The mobile nodeNIN) will typically keep its network interface
in promiscuous receive mode and so will know that it has en-
tered a DSR network when it overhears DSR packets like1®R
REQUEST, ROUTE REPLYS or data packets with DSR source routes
on them. After nodMN decides to participate in the ad hoc net-
work, it will transmit a Mobile IP ASENT SOLICITATION piggybacked
on a ROUTE REQUEST targeting the IP limited broadcast address
(255.255.255.255). This allows th@ScITATION to propagate over
multiple hops through the ad hoc network, though gatewalysioi
propagate it between subnets. WHhénreceives the SLICITATION, it
will reply with an AGENT ADVERTISEMENT, allowingMN to register
itself with this foreign agent and with its home agent as a Néolp
mobile node visiting the ad hoc network. Once the registrais
complete, the mobile node’s home agent will use Mobile IRitmel
packets destined for mobile nod#N to foreign agenFA andFA
will deliver the packets locally to the mobile node using DSR

Integration with Mobile IP
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Figure 6 A visiting mobile node registering with a
foreign agentFA) in the ad hoc network.

7 General Problems

The techniques described thus far successfully enablehélyise
of heterogeneous interfaces, (2) the integration of an adrat-
work into the Internet as a subnet, and (3) the movement ofilmob
nodes into and out of an ad hoc network using Mobile IP. This
functionality has been completely implemented and testeduir
physical ad hoc network testbed, which has been in operatime
December 1998 [9].

These techniques improve the scalability of an ad hoc nétmor
situations where nodes in different ad hoc clouds can ontyroa-
nicate via the gateways. This enables the gateways to odRtaite
Discoveries because they have enough information abotri¢nar-
chy of subnets to proxy reply for their cloud and to determirech
RouUTE REQUEST can safely be excluded from their cloud. This
section explores the more general cases in which the ad bod<l
can directly interact, and presents our current ideas ftvirspthe
new problems that arise.

7.1 Overlapping Ad Hoc Clouds

e

Figure 7 An ad hoc network where the clouds of nodes overlap and
are in wireless transmission range of each other.

that each node is configured with the netmask of the subnetait i
part of. This allows each node to determine whether or notrero
node’s address is inside its subnet, and hence its cloudew@st
nodes must be configured with a netmask that identifies ngt onl
their own subnet, but also the subnets of their peers, anielg to
their same cloud.

We require that nodes only repropagatecReE REQUESTpacket
if the REQUESTwas last propagated by a member of the same cloud
(i.e., the last address in the source route carried by theuURSTIS
from the same subnet). This rule results in BQREST originated
by a shaded node only being repropagated by other shaded,node
and thereby prevents the Route Discovery from spreadiregtiyr
between clouds. This filtering rule applies only to forwagiROUTE
ReEQuEsTsand not to forwarding packets, so that if a source route is
somehow discovered that crosses directly between clowtkets
may flow along it.

We must provide an exception to the filtering rule, howewer, t
handle cases in which a node legitimately intends to hauRatsre
REQUESTpropagated by nodes outside its subnet. A node invokes
the exception by setting the “I” bit in thed®TE REQUEST A
node receiving a packet with the “I” bit set will ignore thetdiing
rule, add itself to the recorded source route, and clear theit

Although nodes in an ad hoc network may often be arranged intobefore repropagating the request. The “I" bit is clearechsd future

clouds containing gateway nodes with multiple interfaees these

propagations will obey the filtering rule.

clouds may have been formed with addresses drawn from the sam  The “I” bit is used tointroducethe REQUESTto a new cloud, as it

subnet, it may frequently be the case that these cloudsap/sfa-
tially. As shown in Figure 7, some nodes from the shaded endritd
striped clouds are in range of each other via their shoyeaadios.
In this environment, if a shaded node transmitsGUiRE REQUEST
for awhite node, the request will directly flood the entirévmerk via

the short-range radios. The fact that the multi-homed sxnades
have been configured to proxy reply on behalf of their subloetts
will not allow them to contain the Route Discovery as in Sech.

permits nodes from the new cloud to repropagate the request o
Because the source route then ends with an address from the ne
cloud, other nodes in the new cloud will repropagate it. Fameple,
when a gateway needs to forward alRE REQUESTINto a cloud to
which its home address does not belong, it sets the “I” birdeoto
introduce the RQUESTto the nodes in the cloud.

7.2 Wandering Nodes

The spread of a Route Discovery across the entire network is aA different scenario is depicted in Figure 8. In this figulee thite

concern because the number of overhead packets requirelteby t
routing protocol typically increases with the number of asdh the
routing domain. We are just beginning to study the scaliogprties

of DSR with respect to the number of nodes in the routing domai
though initial simulations show that DSR performs well wath, 50,
and 100 nodes. While we have yet to simulate larger netwargs,
believe the maximum practical size of a routing domain th&RD
can efficiently handle, given the optimizations we have erpented
with so far, will be on the order of 500 nodes.

ad hoc network cloud and the shaded cloud do not overlapadipati

but one node from the shaded cloud has wandered into the white

cloud, becoming patrtitioned from the rest of the nodes ithdme

cloud. This problem is exactly the problem described in Bad

and is solved using Mobile IP; gatew&2 acts as a foreign agent

and gatewayG1 acts as a home agent for the shaded node that is

visiting the white cloud. This allows the shaded node to oot

communication just as if it were still connected to its horizaid.
Because the shaded node is completely surrounded by white

In order to contain Route Discovery, we need a mechanism tonodes, it must set the “I” bit on ®UTE REQUEST packets that it

restrict a RUTE REQUESTpacket originated by a node in one cloud
from being propagated by nodes homed in a different clouds Th
will keepthe nodes logically separate even though theylaysipally

co-located. We assume that each cloud is a separate IP sahdet

5

originates which contain Mobile IP@ENT SoLICITATIONS for a for-
eign agent. This results in thedBCITATIONS spreading through the
clouds neighboring the shaded node and finding a nearbygforei
agent.
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O @ e There is much more work to be done in the area of effectively
e O o o and efficiently using hierarchy within an ad hoc network. Exam-
G2F---------- (08 - ple, complications arise when two ad hoc networks that haenb
@ o ® © assigned addresses by completely different adminisératdmains
o O o ® attempt to communicate. The issue of how to provide supjport t
O ® o nodes whose home network has been completely destroyedior is

reachable for an extended period of time is also a very inapbrt

Figure 8 A node from the shaded cloud that is completely inside concem. We are currently working to resolve these issuedfzen

the white cloud and out of range of any other shaded node.

®s@o0 @)
O @ o o @
o © e o 2]
O o @]
0 0 o
G2|--—"~ °
o) o

(3]
Figure 9 Nodes from the white and shaded clouds cooperating on a
joint task away from the square nodes that relay betweerdslou
(4]
7.3 Cooperating Ad Hoc Clouds

The filtering rule described in Section 7.1 prevents nodesfre-
propagating Route Discoveries initiated by nodes in otheuds,
which forces the interaction between clouds to occur at the-g
ways. This is important as it increases the scalability efrtiuting
protocol. However, the filtering rule does not prevent a nindene
cloud fromansweringa ROUTE REQUESTIt receives from a node in
another cloud. This enables nodes from different clouds wist
to communicate to potentially use the most optimal routelaivie
between them, rather than forcing all traffic between thetrateerse
the gateways.

Figure 9 illustrates a scenario in which several nodes fram t
different clouds are cooperating on a joint task in a workasfiar
from their gateways. The most optimal route for communarati
between the nodes is clearly via the short-range radios, nahd
via the gateways. Since there is significant overlap in tioeiats,
RouTE REQUEST packets transmitted by nodes in the white cloud
will be overheard by nodes in the shaded cloud. This allowdeso
in the white cloud to effectively query the caches of nodethin
shaded cloud in order to find a route to destinations in shalted.
Previous work [8] has shown that routes to each node in aesingl [10]
ad hoc network are well distributed among the caches of nodes
the network. Therefore, it is very likely that aORTE REQUEST
performed by a node in one cloud will be overheard by either th
target itself, or by another node which already has a cachetr
to the target. This will result in a ®UTE REPLY being sent to the
requester containing a direct route across the short-reatjes.

(5]

(6]

(7]

(8]

[11]
[12]

8 Conclusions

In this paper we have presented a solution for supportingroge- [13]
neous network interfaces in a multi-hop wireless ad hoc agtw
Extending this technique, we have shown how to connect amad h
network to the Internet, and how to use Mobile IP to suppodeaso
visiting the ad hoc network. We have implemented and vadidat
these ideas using a real ad hoc network testbed, which hasibee
regular use for approximately 5 months [9]. In addition, we-d
cussed how our techniques could be applied to even more @ener
scenarios.

simulate and implement the solutions.
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