
MRAP : A Multiservices Resource Allocation Policyfor Wireless ATM NetworkV�eronique V�eque a and Jalel Ben-Othman ba Laboratoire de Recherche en Informatique, Universit�e Paris Sud, F91405ORSAY CEDEX, FRANCEb Laboratoire PRiSM, Universit�e de Versailles, 45, Avenue des �Etats-Unis,F78036 VERSAILLES, FRANCEIn this paper we investigate the integration of both CBR (Constant BitRate) and ABR (Available Bit Rate) services in a wireless personal com-munication network. MRAP is a proposed Multiservices Resource Allo-cation Policy which intends to share e�ciently slot times of the TDMAframe between two classes of tra�c while satisfying the quality of servicerequirements of both. By means of performance modeling, and especiallythe Stochastic Automata Networks model, we demonstrate that ABR traf-�c is transparent to CBR tra�c while loss rate is kept under reasonablevalues. By computing both blocking and dropping handover probabilities,we show also that o�ered QoS to CBR service is also satisfactory.Key words: Wireless ATM Networks. Services integration. Resource Allocation.Performance Evaluation. Stochastic Automata Networks.1 IntroductionDue to the growing success of Personal Communication Systems (PCS), thenext generation of wireless networks intends to o�er more services than theclassical pagers, cordless phone, fax or wireless local phone system. Beforeallowing advanced information transfer like video, data transfer services mustbe �rst provided on existing systems. Now, GSM (Global System for MobileCommunication) [13] operators o�er some data and fax transfer services butin fact, current data services simply transfer data in a voice channel by meansof a modem at a rate of 9,6 Kbps.As future wireless networks will use BISDN (Broadband Integrated ServicesDigital Network) as the backbone network [10] [4],and consequently, the Asyn-chronous Transfer Mode (ATM), it will be convenient for the wireless part toPreprint submitted to Elsevier Preprint 11 May 1998



be compatible with the ATM part of the network. Compatibility can be pro-vided in various ways, for instance, by identical information units or, by thesame protocols or, by the same o�ered services [17]. Such a wireless networkis generally called a Wireless ATM network [2].Integrating BISDN services is an interesting challenge in the wireless envi-ronment. However, the limited bandwidth of radio channels and the users'mobility during communication introduce new problems dealing with call re-quest transfer [1], error recovery control [20] and, radio resource allocation.In this paper, we discuss a proposed Multiservices Resource Allocation Policy(MRAP) which aims at sharing e�ciently network resources between multipleclasses of tra�c while satisfying both QoS requirements. Among the �ve ser-vice classes de�ned either by the ATM Forum [5] or by ITU, two services areconsidered as having most stable speci�cations: CBR, or Constant Bit Rate,and non real-time ABR, or Available Bit Rate. CBR services consist of cir-cuit switching emulation with a constant cell rate like in telephone systems.The class of ABR services includes normal data tra�c such as �le transfer ande-mail. Such services are loss sensitive and a maximumCell Loss Ratio is spec-i�ed for them. A Minimum Cell Rate is also guaranteed for this class whereasneither cell transfer delay nor cell delay variation are guaranteed. These sourcerates could be controlled in order to react to the state of congestion on thenetwork.After reviewing the main characteristics of some existing allocation mech-anisms integrating both voice and data tra�c in a TDMA (Time DivisionMultiple Access) environment, we introduce the MRAP in section 2.3. Inorder to prove the e�ectiveness of MRAP, we use a new modeling method-ology: Stochastic Automata Networks (SAN). This methodology has recentlyreceived attention in the literature as a means of modeling complex systemsof interacting components when the systems are not amenable to analyticalsolutions by queuing network analysis. They appear to be particularly usefulwhen modeling parallel architectures, distributed systems and protocols, ei-ther in discrete or continuous time [16], as they allow an easy representationof synchronization mechanisms and some e�cient numerical algorithms. Wepresent the SAN methodology in section 3. Then, in the fourth section, weinvestigate the modeling process of MRAP using SAN. Numerical results arepresented in section 5.2 Resource allocation for both voice and data tra�cIn this study, we consider a wireless cellular network where radio resourceis shared between users of a particular cell within TDMA-based medium ac-2



cess control. Schematically, the TDMA technique lets time be discretized intoframes periodically transmitted. The TDMA frames are also partitioned intoa �xed number of time slots. For voice calls, a time slot acts as a virtualchannel since it is allocated to a connection at connection set-up and freed atits termination. Obviously, time slots constitute the critical resource in suchsystems.We assume that the base station is a kind of gateway between the wirelessnetwork and the ATM-based switching network, as it is stated in [17]. Weconsider that an ATM cell �ts with the size of the TDMA slot. The ATM cellheader is compressed and a speci�c wireless part is added to it.Whereas a lot of papers proposed and studied the Multiple Access Control ofcall requests, only a few considered Resource Allocation Control because ex-isting PCS do not often deal with multi-service integration. Before describingour own Resource Allocation Mechanism, MRAP, we introduce some of thesereferences.2.1 Combination of both reservation and random accessWithout speaking of wireless ATM networks, [11] proposes and analyzes amulti-access protocol for integrating transparently data tra�c in a TDMAdigital voice system. They justi�ed their work by stating that a substantialfraction of the channel capacity is not used by voice: from 20% for a poornumber of time slots up to 60% for a larger number.It is assumed that voice terminals use the access protocol in the E-TDMA(Enhanced-TDMA) standard. The data multi-access protocol combines ran-dom access with slot reservation to statistically multiplex data packets trans-mitted by data terminals with speech spurt packets transmitted over theshared reverse air channel. Random access is used when tra�c is light, whereasslot reservation access operates when load is heavy, even allowing multi-slotassignments per TDMA frame. To keep compatibility within the E-TDMAstandards, the voice terminal access mechanism is used without modi�cations.The reverse slot allocation to data requests is based on allocation requeststransmitted by data terminals via the reservation sub-slots which are storedin a round-robin served queue. When a slot is assigned to a data terminal, itkeeps it in subsequent frames until its packet queue is empty. In order to notinterfere with voice call requests, the Base Station assigns reverse slots withpriority to voice request over data requests. The mechanism allows one to al-locate various priority levels to various data service types (high throughput,real time or not) and multi-slot assignments per frame in order to increase thedata rate. 3



Furthermore, at any time, data terminals sense which slots are free on theforward channel. They can access these free slots in a contention mode: incase of collision, they attempt to retransmit the same packet. The data accessprotocol is then simulated.The major drawback of this scheme is that when a slot is allocated to a dataterminal it occupies it for one or more subsequent frames. Even if phone callshave priority for allocation, they can be rejected if all slots are occupied eitherby voice calls or data tra�c. Data tra�c is not transparent to voice tra�c asthis scheme increases the voice calls blocking probability.2.2 Boundary SchemesThis set of schemes proposes to partition resources into the two tra�c classesby de�ning a boundary between both parts.In [19], the TDMA frame is partitioned into two compartments, one for voicecircuits and the other for data packets. The boundary between the two com-partments can be either �xed or movable. Movable boundaries are better be-cause data tra�c has the capability to use any idle slots of the voice compart-ment resulting in higher bandwidth utilization. As each data packet occupiesonly one slot, data tra�c does not interfere with voice tra�c. No preemptingmechanism of data slots by voice calls has to be supported. In contrast, if avoice call were permitted to use a slot from the data compartment, this slotwould be unavailable to data tra�c for the entire duration of the call. Voiceslots are allocated with previous reservation whereas data slots are allocatedwith contention.[17] proposes a MAC (Media Access Control) protocol called MDR-TDMA(Multiservices Dynamic Reservation) in order to provide bandwidth sharingto various multimedia services with high channel utilization, while maintain-ing a reasonable QoS level on each service. In this mechanism, the TDMAframe is subdivided into Nr request slots and Nt message slots; a message slotcontains exactly one basic data link unit. Request slots are used for initial ac-cess in slotted Aloha mode. Of the Nt message slots, a maximum of Nv < Ntslots in each frame can be assigned for voice tra�c. Packet data messages aredynamically assigned to one or more other message slots. The dynamic alloca-tion is based on a statistical algorithm in which available capacity is proratedamong demands based on Usage Parameter Control (UPC). It allows one alsoto take into account a real-time data tra�c by using a time-of-expiry basedqueue service scheme. In the paper, a numerical evaluation of this protocol ispresented.The advantage of these mechanisms is that a guaranteed amount of bandwidth4



is always provided to voice tra�c while a minimal amount of resources is alsoguaranteed to data tra�c with the possibility of using all slots in the absenceof voice calls. Furthermore, resource allocation to data tra�c is really adaptedto the available resource. The major drawback is the di�culty to determine theboundary to have a good compromise between data-packet delay and voice-callblocking.2.3 Multiservices Resource Allocation Policy: MRAPFrom the characteristics of other proposed mechanisms, we have derived ourown Multiservices Resource Allocation Policy which allows ABR service trans-fer (also simply called data transfer) in a transparent way for CBR servicetra�c (also called voice service).To achieve the constant bit rate requirement for the CBR service, we alwaysallocate a time slot to a call request for the duration of the communication; it isequivalent to a circuit. As the telephone is a real-time service, if every time slotis busy, new requests are not queued but rejected. We distinguish two typesof requests: new call requests and handover requests. New call requests comefrom users who want to initiate a communication whereas handover requestscome from users who have moved from a neighbour cell to the consideredone. As it is better to continue a communication in progress than to initiatea new one, a priority is given to handover requests over new call requests.As has been said above, ABR service is neither delay-sensitive nor real time.Moreover, we assume it is connectionless: an ABR request is constituted bythe data packet itself. As a consequence, a lower priority is assigned to ABRrequests. Data packets are queued in a bu�er when waiting for available slotsin a next TDMA frame. As the data packet bu�er has a �nite size, it could besaturated if packets are arriving and all slots are used by CBR connections.To avoid packet losses, both mechanisms could be provided in MRAP:{ a 
ow control mechanism regulates the source rate in case of bu�er conges-tion; it enforces rate reducing on ABR sources.{ a part of bandwidth is reserved for ABR tra�c, allowing the guaranteedMinimal Cell Rate of such service speci�cation; we reserve one speci�c timeslot of the TDMA frame for data transfer.Our policy allows ABR service to use the fraction of bandwidth unused byCBR service in a transparent way for CBR services with provisioning QoS forABR services.Transparent means that sharing resources with data packets does not changethe o�ered QoS to CBR service i.e. the new call blocking probabilities anddropping handover probabilities. Our solution proposes that resource alloca-5



tion for ABR services will be done slot by slot. Actually, it means that datapackets are transferred when time slots are available and when all received callrequests have been served; in contrast, data packets are stored in the bu�erwhenever all slots are busy with call requests. As there is no priority amongdata services, the bu�er scheduling is �rst-in, �rst-out. Obviously, when thebu�er is full, new arriving data packets are lost. A 
ow control mechanismand reserved bandwidth are provided to avoid this problem even in a largebu�er.In the next sections, we introduce the SAN modeling technique and the modelwe have developed in order to evaluate the e�ectiveness of this allocationmechanism.3 Discrete-time Stochastic Automata NetworksStochastic Automata Networks (SAN) have been introduced to represent com-plex systems with interacting components such as parallel systems, distributedalgorithms and protocols [15]. SAN is a Markov chain model. Compared toqueuing networks, it has the advantage of facilitating the representation ofcomplex synchronization constraints. The key idea in SAN is to describe thestates and the transitions of the Markov chain in a compact formulation and toavoid generation of the whole transition matrix (or generator). Unlike Stochas-tic Petri Nets [12], the SAN approach does not build the state space and com-putation of the steady-state probabilities may be reduced. Furthermore, manysoftware tools implementing current algorithms have been recently developed[3]. In [14] and [16] , it is showed how to build the transition matrix or thegenerator of the Markov chain by applying tensor operations on the matrixrepresentations of these automata. We solve numerically the steady-state dis-tribution and, we compute the rewards de�ned by the user on this probabilityvector. The complexity of the numerical computations is weakened when wetake into account the generator description with tensor product. These oper-ations have been implemented in a package called PEPS [16,15,8].At the present time, few SAN models have been developed. In [6], SAN isstudied a resequencing system. In [18], [7] and [9], many bu�er managementpolicies which have been proposed for ATM switching node were investigated.To develop a SAN model, the system must be �rst decomposed into semanti-cally independent components. Then, each system component is representedby an automaton. Like in Stochastic Petri Nets, the arcs are labeled with atransition rate or a probability; this label can be governed by a function. Fur-thermore, speci�c types of labels may be used to describe the dependenciesbetween the components. 6



Stochastic Automata Networks may be used either in discrete-time or continuous-time. However, in this paper, we only introduce the discrete-time analysis [15](see [14,16] for continuous-time SAN). An automaton itself is not Markovian,but the whole automata network is associated to a multidimensional discrete-time Markov chain. To insure the Markovian framework, transitions in theSAN models must have one of the following:{ Fixed rate (just like for ordinary Markov processes or chains).{ Network dependent rate: the transition rate is a function of the states ofthe other automata.{ Synchronization: several transitions occur at the same time. The rates oftransitions may be either �xed or state dependent. All of the automatamust be in a suitable state for �ring the synchronization. In the literature,this type of synchronization is denoted as a Rendez-vous.De�nition 1 (Tensor Product) Let A be a matrix of order n�n, and B amatrix of order p � p. The tensor product of A and B is a matrix C of ordernp � np such that C may be decomposed into n2 blocks of size p.C = AOB = 26666666666664 a11B ::: ::: a1nB: : : :: : : :: : : :an1B ::: ::: annB 37777777777775Assume that the states are in lexicographic order, the transition matrix P ofthe Markov chain associated to a discrete time Stochastic Automata Networkis obtained using the following relation [15]:P = nOi=1 P (i)l +Xs2S( nOi=1 P (i)(s) � nOi=1 P (i)n(s))where{ n is the number of automata in the network.{ S is the set of synchronizations.{ P (i)l is the matrix describing the local transitions of automaton i.{ P (i)(s) is the matrix describing the e�ect of synchronization s on automatoni.{ P (i)n(s) is the normalization matrix associated to P (i)(s) .This equation is used in the iterative computation of the steady state dis-7



tribution to obtain a smaller complexity of the product vector-matrix [16].The generator of a Markov chain associated to a continuous time StochasticAutomata Network is obtained using a similar construction, applying tensorproduct and sum on local contributions.4 Modeling MRAP with SANAs seen before, MRAP aims at sharing network resources i.e. the time slotsof the TDMA frame between call requests and packet transfer requests. Dueto the constant duration of a time slot and the periodic transmission of theTDMA frame, it seems natural to use a discrete-time model where the time-slot duration acts as the system unit. We focus on a particular cell and consideronly one carrier and one TDMA frame of C slots.For CBR services, we are interested in two QoS parameters: the blockingprobability for new voice calls and, the dropping handover probability for callsfrom neighbour cells. For ABR services, only a packet loss rate is guaranteedand computed in this evaluation. From the modeling point of view, we considerthree classes of requests:{ the new call requests are real time and intend to set up connection. This classof tra�c keeps the allocated slot through the call termination or throughthe user moves to another cell. The probability of one arrival of a new callis denoted Pc.{ the handover requests are connections coming from a neighbour cell becauseof the user's mobility during the communication. Once they are accepted,they have the same characteristics as new call requests. The probability ofone arrival of a handover request is denoted Ph.{ the packet transfer requests come from connectionless ABR services. It issupposed that the packet transfer delay �ts with the time slot duration.Then each time a packet is transferred, it frees the allocated slot and theprobability of service completion is equal to 1:0. Data packets come most ofthe time from a fragmented message; then more than one data packet canarrive during the same slot. Packets arrivals are geometrically distributedwith probability Pnc. The probability of packets arrival is denoted Pnci wherei represents the number of packets to be transferred. We consider by hy-pothesis, i � 3. 8
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dn-1 dn dn+1 dn+2Fig. 1. Automaton for CBR tra�c (new connection and hando�)4.1 Early ArrivalsThe Discrete Time Model considers early arrivals as depicted in Fig. 1; ina time slot [Yn; Yn+1], arrivals happen just after the beginning of a slot andservice completion (and departure) takes place just before the end of the slot.This assumption has a great impact on the modeling process because it impliesthat data packets begin and complete their service during the same time slot.Consequently, when observing the state of the system, we never see any datapacket being served.All these events are de�ned as Bernouilli processes. As we take very low valuesfor the probability of call arrival, we have neglected the probability of morethan one arrival in a single time slot. We make the same simpli�cation for theprobability of having more than one service completion in a single time slot.The probability of service completion for CBR tra�c is denoted Ps.4.2 Modeling ProcessTo evaluate the QoS described before, we need to represent the dynamics ofthe slot allocation policy for both CBR and ABR services. The �rst automa-ton represents CBR requests of both classes during their service. In order tocompute the data loss rate, the second automaton represents the number ofdata packets in the bu�er. The third automaton acts as the 
ow enforcementmechanism in case of bu�er congestion. As has been said before, we can notrepresent the data packets being served.4.2.1 Automaton for CBR tra�cFigure 2 depicts the number of CBR connections using the C slots of a par-ticular TDMA frame. To keep the �gure readable, C is taken to be equal to 3and the automaton has 4 states. 9



Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R0
Pc Ph Ps R0
Pc Ph Ps R1
Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R1

Pc Ph Ps R1

Pc Ph Ps R2

Pc Ph Ps R1

Pc Ph Ps R1

Pc Ph Ps R2

Pc Ph Ps R2
Pc Ph Ps R2

Pc Ph Ps R2

Pc Ph R3

Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R1
Pc Ph Ps R1

Pc Ph Ps R1

Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R0

Pc Ph Ps R2

1 20 CFig. 2. Automaton for CBR tra�c (new connection and hando�)From state i, transitions to the next state are one of the following :{ to state i, when no arrival and no departure (PcPhPs) occurs or for bothone arrival and one departure (PcPhPs + PcPhPs).{ to state i+1 or at most C, when an extra connection has arrived (PcPhPs+PcPhPs + PcPhPs).{ to state i+ 2 or at most C, when both a new connection and an handoverrequest have arrived with no departure (PcPhPs){ to state i�1 or at least 0, when a departure occurs but no arrival (PcPhPs).We note that when there are no customers in the system, only new arrivalscan occur.Depending on the state of the automaton, each transition triggers additionallya synchronization with the other automaton. The semantic of a synchroniza-tion, denoted Rj, is that j represents the number of slots which are not used byCBR tra�c and which can be used to transfer ABR packets. As an example,the transition from state 0 to 1 labeled by PcPhPsR1 means that consequentlyto this double arrival, only one time slot is available for an ABR packet. Wede�ne C + 1 synchronizations at all (in Fig. 2, there are 4 synchronizations).A blocking state is de�ned as a state where it is not possible to accept a newcall, typically the state where the C slots are busy. Consequently, blockingstates are states C and C�1 for new voice calls and only state C for handoveras hando�s have priority over new calls. From this model, we compute the newcall blocking probability as the sum of probabilities of states from which a callis refused (equation 1). In the same way, we deduce the dropping handoverprobability as the probability of state from which a call handover is refused(equation 2). Blocking = �C�1 +�C (1)Dropping = �C (2)10
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BFig. 5. Automaton for the bu�er: synchronization R24.2.2 Automata for the bu�erWe have divided the bu�er model into four automata according to the foursynchronizations Rj de�ned before. These automata describe how the numberof packets stored in the bu�er increases or decreases depending on the availableslots in the frame and of the number of new requested packets. The arcs arethen labeled with a particular synchronization associated to the probabilityPnci that i packets arrive during a time slot. On the following four �gures, wepresent automata with a bu�er capacity of B = 3 data packets. We can seethat the bu�er size only increases when there is no available slot in the frame(Fig. 3 and synchronization R0). We can see also how the number of packetsincreases or decreases when only one slot (Fig. 4), two slots (Fig. 5) and threeslots (Fig. 6) are available.Loss of data packets occurs when the bu�er over
ows i.e. when the number ofpacket arrivals exceeds the number of available time slots added to the numberof free places in the bu�er. In state B, these losing transitions triggers thenanother synchronization denoted Ctl which synchronizes the bu�er automaton11



Pnc R3

Pnc R3

Pnc2 R3

Pnc3 R3

Pnc3 R3 Pnc3 R3

Pnc R3

Pnc R3

Pnc2 R3

Pnc R3

Pnc2 R3

Pnc3 R3

Pnc R3

Pnc R3

Pnc R3

Pnc2 R3

0 1 2 B

Fig. 6. Automaton for the bu�er: synchronization R3
Control

Off
Control

On
Pctl   Ctl

Pctl   CtlFig. 7. Automaton for the 
ow controlwith the 
ow control automaton. It means that as soon as the bu�er over
ows,the ABR source must reduce its rate. For example, the �rst automaton triggersthe synchronizationR0 and the second automaton is in state B with more thanone arrival of data packets, Pnc2 (Fig. 3).4.3 Automaton for the 
ow controlThe third automaton has only two states to represent if the 
ow control isenabled or not (Fig. 7). Flow enforcement is triggered by the synchronizationCtl when the bu�er over
ows as seen before. When the control is on, theprobability of packet arrivals is multiplied by Pctl, the reducing rate.5 Numerical Example5.1 Input parametersWe perform several experiments and present here only the most representativeones. We have �xed some parameters while we vary the others. Table 1 presentsthe exact or minimal value of the parameters. The time slot is the time unitof the model. The primary data rate is �xed to 1 Mbps. Consecutively to a
ow enforcement , the data rate is multiplied by Pctl which is equal here to 10% of the primary rate. In all experiments, we vary the load of CBR tra�c by12



increasing the probability of a new call arrival, Pc. We study also two di�erentbu�er sizes of 30 and 60 data packets and two TDMA frame sizes of 10 and30 time slots.Table 1ParametersParameter Actual Notation ModelDuration Valuetime unit 576:10�6 s - -primary data rate 1 Mbps Pnc 0:45reducing rate 10 % Pctl 0:1voice call inter-arrival 7..600 s Pc 8:10�6..1:10�6mean voice call duration 120 s Ps 5:10�6bu�er sizes 30, 60 B -TDMA frame 10, 30 C -5.2 Providing QoS to CBR service
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Fig. 8. Blocking and dropping handover probabilities for various TDMA frame sizesLet us now describe the results concerning the two QoS parameters of CBRtra�c. In Fig. 8, blocking and dropping handover probabilities versus loadare compared for both numbers of slots. For the same proportion of new con-nection and handover requests, we can clearly see the e�ect of the prioritypolicy on both QoS parameters. The dropping handover probabilities are al-ways lower than the blocking probabilities.13



Obviously, when the number of slots decreases, the blocking probabilities in-crease. For a TDMA frame of 10 slots, blocking probabilities are kept under1% until the load reaches 60%. They exceed 10% for a very high load of morethan 80%. For a TDMA frame of 30 slots, they are kept under 1% for a loaduntil 90%. These performance parameters are those usually speci�ed for sucha wireless network.
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Fig. 9. Blocking probabilities when bandwidth is reserved to data tra�c
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Fig. 10. Dropping probabilities when bandwidth is reserved to data tra�cLogically, neither the 
ow control mechanism nor the bu�er size have any im-pact on the QoS of CBR tra�c. However, to guarantee a minimal amount ofbandwidth to ABR service (one time slot in the scenario) increases both theperformance parameters for CBR service (Figs. 9 and 10). In this case, CBRrequests have only access to C � 1 slots. We observe however, that the block-ing probabilities with less available bandwidth are just slightly higher thanthe blocking probabilities with all of the bandwidth available. Same remark14



for the dropping probabilities. In conclusion, MRAP allows standard valuesfor blocking and dropping probabilities even with a little part of bandwidthreserved to ABR service. In the following section, we will show that this shortreserved bandwidth is enough to reduce signi�cantly data packet losses.5.3 Providing QoS to ABR service
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Fig. 11. Packet Loss probabilities for three bu�er sizes
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Fig. 12. Packet Loss probabilities for two frame sizesIn order to reduce data packets losses, we can perform four actions:(i) increase the bu�er size.(ii) increase the number of slots in the frame.(iii) control the source rate. 15



(iv) reserve a part of bandwidth to ABR service.As shown in Fig. 11, when the number of slots is reduced (10 slots), too manypackets need to be stored in the bu�er and it is always full, whatever itssize. On the other hand, when the size of the TDMA frame increases, theloss probabilities decrease (Fig. 12). However, the size of the TDMA frame isa �xed parameter of the Personal Communication System and is di�cult tomodify in an existing network.
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Fig. 13. Packet Loss probabilities with Flow ControlThe next enhancement is to control the source rate each time the bu�er over-
ows. It consists of sending 10 times less data during a time unit. Figure 13exhibits the obtained results. This action has little impact on the loss rate asit increases rapidly with load, even when data throughput is low.
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Fig. 14. Packet Loss probabilities with Minimal Guaranteed Bandwidth16



The last solution is to always reserve one time slot for ABR tra�c. As itis shown in Fig. 14, this solution gives the best results in terms of reducinglosses, whereas, as seen before, bandwidth reservation does not a�ect the QoSfor CBR tra�c. The results are similar when we perform only bandwidthreservation as when we perform both bandwidth reservation and 
ow control.6 ConclusionWe have investigated the integration of both ABR and CBR services in aWireless ATM network by means of a proposed mechanism called MRAP.MRAP allows the sharing time slots of the TDMA frame e�ciently betweentwo classes of tra�c, while satisfying the QoS requirements of both.MRAP consists of giving priority to handover over new call requests, whichhave in turn, priority over data requests. As data packets use the allocatedresource for a single time slot, data tra�c is completely transparent to thevoice tra�c.We use a new modeling methodology, the Stochastic Automata Networkswhich allows us to develop a readable model and to compute the steady-stateprobabilities without building the entire state space.To obtain low data packet losses, we compare the impact of four actions. Mostof the time, it is not possible to increase the size of the TDMA frame whichis part of the wireless communication system. Then, we can act on the bu�ersize, the source rate control and, the slot allocation policy. Our experimentsshow that the last action gives the best performance. It consists of reserving aminimal bandwidth amount to the ABR service. We have shown furthermorethat it does not a�ect the blocking or dropping probabilities of the CBRservice, and that it considerably reduces the packet loss probabilities for theABR service. It is possible to have no 
ow control unless the mechanism isimplemented in conjunction with error control. As it is very simple, MRAPseems to be very promising.Future investigations will take into account not only ABR service classes butalso real-time VBR service classes. In contrast with CBR ones, VBR connec-tions are not active all the time but only during short period called bursts.It is then possible to increase the e�ective data rate by using the VBR slotsduring their inactive periods. This system keeps the transparency property asVBR connections recapture their slots as soon as they become active again.However, the slot activity management seems to be complicated signi�cantlyand the associated model 17
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