
Preface

This ECML/PKDD 2005 workshop, follow-up to the successful KDO-04 Work-
shop held at the ECML/PKDD 2004 in Pisa as well as the (semantic) web
mining workshops at ECML/PKDD 2001-2003, was concerned with the interac-
tion between prior knowledge as encoded in ontologies and derived knowledge
as obtained by a knowledge discovery process.

Early approaches to KDD typically relied on one-size-fits-all solutions. More
recently, however, the role of available prior knowledge as well as specific profile of
the user have been increasingly taken into account. Such contextual information
may help select the suitable data, prune the space of hypothesis and represent the
output in a most comprehensible way. Ontological grounding is a pre-requisite for
efficient automated usage of such information with respect to a particular mining
session. Notably, availability of domain ontologies also enables to automatically
expose the mining results on the semantic web, to provide some KDD tools in the
form of (semantic) web services, or to handle heterogeneous and complex objects
when mining web data for the purpose of (semantic) web personalisation.

In some domains large bodies of consensual knowledge already exist. This is
the case in medicine: although e.g. UMLS or Foundational Model of Anatomy
are not ideal ontologies (i.e. formal theories) in the strictly logical sense, they
express large-scale and long-term pragmatic structuring of domain knowledge. In
many other domains, however, it might be necessary to start from a collection
of data (esp. text) and to design the first version of ontology inductively, via
ontology learning. The result of ontology learning (possibly fine-tuned by the
human designer) eventually becomes input for further empirical discovery.

While knowledge engineering research has already recognized the value of
knowledge discovery from textual and semi-structured resources in the process
of building an ontology (i.e. in ontology learning), links in the opposite direction
are more rare. Within the context of this workshop we intended to bring together
researchers from both directions in order to initiate a discussion on how to
integrate insights from both communities.

We obtained 15 paper submissions; each of them has been evaluated by three
reviewers. Based on the reviewers’ opinions, we selected 9 submissions for pre-
sentation. All papers were presented orally at the workshop. The texts of all
accepted contributions are collected in this volume.

Although the papers shared the unifying idea of using KDD for ontology
development and/or vice versa, the underlying KDD techniques, forms of data
(e.g. text/tabular) as well as ontology types—never mind application domains—
were fairly heterogeneous.

The papers could more or less be divided into two almost well balanced
groups. Namely, into a ‘KDD for Ontology’ segment, which deals with ontology
generation, evaluation and manipulation:
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– d’Amato et. al. define a new dissimilarity measure for ontological concept
descriptions in ALC,

– Dupret and Piwowarski show how a singular value decomposition of a term
similarity matrix induces a term taxonomy,

– Fortuna et. al. present a system for semi-automatic topic ontology construc-
tion that integrates two well-known methods, latent semantic indexing and
k-means clustering, for topic discovery,

– Lendvai makes use of the document structure of semantically annotated
medical documents to extract a conceptual taxonomy,

– Spiliopoulou et. al. present a method for the evaluation of ontology establish-
ment and enhancement tools by combining perceived quality and statistical
measurements.

And an ‘Ontology for KDD’ segment, which presents contributions dealing with
the application of ontologies in KDD tasks and processes:

– Bogorny et. al. present an approach to reduce the number of spatial relation-
ships for knowledge discovery in geographical databases, using a geoontology
and semantic spatial integrity constraints,

– Domingues and Rezende present an algorithm and a system for the general-
ization and analysis of association rules by the use of taxonomies,

– Litvak et. al. show how the classification of multi-lingual web documents can
be improved by the usage of a domain ontology,

– Svátek et. al., finally, used a domain ontology to find explanations for dis-
covered associations in social modelling.

The workshop also featured an excellent invited talk by Magdalina Eirinaki
and Michalis Vazirgiannis, which brought together knowledge discovery and on-
tologies to solve a third problem, namely that of Web personalization.

The organizers would like to thank all presenters for inspiring talks and
presentations, the PC members and additional reviewers for their careful work,
the local organizers from the ECML/PKDD 2005 team, and last but not least
the Workshop Chair.

September 2005 Markus Ackermann
Bettina Berendt

Marko Grobelnik
Vojtěch Svátek

Workshop Chairs
KDO’05
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Ontologies in Web Personalisation
(Invited Talk)

Magdalini Eirinaki and Michalis Vazirgiannis

Athens University of Economics & Business, Department of Informatics
Athens, Greece

{eirinaki, mvazirg}@aueb.gr

Abstract

Web personalization is the process of customizing a web site to the needs of
each specific user or set of users. Personalization of a web site may be performed
by the provision of recommendations to the users, highlighting/adding links,
creation of index pages, etc. Most of the research efforts in Web personaliza-
tion correspond to the evolution of extensive research in Web usage mining, i.e.
the exploitation of the navigational patterns of the web sites visitors. When a
personalization system relies solely on usage-based results, however, valuable in-
formation conceptually related to what is finally recommended may be missed.
The exploitation of the web pages semantics can considerably improve the re-
sults of web usage mining and personalization, since it provides a more abstract
yet uniform and both machine and human understandable way of processing
and analyzing the usage data. The underlying idea is to integrate usage data
with content semantics, expressed in ontology terms, in order to produce se-
mantically enhanced navigational patterns that can subsequently be used for
producing valuable recommendations. In this talk we will present how a per-
sonalization system may benefit from incorporating semantics in the web usage
mining and personalization process.

Invited Speakers’ Short Biographies

Magdalini Eirinaki is currently a senior PhD candidate in the Department of
Informatics of Athens University of Economics and Business (since 2002). She
holds a degree in Informatics from the University of Piraeus (1998), and an MSc
degree (with Distinction) in Advanced Computing from the Imperial College of
Science, Technology and Medicine, University of London (2000). Her interests
cover the Web mining and Web personalization areas. Her research work focuses
on the integration of Web usage and content semantics, as well as the involvement
of link analysis techniques in the Web personalization process. She has served as
a reviewer in international conferences and journals and has published several
papers in international refereed journals, conferences and workshops. She has
also contributed a chapter in an international book.
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Michalis Vazirgiannis is an Associate Professor in the Department of Informatics
of Athens Univ. of Economics & Business. He holds a degree in Physics (1986),
a MSc. in Robotics (1988), and a MSc. In Knowledge Based Systems. In 1994 he
obtained a Ph.D. degree in Informatics. Since then, he has conducted research
in the Knowledge & DB Lab (of N.T.U. Athens, Greece), in GMD–IPSI (Darm-
stadt, Germany), in Fern-Universitaet (Hagen, Germany), in project VERSO in
INRIA/Paris, in IBM India Research Laboratory, and in Max Planck Institut fü
Informatik (Germany). His research interests and work range from data mining
to web content management, spatiotemporal databases, and global computing.
He has been awarded the ERCIM post doctoral fellowship in the year 2001.
In February 2005 he received the MARIE CURIE intra European fellowship to
visit INRIA/Paris. The fellowship supports research in the area of P2P web in-
dexing and searching. He is currently the scientific person in charge of two EU
funded competitive research programs and several national ones. He served as a
conference committee member and as reviewer for international conferences and
journals. He has published two books with Springer-Verlag, contributed chap-
ters in international books and encyclopaedias and more than sixty articles in
international journals and conference proceedings.
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A Semantic Dissimilarity Measure for Concept
Descriptions in Ontological Knowledge Bases

Claudia d’Amato, Nicola Fanizzi, Floriana Esposito

Dipartimento di Informatica, Università degli Studi di Bari
Campus Universitario, Via Orabona 4, 70125 Bari, Italy
{claudia.damato,fanizzi,esposito}@di.uniba.it

Abstract. This work presents a dissimilarity measure for expressive De-
scription Logics that are the theoretical counterpart of the standard rep-
resentations for ontological knowledge. The focus is on the definition of
a dissimilarity measure for the ALC description logic based both on the
syntax and on the semantics of the descriptions.

1 Introduction

Recent investigations have emphasized the use of ontologies similarity measures
for Information Retrieval and Integration [1, 2]. However, there is a number of
other tasks that may exploit similarity measures, such as, for instance, clustering
by means of partitional or agglomerative algorithms. Therefore, in a Semantic
Web perspective, similarity measures can enable such algorithms to exploit the
available ontological knowledge expressed in suitable representations, namely
concept languages which are candidate as standard in this context.

Various measures for concept representations have been proposed in the lit-
erature. A measure has been proposed as a function of the path distance between
terms in the hierarchical structure underlying the ontology [3]. Other methods
for assessing the similarity of concept descriptions are based on feature matching
[4] and information content [5]. The former approach uses both common and
discriminant features among concepts and/or concept instances to compute the
semantic similarity. The latter method is founded on Information Theory. A sim-
ilarity measure for concepts within a hierarchy is defined in terms of the amount
of information conveyed by their immediate super-concept. This is a measure of
the variation of information from a description level to a more general one.

Other measures compute the similarity among classes (concepts) belonging to
different ontologies. In [6] a number of measures is presented for comparing con-
cepts located in possibly heterogeneous ontologies. The following requirements
are made: the formal representation supports inferences such as subsumption and
local concepts in different ontologies inherit their definitional structure from con-
cepts in a shared ontology. In particular, the intersection of the sets of concept
instances is assumed as an indication of the correspondence between these con-
cepts. In [7] a similarity function determines similar classes by using a matching
process making use of synonym sets, semantic neighborhood, and discriminating
features that are classified into parts, functions, and attributes.
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Most of the cited works adopt a semantic approach in conjunction with
the structure of the considered descriptions. Besides, the syntactic structure of
the descriptions becomes much less important when richer representations are
adopted due to the expressive operators that can be employed.

Most of these works focussed on the similarity of atomic concepts (within a
hierarchy) rather than on composite ones. Nevertheless, the standard ontology
markup languages (e.g., OWL) are founded in Description Logics (DLs) since
they borrow the typical DLs constructors. Thus, it becomes necessary to inves-
tigate the similarity of complex concept descriptions expressed in DLs. In this
respect, to the best of our knowledge, there has been no comparable effort in
the literature, except the ideas in [8].

In this position paper, we introduce a semantic dissimilarity measure between
descriptions which is suitable for an expressive DL like ALC [9]. The measure is
based on the underlying semantics elicited by querying the knowledge base, as
proposed also in [10]. Moreover, recurring the notion of most specific concept of
an individual, the measure is extended to the individual-concept and individual-
individual cases, which may be exploited in knowledge discovery settings.

2 The Reference Representation Language

The basics of ALC [9] are recalled, a logic which is sufficiently expressive to
support most of the constructors of standard ontology languages.

Primitive concepts, denoted with names from NC = {C,D, . . .}, are inter-
preted as subsets of a domain of objects and primitive roles, denoted with
names taken from NR = {R,S, . . .}, are interpreted as binary relations on such
a domain. Complex descriptions are built using primitive concepts and roles
and the constructors in Table 1. The meaning is defined by an interpretation
I = (∆I , ·I), where ∆I is the domain of the interpretation and ·I is the interpre-
tation function, mapping the intension of concepts and roles to their extension.

A knowledge base K = 〈T ,A〉 contains a T-box T and an A-box A. T is a set
of definitions C ≡ D, meaning CI = DI , where C is the concept name and D
is a description as defined above. A contains extensional assertions on concepts
and roles, e.g. C(a) and R(a, b), meaning, resp., that aI ∈ CI and (aI , bI) ∈ RI .

Definition 2.1. Given two concept descriptions C and D, C subsumes D, de-
noted by C w D, iff for every interpretation I it holds that CI ⊇ DI .

Example 2.1. An instance of concept definition in the proposed language is:
Father ≡ Maleu∃hasChild.Person which corresponds to the sentence: ”a father is a
male (person) that has some persons as his children”. The following are instances
of simple assertions: Male(Leonardo), Male(Vito), hasChild(Leonardo,Vito).

Supposing that Male v Person is known (in the T-Box), one can deduce that:
Person(Leonardo), Person(Vito) and then Father(Leonardo).

Given these primitive concepts and roles, it is possible to define many other
related concepts: Parent ≡ Person u ∃hasChild.Person and FatherWithoutSons ≡
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Table 1. ALC constructors and their meaning.

Name Syntax Semantics

top concept > ∆I

bottom concept ⊥ ∅
concept C CI ⊆ ∆I

concept negation ¬C ∆I \ CI

concept conjunction C1 u C2 CI
1 ∩ CI

2

concept disjunction C1 t C2 CI
1 ∪ CI

2

existential restriction ∃R.C {x ∈ ∆I | ∃y ∈ ∆I((x, y) ∈ RI ∧ y ∈ CI)}
universal restriction ∀R.C {x ∈ ∆I | ∀y ∈ ∆I((x, y) ∈ RI → y ∈ CI)}

Male u ∃hasChild.Person u ∀hasChild.(¬Male). It is easy to see that the following
relationships hold: Parent w Father and Father w FatherWithoutSons. ut

A related inference used in the following is instance checking, that is deciding
whether an individual is an instance of a concept [9]. Conversely, it may be
necessary to solve the realization problem that requires finding the concepts
which an individual belongs to, especially the most specific one, if any:

Definition 2.2. Given an A-Box A and an individual a, the most specific con-
cept of a w.r.t. A is the concept C, denoted MSCA(a), such that A |= C(a) and
C v D, ∀D such that A |= D(a).

In the general case of a cyclic A-Box expressed in a DL endowed with exis-
tential or numeric restriction the MSC cannot be expressed as a finite description
[9], thus it can only be approximated. Generally an approximation of the MSC
is considered up to a certain depth k. The maximum depth k has been shown to
correspond to the depth of the considered A-Box [11].

Especially for rich DL languages such as ALC, many semantically equiva-
lent (yet syntactically different) descriptions can be given for the same concept.
Nevertheless, equivalent concepts can be reduced to a normal form by means of
rewriting rules that preserve their equivalence [9]:

Definition 2.3. A concept description D is in ALC normal form iff D ≡ ⊥ or
D ≡ > or if D = D1 t · · · tDn (∀i = 1, . . . , n, Di 6≡ ⊥) with

Di =
l

A∈prim(Di)

A u
l

R∈NR

∀R.valR(Di) u
l

E∈exR(Di)

∃R.E


where: prim(C) is the set of all (negated) primitives occurring at the top level
of C; valR(C) is the conjunction C1 u · · · u Cn in the value restriction of role
R, if any (otherwise valR(C) = >); exR(C) is the set of concepts in the value
restriction of the role R.
For any R, every sub-description in exR(Di) and valR(Di) is in normal form.
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3 A Dissimilarity Measure for ALC

As a first step we need to define a dissimilarity measure for ALC descriptions.
In order to achieve this goal, we introduce a function which is necessary for the
correct definition of a dissimilarity measure. This should be a definite positive
function on the set of ALC normal form concept description, defined making
use of the syntax and semantics of the concepts (and roles) involved in the
descriptions. The function is formally defined as follows:

Definition 3.1. Let L = ALC/≡ be the set of all concepts in ALC normal
form and let A be an A-Box with canonical interpretation I. f is a function
f : L × L 7→ R+ defined as follows:
for all C,D ∈ L, with C =

⊔n
i=1 Ci and D =

⊔m
j=1 Dj

f(C,D) := ft(C,D) =


1 if C ≡ D
0 if C uD ≡ ⊥

maxi = 1, . . . , n
j = 1, . . . , m

fu(Ci, Dj) otherwise

fu(Ci, Dj) := fP (prim(Ci), prim(Dj)) + f∀(Ci, Dj) + f∃(Ci, Dj)

fP (prim(Ci), prim(Dj)) :=
|(prim(Ci))I ∪ (prim(Dj))I |
|(prim(Ci))I ∩ (prim(Dj))I |

yet, fP (prim(Ci), prim(Dj)) = 0 when (prim(Ci))I ∩ (prim(Dj))I = ∅

f∀(Ci, Dj) :=
∑

R∈NR

ft(valR(Ci), valR(Dj))

f∃(Ci, Dj) :=
∑

R∈NR

N∑
k=1

max
p=1,...,M

ft(Ck
i , Dp

j )

where Ck
i ∈ exR(Ci) and Dp

j ∈ exR(Dj) and we suppose w.l.o.g. that N =
|exR(Ci)| ≥ |exR(Dj)| = M , otherwise the indices N and M are to be exchanged
in the formula above.

The function f represents a measure of the overlap between two descriptions
(namely C and D) expressed in ALC normal form. It is defined recursively
beginning from the top level of the descriptions (a disjunctive level) up to the
bottom level represented by (conjunctions of) primitive concepts.

In case of disjunction, the overlap between the two concepts is equal to the
maximum of the overlaps calculated among all couples of disjuncts (Ci, Dj) that
make up the top level of the considered concepts.

Then, since every disjunct is a conjunction of descriptions, it is necessary
to calculate the overlap between conjunctive concepts. This is calculated as the
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sum of the overlap among the parts that make up the conjunctive description.
Specifically, a conjunctive form can have three different types of terms: primitive
concepts, universal restrictions and existential restrictions. Since conjunction (u)
is a symmetric operator, it is possible to put together every type of restriction
(occurring at the same level) so it is possible to consider the conjunctions of
primitive concepts, the conjunctions of existential restrictions and the conjunc-
tion of universal restrictions as specified in the definition of ALC normal form.

Next, the amount of the overlap for the three different type of conjunc-
tion is defined. Particularly, the amount of overlap between two conjunctions of
(negated) primitive concepts is null if the they do not share any individual in
their extension. Conversely, if the two concepts share some individual the overlap
between them is computed as the ratio between the union and the intersection
of their extensions which expresses how far the partial overlap is from the total
overlap of the two concepts.

The computation of the overlap between, resp., descriptions expressed by
universal and existential restrictions is a bit more complex. Considering the
conjunction of universal restrictions, it is worthwhile to recall that every such
restriction is a single conjunction linked by respect to a different role (since
∀R.C u ∀R.D ≡ ∀R.(C u D)). Moreover, the scope of each restriction is ex-
pressed in normal form. Thus, the amount of the overlap between two subcon-
cepts (within Ci and Dj , resp.) that are scope of a universal restriction on a
certain role R is given by the overlap between two concepts in normal form
(computed by ft); of course, if no disjunction occurs at the top level, it is possi-
ble to regard the concept description as a disjunction of a single term to which
ft applies in a simple way. Since one may have a conjunction of concepts with
universal restrictions, one per different role, the overlap of this conjunction is
given by the sum of the overlap yielded by each restriction, rather than every
restriction scope. Note that, when a universal restriction on a role occurs only in
one of the descriptions, then the computation assumes > as the corresponding
concept in the other description.

Now we turn to analyze the computation of the amount of the overlap be-
tween two descriptions made up of conjunctions of existential restrictions. For
the dissimilarity between existential restrictions, we may recur to existential
mappings. Supposing that N = |exR(Ci)| ≥ M = |exR(Dj)|, such a mapping
can be defined as a function α : {1, . . . , N} 7→ {1, . . . ,M}. If each element of
exR(Ci) and exR(Dj) is indexed with an integer in the ranges [1, N ] and [1,M ],
resp., then any function α maps each concept description Ck

i ∈ exR(Ci) to
Dp

j ∈ exR(Dj). Since each Ck
i (resp. Dp

j ) is in normal form, it is possible to
calculate the amount of their overlap using ft. Fixed a role R and considered
a certain Ck

i (with k ∈ [1, N ]), the amount of the overlap between Ck
i and Dp

j

(with p ∈ [1,M ]) is computed. We are supposing that N ≥ M , thus each exis-
tential restriction on role R is coupled with the one on the same role in other
description scoring the maximum amount of overlap. These maxima are summed
up per single role. In case of absence of role restrictions on a certain role from
either description then it is considered as the concept >.
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Summing up, we have defined a measure whose baseline (counts on the ex-
tensions of primitive concepts) depends on the semantics of the knowledge base,
as conveyed by the ABox assertions. This is in line with to the ideas in [10, 8],
where semantics is elicited as a probability distribution over the domain of the
interpretation ∆.

Now, it is possible to derive a dissimilarity measure based on f as follows

Definition 3.2. Let L be the set of descriptions in ALC normal form and let
f be an overlap function defined as above. The dissimilarity measure d is a
function d : L × L 7→ [0, 1] such that, for all C =

⊔n
i=1 Ci and D =

⊔m
j=1 Dj

concept descriptions in ALC normal form:

d(C,D) :=


1 if f(C,D) = 0
0 if f(C,D) = 1
1

f(C,D) otherwise

The function d measures the level of dissimilarity between two concepts,
say C and D, in ALC normal form using the function f that expresses the
amount of overlap between the two concepts. Particularly, if f(C,D) = 0 then
this means that there is no overlap between the considered concepts, therefore
d must indicate that the two concepts are totally different, indeed d(C,D) = 1
i.e. it amounts to the maximum value of its range. If f(C,D) = 1 this means
that the two concepts are totally overlapped and consequently d(C,D) = 0
that means that the two concept are undistinguishable, indeed d assumes the
minimum value of its range. If the considered concepts have a partial overlap
then their dissimilarity is lower as much as the two concept are more overlapped,
since in this case f(C,D) > 0 and consequently 0 < d(C,D) < 1.

Let us recall that, for every individual in the A-Box, it is possible to calculate
the most specific concept of an individual a w.r.t. an A-box, MSC(a) (see Def.
2.2) or at least its approximation MSCk(a) up to a certain description depth k.
In some cases these are equivalent concepts but in general MSCk(a) w MSC(a).
This notion is exploited to lift the individuals to the concept level.

Let a and b two individuals in a given A-Box. We can consider A∗ = MSCk(a)
and B∗ = MSCk(b) (we also suppose that they are in ALC normal form). Now,
in order to assess the dissimilarity between the considered individuals, the dis-
similarity measure d can be applied to these descriptions, as follows:

d(a, b) := d(A∗, B∗) = d(MSCk(a),MSCk(b))

Analogously, the dissimilarity value between a concept description C and an
individual a can be computed by determining the MSC approximation of the
individual and then applying the dissimilarity measure:

∀a : d(a,C) := d(MSCk(a), C)

This case may turn out to be particularly handy both in inductive reasoning
(construction, repairing of knowledge bases) and in information retrieval.

We prove that d function actually is a dissimilarity measure (or dissimilarity
function [12]), according to the following formal definition:
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Definition 3.3. Let S be a non empty set of elements. A dissimilarity measure
for S is a real-valued function r defined on the set S×S that fulfills the properties:
1. r(a, b) ≥ 0, ∀a, b ∈ S (positive definiteness);
2. r(a, b) = r(b, a), ∀a, b ∈ S (symmetry);
3. ∀a, b ∈ S : r(a, b) ≥ r(a, a)

Proposition 3.1. The function d is a dissimilarity measure on L = ALC/≡.

Proof.
1. trivial: by construction d computes dissimilarity by using sums of positive
quantities and maxima computed on sets of such values.
2. by the commutativity of the sum and maximum operators.
3. by the definition of d, it holds that d(C,C) = 0 and d(C,C ′) = 0 if C is
semantically equivalent to C ′. In all other different cases, ∀D ∈ L and D not
semantically equivalent to D (C 6≡ D), we have: d(C,D) > 0 ut

The computational complexity of our dissimilarity measure d is strictly re-
lated to that of f . The measure also relies on some reasoning services, namely
subsumption and instance-checking, therefore its complexity depends on the
complexity of these inferences too. In order to assess the complexity of d, we
distinguish three different cases descending from being d based on ft.
Let C =

⊔n
i=1 Ci and D =

⊔m
j=1 Dj be two descriptions in normal form:

– Case 1: C and D are semantically equivalent. Only subsumption is involved
in order to verify the semantic equivalence of the concepts. Thus Compl(d) =
2 ·Cmpl(w), where Cmpl(·) and w represent, resp., complexity and subsumption;
– Case 2: C and D are disjoint yet not semantically equivalent. Subsumption
and conjunction are involved. Being the time complexity of conjunction a con-
stant, we have the same complexity of the previous case
– Case 3: C and D are not semantically equivalent nor disjoint. The complex-
ity depends on the structure of the concepts. It is necessary to compute fu for
n ·m times; so the complexity is: Cmpl(d) = nm ·Cmpl(fu) = nm · [Cmpl(fP ) +
Cmpl(f∀) + Cmpl(f∃)]. Thus we analyze the complexity of fP , f∀, f∃.
The dominant operation when computing fP is instance checking (IC) used for
determining the concept extensions. So we conclude that C(fP ) = 2 · C(IC).
The computation of f∀ and f∃ apply recursively the definition of ft on less com-
plex descriptions. A maximum of |NR| calls of ft are needed for computing f∀,
while the calls of ft needed for f∃ are |NR| · N · M , where N = |exR(Ci)| and
M = |exR(Dj)| as in Def. 3.1. Summing up as in the previous equation:
Cmpl(d) = nm · [(2 ·Cmpl(IC)) + (|NR| ·Cmpl(ft)) + (|NR| ·M ·N ·Cmpl(ft))]

We conclude that the complexity of the computation of d depends on the
complexity of the instance-checking for ALC which is P-space [9]. Neverthe-
less, in practical applications, these computations may be efficiently carried out
exploiting the statistics that are maintained by the DBMSs query optimizers.
Besides, the counts that are necessary for computing the concept extensions
could be estimated by means of the probability distribution over the domain.
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4 Conclusions and Further Developments

Similarity measures turn out to be useful in several tasks such as, classification,
case-based reasoning, clustering, etc. A novel dissimilarity measure d has been
introduced, derived from the measure f of the overlap betweenALC descriptions,
and based on the underlying semantics based on ABox interpretation.

We have also shown how to apply this function to measuring the dissimilarity
between individuals and also a individual-concept dissimilarity, which may be
more useful in knowledge discovery tasks.

In particular, defining a measure that is applicable for both the concepts to
individual similarity and between individuals one, it is suitable for agglomerative
clustering and for divisional clustering too. A further investigation will concern
the derivation of a distance measure, which amounts to finding a measure that
fulfils the triangular property.

These ideas are being exploited also for defining kernels on rich representa-
tions like DLs, thus allowing the exploitation of the efficiency of SVMs and the
other related methods.
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Abstract. We show that the singular value decomposition of a term
similarity matrix induces a term taxonomy. This decomposition, used in
Latent Semantic Analysis and Principal Component Analysis for text,
aims at identifying “concepts” that can be used in place of the terms
appearing in the documents. Unlike terms, concepts are by construction
uncorrelated and hence are less sensitive to the particular vocabulary
used in documents. In this work, we explore the relation between terms
and concepts and show that for each term there exists a latent subspace
dimension for which the term coincides with a concept. By varying the
number of dimensions, terms similar but more specific than the concept
can be identified, leading to a term taxonomy.

Keywords: Taxonomy, principal component analysis, latent semantic anal-
ysis, information retrieval, eigenvalue decomposition.

1 Introduction

Automated management of digitalized text requires a computer representation
of the information. A common method consists in representing documents by a
bag-of-words or set of features, generally a subset of the terms present in the
documents. This gives rise to the vector space model where documents are points
in an hyperspace with features as dimensions: The more important a feature in a
document, the larger the coordinate value in the corresponding dimension [15].

Clearly, much information is lost when discarding the term order but the
more significant limitation is that only the presence and the co-occurrence of
terms are taken into account, not their meaning. Consequently, synonyms appear
erroneously as distinct features and polysemic terms as unique features. This
serious limitation is an avatar of the feature independence assumption implicit
in the vector representation.

In the more general statistical models [27] (OKAPI) representations of queries
and documents are clearly separated. Relevance of a document to a query is
estimated as the product of individual term contributions [4]. The corresponding
assumption is not much weaker than strict independence.

Term dependence is taken into account in Language Models like n-grams and
their applications to Information Retrieval [24], but generally within windows of
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two or three terms. The Bayesian network formalism [6, 26] also allows for term
dependence, but their application to a large number of features is unpractical.

Principal Component Analysis (PCA) [7] for text (and the related Latent Se-
mantic Analysis method) offers a different approach: Uncorrelated linear combi-
nations of features –the latent “concepts”– are identified. The lack of correlation
is taken to be equivalent to independence as a first approximation, and the la-
tent “concepts” are used to describe the documents. In this paper, we show that
more than a list of uncorrelated latent concepts, Principal Component Analy-
sis uncovers a hierarchy of terms that share a “related and more specific than”
relation. Taking advantage of this structure to estimate a similarity measure
between query and documents is a future topic of work, while applications of
taxonomy to Information Retrieval are presented in Sect. 6.

This paper extends the results of [8] beyond the context of Latent Seman-
tic Analysis and PCA to all type of symmetric similarity measures between
terms and hence documents. It proposes a theoretical justification of the results
presented there, as well as a geometric interpretation in Sect. 4. The main con-
tribution, a method to derive a taxonomy, is presented in Sect. 3. Numerical
experiments in Sect. 5 validate the method while a review of automatic taxon-
omy generation methods is proposed in Sect. 6.

2 Term Similarity Measure

The estimation of the similarity between terms in Information Retrieval is gen-
erally based on term co-occurrences. Essentially, if we make the assumption that
each document of a collection covers a single topic, two terms that co-occur fre-
quently in the documents necessarily refer to a common topic and are therefore
somehow similar. If the documents are not believed to refer to a single topic,
it is always possible to divide them into shorter units so that the hypothesis is
reasonably verified.

2.1 Measures of Similarity

The Pearson correlation matrix S associated to the term by document matrix A
is a common measure of term similarity. It reflects how systematically terms co-
occur: if they always occur together, their correlation will be one, if they occur
only by chance, their correlation will be close to zero, and if they never co-occur,
the presence of one of the term will be a sure sign that the other is absent, and
their correlation will be minus one. To estimate it, we first compute the “mean
document” d of the mean term weights, the standard deviation sd(tj) of each
term weight and the normalized version of documents:

a′

i,j =
(ai,j − dj)

sd(tj)

where ai,j is the (i, j) element of A. The a′

i,j form a normalized document matrix

AN from which we deduce the correlation matrix: S = 1/(D − 1)AT
N
AN.

12



Other metrics are possible. Nanas et al. [21] count the number of term co-
occurrence in sliding windows of fixed length, giving more weight to pairs of
terms appearing close from each other. Park et al. [23] use a Bayesian network.
Crestani in [5] proposes an Expected Mutual Information Measure inspired from
Information Theory.

The method we present here does not rely on a particular measure of simi-
larity or distance. The only requirement is an estimate of the similarity between
any two index terms, represented by a symmetric matrix S.

2.2 Similarity in Lower Dimensional Space

In the vector space representation of documents, index terms correspond to
the base vectors of an hyperspace where documents are represented by points.
If to each term j corresponds a base vector ej , an arbitrary document d is

represented by d =
∑N

j=1
ωjej where ωj is the weight of term j in the document

d. Weights are usually computed using the well known tf.idf [28] formula and
lay between 0 and 1. The inconvenient of this representation stems from the
implicit assumption of independence between terms: Consider two documents
da and db each composed of a different single term. Independently of whether
the single terms are synonyms, unrelated or antonyms, the document similarity
in the hyperspace representation will be null because they coincide with two
different base vectors. A more desirable result would be the measure of similarity
between terms u and v like the element (u, v) of matrix S. This can be achieved
by defining a new similarity measure between documents: The dot product in
base S between the normalized document vectors1.

dT
a

|da|
S

db

|db|
= Su,v

Alternatively, we can define an extended representation of a document d as
(1/|d|)dT

√
S and use the traditional cosine similarity measure2.

The idea of introducing the similarity between terms to compute document
similarity is closely related to Latent Semantic Analysis and Principal Compo-
nent Analysis for text [8]. In the last method, the similarity between documents
and a query is computed as r(k) = AT S(k)q where A is the matrix formed
by the space vector representation of documents presented in Sect. 2.1, q is a
query and ri(k), the ith component of r(k), is the similarity of document i with
the query. The analogy with the extended document representation is clear, but
instead of using the original similarity matrix S, we use the rank k approxima-
tion of its eigenvalue decomposition. The matrix S can be decomposed into a
product including the orthonormal matrix V and the diagonal matrix Σ of its
eigenvalues σ` in decreasing value order: S = VΣVT . The best approximation
following the Frobenius norm of the matrix S in a subspace of dimensionality

1 S being symmetric, but not necessarily full rank, this dot product introduces a
quasi-norm [12]

2
√

S always exists because the singular values of S are all positive or null.
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k < N is obtained by setting to zero the eigenvalues σ` for ` > k. Noting V(k)
the matrix composed of the k first columns of V and Σ(k) the diagonal matrix
of the first k eigenvalues, we have S(k) = V(k)Σ(k)V(k)T .

We can now represent in extended form a document tu formed of a unique
index term u in the rank k approximation of the similarity matrix:

tT
u = eT

u

√
S

= eT
u V(k)Σ(k)1/2

= Vu,.(k)Σ(k)1/2 (1)

where Σ(k)1/2 is the diagonal matrix of the square root of the eigenvalues in
decreasing order and Vu,.(k) is the uth row of V(k). Following the termino-
logy introduced by Latent Semantic Analysis, the columns of V(k) represent
latent concepts. The documents in general as well as the single term documents
are represented with minimal distortion3 as points in the k dimensional space
defined by the k first columns – i.e. the eigenvectors – of V instead of the N
dimensional space of index terms. This is possible only if the selected eigenvectors
summarize the important features of the term space, hence the idea that they
represent latent concepts.

In the next sections, we analyze the properties of the rank k approximation
of the similarity matrix for different ranks and show how a taxonomy can be
deduced.

3 Identification of the Concepts of a Term

We explore in this section the relation between terms and concepts. Sending a
similarity matrix onto a subspace of fewer dimensions implies a loss of informa-
tion. We will see that it can be interpreted as the merging of terms meanings
into a more general concept that encompasses them. As an example, “cat” and
“mouse” are specializations of the concept of “mammal,” which itself is sub-
sumed by “animal.” The results we obtain are not as neat, but this example
illustrates our objective.

We first examine the conditions under which a term coincides with a concept.
Then we use the results to deduce a taxonomy.

3.1 Term Validity Rank

A similarity matrix row Sj,. and its successive approximations S(k)j,. represent a
single term document tj in terms of its similarity with all index terms. We seek a
representation that is sufficiently detailed or encompass enough information for
the term to be correctly represented. A possible way is to require that a single
term document is more similar to itself than to any other term document:

3 according to the Frobenius norm
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Definition 1 (Validity). A term is correctly represented in the k-order approx-

imation of the similarity matrix only if it is more similar to itself than to any

other term. The term is then said to be valid at rank k.

If we remember that the normalized single term documents correspond to the
base vectors, eu, the definition of validity requires: eT

u S(k)eu > eT
u S(k)ev ∀u 6=

v, or tT
u tu > tT

u tv ∀u 6= v. This is verified if the diagonal term u of S is larger
than any other element of the same column, i.e. if S(k)u,u > S(k)u,v ∀v 6= u.
In other words, even though the diagonal element corresponding to term i is
not equal to unity –which denotes conventionally perfect similarity, it should
be greater than the non-diagonal elements of the same row4 to be correctly
represented.

It is useful to define the rank below which a term ceases to be valid:

Definition 2 (Validity Rank). A term t is optimally represented in the k-

order approximation of the similarity matrix if it is valid at rank k and if k − 1
is the largest value for which it is not valid. Rank k is the validity rank of term

t and is denoted rank(t).

In practice it might happen for some terms that validity is achieved and lost
successively for a short range of ranks. It is not clear whether this is due to a
lack of precision in the numerically sensitive eigenvalue decomposition process
or to theoretical reasons.

The definition of validity was experimentally illustrated in [8] where all the
documents containing a specific term a were replicated in the database with a

replaced by some new term a’. The query composed of the term a was shown to
return in alternation a and a’ versions of the documents as long as the rank k of
the approximation was below the validity rank of a. Beyond the validity rank,
version of the documents containing the term a were returned first, suggesting
that the representation of that term was ambiguous below rank(a), and unam-
biguous beyond it. This shows that if the rank of the similarity approximation
matrix and the validity rank of a term used as a single word query coincide, then
retrieval precision5 is optimal. This justifies Definition 1 a posteriori. An exten-
sion to more than one term queries showed mixed results in [9]. A theoretical
justification of the validity rank was presented recently in [2].

3.2 Term Taxonomy

In the experiment described above, we observed that terms a and a’ were not
correctly distinguished in the k-dimensional latent concept space if k is inferior
to the validity rank of a6. This shows that 1) the two terms bear a common
meaning to a certain extent, 2) the common meaning is more general than the

4 S(k) is symmetric and the condition can be applied indifferently on rows or columns.
5 We refer to the traditional definition of precision and recall.
6 Terms a and a’ being perfect synonyms, they have the same validity rank.
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meaning of any of the two terms. For these two reasons, we call the common
meaning the concept7 shared by the two terms.

Moreover, we know by Definition 2 that below their validity rank, a and a’

are more similar to some other terms than to themselves. If they are both more
similar to a common term c valid at rank k, the representation of this term
better covers the concept common to a and a’: We say that a and a’ share
the common concept c∗ where the notation c∗ is used to recall the difference
between the representation of the single term document at full rank and at its
validity rank.

Definition 3 (Concept of a Term). A concept c
∗ associated to term c is

a concept of term a if rank(c) < rank(a) and if for some rank k such that

rank(c) ≤ k < rank(a), a∗ is more similar to c
∗ than to itself.

The requirement that rank(c) < rank(a) ensures that a∗ is never a concept of
c∗ if c∗ is a concept of a∗. If we associate terms to nodes and add directed links
from the terms to their concepts, we obtain a directed acyclic graph (DAG).
In practice, there is a whole range of ranks between rank(c) and rank(a) where
concept a∗ points to its concept c∗, and we keep only the largest one to con-
struct the graph. By identifying the concepts associated to all the terms, we can
construct a taxonomy. This is illustrated in Section 5.

4 Geometrical Interpretation

We have seen that single term documents eu are sent to tu in the subspace of
latent concepts through the operation described in Eq. 1: tT

u = Vu,.(k)Σ(k)1/2.
Example of such single term documents are represented in Fig. 4 on the plane
defined by the first two eigenvectors. Documents containing several terms can
be understood as linear combinations of the single term documents with coef-
ficients ωj ≥ 0 and

∑
j ωj = 1: d =

∑
j ωjej in the original term space leads

to a representation
∑

j ωjtj in the latent concept space with the same ωj . For
example, a document composed of terms t1 and t3 in Fig. 4 (left) lies on the
segment between these two points. Similarly, a document containing more terms
will lie inside the polygon defined by the terms of the document. In conclusion,
the envelope of the points cover all the accessible points, and hence represents
the set of all the possible documents that can be expressed with the vocabulary
of indexed terms. This can be interpreted as the universe of discourse.

A term is valid at rank k if, following Def. 1, we have for all terms v 6= u
that tT

u · tu > tT
u · tv. This is verified if

tT
u · tu > tT

u · x

for all vector x of dimension k. This inequation defines a boundary hyper-plane
passing through point tu and perpendicular to the vector from the origin to this

7 This concept differs from the notion of latent concept popularized by Latent Semantic
Analysis.
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Fig. 1. Solid (red) circles represent valid terms, while hollow (blue) circles represent
dominated terms. Continuous lines are the boundary hyper-planes of valid terms, while
dotted lines are associated to dominated terms.

point. All points beyond this hyper-plane dominate the term tu in the sense that
tu is more similar to them than to itself. In Fig. 4 (left), term t1 is dominated
by t7 and term t5 is dominated by t3 and t6.

None of the invalid terms t1, t4 or t5 contribute to extend the universe of
discourse; their meaning can be represented by a linear combination of the valid
terms. In this respect, t2 is an exception because it lies outside the envelope
of valid points. On the other hand, the frequency of such exceptions diminishes
when the universe of discourse contain more terms because the polygon defined
by the boundary hyper-planes tends to the envelope as the number of terms
increases. Fig. 4 (right) illustrates this fact with as few as 50 terms.

In conclusion, the valid terms approximate the envelope of the universe of
discourse at a given rank k, and all documents can be represented by a com-
bination of the terms valid at that rank, but for some exceptions that become
marginal as the number of index terms increases.

5 Numerical Experiments

Numerical experiments are based on the REUTERS collection [19]. This database
gathers 21,578 articles extracted from the Reuters newswire in 1987. As a form
of pre-processing, we extracted the stem of the words using the Porter algo-
rithm [25]8, we removed stopwords and terms appearing in either more or less
than two pre-specified thresholds. This resulted in a vocabulary of 2035 terms.
We then mapped documents to vectors using with the traditional tf.idf weighting
and computed the correlation matrix to estimate terms similarity.

8 To facilitate reading, we refer to terms by one of their base forms even though only
the stems are used in the experiment.
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Fig. 2. Terms having power as a concept. Numbers represent the largest rank for which
the link exists.

There are no standard procedures to evaluate hierarchies although some at-
tempts have been proposed [17]. The comparison with a well established hi-
erarchy like Wordnet is also problematic because they do not share the same
objective. Wordnet is a lexical database for the English language while the tax-
onomy we present here necessarily reflects the document collection it is extracted
from.

The visualization of the complete taxonomy is unpractical because of the
large size of the vocabulary. We therefore discuss two representative subgraphs.
Figure 2 shows all the terms pointing to a given context –power– while all
the concepts of a given term –gulf– are shown in Fig. 3. Some associations
are semantic: For example utility, electricity and engine clearly share a
common meaning with power. Other associations are more contextual like 1989

that appears because most of the news about electric power appeared during
1989. Figure 3 also shows purely contextual associations. It represents all the
concepts of the term gulf and their in-links. Terms having gulf as a concept
have not been represented. This part of the graph alludes to a row in 1987
between the United States and Iran, the former accusing Tehran to prepare
attacks against Kuwaiti petrol tankers (see News nbr. 8675 for example).
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Fig. 3. Taxonomy of gulf towards its associated concepts. Concepts of concepts are
not represented. Numbers represent the largest rank for which the link exists.

In general, terms representing concrete concepts, like software or maize lead
to more directly interpretable graphs than terms like allow or want. Although
the initial term selection from the corpus was particularly rough –we just kept
terms appearing in a range of document frequencies– the taxonomy produced is
surprisingly appealing. It is also expected that the use of a larger collection would
further enhance the results: The larger the number of topics and the number of
different documents, the lower the importance of contextual associations.

6 Related Work

Taxonomy find numerous applications in Information Retrieval: They are used
to search information interactively [10], for query expansion [23], for interac-
tive query expansion [14], etc. Most of them are constructed manually or semi-
automatically.

Different fully automatically methods have been proposed. Sanderson and
Croft [29] use the co-occurrence information to identify a term that subsumes
other terms. More specifically, a term, u, is said to subsume another term, v, if
the documents which v occurs in are a subset of the documents in which u occurs.
Given that a more frequent term tends to be more general [30], Subsumption Hi-
erarchies organize terms in a ’general to specific’ manner. The method proposed
by Nanas et al. [21] is similar, but a subsumption relation is accepted if the terms
involved are also correlated. The correlation is measured for terms appearing in
windows of fixed length, and depends on the distance between them.

Hyponymy relations are derived from lexico-syntactic rules rather than plain
co-occurrence in [13]. Another approach is to rely on frequently occurring words
within phrases or lexical compounds. The creation of such Lexical Hierarchies
has been explored by [1, 22] and compared with Subsumption Hierarchies in [17].
In addition to the above two approaches, Lawrie et al. have investigated the gen-
eration of a concept hierarchy using a combination of a graph theoretic algorithm
and a language model [18].

While Sanderson and Croft [29] consider only a subsuming/subsumed rela-
tion between terms, Glover et al. [11] base their hierarchy discovering algorithm
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on three categories: If a term is very common in a cluster of documents, but rel-
atively rare in the collection, then it may be a good “self” term. A feature that
is common in the cluster, but also somewhat common in the entire collection,
is a description of the cluster, but is more general and hence may be a good
“parent” feature. Features that are common in the cluster, but very rare in the
general collection, may be good “child” features because they only describe a
subset of the positive documents.

Traditional data mining and machine learning methods have been attempted
also. In [20], the learning mechanism is based on the Srikant and Agrawal [31]
algorithm for discovering generalized association rules. A Bayesian network ap-
proach is proposed in [23]. Another graph-based representation of structural
information combined with a substructure discovery technique is the base of the
SUBDUE algorithm presented in [16]. Hierarchical clustering algorithm can be
used to derive relations between terms, but, as observed in [3] cluster labelling
is a challenging activity.

7 Conclusion

We used geometrical arguments to show that the projection of any document in
the k dimensional Eigenspace of the similarity matrix can be represented by a
subset of the valid concepts, independently of the terms present in the document.
In this sense, the valid concepts are a sufficient representation all the semantic
that can be expressed in the specified dimension.

We also showed that the term similarity matrix induces a hierarchical relation
among the concepts associated to the terms and we illustrated the construction
of such a taxonomy on the REUTERS newswire collection. This suggests that
all the information obtained by the eigenvalue decomposition process is not ex-
ploited when sending documents to a lower dimensional space before estimating
the cosine distances between the query and the documents. The derivation of a
distance measure that takes the hierarchical structure into account is a topic for
future work.
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Abstract. In this paper, we review two techniques for topic discovery in
collections of text documents (Latent Semantic Indexing and K-Means
clustering) and present how we integrated them into a system for semi-
automatic topic ontology construction. The system offers supports to the
user during the construction process by suggesting topics and analysing
them in real time.

1 Introduction

When working with large corpora of documents it is hard to comprehend and
process all the information contained in them. Standard text mining and infor-
mation retrieval techniques usually rely on word matching and do not take into
account the similarity of words and the structure of the documents within the
corpus. We try to overcome that by automatically extracting the topics covered
within the documents in the coprus and helping the user to organize them into
a topic ontology.

Topic ontology is a set of topics connected with different types of relations.
Each topic includes a set of related documents. Construction of such an ontology
from a given corpus can be a very time consuming task for the user. In order to
get a feeling on what the topics in the corpus are, what the relations between
topics are and, at the end, to assign each document to some certain topics,
the user has to go through all the documents. We tried to overcame this by
building a special tool which helps the user by suggesting the possible new topics
and visualizing the topic ontology created so far - all in real time. This tool in
combination with the corpus visualization tools [8] aims at assisting the user in
a fast semi-automatic construction of the topic ontology from a large document
collection.

We chose two different approaches for discovering topics within the corpora.
The first approach is a linear dimensionality reduction technique, known as La-
tent Semantic Indexing (LSI) [5]. This technique relies on the fact that words
related to the same topic co-occur together more often than words related to
the different topics. The result of LSI are fuzzy clusters of words each describing
one topic. The second approach we used for extracting topics is a well known
k-means clustering algorithm [12]. It partitions the corpus into k clusters so that
two documents within the same cluster are more closely related than two doc-
uments from two different clusters. We used this two algorithms for automatic
suggestion of topics during the construction of the topic ontology.
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This paper is organized as follows. Section 2 gives a short overview of the
related work on building ontologies. Section 3 gives an introduction to the text
mining techniques we used. Details about our system are presented in Section
4, followed by the conclusions in Section 5.

2 Related work on building ontologies

Different approaches have been used for building ontologies, most of them us-
ing mainly manual methods. An approach to building ontologies was set up in
the CYC project [6], where the main step involved manual extraction of com-
mon sense knowledge from different sources. There have been some definitions
of methodology for building ontologies, again assuming manual approach. For
instance, the methodology proposed in [19] involves the following stages: identi-
fying the purpose of the ontology (why to build it, how will it be used, range of
the users), building the ontology, evaluation and documentation. The building
of the ontology is further divided in three steps. The first is ontology capture,
where key concepts and relationships are identified, a precise textual definition
of them is written, terms to be used to refer to the concepts and relations are
identified, the involved actors agree on the definitions and terms. The second
step involves coding of the ontology to represent the defined conceptualization
in some formal languages (committing to some meta-ontology, choosing a repre-
sentation language and coding). The third step involves possible integration with
existing ontologies. An overview of the methodologies for building ontologies is
provided in [7], where several methodologies, including the above described one,
are presented and analyzed against the IEEE Standard for Developing Software
Life Cycle Processes viewing ontologies as parts of some software product.

Recently, a number of workshops at Artificial Intelligence and Machine Learn-
ing conferences (ECAI, IJCAI, ECML/PKDD) have been organized on learning
ontologies. Most of the work presented there addresses one of the following: a
problem of extending an existing ontology WordNet using Web documents [1],
using clustering for semi-automatic construction of ontologies from parsed text
corpora [2], [16], learning taxonomic, eg., isa, [4], and non-taxonomic, eg., has-
Part relations [15], extracting semantic relations from text based on collocations
[10], extracting semantic graphs from text for learning summaries [14].

The contribution of this paper to the field is that it presents an novel ap-
proach to semi-automatic construction of a very specific type of ontology – topic
ontology. The system we developed helps the user at the first out of the three
steps from the methodology [19]. Text mining techniques (e.g. clustering) were
already proven successful when used at this step (e.g. [2], [16]) and in this paper
we presents a very tight integration of them with a manual ontology construc-
tion tool. This allows our system to offer support to the user during the whole
ontology construction process.
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3 Text mining techniques

3.1 Representation of text documents

In order to use the algorithms we will describe later we must first represent
text documents as vectors. We use standard Bag-of-Words (BOW) approach
together with the TFIDF weighting [17]. This representation is often referred to
as vector-space model. The similarity between two documents is defined as the
cosine of the angle between their vector representations – cosine similarity. Note
that the cosine similarity between two exactly the same documents is 1 and the
similarity between two documents that share no common words is 0.

3.2 Latent Semantic Indexing

The language contains many redundant information, since many words share
common or similar meaning. For computer this can be difficult to handle with-
out some additional information – background knowledge. Latent Semantic In-
dexing (LSI), [5], is a technique for extracting this background knowledge from
text documents. It uses a technique from linear algebra called Singular Value
Decomposition (SVD) and bag-of-words representation of text documents for
detecting words with similar meanings. This can also be viewed as extraction of
hidden semantic concepts or topics from the text documents.

3.3 K-Means clustering

Clustering is a technique for partitioning data so that each partition (or cluster)
contains only points which are similar according to some predefined metric. In
the case of text this can be seen as finding groups of similar documents, that is
documents which share similar words.

K-Means [12] is an iterative algorithm which partitions the data into k clus-
ters. It has already been successfully used on text documents [18] to cluster a
large document corpus based on the document topic and incorporated in an
approach for visualizing a large document collection [9].

3.4 Keywords extraction

We used two methods for extracting keywords from a given set of documents:
(1) keyword extraction using centroid vectos and (2) keyword extraction using
SVM [3]. We used this two methods to generate description for a given topic
based on the documents inside the topic.

The first method works by using the centroid vector of the topic (centroid is
the sum of all the vectors of the document inside the topic). The main keywords
are selected to be the words with the highest weights in the centroid vector.

The second method is based on the idea presented in [3] which uses Support
Vector Machine (SVM) binary classifier [13]. Let A be the topic which we want to
describe with keywords. We take all the documents from the topics that have A
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for a subtopic and mark these documents as negative. We take all the documents
from the topic A and mark them as positive. If one document is assigned both
negative and positive label we say it is positive. Then we learn a linear SVM
classifiers on these documents and classify the centroid of the topic A. Keywords
describing the concept A are the words, which’s weights in SVM normal vector
contribute most when deciding if centroid is positive.

The difference between these two approaches is that the second approach
takes into account the context of the topic. Let’s say that we have a topic
named ‘computers’. When deciding, what the keywords for some subtopic A
are, the first method would only look at what the most important words within
the subtopic A are and words like ‘computer’ would most probably be found
important. However, we already know that A is a subtopic of ‘computers’ and
we are more interested in finding the keywords that separate it from the other
documents within the ‘computers’ topic. The second method does that by taking
the documents from all the super-topics of A as a context and learns the most
crucial words using SVM.

4 Semi-automatic construction of topic ontology

We view semi-automatic topic ontology construction as a process where the
user is taking all the decisions while the computer only gives suggestions for
the topics, helps by automatically assigning documents to the topics, helps by
suggestiong names for the topics, etc. The suggestions are applied only when the
users decides to do so. The computer also helps by visualizing the topic ontology
and the documents.

In Figure 1 you can see the main window of the interactive system we de-
veloped. The system has three major parts that will be further discussed in
following subsections. In the central part of the main window is a visalization
of the current topic ontology (Ontology visualization). On the left side of the
window is a list of all the topics from this ontology. Here the user can select the
topic he wants to edit or further expand into subtopics. Further down is the list
of suggested subtopics for the selected topic (Topic suggestion) and the list with
all topics that are in relation-ship with the selected topic. At the bottom side of
the window is the place where the user can fine-tune the selected topic (Topic
management).

4.1 Ontology visualization

While the user is constructing/changing topic ontology, the system visualizes
it in real time as a graph with topics as nodes and relations between topics as
edges. See Figure 2 for an example of the visualization.

4.2 Topic suggestion

When the user selects a topic, the system automatically suggests what the
subtopics of the selected topic could be. This is done by LSI or k-means al-
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Fig. 1. Screen shot of the interactive system for construction topic ontologies.

Fig. 2. Example of topic ontology visualization.
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gorithms applied only to the documents from the selected topic. The number of
suggested topics is supervised by the user. Then, the user selects the subtopics
he finds reasonable and the system automatically adds them to the ontology
with relation ‘subtopic-of’ to the selected topic. User can also decide to replace
the selected topic with the suggested subtopics. In Figure 3 you can see how is
this feature implemented in our system.

Fig. 3. Example of suggested subtopics.

4.3 Topic management

The user can manually edit each of the topics he added to the topic ontology. He
can change which documents are assigned to this topic (one document can belong
to more topics), what is the name of the topic and what is the relationship of the
topic to other topics. The main relationship is subtopic-of and is automatically
added when adding subtopics as described in the previous section. The user
can control all the relations between topics by adding, removing, directing and
naming the relations.

Here the system can provide help on more levels:

– The system automatically assigns the documents to a topic when it is added
to the ontology.

– The system helps by providing the keywords describing the topic using the
methods described in Section 3. This can assist user when naming the topic.

– The system computes the cosine similarity between each document from
the corpus and the centroid of the topic. This information can assist the
user when searching for documents related to the topic. The similarity is
shown on the list of documents next to the document name and the graph
of similarities is ploted next to the list.

– The system also computes similarities between the selected topic and all
the other topics from the ontology. For the similarity measure between two
topics it uses either the cosine similarity between their centroid vectors or
the intersection between their documents.
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See Figure 4 for details on how this is integrated into our system.

Fig. 4. Topic management.

5 Conclusions

In this paper we presented our approach to the semi-automatic construction of
topic ontologies. In the first part of the paper we presented text mining tech-
niques we used: two methods for discovering topics within the corpus, LSI and
K-Means clustering, and two methods for extracting keywors. In the second part
we showed how we integrated all these methods into an interactive system for
constructing topic ontologies.

Since this is work-in-progress there is a large area of possible improvements.
The most important next step is to evaluate the proposed system in some prac-
tical scenarios and see how it fits the needs of the users and what features are
missing or need improvement. Another possible direction is making the whole
process more automatic and reduce the need for user interaction. This involves
things like calculating the quality of topics suggested by the system, more auto-
mated discovery of the optimal number of topics, more support for annotating
the documents with the topics, discovering different kinds of relations between
topics etc.

We would also like to explore other techniques for concept/topic discovery
(for example Probabilistic Latent Semantic Analysis [11] and its derivates) and
are considering possible integrations with other tools for ontology building and
management.
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Abstract. Mining algorithms can enhance the task of ontology establishment but
methods are needed to assess the quality of their findings. Ontology establishment
is a long-term interactive process, so it is important to evaluate the contribution
of a mining tool at an early phase of this process so that only appropriate tools are
used in later phases. We propose a method for the evaluation of such tools on their
impact on ontology enhancement. We model impact as quality perceived by the
expert and as statistical quality computed by an objective function and we pro-
vide a mechanism that juxtaposes the two forms of quality. We have applied our
method on an ontology enhancement tool and gained some interesting insights
on the interplay between perceived impact and statistical measures.

1 Introduction

The manual establishment of ontologies is an intriguing and resource-consuming task.
Efforts are made to enhance this process by unsupervised learning methods. However,
as pointed out in [10], the semantic richness and diversity of corpora does not lend it-
self to full automation, so that the involvement of a domain expert becomes necessary.
Hence, unsupervised tools undertake the role of providing useful suggestions, where-
upon the quality of their contributions must be evaluated. Since ontology enhancement
is a long-term process involving multiple corpora and possibly multiple iterations over
the same corpus, this evaluation should be done at an early step, so that only appropri-
ate tools are considered in later steps. In this study, we propose a method for the early
evaluation of clustering tools that suggest concepts for ontology enhancement.

Our method has two aspects: First, it evaluates the impact of the tool’s suggestions
as perceived by the domain expert. Second, it juxtaposes the objective quality of these
suggestions to the perceived impact. While the objective quality refers to the statistical
properties of the discovered patterns, such as the confidence of a rule or the homogene-
ity of a cluster, the impact is reflected in the ultimate decision of the expert to include the
suggested pattern in the ontology or not. The juxtaposition of the objective, tool-internal
notion of quality to the quality perceived by the expert indicates whether the tool and its
quality measures will be helpful in further steps of the ontology establishment process.

In the next section, we discuss related work on the evaluation of unsupervised learn-
ing tools. In section 3 we describe our method for impact evaluation by the domain ex-
pert, followed by the method juxtaposing impact and statistical quality. In section 4, we
briefly present the tool we have used as experimentation example. Section 5 describes
our experiments and acquired insights. The last section concludes our study.
? Work partially funded under the EU Contract IST-2001-39023 Parmenides.

?? Work done while with the Otto-von-Guericke-Universität Magdeburg
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2 Related Work

Ontology learning tools as proposed in [1, 2, 4, 6, 9, 8, 13] serve different purposes.
Many of them propose objects (concepts and relationships) that are found to be sup-
ported by a document collection relevant to the application at hand. We concentrate on
tools that enhance an existing ontology by proposing (a) new concepts to be inserted in
it and (b) relationships among existing concepts.

Usually, an ontology enhancement tool has an inherent quality assessment mech-
anism that rejects patterns according to some scheme. For tools based on association
rules’ discovery, quality assessment is often based on interestingness and unexpect-
edness, while cluster quality is often based on homogeneity or compactness. A rich
collection of criteria for the statistical evaluation of unsupervised learners has appeared
in [15]. It contains valuable criteria for the assesment of cluster quality, many of them
based on indexes of cluster homogeneity. More oriented towards the needs of text clus-
tering are the criteria considered in [14], in which a correlation between some cluster
homogeneity indexes and the F-measure is identified when experimenting upon a gold
standard. However, application-specific ontology learning cannot rely on gold standards
developed for different applications. Moreover, cluster homogeneity does not guarantee
or imply that the cluster labels will also be interesting to the domain expert.

Evaluation from the viewpoint of ontology learning is more challenging. Holsapple
and Joshi proposed an evaluation method for collaborative manual ontology engineer-
ing, in which each suggestion made by one expert is evaluated by at least another ex-
pert [7]. Hence, good suggestions are those that enjoy the approval of multiple experts.
While this is reasonable for ontology engineering among human experts, it cannot be
transferred to non-human experts: Agreement among several ontology learners does not
necessarily imply that human experts will find their suggestions useful, since ontology
learners are based more on statistics than on background knowledge and expert insight.

The ECAI 2004 workshop on “Ontology Learning and Population” concentrated
on the subject of “Evaluation of Text-based Methods in the Semantic Web and Knowl-
edge Discovery Life Cycle” 1. Faatz and Steinmetz proposed an elegant formalization
of “ontology enrichment”, followed by a method for automated evaluation on the basis
of precision and recall [3], i.e. with respect to gold standards. The selection of those
measures is in accordance with the task of evaluation for algorithmic tuning: The au-
thors state that “only automatic evaluations of ontology enrichment meet the require-
ments of algorithmic tuning” and that “the automatization has to be aware of the task
specific semantic direction, to which an ontology should evolve” [3]. In our study, we
pursue a different goal: We want to assist an expert in deciding on the appropriateness
of the tool rather than tune any tool. Moreover, we deliver a procedure that decides
whether algorithmic tuning should be made or rather avoided as incompatible to the
preferences/intuition of the expert.

Porzel and Malaka consider task-oriented evaluation of ontologies [12]. The pro-
cess creating an ontology is not specified explicitly, but (semi-)automated processes
seem to be permissible; a tool could be evaluated on the quality of the ontology it pro-
duces. The authors consider evaluation only with respect to a predefined task, since

1 http://olp.dfki.de/ecai04/cfp.htm, accessed at July 26, 2005
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ontologies are indeed built to serve specific tasks. Their evaluation method is based on
error-rates, namely superfluous, ambiguous or missing concepts with respect to the task
[12]. For our objective of appropriateness evaluation for tools, this approach has some
shortcomings. First, it evaluates whole ontologies, while we are interested in the step-
wise enhancement of a preliminary ontology. Second, evaluation on the basis of error
rates requires a gold standard tailored to the anticipated task. The establishment of such
a standard is quite counterintuitive from the viewpoint of a domain expert that needs a
tool to enhance an ontology with concepts she does not know in advance.

Navigli et al proposed an evaluation method for the OntoLearn system, encompass-
ing a quantitative evaluation towards specific corpora and a qualitative evaluation by
multiple domain experts [11]: Quantitative evaluation for the term extraction algorithm,
the ontology learning algorithm and the semantic annotation algorithm was performed
on predefined corpora which served as gold standards. While this type of evaluation
allows for conclusions about the robustness of one tool or the relative performance of
multiple tools, it does not allow for generalizations on the usefulness of a given tool to a
given expert for the enhancement of a given ontology from a given document collection.

The qualitative evaluation proposed in [11] was based on a questionnaire, in which
experts assessed the quality of the definitions of the concepts discovered by OntoLearn:
The complex concepts found by the OntoLearn rules were combined with concept def-
initions from WordNet. The experts were then asked to rate the glosses thus generated
as unacceptable, helpful or fully acceptable. This is closer to our one-expert evaluation.
However, we do not consider concept definitions, because (a) an appropriate definition
provider may or may not be available – the WordNet is not appropriate for specialized
domains, (b) the interpretation of a complex concept is left to the expert and (c) a small
or medium enterprise intending to enhance an ontology is more likely to dedicate one
domain expert to this task rather than 10 or 25 experts. So, the approach is not applica-
ble for providing assistance to one expert. Further, the appropriateness of the selected
corpus was taken for granted; in our approach, this assumption is being put to test.

A method for the generation and evaluation of suggestions towards an ontology
user is proposed in [5]. The authors propose a recommendation engine that explores
the activities of multiple users, who expand their personal ontologies from a shared
basic ontology and suggest metrics for the evaluation of the engine’s suggestions. This
approach is appropriate when ontologies are built collaboratively by people, since the
actions of one person may be helpful to others. However, the metrics do not apply for
the actions (suggestions) of one tool towards one domain expert.

3 A Posteriori Impact Evaluation for Ontology Enhancement

Our method evaluates the impact of text miners on the task of ontology enhancement. A
text miner processes a text collection and suggests semantics that expand the ontology.
These may be terms like “hurricane” or “hurricane warning”, term groups that form
a new concept or a relation among concepts, e.g. “hurricane warning area”, or named
relations like “expected within”. We refer to them as “concept constellations” and focus
on the evaluation of the process discovering them. We focus on tools for text clustering
and labeling, but our method can be easily extended for association rules’ discovery.
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3.1 Objectives

We observe ontology enhancement as an iterative process on one or more document
collections. Its initial input is a preliminary ontology to be enhanced with help of each
application-specific collection. Its final output should be an enriched ontology that is
“complete towards the collection”, in the sense that the collection cannot contribute
new concept constellations to it. Our evaluation method is intended for the first step of
this process and should answer the following questions:

– Is the tool appropriate for the enhancement of this ontology – on this collection?
– Is the collection appropriate for the enhancement of the ontology – with this tool?
– Are the quality evaluation functions of the tool aligned to the expert’s demands?

The motivation of the first question is that a tool may perform well for one collection
and poorly for another. A collection can itself be inappropriate for the enhancement of
the specific ontology, e.g. if for each feature space the tool builds, the expert rejects all
the features. We deal with the first two questions hereafter and with the last one in 3.4.

3.2 Perceived Quality as Relevance + Appropriateness

We evaluate the tool’s impact on ontology enhancement as perceived by the ontology
expert. We use two criteria, “relevance to the application domain” R(D) and “appro-
priateness for the ontology O” A(O, D), where D stands for the collection as represen-
tative of the application Domain.

Relevance to the Application Domain. The ontology enhancement is assumed to take
place in the context of an application domain and that the collection is representative of
that domain. For this criterion, the domain expert is asked to characterize each sugges-
tion (concept constellation) made by the tool as relevant or irrelevant to that domain,
independently of whether she considers the suggestion as appropriate for the ontology.

The term “relevance” is known to be very subjective. However, the intention of this
criterion is not to assess the relevance of the individual suggestions but rather the appro-
priateness of the tool and of the collection for the application domain. In particular, con-
sider the following excerpt from the National Hurricane Center at www.noaa.com:

A HURRICANE OR TROPICAL STORM WARNING MEANS THAT HURRICANE OR
TROPICAL STORM CONDITIONS ... RESPECTIVELY ... ARE EXPECTED WITHIN
THE WARNING AREA WITHIN THE NEXT 24 HOURS. PREPARATIONS TO PROTECT
LIFE AND PROPERTY SHOULD BE RUSHED TO COMPLETION IN THE HURRICANE
WARNING AREA.

For the application area of extreme weather warnings, a tool applied on the text col-
lection might suggest the following concepts / constellations, listed here in alphabetical
order: (I) “storm, tropical, warning”, “area, hurricane, warning”, “preparations, pro-
tect”, (II) “hurricane”, “storm”, (III) “are, expected”, “area”. Note that we do not check
whether the tool can assess that e.g. “hurricane warning area” is one or two concepts.

– Suggestions of type I are relevant. If most suggestions are of this type, then the tool
is appropriate for the collection.
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– Suggestions of type III are irrelevant and indicate that the tool cannot find relevant
concept constellations upon this collection. If most suggestions are of this type, it
should be checked whether the collection itself is appropriate. If yes, then the tool
is not appropriate for it.

– Type II suggestions are more challenging. An expert may reject the suggestion
“hurricane” as uninformative for an application domain on hurricanes. However,
with respect to our criterion, such suggestions should be marked as relevant: Infor-
mativeness and appropriateness for the ontology are addressed by our next criterion.

Appropriateness for the Ontology. The Appropriateness criterion A(O, D) refers to
the expansion of ontology O for the application domain D. It builds upon the relevance
criterion R(D): only relevant concept constellations are considered. For a relevant con-
cept constellation Y = Y1, . . . , Ym, the following cases may occur:

– Y is already in the ontology. Then it should be rejected as inappropriate.
– Y contains some concepts that are appropriate for the ontology, either as individual

concepts or as a group. Then Y should be accepted; each appropriate concept/group
should be named.

– Y contains no concept that is appropriate for the ontology. It should be rejected.

According to this scheme, a concept constellation may contribute one or more concepts
to the ontology. Hence, A(O, D) delivers two lists of results: A(O, D) = {S, S+},
where S ⊆ R(D) is the set of accepted concept constellations and S+ ∈ P(S) is the
set of concept groups appropriate for the ontology.

We use the result A(O, D).S to assess the appropriateness of the tool for further
iterations in the ontology enhancement process. The result A(O, D).S+ is used in 3.4,
where we juxtapose the quality criteria of the tool to the impact perceived by the expert.

3.3 Combining Relevance and Appropriateness Ratings

Let T (D) be the set of concept constellations suggested by the tool T for the application
domain. We combine the results on relevance R(D) ⊆ T (D) and appropriateness for
the ontology A(O, D).S to figure out whether the tool T should be further used for
the enhancement of the ontology on domain D, whereupon we consider the collection
already analyzed as representative for domain D. The following cases may occur:

– The ratio |R(D)|
|T (D)| is close to zero.

Then, the tool is not appropriate for this collection and thus for the domain.
– The ratio |R(D)|

|T (D)| is closer to one and the ratio |A(O,D).S|
|R(D)| is close to zero.

Then, the tool is capable of analyzing documents in the application domain but the
collection does not deliver informative concept constellations for the ontology. This
may be due to the tool or to the relationship between ontology and collection. To
exclude the latter case, the domain expert should again verify the appropriateness
of this collection for ontology enhancement: If all concepts in the collection are
already in the ontology, the collection is still relevant but cannot enrich the ontology
any more. Hence, the tool should be tested upon another representative collection.
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– Both ratios are closer to one than to zero.
Then, the tool is able to contribute to ontology enhancement for this collection and
is thus appropriate for the application domain.

By this procedure, we can assess whether a given tool should be further used for the
gradual enhancement of the ontology. It remains to be tested whether the quality criteria
used by the tool reflect the quality perceived by the domain expert. To this purpose, we
juxtapose the evaluation of the expert to the internal quality evaluation of the tool.

3.4 Juxtaposition of Statistical and Perceived Quality

Each (text clustering) tool has some internal or external criterion for the rejection of
potentially poor patterns and the maintenance, respectively further exploitation, of good
patterns. The results of any clustering algorithm encompass both good and less good
clusters, whereby goodness is often measured in terms of compactness, homogeneity,
informativeness etc [14, 15]. We name such criteria “statistical quality criteria”.

Towards our objective of ontology enhancement, we say that a statistical quality
criterion SQ() “is aligned to the perceived quality” when the likelihood that the do-
main expert considers a concept group as appropriate for the ontology increases (resp.
decreases) with the statistical quality of the cluster with respect to that criterion.

As basis for the statistical quality, let SQ() be a statistical quality criterion that
assigns to each cluster generated by T a value. Without loss of generality, we assume
that the range of these values is [0, 1] and that 1 is the best value. As basis for the
perceived quality, we consider the concept groups characterized by the domain expert as
appropriate for the ontology, i.e. the set A(O, D).S+ defined in 3.2. Since an element of
this set may appear in more than one concept constellations, it can be supported by one
or more clusters generated by the tool and these clusters may be of different statistical
quality. To juxtapose statistical and perceived quality, we perform the following steps:

1. We partition the valuerange of SQ() into k intervals.
2. We assign to each interval I [j], J = 1 . . . k the concept groups from A(O, D).S+

supported by clusters with quality in this interval. They form the set expertApproved(j).
The algorithm to this purpose (Table 1) selects for each concept group the best qual-
ity cluster supporting it.

3. We assign to each interval I [j] the concept constellations in T (D) \ A(O, D).S.
These are the concept constellations rejected as irrelevant or inappropriate for the
ontology and form the set expertRejected(j). Differently from the concept groups
which may be supported by several clusters, a concept constellation corresponds to
exactly one cluster, so the assignment is trivial.

The result of these steps is a pair of histograms across k intervals. The histogram
hA contains the numbers of expert-accepted clusters, while hR contains the numbers
of expert-rejected clusters. We consider the following cases:

– Both histograms are unimodal, hA is shifted towards the best quality value for
SQ(), while hR is shifted towards the worst value.
This is the best case: The likelihood that a cluster contributes to ontology enhance-
ment increases with its quality and vice versa. SQ() is aligned to perceived quality.
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1 For each concept group x in A(O,D).S+
2 maxSQ(x) = 0
3 For each cluster C in T(D) that supports x
4 if maxSQ(x) less than SQ(C)
5 then maxSQ(x) := SQ(C)
6 Endfor
7 Endfor
8 Partition the range of SQ() into k intervals I[1],...,I[k]
9 Assign each x in A(O,D).S+ to the interval containing maxSQ(x)

Table 1. Associating each concept group to the best quality cluster

– Both histograms are unimodal, hR is shifted towards the best value and hA is
shifted towards the worst value.
This is the second best case. The statistical quality criterion is consistently counter-
productive. One might reasonably argue that this SQ() is a poor criterion, but it is
also true that 1− SQ() is aligned to the perceived quality and is thus very useful.

– The two histograms have the same shape and are shifted in the same direction.
Then the likelihood of having a good cluster accepted or rejected by the expert is
the same as for a bad cluster. Thus, SQ() is misaligned to the perceived quality.

– No pattern can be recognized. Then SQ() is misaligned to the perceived quality.

By this juxtaposition we can assess whether (and which among) the statistical quality
criteria used by the tool are aligned to the implicit perceived quality function of the
domain expert. If some criteria are aligned, they should take priority over misaligned
ones in subsequent ontology enhancement steps. Even if all criteria are misaligned, the
tool can still be used. However, it should then deliver to the domain expert the poor
quality clusters as well, since she may find useful information in them.

4 An Example Tool and its Quality Evaluation Criteria

As a proof of concept, we have applied our evaluation methodology upon the tool
“RELFIN Learner” [13]. We describe RELFIN and its internal quality evaluation crite-
ria below, mostly based on [13]. We stress that RELFIN is only an example: Our method
can be applied on arbitrary tools that suggest concepts for ontology enhancement. Ob-
viously, the juxtaposition to a tool’s statistical quality is only feasible if the tool reports
its quality assessment values as required in 3.4.

RELFIN is a text clustering algorithm using Bisecting-K-means as its clustering
core and a mechanism for cluster evaluation and labeling. RELFIN discovers new con-
cepts as single terms or groups of terms characterizing a cluster of text units. These
concepts, resp. concept constellations can be used to expand the existing ontology, to
semantically tag the corresponding text units in the documents or to do both. RELFIN
can take as input both concepts from an initial, rudimentary ontology and with addi-
tional terms it extracts automatically from the collection. Accordingly, its suggestions
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are new concepts consisting of terms in the collection and constellations consisting of
terms from either the ontology or the collection. The labels / concept constellations
suggested by RELFIN should be appropriate as semantic markup on the text fragments.
This is reflected in the quality criteria of RELFIN.

4.1 Definitions

A text unit is an arbitrary text fragment extracted by a linguistic tool, e.g. by a sentence-
splitter; it is usually a paragraph or a sentence. Text units are composed of terms. For
our purposes, a text collection A is a set of text units.

A term is a textual representation of a concept. A feature space F consists of con-
cepts from the existing ontology, terms extracted from the collection by some statistical
method or both. We assume a feature space with d dimensions and a vectorization X in
which each text unit i is represented as vector of TFxIDF weights xi = (xi1, . . . , xid).
Obviously, concepts of the ontology that do not appear in the collection are ignored.

Given is a clustering scheme or clusterer C. For a cluster C ∈ C, we compute the
in-cluster-support of each feature f ∈ F as

ics(f, C) =
|{x ∈ C|xf 6= 0}|

|C|
(1)

Definition 1 (Cluster Label). Let C ∈ C be a cluster over the text collectionA for the
feature space F . The label of C label(C) is the set of features {f ∈ F|ics(f, C) ≥
τics} for some threshold τics.

A feature satisfying the threshold constraint for a cluster C is a frequent feature for C.

4.2 Quality Measures

A label might be specified for any cluster. To restrict labeling to good clusters only, we
use one criterion on cluster compactness and one on feature support inside clusters.

Definition 2 (Average distance from centroid). Let C ∈ C be a cluster over the
text collection A for the feature space F and let d() be the distance function for
cluster separation. The average intra-cluster distance from the centroid is defined as

avgc(C) =

∑
x∈C

d(x,centroid(C))

|C| , whereupon lower values are better.

Definition 3 (Residue). Let C ∈ C be a cluster and let τics be the in-cluster support
threshold for the cluster label. Then, the “residue” of C is the relative in-cluster support
for infrequent features:

residue(C, τics) =

∑
f∈F\label(C) ics(f, C)
∑

f∈F ics(f, C)
(2)

The residue criterion serves the goal of using cluster labels for semantic markup.
Consider text units that support the features X and Y and text units that support Y and
Z. If the algorithm assigns them to the same cluster, then both pairs of features can be
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frequent, depending on the threshold τics. A concept group “X,Y,Z” may well be of
interest for ontology enhancement, but it is less appropriate as semantic tag. We allow
for low τics values, so that such constellations can be generated. At the same time, the
residue criterion favours clusters dominated by a few frequent features shared by most
cluster members, while all other features are very rare (values close to zero are best).

5 Experiments

We performed an experiment on ontology enhancement involving a domain expert who
used the RELFIN Learner for the enhancement of an existing ontology. The expert’s
goal was to assess usability of the tool. The complete usability test is beyond the scope
of this study, so we concentrate only on the impact assessment criteria used in the test.
The juxtaposition to the statistical criteria of the tool was not part of the usability test.

5.1 The Case Study for Ontology Enhancement

Our methodology expects a well-defined application domain. This was guaranteed by
a predefined case study with a given initial ontology on biotechnology watch and two
domain-relevant collections of business news documents. We used a subcollection of
BZWire news (from 1.1.2004 to 15.3.2004), containing 1554 documents. The vector-
ization process resulted in 11,136 text fragments.

The feature space consisted of 70 concepts from the initial ontology and 230 terms
extracted from the collection. These terms were derived automatically as being more
frequent for the collection than for a reference general purpose corpus. The target num-
ber of clusters was set to 60 and the in-cluster-support threshold for cluster labeling τics

was set to 0.2. Setting τics to such a rather low value has turned to be helpful for our
observations, because high values would reduce the set of suggestions considerably.

5.2 Evaluation on Relevance and Appropriateness

RELFIN delivered 60 clusters of varying quality according to the tool’s internal criteria.
For the impact assessment by the domain expert, though, these criteria were switched
off, so that all cluster labels subject to τics = 0.2 were shown to the domain expert.
This implies that RELFIN suggested the labels of all 60 clusters, so that |T (D)| = 60.

The domain expert was asked to assess the relevance of each cluster label, i.e. con-
stellation of frequent features. A label was relevant if it contained at least one relevant
feature. The appropriateness of the features in relevant cluster labels was assessed next:
The domain expert was asked whether NONE, ALL or SOME of the concepts in the
relevant label were also appropriate. The answers were:

– Relevance to the case study: YES: 43, NO: 17 |R(D)| = 43
– Appropriateness for the ontology: NONE: 2, ALL: 4, SOME: 37 |A(O, D).S| = 41

We combined these values as described in 3.3. To compute A(O, D).S+, we enumer-
ated the concept groups in the labels characterized as SOME, using the following rules:
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1. The expert saw a label with several concepts and named n concept groups that he
considered appropriate for the ontology. Then, we counted n appropriate objects.

2. The expert found an appropriate concept or concept group and marked it in all
cluster labels containing it. Then, we counted the appropriate object only once.

3. The domain expert saw a label “A,B,C,. . . ”, and wrote that “A,B” should be added
to the ontology. Then, we counted one appropriate object only, even if the terms
“A” and “B” did not belong to the ontology.

4. The expert saw a label of many concepts and marked them “ALL” as appropriate.
This case occured 4 times. For three labels, we counted one appropriate object only,
independently of the number of new concepts and possible combinations among
them. For the 4th label, we counted two appropriate objects: the label as a whole
and one specific term X. X belongs to a well-defined set of terms and the expert had
encountered and accepted three further members of this set when evaluating other
clusters. So we added this term, too.

In Table 2 we show the relevance and appropriateness ratios according to those
rules. These ratios allow for an assessment (positive in this case) of the tool’s appropri-
ateness for further iterations. In the last rows, we have computed the average number
of appropriate concept groups, as contributed by the RELFIN clusters. The last ratio
is peculiar to RELFIN, which can exploit both concepts from the ontology and terms
from the collection. The ratio says that 87% of the approved concept groups were not
in the ontology. The remaining 23% are combinations of concepts from the ontology.

Tool suggestions |T (D)| 60

Relevance ratio |R(D)|
|T (D)|

43/60 ≈ 0.72

Appropriateness ratio |A(O,D).S|
|R(D)|

41/43 ≈ 0.95

Avg contribution of concept groups per relevant cluster 62/43 ≈ 1.44
Avg contribution of concept groups per cluster 62/60 ≈ 1.03
Contribution of the collection to the ontology 54/62 ≈ 0.87

Table 2. Relevance and appropriateness ratios

5.3 Impact versus Statistical Quality

For the juxtaposition of the impact evaluation with the statistical quality criteria of
RELFIN, we used the approach described in 3.4. Both criteria used by RELFIN range
in the interval [0, 1]; 1 is the worst value and 0 is the best one. We have adjusted the
generic procedure accordingly for the experiment.

Table 3 shows that the criterion “average distance to the centroid” avgc() is aligned
to the expert’s evaluation: For the avgc(), most values of the hA histogram (exper-
tApproved clusters) are in [0.3, 0.5); a steep decrease occurs afterwards. In the hR

(expertRejected clusters), most values are in [0.5, 1).
The residue() criterion is misaligned. Both hA and hR have a shift towards 1 and

the largest modus is in the interval [0.6, 1]. For hR, there is a smaller modus in the
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Avg Distance to centroid
[0,0.2) [0.2,0.3) [0.3,0.4) [0.4,0.5) [0.5,1]

Approved concept groups 2 7 19 27 6
expertApproved clusters 2 5 12 17 7
expertRejected clusters 1 1 1 4 10

Residue
[0,0.2) [0.2,0.3) [0.3,0.4) [0.4,0.5) [0.5,0.6) [0.6,1]

Approved concept groups 0 2 6 16 12 25
expertApproved clusters 0 2 4 9 9 19
expertRejected clusters 1 3 4 0 3 6

Table 3. Quality values for approved vs rejected clusters

interval [0.3, 0.4), indicating that clusters characterized as good by this criterion are
likely to be rejected. As explained in 3.4, this could be the second-best case. However,
the existence of two comparable modi in hR indicates that the criterion is misaligned.

One explanation of the misalignment of the residue is that the labels of clusters with
higher residue contain more concepts. When the human expert identified appropriate
concept groups for the ontology, he had more candidates to choose from. Those concept
groups are not appropriate as semantic tags but this does not affect their appropriateness
for the ontology. We consider this as indicatory for impact assessment: If a concept
(group) appeals to the domain expert, i.e. is informative with respect to her background
knowledge, she will approve it independently of its statistical support.

6 Conclusions

We have proposed a methodology that evaluates the appropriateness of text clustering
tools for ontology enhancement on the basis of their suggestions to the domain expert.
Our approach is intended as an instrument to help the domain expert decide at the be-
ginning of the ontology enhancement process whether the tool is appropriate for further
steps of this process. To this purpose, we combine subjective impact assessment with
a more objective relevance test and we finally check whether the statistical evaluation
instruments used by the tool are aligned to the subjective preferences of the expert. We
have performed a first test of our methodology for a text clustering tool on the enhance-
ment of the ontology of a real case study and we gained some rather interesting insights
on the interplay of statistical “goodness” and subjective “appropriateness”.

The juxtaposition of statistical quality and impact assessment might be observed as
a classification task, where statistical criteria serve as predictors of impact. We intend to
investigate this potential. We further plan to enhance the impact assessment with more
elaborate criteria. Moreover, we want to evaluate further tools with our methodology:
This implies conducting an experiment in which the expert works with multiple tools
on the same corpus and the same basic ontology.

Acknowledgement. We would like to thank the domain expert Dr. Andreas Persidis of
the company BIOVISTA for the impact evaluation and for many insightful comments
on the expectations towards interactive tools used in ontology enhancement.
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Abstract. Spatial join is the most expensive operation in geographic databases, 

but essentially important to compute spatial relationships intrinsic to geographic 

data. In account of spatial relationships real world entities may affect the 

behavior of other entities in the neighborhood. Spatial relationships are 

fundamental for knowledge discovery in geographic databases and are strongly 

related to the discovered patterns. Knowledge discovery is a user-dependent 

process, but the user is usually neither an expert in geographic databases nor in 

spatial relationships. This paper presents an approach to reduce the number of 

spatial relationships for knowledge discovery, using a geo-ontology and 

semantic spatial integrity constraints. We show how spatial constraints can help 

the user of knowledge discovery in both defining the semantically consistent 

spatial relationships and reducing the verification of unnecessary relationships. 

1 Introduction 

The increasing use of geographic data in different application domains has resulted in 

large amounts of data stored in geographic databases. Geographic data are real world 

entities, also called spatial features [1], which have a location on Earth’s surface. All 

spatial features (e.g. Portugal, Spain) belong to a feature type (e.g. country), and have 

both non-spatial attributes (e.g. name, population) and spatial attributes (geographic 

coordinates x,y). Figure 1 shows an example of spatial feature types, where shape is a 

spatial attribute characterizing the geometric representation (e.g. point, line or 

polygon), and the map is a graphical representation of some shapes. 

Beyond the spatial attributes, there are implicit spatial relationships, which are 

intrinsic to geographic data, but usually not explicitly stored in geographic databases 

(e.g. Roads cross Rivers). Because of spatial relationships real world entities can 

affect the behavior of other features in the neighborhood. These implicit correlations 

can only be discovered with specific techniques for knowledge discovery.  

Knowledge discovery in databases (KDD) is the non-trivial process of identifying 

valid, novel, potentially useful, and ultimately understandable patterns from data [2]. 

In geographic databases knowledge discovery is the extraction of interesting spatial 

patterns and features, general relationships between spatial and non-spatial data, and 

other general characteristics of data not explicitly stored in these databases [3].  
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Fig. 1. Spatial feature types and its graphical representation (map)  

Spatial join is the operation to compute spatial relationships between two spatial 

features. It is the most expensive operation in geographic databases for both spatial 

data analysis and knowledge discovery. 

The algorithms for knowledge discovery are not intelligent enough to decide which 

aspects in geographic databases are relevant or not to the discovery process. The 

relationships and many other parameters should be provided by the KDD user, what 

makes the discovery process extremely user-dependent. However, the KDD user is 

usually not an expert in geographic databases, and he may not have enough 

background knowledge to decide which aspects to consider in the discovery process. 

Geographic data share a large number of spatial relationships, but many are 

irrelevant to the discovery process and are unnecessarily calculated. For example, an 

island is a piece of land surrounded by water. In a geographic database, island should 

be represented as a spatial feature type with a mandatory relationship with a spatial 

feature type water. So, why should we compute spatial relationships between islands 

and water resources for knowledge discovery if by definition they are related to each 

other? Why should we consider this kind of relationships if they will create patterns 

with high confidence without adding novel knowledge? These and other aspects are 

usually not familiar to the KDD user, but are well-known concepts to geographers or 

geographic database designers.  

Geographic database designers or specialists in Geography know the nature, the 

concepts, and the semantics of geographic data, so they are able to specify both 

mandatory and prohibited spatial relationships which define spatial integrity 

constraints. By specifying these constraints in a geo-ontology, the knowledge of 

specialists in geographic data can be reused to help the KDD user. 

In the literature, there are basically two approaches for knowledge discovery in 

geographic databases: one is based on quantitative reasoning, which mainly computes 

distance relationships; and the other is based on qualitative reasoning. Algorithms 

based on qualitative reasoning [3,4,5,6,7] compute spatial relationships according to a 

relationships hierarchy, but they neither filter the relationships nor consider if they are 

geometrically possible or semantically consistent.  

In this paper we show how to reduce the number of topological relationships for 

knowledge discovery in geographic databases with spatial integrity constraints and 

geo-ontologies. The novelty of our approach is the use of geo-ontologies as prior 
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knowledge to eliminate mandatory as well as prohibited topological relationships 

expressed by spatial integrity constraints, and deduce which topological relations may 

lead to interesting patterns in the KDD process. 

The remainder of the paper is organized as follows: Section 2 presents the basic 

concepts of spatial relationships and spatial constraints. Section 3 presents a geo-

ontology meta-model for geographic data and spatial integrity constraints. Section 4 

shows how geo-ontologies and spatial integrity constraints can be used as prior 

knowledge to reduce geographic data pre-processing for knowledge discovery. 

Finally, Section 5 concludes the paper and suggests some directions of future work. 

2 Spatial Relationships and Semantic Integrity Constraints 

Geographic data share basically 3 types of spatial relationships: direction, distance, 

and topological. Direction relationships deal with the order as spatial features are 

located in space. Distance relations are based on the Euclidean distance between two 

spatial features. Our focus in this paper is on topological relations, which describe 

concepts of adjacency, containment and intersection between two spatial features.  

There are many approaches in the literature to formally define a set of topological 

relationships among points, lines and polygons [8,9]. The OGC (Open GIS 

Consortium) [10], which is an organization dedicated for developing standards for 

spatial operations and spatial data interchange to provide interoperability between 

Geographic Information Systems (GIS), defines a standard set of topological 

operations: disjoint, overlaps, touches, contains, within, crosses and equals.  

Considering the geometric representation of spatial features, different topological 

relationships are applicable. Table 1 shows the topological relationships, standardized 

by the OGC, considering the geometry of two spatial feature types. Empty boxes and 

checked boxes respectively represent impossible and possible relationships between 

two geometries. For example, two spatial features represented as line and polygon, 

respectively, can share the relationships disjoint, touches, within and crosses.  

Table 1. Topological relationships between points, lines and polygons [10] 

               Topological                                                       

                  Relation 
 Geometric  

Combination 

Disjoint Overlaps Touches Contains Within Crosses Equals  

Point(•)  Point(•) �   � �  � 

Point(•)  Line(/) �  �  � �  

Point(•)  Polygon(□) �  �  � �  

Line(/)  Line(/) � � � � � � � 

Line(/)  Polygon(□) �  �  � �  

Polygon(□)  Polygon(□) � � � � �  � 

 

Spatial integrity constraints encompass the peculiarities of geographic data and 

spatial relationships. Their purpose is to warrant as well as to maintain both the 

quality and the consistency of spatial features in geographic databases. Cockroft [11] 

proposed three types of spatial integrity constraints: topological, semantic, and user 

defined constraints. Topological integrity constraints refer to the topological 

consistency of the shape, such as “the boundary of a state must be contained inside 

53



the shape of the country”. Semantic constraints refer to the spatial consistency of 

spatial features according to their meaning (e.g. “lakes cannot contain rivers”). User 

defined integrity constraints are equivalent of “business rules” defined in non-

geographic databases, such as, “residential areas must lie farther than 1000 meters 

from a nuclear plant”. 

Serviane [12] presented topological-semantic integrity constraints, which define 

mandatory or prohibited topological relationships according to the semantic of the 

spatial feature. Considering only the geometric representation of spatial features most 

topological relationships are possible. Considering their meaning, it is possible to 

define which topological relation is consistent and which one is inconsistent. 

Extending the approach to specify topological-semantic constraints proposed by 

Bogorny [13], in order to support the cardinality “all”, for mandatory disjoint 

relationships, a topological-semantic constraint between two spatial feature types A 

and B can be defined as: 
<constraint> ::= <spatialFeatureTypeA><predicate> <spatialFeatureTypeB>   

<predicate> ::= <relType> <minCard> <maxCard>                                            

<relType>::=‘touches’|’overlaps’|’equals’|’within’|’contains’|’crosses’|’disjoint’                                                                        

<minCard>      ::= 0|1| a  

<maxCard>     ::= 0|1| a    

The predicate of a spatial constraint is given by a relationship type relType, a 

minimum cardinality <minCard>, and a maximum cardinality <maxCard>. The 

predicate can express mandatory constraints, which are given by the cardinalities (a,a) 

for the relationship disjoint, and (1,1) for the remaining topological relationships. A 

spatial constraint for Hospital with Factory, for example, can be defined as 

<Hospital> <disjoint><a><a><Factory>, where all instances of Hospital are disjoint 

to ALL instances of Factory. A spatial constraint for Island with Water Resource, for 

example, where every Island has a within relationship with only one Water Resource 

can be expressed such as: <Island> <within> <1><1> <Water Resource>.  

Prohibited constraints are defined through the cardinalities (0,0). For example, 

<River> <contains> <0><0> <Road>. 

3 Geo-Ontologies 

Ontology is an explicit specification of a conceptualization [14]. More specifically, 

ontology is a logic theory corresponding to the intentional meaning of a formal 

vocabulary, that is, an ontological commitment with a specific conceptualization of 

the world [15]. It is an agreement of both the concepts meaning and the structure of a 

specific domain. Each concept definition must be unique, clear, complete, and non-

ambiguous. The structure represents the properties of the concept, including a 

description, attributes and relationships with others concepts.   

Ontologies have been used recently in many and different fields in Computer 

Science, such as Artificial Intelligence, Databases, Conceptual Modeling, Semantic 

Web, etc. Although research is not so far yet in ontologies for geographic data [16], 

some geo-ontologies have been emerging recently. Besides defining a geo-ontology 

for administrative data for the country of Portugal, Chaves [17] defines a geo-

ontology meta-model, named GKB (Geographic Knowledge Base). 
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GKB provides the concept of spatial Feature, which is represented as a class, and 

is associated to a Feature_Type, whose instances represent all feature types specified 

for a domain. For example, Country is an instance of Feature_Type, while Brazil and 

Portugal are instances of Feature. The class Name has names identified for every 

feature in all available information sources, including synonyms. Concepts of 

relationships among features in GKB are specified through the classes Relationship 

and Relationship_Type, which can assume concepts of partOf and adjacency. 

In our point of view, a geo-ontology should provide the definition of the main 

aspects of geographic data, which are already defined in geographic meta-models for 

conceptual modeling (e.g. MADS, OMT-G) and standardized by the OGC. Based on 

these definitions, a geographic concept should have, at least: one spatial attribute 

given by a geometry, non-spatial attributes, relationships with other geographic 

concepts, and spatial constraints. The relationships can be conventional, such as 

aggregations or associations, or spatial, such as topological, distance or order. 

Considering these characteristics, we extended the GKB proposed in [17] to support 

geometry and spatial integrity constraints. 

Figure 3 shows the extended GKB meta-model. The classes GM_Object and 

GM_ObjectType were added following the OGC definitions. GM_ObjectType 

represents the geometric representation of a feature type (e.g. point, line, and 

polygon). GM_Object is an instance of a geometric type associated to a specific 

feature. The cardinalities 0, 1, and a added to the dual relationship between the classes 

Relationship and Feature define concepts of mandatory or prohibited constraints.  

Fig. 3. Extended GKB to support geometry, topological relationships and spatial constraints 

4 Geo-Ontologies and the KDD Process 

The possible binary topological relationships between two geometric objects shown in 

Table 1 can be significantly reduced if we consider the semantics of each object. 

Table 2 shows an example of the same geometric combinations illustrated in Table 1, 

giving a different semantics to each geometric object. The geometries point and line, 

for example, can share the relationships disjoint, touches, within and crosses (see 

Table 1). Considering that point and line have respectively the semantics of Bridge 

0 | 1 | a0 | 1 | a
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and River (see Table 2), then only crosses is semantically consistent. The 

combinations line/line, for example, can share any topological relation, but if their 

semantics is respectively River and Road, then only disjoint, touches and crosses are 

consistent (see Table 2). For the combination polygon/polygon with the semantics 

State and Country respectively, only the relationship within is consistent.   

Table 2. Possible topological relationships considering the semantics of the feature types 

               Topological                                                       

                    Relation 
Semantic 

Combinations 

Disjoint Overlaps Touches Contains Within Crosses Equals  

Factory (•)  Hospital (•) �       

Bridge (•)  River ( /)      �  

Factory (•) Airport( □) �  �     

River (/)  Road (/) �  �   �  

Beach (/)  Sea (□)   �     

State (□)  Country (□)     �   

 

Although the topological relationships shown in Table 2 are semantically possible, 

not all of them are interesting for knowledge discovery. So, if beside considering the 

semantics of the features we also consider spatial integrity constraints, it is possible to 

reduce still more the number of spatial joins and define which relationships should be 

computed for knowledge discovery. 

Applying spatial integrity constraints, Table 3 shows the possible topological 

relationships between the same feature types shown in Table 2. Considering only the 

semantics of the spatial feature types, we would have 9 possible relationships 

according to the example shown in Table 2. Considering spatial integrity constraints 

we would have only 3 relevant relationships to consider in the discovery process.   

Table 3. Topological relationships for knowledge discovery 

              Topological                                                       
                   Relation 

Semantic 

Combinations 

Disjoint Overlaps Touches Contains Within Crosses Equals  

Factory (•)  Hospital (•)        

Bridge (•)  River ( /)        

Factory (•) Airport( □)   �     

River (/)  Road (/)   �   �  

Beach (/)  Sea (□)        

State (□)  Country (□)        

 

On the one hand, the prohibited constraints forbid the inconsistent relationships, so 

they should not exist in the database. By consequence, they do not need to be 

computed for spatial analysis or knowledge discovery. On the other hand, mandatory 

relationships will produce patterns with high confidence in the discovery process 

because mandatory relationships will always hold if the database is consistent. 

However, these patterns will not add novel knowledge to the discovery. 

Despite mandatory and prohibited constraints do not explicitly define the relevant 

relationships for knowledge discovery, we are able to eliminate those which are 
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mandatory or prohibited, and specify those which are possible. Let us consider the set 

of all topological relationships as R = {touches, contains, within, crosses, overlaps, 

equals, disjoint}. T is the set of topological relationships geometrically possible 

between two feature types A and B. Pr is the set of prohibited relationships between 

A and B, M is the set of mandatory relationships and PKDD is the set of possible 

relationships for knowledge discovery. If a prohibited constraint is given between A 

and B, then the set of possible relationships is PKDD(A,B) = T(A,B) – Pr(A,B). If a 

mandatory constraint is defined between A and B, then PKDD(A,B) = φ.  
The approximate reduction cost of computing spatial joins for each pair of spatial 

feature types A and B for knowledge discovery is given by Rcost(A,B) = (|T(A,B)| - 

|PKDD(A,B)|). Costre(A,B), where Costre (A,B) is the time to compute each topological 

relationship between A and B. The cost to browse the geo-ontology is not considered.   

In the discovery process, a data pre-processing algorithm can compute the 

topological relationships according to the properties of the feature types specified in 

the geo-ontology. For example, let us consider that the feature type of interest 

specified by the KDD user is River and that the relevant feature types to be spatially 

compared with River are Road, Hospital, and Island. Suppose that in a geo-ontology 

River has the properties of a mandatory relationship disjoint with Hospital and a 

prohibited relationship contains, overlaps, inside and equals with Road, but no 

property with Island. The first step of the pre-processing algorithm is to read the 

properties of River and specify that PKDD(River,Road) = {touches, crosses} and 

PKDD(River,Hospital) =φ. As PKDD is already defined for Road and Hospital, the second 
step is to read the properties of Island in the geo-ontology, and specify PKDD(River,Island). 

Suppose that Island has the property of a mandatory relationship within, with River, 

than PKDD(River,Island) =φ.  

5 Conclusions and Future Work 

In this paper we presented a geo-ontology meta-model to define concepts and 

properties of geographic data. Through the properties we can specify spatial integrity 

constraints, which forbid or obligate specific topological relationships between 

specific feature types.  

Considering only the geometry of spatial feature types, a certain number of 

topological relationships is possible. We showed how this number can be reduced if 

we consider the semantics of the spatial features and their spatial integrity constraints, 

using geo-ontologies. We also showed how the spatial integrity constraints can 

contribute for knowledge discovery in geographic databases. The mandatory and the 

prohibited spatial relationships defined by the constraints are irrelevant to the 

discovery process because of two reasons: - prohibited relationships will never exist 

if the database is consistent; and - mandatory relationships will produce patterns with 

high confidence but which do not add any novel knowledge to the discovery process.  

As future work, we will study the application of distance and order constraints and 

how we can reduce the number of spatial joins for the KDD process with different 

combinations of spatial relationships.  
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Abstract. The Data Mining process enables the end users to analyse,
understand and use the extracted knowledge in an intelligent system or
to support in the decision-making processes. However, many algorithms
used in the process encounter large quantities of patterns, complicating
the analysis of the patterns. This fact occurs with association rules, a
Data Mining technique that tries to identify intrinsic patterns in large
data sets. A method that can help the analysis of the association rules
is the use of taxonomies in the step of post-processing knowledge. In
this paper, the GART algorithm is proposed, which uses taxonomies to
generalize association rules, and the RulEE-GAR computational module,
that enables the analysis of the generalized rules.

1 Introduction

The development of the data storing technologies has increased the data stor-
age capacity of companies. Nowadays the companies have technology to store
detailed information about each performed transaction, generating large data-
bases. This stored information may help the companies to improve themselves
and because of this the companies have sponsored researches and the develop-
ment of tools to analyse the databases and generate useful information.

During years, manual methods had been used to convert data in knowledge.
However, the use of these methods has become expensive, time consuming, sub-
jective and non-viable when applied at large databases.

The problems with the manual methods stimulated the development of pro-
cesses of automatic analysis, like the process of Knowledge Discovery in Data-
bases or Data Mining. This process is defined as a process of identifying valid,
novel, potentially useful, and ultimately understandable patterns in data [6].

In the Data Mining process, the use of the association rules technique may
generate large quantities of patterns. This technique has caught the attention
of companies and research centers [3]. Several researches have been developed
with this technique and the results are used by the companies to improve their

59



businesses (insurance policy, health policy, geo-processing, molecular biology) [8,
4, 9].

A way to solve the problem of the large quantities of patterns extracted by the
association rules technique is the use of taxonomies in the step of post-processing
knowledge [1, 8, 10]. The taxonomies may be used to prune uninteresting and/or
redundant rules (patterns) [1].

In this paper the GART algorithm and the RulEE-GAR computational mo-
dule is proposed. The GART algorithm (Generalization of Association Rules
using Taxonomies) uses taxonomies to generalize association rules. The RulEE-
GAR computational module uses the GART algorithm, to generalize association
rules, and provides several means to analyze the generalized rules.

This paper is organized as following: first by presenting the association rules
technique and some general features about the use of taxonomies, second by
describing the GART algorithm and the RulEE-GAR computational module.
Finally the results of some experiments performed with the GART algorithm
along with our conclusion are presented.

2 Association Rules and Taxonomies

An association rule LHS ⇒ RHS represents a relationship between the sets
of items LHS and RHS [2]. Each item I is an atom representing the presence
of a particular object. The relation is characterized by two measures: support
and confidence. The support of a rule R within a dataset D, where D itself
is a collection of sets of items (or itemsets), is the number of transaction in
D that contain all the elements in LHS ∪ RHS. The confidence of the rule is
the proportion of transactions that contain LHS ∪ RHS with respect to the
number of transactions that contain LHS. The problem of mining association
rules is to generate all association rules that have support and confidence greater
than the minimum support and minimum confidence defined by the user to mine
association rules. High values of minimum support and minimum confidence just
generate trivial rules. Low values of minimum support and minimum confidence
generate large quantities of rules (patterns), complicating the user’s analysis.

A way of overcoming the difficulties in the analysis of large quantities of
association rules is the use of taxonomies in the step of post-processing know-
ledge. The use of taxonomies may help the user to identify interesting and useful
knowledge in the extracted rules set. The taxonomies represent a collective or
individual characterization of how the items can be classified hierarchically [1].
In Fig. 1 an example of a taxonomy is presented where it can be observed that:
t-shirts are light clothes, shorts are light clothes, light clothes are a kind of sport
clothes, sandals are a kind of shoes.

In the literature there are several algorithms to generate association rules
using taxonomies (generalized association rules). Algorithms like Cumulate and
Stratify [10] generate rules sets larger than rules sets generated without taxo-
nomies (because they generate association rules with and without taxonomies).
To try decrease the quantity of generated rules, a subjective measure is used to
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prune the uninteresting rules [10]. The subjective measure does not guarantee
that the quantity of rules will decrease. Our method proposes an algorithm and a
module of post-processing [5]. Using the module, the user looks to a small set of
rules without taxonomies, builds some taxonomies and then uses the algorithm
to generalize the association rules, pruning the original rules that are generali-
zed. Thus our algorithm always decreases or keeps the volume of the rules sets.
The proposed algorithm and module are presented in Section 3 and 4.

Fig. 1. An example of taxonomy for clothes.

3 The Algorithm GART

We analysed the structure of the association rules generated by algorithms that
do not use taxonomies. The results of the analysis show us that it is possible
to generalize association rules using taxonomies. In Fig. 2 we show how the
association rules can be generalized.

First we changed the items t-shirt and short of the rules short & slipper⇒ cap,
sandal & short ⇒ cap, sandal & t-shirt ⇒ cap and slipper & t-shirt ⇒ cap by the
item light clothes (which represents a generalization). This change generated two
rules light clothes & slipper ⇒ cap and two rules light clothes & sandal ⇒ cap.
Next, we pruned the repeated generalized rules, maintaining only the two rules:
light clothes & slipper ⇒ cap and light clothes & sandal ⇒ cap.

The two rules generated by the Step 1 (Fig. 2) were generalized again. We
changed the items slipper and sandal by the item light shoes (which represented
another generalization) generating two rules light clothes & light shoes ⇒ cap.
Then we pruned the repeated generalized rules again, maintaining only one ge-
neralized association rule: light clothes & light shoes ⇒ cap.

Due to the possibility of generalization of the association rules (Fig. 2), we
propose an algorithm to generalize association rules. The proposed algorithm is
illustrated in Fig. 3. We called the proposed algorithm of GART (Generalization
of Association Rules using Taxonomies).
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Fig. 2. Generalization of association rules using two taxonomies.

Fig. 3. The proposed algorithm to generalize association rules.

The proposed algorithm just generalizes one side of the association rules -
LHS or RHS (after to look to a small set of rules without taxonomies, the user
decides which side will be generalized). First, we grouped the rules in subsets
that present equal antecedents or consequents. If the algorithm were used to
generalize the left hand side of the rules (LHS), the subsets would be generated
using the equals consequents (RHS). If the algorithm were used to generalize
the right hand side of the rules (RHS), the subsets would be generated using
the equal antecedents (LHS). Next, we used the taxonomies to generalize each
subset (as illustrated in Fig. 2). In the final algorithm we stored the rules in a
set of generalized association rules.
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In the final algorithm, we also calculated the Contingency Table for each
generalized association rules to get more information about the rules. The Con-
tingency Table of a rule represents the coverage of the rule with respect to the
database used in its mining [7]. With the calculation of the Contingency Table
we finished the algorithm.

4 The Computational Module RulEE-GAR

In this section we present the RulEE-GAR computational module that provides
means to generalize association rules and also to analyze the generalized rules [5].
The generalization of the association rules is performed by the GART algorithm,
described in the previous section. Next we describe the means to analyze the
generalized association rules. In Fig. 4 we showed the screen of the interface
that enables the user to analyze and to explore the generalized rules sets.

Fig. 4. Screen of the analysis interface of generalized association rules.

On the screen of the analysis interface of generalized rules (Fig. 4) there
are some spaces where the user puts data to make a query and select a set of
generalized rules, accompanied or not of several evaluation measures [7], to be
analyzed. Besides allowing the user to select a set of rules, the interface provides
four links in the section Downloads to look for and/or download the files. The
files contain, respectively, the set of transactional data (Data Set), the set of
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source rules (Rule Set), the set of generalized rules (Generalized Rule Set) and
the set of taxonomies used to generalize the rules (Taxonomy Set).

Besides links for visualization and/or download of the files, each generalized
association rule presents others links that enable the user to explorer information
about the generalization of the rule. The links are positioned at the left side of
the rules (Fig. 4). The links are described as following:

Expanded Rule It is represented in the interface by the letter “E”. This link
enables the user to see the generalized rule in expanded way. The generalized
items of a rule are changed by the respective specific items.

Source Rules It is represented in the interface by the letter “S”. This link
enables the user to see the source rules that were generalized.

Measures It is represented in the interface by the letter “M”. This link is
available only if the user selects the support (Sup) and/or confidence (Cov)
measures in its query and these measures present values lower than the
minimum support and/or minimum confidence values defined to the mining
process of the rules set not generalized. With this link it is possible to see
which generalized rules have support and/or confidence values lower than
the minimum support and/or minimum confidence values.

In Fig. 4 we also see that the generalized items in a rule (items between
parentheses) are presented as links. These links enable the user to see the source
items that were generalized. In the analysis interface, the user can also store the
information, selected by the query, in a text file.

5 Experiments

We performed some experiments using the GART algorithm to demonstrate that
the use of taxonomies, to generalize large rules sets, reduces large quantities of
association rules and makes easy the analysis of the rules.

The experiments were performed using a sale database of a Brazilian super-
market. The database contained sales data of the recent 3 month. We made 4
partitions of the database to perform the experiments. The partitions were made
using the sale data along of 1 day, 7 days, 14 days and 1 month.

To generate the association rules, we used the implementation of the Apriori
algorithm performed by Chistian Borgelt3 with minimum support value equal
0.5, minimum confidence value equal 0.5 and a maximum number of 5 items by
rule. The generated rules sets are described as following:

– RuleSet 1day - 32668 rules generated using the partition of 1 day;
– RuleSet 7days - 19166 rules generated using the partition of 7 days;
– RuleSet 14days - 16053 rules generated using the partition of 14 days;
– RuleSet 1month - 21505 rules generated using the partition of 1 month;

3 Available for downloading at the web site http://fuzzy.cs.uni-magdeburg.de/
∼borgelt/software.html.
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– RuleSet 3months - 19936 rules generated using the whole database (3 months
of sale data).

To perform the experiments, we looked to the database and to the 5 sets
of association rules generated to make 18 sets of taxonomies. Then we ran the
GART algorithm combining each set of taxonomies with each set of rules. In
Fig. 5 a chart is presented that shows the reduction rates of the 5 rules sets
after running GART algorithm using the 18 sets of taxonomies to generalize
each rules set. In Fig. 5 the sets of taxonomies are called “T” followed by an
identification number, as for example: T01.

As it can be observed in Fig. 5, the experiments show reduction rates of the
sets of association rules varying from 14,61% to 50,11%.

Fig. 5. Reduction rates got using taxonomies to generalize association rules.

6 Conclusion

A problem found in the Data Mining process is the fact that several of the
used algorithms generate large quantities of patterns, complicating the analysis
of the patterns. This problem occurs with the association rules, a Data Mining
technique that tries to identify all the patterns in a database.

The use of taxonomies, in the step of knowledge post-processing, to generalize
and to prune uninteresting and/or redundant rules may help the user to analyze
the generated association rules.
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In this paper we proposed the GART algorithm that uses taxonomies to ge-
neralize association rules. We also proposed the RulEE-GAR computational mo-
dule that uses the GART algorithm to generalize association rules and provides
several means to analyse the generalized association rules. Then we presented
the results of some experiments performed to demonstrate that the GART al-
gorithm may reduce the volume of the sets of association rules. As the sets of
taxonomies were made by the user, others sets of taxonomies may generate re-
duction rates higher than the rates presented in our experiments, mainly whether
the sets were made by experts in the application domain.
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Abstract. In this paper, we deal with the problem of analyzing and classify-
ing web documents to several major categories/classes in a given domain using
domain ontology. We present the ontology-based web content mining methodology
that contains such main stages as collecting a training set of labeled documents
from a given domain, building a classification model above this domain given the
domain ontology, and classification of new documents via the induced model. We
tested the proposed methodology in a specific domain, namely web pages containing
information about production of certain chemicals. Using our methodology, we are
interested to identify all relevant web documents while ignoring the documents that
do not contain any relevant information. Our system receives as input an OWL file
built in Protege tool, which contains the domain-specific ontology, and a set of web
documents classified by a human expert as ”relevant” or ”non-relevant”. We use a
language-independent key-phrase extractor with integrated ontology parser (defined
in a given language) for creating the database from input documents and use it as a
training set for the classification algorithm. The system classification accuracy using
various levels of ontology is evaluated.The current version of our system supports
web content mining in English, Arabic, Russian, and Hebrew languages.

1 Introduction

Over the last years, we have observed an explosive growth in the information
available on the Web. To meet our information needs, we need more intelligent
systems to gather the useful information from the huge amount of Web related
data sources.

Web mining ([2]) is a new technology that has emerged as a popular area in
the field of Web Intelligence ([4]). It is categorized into three areas of interest:
web usage mining (finds access patterns from web logs), web structure min-
ing (provides structural information about documents) and web content mining
(finds useful information from the web content) [1]. It is obvious that data min-
ing techniques (see [5], [6]) can be used for Web mining. One of the problems in
this area is to represent the web documents as a meaningful, informative input
for data mining algorithms, and then to ”translate”/interpret the mining results.

In this paper, we introduce the ontology-based web content mining appli-
cation for analyzing and classifying web documents in a given domain. We use
domain ontology, which organizes concepts, relations and instances into a do-
main [11], for purpose of enriching the term vectors representing documents
with concepts. This approach has two benefits: first, it resolves synonyms; and
second, it introduces more general concepts. Our term vectors contain of terms
and their importance weights, where term may be a phrase extracted from the
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text of a document or related concept from the ontology (depending on the level
of concept hierarchy or abstraction level induced by the user). For the purpose of
classification, we can use any popular classification algorithm, like C4.5, Bayes
Network and Naive Bayes.

The rest of the paper is organized in the following way. Section 2 summarizes
the related work. Section 3 describes the methodology and the proposed system.
Section 4 depicts the tested domain and the constructed ontology. In Section 5,
we evaluate the results of initial experiments. Finally, in the last section we
outline the conclusions and the future work.
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Fig. 1. Cross-Lingual Web Classification System

2 Related work

During the last decade, a huge amount of issues related to web content mining
was investigated, like discovering of different patterns in the static content using
conventional data mining [3], dynamic content mining (like mining news from
online news sites) [7], predicting web information content [8], developing recom-
mendation systems that can suggest the ”information content” (IC) pages [9],
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classifying web documents into Web hierarchy or topic ontology [20],[21], and
many other.

Many authors reduce building recommendation systems to the classification
task. Billsus and Pazzani [12] trained a Naive Bayes classifier [13] to recommend
news stories to a user, using a Boolean feature vector representation of the
candidate articles, where each feature indicates the presence or absence of a
word in the article. Jennings and Higuchi [14] trained one neural network for each
user to represent a user’s preferences for news articles. Anderson and Horvitz [15]
built a Naive Bayes model to predict the candidates (pages or topics) that the
user will view next in the session.

Document representations for test classification are typically based on the
classical Bag-Of-Words paradigm. However, over last years, the authors tried to
enhance the classical document representation through concept-based document
retrieval ([26]). One of such enhanced approaches is ontology1.

Currently, there are several existing approaches for classifying web pages into
Web hierarchy. Koller and Sahami in [20] propose an approach that utilizes the
hierarchical topic structure to decompose the classification task into a set of
simpler problems, one at each node in the classification tree. Mladenic and Glo-
belnik in [21] describe an approach to automatically mapping web pages onto
ontology using the Yahoo! ontology of Web pages. The paper of McCallum et. al
([22]) shows that the accuracy of a Naive Bayes text classifier can be significantly
improved by taking advantage of a hierarchy of topic categories of documents.
Chakrabarti et. al in [23] explore how to organize large text databases hierar-
chically by topic to aid better searching, browsing and filtering.

Bloehdorn and Hotho in [25] propose document representation through con-
cepts extracted from background knowledge. In another publication ([24]) Hotho
et. al use ontologies to improve text document clustering. A paper by Cesarano
et. al [16] presents a prototype of an ontology-based system for information
retrieval on the web, where the global relevance grade is computed for each
document.

3 Methodology

Figure 1 presents a high-level view of the proposed Cross-Lingual Web Classi-
fication System. In the absence of any detailed domain knowledge, a user can
initiate the system operation by submitting a set of keyword queries in any lan-
guage to a multi-lingual search engine (such as GoogleTM ). A human expert
reads the documents and labels them as ”relevant” or ”irrelevant”. Additional
degrees of relevancy (e.g., ”partially relevant”) can be allowed. The task of the
Learner module is to build a compact model (profile) of the pages collected

1
According to the most cited definition in the literature [10], ontology is an explicit specifica-
tion of a domain conceptualization. It accumulates and organizes knowledge about domain in a
machine-processable and human-readable way providing a common understanding basis, facili-
tating information/knowledge dissemination and reuse. Therefore, ontology has the potential to
improve information/knowledge capturing, organization, re-use and re-finding through meticulous
domain organization principles and advanced reasoning tasks.
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from the web so that new relevant pages can be reliably recognized by the sys-
tem. We induce a classification model from a training collection that includes a
mix of relevant and non-relevant pages. Each page is represented as a vector of
< termi, weighti > pairs received from Ontology-based Phrase Extractor mod-
ule, described in the sub-section below. The phrases are extracted using a list of
domain-specific terms and other ontology information. The term-frequency (tf )
weighti indicates the frequency of a termi in the observed document.

3.1 Ontology Specification

An ontology defines explicitly the terms used to describe and represent an area of
knowledge. Ontologies are used by people, databases, and applications that need
to share domain information. Ontologies include computerusable definitions of
basic concepts in the domain and the relationships among them. They encode
knowledge in a domain and also knowledge that spans domains [19]. The term
’ontology’ can be used for several ways. Ontologies can contain simple taxonomies
and logical theories as well.

In this paper, an ontology represents the conceptual information of the do-
main of interest (see Section 4) and it is used for the purpose of conceptual
document representation and improving the documents classification. In other
words, our goal is extraction of more meaningful and relevant (even general)
information from text of documents for the purpose of building more accurate
classification models. Our ontology consists of individuals/instances, classes with
their properties and hierarchical/taxonomic relationships between them. Each
object/thing in the domain is associated with its unique class. Usually the names
of classes are nouns. Each thing has a name (the name itself is not object of the
domain but only symbolizes it) or several names that are synonyms. All names
of an object are mapped to ontology as individuals of its class. The relationships
among the things represent the existing taxonomy. The properties describe the
things.

3.2 Ontology-based Phrase Extractor

This module includes Phrase Preparation and Phrase Extractor units (see Fig. 1).
The module receives as input documents, ontology and abstraction level and cre-
ates term vectors.

The Phrase Preparation unit prepares phrase collection given ontology and
abstraction level k — XML file including all general thing names as phrases with
their associated classes of kth level as related concepts (in case of abstraction
level equal to 0 the collection does not include related concepts). Currently, we
also add to this collection phrases that, by expert opinion, can characterize type
of a document. In the future we are going to build a separate ontology containing
these phrases or even embed them into an existing domain ontology.

The Phrase Extractor scans the phrases included in the collection, and every
time it finds name of thing it references to the related concept. We used Replace
Terms by Concepts (”repl”) strategy (HYPINT) for replacing terms by
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concepts and All Concepts (”all”) strategy for disambiguation investigated
in [24]. Replace Terms by Concepts (repl) strategy expels all terms from the
vector representations for which at least one corresponding concept exists. Thus,
terms that symbolize general things in domain ontology are only considered at
the concept level, but terms that do not appear in ontology (provided directly
by a human expert) are not discarded. The All Concepts (all) does not do
anything about disambiguation and considers all concepts for augmenting the
text document representation. The concept frequency is calculated as sum of
the frequencies of all terms in document being related to that concept in the
ontology.

The generic structure of this module enables to handle texts in virtually any
language.

4 Experiments

The main goal of this research is increasing the classification accuracy through
maintaining an ontology. We tested the proposed methodology in a specific do-
main, namely web pages containing information about production of certain
chemicals. It is clear, that almost every chemical has many names (synonyms) -
it may be a full name, an abbreviation, a formula or molecular structure. Our
ontology stores class for each chemical in domain that contains all its known
names as instances. Whenever the Phrase Extractor finds any name of chemical,
it refers to the associated class. In addition, we define different properties for
the chemicals and keep the hierarchical relationships between groups of them,
like ”available chemicals” (can be purchased or extracted from something), ”rare
chemicals” (complement to the first one), organic chemicals, salt, poisons and
more. These groups may be joint as well as disjoint. The total time spent for
ontology creation was about 20 hours including 2-3 meetings with a domain ex-
pert. Currently, our ontology includes 29 instances (things/names of chemicals)
organized into 37 classes. We wish to extend it in the future experiments.

We learned and tested four classification models on the following document
representations: vectors of original phrases (without any knowledge about con-
cepts and relationships between them kept in the domain ontology), the same
documents after phrase extraction with synonyms handling (1-level conceptu-
alization), and after 2-level conceptualization (referring extractor every time it
finds name of chemical to the parent classes of its thing class), and then compared
between the accuracy rates of the resulting models. We were given 114 HTML
pages classified as relevant and non-relevant by a domain expert (41 pages or
36% are relevant). Charts in Fig.2 demonstrate the classification accuracy of
different models depending on level of ontology conceptualization. We applied
C4.5, C4.5 Rules, Bayes Network and Naive Bayes algorithms using Weka Data
Mining Software [18] and two testing modes: 10-fold cross-validation and test
split (66% training set and remainder the testing set). The values in Fig.2 are
averages from 10 runs of each mode. We used t-test (two-tailed paired, α = 0.05)
for each algorithm to assess whether the accuracy values of different abstraction
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Fig. 2. Classification Accuracy depending on Abstraction Level

levels C4.5 C4.5 Naive Bayes
Rules Bayes Network

0 – 1 ↑ 0.037* ↑ 0.032* ↑ 0.738 ↑ 0.336

1 – 2 ↓ 0.340 ↑ 0.455 ↑ 0.053 ↓ 0.124

0 – 2 ↓ 0.832 ↑ 0.104 ↑ 0.164 ↓ 0.480

levels C4.5 C4.5 Naive Bayes
Rules Bayes Network

0 – 1 ↑ 0.411 ↑ 0.039* ↓ 0.044* ↑ 0.001*

1 – 2 ↓ 0.007* ↓ 0.762 ↑ 0.001* ↓ 0.000*

0 – 2 ↓ 0.079 ↑ 0.313 ↑ 0.076 ↓ 0.006*

Table 1. Results of t-test — split mode (left table) and 10-fold cross validation (right
table)

levels are statistically different from each other. The results of the t-test are
presented in Table 1.

As it can be seen from the results of the experiments, the C4.5 and C4.5
Rules based on the split mode and C4.5 Rules and Bayes Network based on
the 10-fold cross validation are significantly improved in 1-level abstraction with
respect to the 0-level. On the other hand, the accuracy value of the Naive Bayes
is decreased.

When we classified the 2-level abstraction represented documents, the Naive
Bayes model based on the 10-fold cross validation has improved, while accuracy
of the C4.5 and Bayes Network models have decreased.

Algorithms performances at 0-level abstraction with respect to 2-level are not
significantly different, except decrease of accuracy of the Bayes Network model.

We explain the accuracy decreasing of most models in case of 2-level ab-
straction by losing some specific information in more general representation of
documents. The ”strange” behaviour of Naive Bayes model the in 10-fold cross
validation mode, by our opinion, is justified by its specific constraints: first, it
confirms independence of variables, and, second, it builds model based on all
available features, while decision tree is using a feature selection procedure.

As we all know, the size of the training set affects the classification model
accuracy. We believe that given a larger training set (currently in preparation)
we can get more accurate results.
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5 Conclusions and Future Work

In this paper we presented a new ontology-based methodology for classification
of web documents to main categories according to the user ”Information Needs”.
The main contribution of this work is using domain-based Multi-Lingual Ontol-
ogy in the conceptual representation of documents. We tested our method on the
specific chemicals domain, where the synonyms and the taxonomic relationships
were handled. Despite the small training set, quite good results were obtained.
We intend to improve current results by increasing the training set and the set
of keyphrases as well as by enhancing our methodology in the following ways:

– Learning a multi-lingual domain ontology exploiting machine learning tech-
niques.

– Elaborating (or use some existing tools like GATE [17]) for automatic con-
struction of ontologies on specific domain. Such update will enable us to make
an ontology-based classification system completely domain-independent.

– Using several ontologies for the same set of documents (or one ontology
including several hierarchies).

– Mapping web documents into Web hierarchy (it may be topic ontology) to
improve the classification accuracy.

Acknowledgement. We wish to thank D. Berenstein, the domain expert, for helping us
in the ontology construction and collection of the training set for the learning algo-
rithms.
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Abstract. One of possible uses of domain ontology as prior knowledge
in KDD is the generation of explanations for discovered hypotheses. We
developed an ontology covering a subset of concepts and relations rele-
vant for ‘municipal social reality’, and manually mapped these entities
on the structure of sociological data; the data originated from a com-
prehensive opinion poll over citizens of the capital city of Prague. The
LISp-Miner KDD tool was then applied on data, and the most conspicu-
ous associations were matched with the ontology. Some of the extracted
ontology structures seem to offer useful insight into the background of
empirical associations, as high-level templates that can be instantiated
to concrete explanations.

1 Introduction

Domain ontologies, being hot topic in today’s knowledge engineering research,
are promising candidates for background knowledge to be used in the KDD
process. They express the main concepts and relationships in a domain in a way
that is consensual and comprehensible to the given professional community. The
research in applied ontology and in KDD are, to some extent, two sides of the
same coin. Ontologies describe the ‘state-of-affairs’ in a certain domain at an
abstract level, and thus enable to verify the correctness of existing (concrete)
facts as well as to infer new facts. On the other hand, KDD typically proceeds in
the opposite direction: from concrete, instance-level patterns to more abstract
ones. Semantic web mining [3] represents the junction of ontology and KDD
research in their ‘concrete’ (instance-centric) corners. On the other hand, in this
paper, we rather focus on the junction of ‘abstract’ corners, namely, of abstract
ontologies themselves and general hypotheses produced by KDD.

One of the main outcomes of the first Workshop on Knowledge Discovery
and Ontologies [5] was that the role of prior knowledge is underestimated by the
KDD community, and even if this knowledge is used, it is rarely underpinned
by a clear conceptual model. However, [6] demonstrated that ontologies can be
beneficial in nearly all phases of the KDD (more specifically, association mining)
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cycle, starting from domain and data understanding, through the semantic in-
terpretation of discovered hypotheses, and ending by exposing the hypotheses on
the semantic web, e.g. in the form of annotated textual reports [9]. Here we pay
attention to the middle phase, in which the ontology is to provide ‘templates’
for the human expert who attempts to interpret the discovered knowledge.

The paper is structured as follows. Section 2 describes the process of designing
our ontology of social reality, in a bottom-up manner. Section 3 recalls the basic
principles of the LISp-Miner system which was used as knowledge discovery
tool. Section 4 presents the actual experiments with using the ontology as prior
knowledge for (further) knowledge discovery. Finally, section 5 reviews some
related work, and section 6 shows directions for future research.

2 Designing and Mapping the Ontology

2.1 State of the Art in Social Ontology Modelling

The society as such has mostly been subject of ontology research at the philo-
sophical level. Probably the best known recent example is the work by Searle3.
Some notions of social reality also appeared in formal ontological engineering,
for example, in the ‘social’ fragment of the DOLCE upper-level ontology4, which
contains concepts such as ‘social relationship’ or ‘social institution’. Similarly,
Boella & van der Torre [4] recently developed an upper-level model of social
reality centred around the concept of ‘agent’. In a bottom-up manner, on the
other hand, a tiny fragment of social reality (namely, the relationships among
and the most imminent attributes of persons) has been studied by the FOAF
community, see e.g. [10]. What we however needed in our project was a compre-
hensive formal model spanning across many heterogeneous areas; we therefore
decided to create a new ontology, in a bottom-up manner.

2.2 Designing the Ontology

Both the ontology and the dataset used for association discovery had the same
seed material: the questionnaire5 posed to respondents during the opinion poll
mapping the ‘social climate’ of the capital city of Prague in Spring 2004. The
questionnaire contained 51 questions related to e.g. economic situation of fam-
ilies, ways of earning money and dwelling, or attitude towards important lo-
cal events, political parties or media. Some questions consisted of aggregated
sub-questions each corresponding to a different ‘sign’, e.g. “How important is
X for you?”, where X stands for family, politics, religion etc. Other questions
corresponded each to a single ‘sign’. While the dataset was straightforwardly

3 See [15] for a summary.
4 http://dolce.semanticweb.org/
5 The questionnaire was designed by sociology experts, entirely independent of the

KDD and ontological engineering research described in this paper.
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derived from the individual ‘signs’, each becoming a database column6, the on-
tology first had the form of glossary of candidate terms (manually) picked from
the text of the questions; duplicities were removed. In conformance with most
ontology engineering methodologies [8], the terms were then divided into can-
didates for classes, relations and instances, respectively. Then a taxonomy and
a structure of non-taxonomic relations was (again, manually) built, while fill-
ing additional entities when needed for better connectivity of the model or just
declared as important by domain expert. The instances either corresponded to
enumerated values of properties (modelled according to the W3C note [14]),
e.g. GOOD JOB AVAILABILITY, or to outstanding individuals such as PRAGUE or
CHRISTIAN DEMOCRATIC PARTY, as these were often referred to in the text of the
questionnaire.

The current version of the ontology, eventually formalised in OWL7, consists
of approx. 100 classes, 40 relations and 50 individuals8. A Protégé9 window
showing parts of the class hierarchy plus the properties of class Person is at
Fig. 1. Note that the ambition of our ontology is not to become a widely-usable
formal model of social reality; it rather serves for ‘simulation’ of the possible role
of such ontology in the context of KDD. More details on the process of designing
the ontology (in particular, the ‘design patterns’ used) can be found in [17].

2.3 Data-to-Ontology Mapping

The second and somewhat easier part of the knowledge engineering phase of our
project was to map the attributes of the dataset to ontology concepts, relations
and instances. Since the core of the ontology had been manually designed based
on the text of the questions, it sufficed to track down the links created while
building the ontology and maintained during the concept-merging phase. An ex-
ample of mapping between a question and (fragments of) the ontology is in Ta-
ble 1. Emphasised fragments of the text map to the concepts Job availability,
Metropoly and Family and to the individuals GOOD JOB AVAILABILITY, PRAGUE,
CENTRAL EUROPE and EU, plus several properties not shown in the diagram. Note
that question no.3 is a ‘single-sign’ question, i.e. it is directly transformed to one
data attribute used for mining. In addition to questions, ontology mapping was
also determined for values allowed as answers, especially for questions requiring
to select concrete objects (city districts, political parties etc.).

6 And, subsequently, an attribute for the LISp-Miner system, see the next section.
7 http://www.w3.org/2004/OWL
8 By naming convention we adopted, individuals are in capitals, classes start with

capital letter (underscore replaces inter-word space for both individuals and classes),
and properties start with small letter and the beginning of other than first word is
indicated by a capital letter.

9 http://protege.stanford.edu
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Fig. 1. Incomplete view of the ontology in Protégé

3 Association Mining with 4ft-Miner

The 4ft-Miner procedure is the most frequently used procedure of the LISp-
Miner data mining system [13]. It mines for association rules of the form ϕ ≈ ψ,
where ϕ and ψ are called antecedent and succedent, respectively10. Antecedent
and succedent are conjunctions of literals. Literal is a Boolean variable A(α) or
its negation ¬A(α), where A is an attribute (corresponding to a column in the
data table) and α (a set) is coefficient of the literal A(α). The literal A(α) is
true for a particular object o in data if the value of A for o is some v such that
v ∈ α.
10 4ft-Miner also mines for conditional hypotheses (i.e. with a third symbol representing

a restrictive condition). We will not discuss them here, for brevity.
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From May 1, 2004, Prague will become one of Central-European
metropolies of the EU. Do you think that this fact will improve the
availability of jobs for you or for your relatives?

PRAGUE

Metropoly

City

Capital_city

Location

CENTRAL_EUROPE

Aspect_of_life

Job_availability
Region

EU

Group

Family

GOOD_JOB_
_AVAILABILITY

POOR_JOB_
_AVAILABILITY

Table 1. Question no.3 and fragments of ontology used for its mapping

The association rule ϕ ≈ ψ means that the Boolean variables ϕ and ψ are
associated in the way defined by the symbol ≈. The symbol ≈ is called 4ft-
quantifier. It corresponds to a condition over the four-fold contingency table
of ϕ and ψ. The four-fold contingency table of ϕ and ψ in data matrix M is
a quadruple 〈a, b, c, d〉 of natural numbers such that a is the number of data
objects from M satisfying both ϕ and ψ, b is the number of data objects from
M satisfying ϕ and not satisfying ψ, c is the number of data objects from M not
satisfying ϕ and satisfying ψ, and d is the number of from M from M satisfying
neither ϕ nor ψ.

There are 16 4ft-quantifiers in the 4ft-Miner. An example of 4ft-quantifier is
above-average dependence ,
∼+

p,Base, which is defined for 0 < p and Base > 0 by the condition

a

a+ b
≥ (1 + p)

a+ c

a+ b+ c+ d
∧ a ≥ Base .

The association rule ϕ ∼+
p,Base ψ means that among the objects satisfying ϕ is

at least 100p per cent more objects satisfying ψ than among all observed objects
and that there are at least Base observed objects satisfying both ϕ and ψ.

As an example of association rule, let us present the expression

A(a1, a7) ∧B(b2, b5, b9) ∼+
p,Base C(c4) ∧ ¬D(d3)

Here, A(a1, a7), B(b2, b5, b9), C(c4) and ¬D(d3) are literals, a1 and a7 are cate-
gories of A, and {a1, a7} is the coefficient of A(a1, a7)11, and analogously for the
remaining literals.
11 For convenience, we can write A(a1, a7) instead of A({a1, a7}).
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Note that the hypothesis definition language of 4ft-Miner is far richer than
we described. For the sake of this paper, the description above is sufficient; for
more information see e.g. the project homepage http://lispminer.vse.cz or
[13].

4 Experiments

4.1 Overview

We experimented with various 4ft-Miner settings on the poll dataset, mostly
using the above-average dependence quantifier explained in previous section. As
we did not want to restrict the choice of antecedent and succedent of hypotheses,
between which the chains of ontology entities were to be found, we kept the
task definition maximally general: any of 96 attributes (corresponding to ‘signs’
from the questionnaire) was allowed in antecedent as well as in succedent. As
we wanted to start with (structurally) simplest possible hypotheses, we set the
length of antecedent as well as of succedent to 1, and the cardinality of coefficient
also to 1 (i.e., choice of single value of the attribute). The run-times were typically
lower than a second.

We divided the strong hypotheses resulting from 4ft-Miner runs into four
groups, with respect to their amenability to ontology-based explanation:

1. Strict logical dependencies, an example of which is the association between
answers to the questions “Do you use a public means of transport?” and
“Which public means of transport do you use?”. Such hypotheses are of no
interest as KDD results in general.

2. Relationships amounting to obvious causalities, for example, the association
between “Are you satisfied with the location where you live?” and “Do you
intend to move?” Such relationships (in particular, their strengh) might be
of some interest for KDD in general; however, there is no room for ontology-
based explanation, since both the antecedent and succedent are mapped
on the same or directly connected ontology concepts (Location, livesIn,
movesFrom etc.).

3. Relationships between signs that have the character of respondent’s agree-
ment with relatively vague propositions, for example “Our society changes
too fast for a man to follow.” and “Nobody knows what direction the society
is taking.” We could think of some complex ontology relationships, however,
by Occam’s razor, it is natural just to assume that the explanation link be-
tween the antecedent and succedent goes through the categorisation of the
respondent as conservative/progressist or the like.

4. Relationships between signs corresponding to concrete and relatively seman-
tically distant questions (namely, appearing in different question ‘groups’ or
‘clusters’). This might be e.g. the question “Do you expect that the standard
of living of most people in the country will grow?”, with answer ‘certainly
not’, and the question “Which among the parties represented in the city
council has a programme that is most beneficial for Prague?” with ‘KSČM’
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(the Czech Communist Party) as answer. Such cross-group hypotheses are
often amenable to ontology-based explanation. We’ll elaborate on this par-
ticular example in the following subsection.

Since we do not (yet) have an appropriate software support for extracting
entity chains (i.e. explanation templates) from the ontology, we examined it
via manual browsing. As a side-effect of chain extraction, we also identified
missing (though obvious) links among the classes, which could be added to the
ontology, and also some modelling errors, especially, domain/range constraints
at an inappropriate level of generality.

4.2 Example of Explanation Template Set

The hypothesis from the last example above, formally written as Z05(4) ∼+
0.22,64

Z18(3), could be visualised by the available means of LISp-Miner as shown at
Fig. 2 and Fig. 3.

The first view presents the four-fold contingency table:

– 64 people disagree that the standard of living would grow AND prefer KSČM
– 224 people disagree that the standard of living would grow AND DO NOT

prefer KSČM
– 171 people DO NOT disagree12 that the standard of living would grow AND

prefer KSČM
– 2213 people DO NOT disagree that the standard of living would grow AND

DO NOT prefer KSČM.

The contingency table is followed with a long list of computed characteristics.
The second view presents the same information graphically. We can see that

among the people who disagree that the standard of living would grow, there
is a ‘substantially’ higher number of people who also prefer KSČM than in the
whole data sample, and vice versa13. The whole effort of formulating hypotheses
about the reason for this association is however on the shoulders of the human
expert.

In order to identify potential explanation templates, we took advantage of
the mapping created prior to the knowledge discovery phase, see section 2.3.
The negative answer to the question about standard of living was mapped to
the individual BAD LIVING STANDARD (instance of Social phenomenon), and the
respective answer to the question about political parties was mapped to the class
Political party, to its instance KSCM, to the class Party programme and to the
class City council.

There are many ways of ordering the explanation templates; here we order
them first by the decreasing number of involved entities on which the hypothesis
is mapped and then by the decreasing number of all involved entities. The tem-
plates do not contain intermediate classes from the hierarchy (which are not even
12 More precisely, their answer to the question above was not ‘certainly not’; it was one

of ‘certainly yes’, ‘probably yes’, ‘probably no’.
13 This is the principle of the above-average quantifier, which is symmetrical.
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Fig. 2. Textual view of a LISp-Miner hypothesis

Fig. 3. Graph-based view of a LISp-Miner hypothesis
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Template Mapped All

KSCM ∈ Political party hasPartyProgramme

Party programme v Plan of action hasObjective

Social phenomenon 3 BAD LIVING STANDARD

4 6

KSCM ∈ Political party isRepresentedIn

Administrative body w City council carriesOutAction

Economic action hasImpactOn Social phenomenon 3
BAD LIVING STANDARD

4 7

KSCM ∈ Political party hasPartyProgramme

Party programme v Plan of action envisagesAction

Action w Economic action hasImpactOn Social phenomenon

3 BAD LIVING STANDARD

4 8

KSCM ∈ Group informsAbout Social phenomenon 3
BAD LIVING STANDARD

2 3

KSCM ∈ Group carriesOut Action w
Economic action hasImpactOn Social phenomenon 3
BAD LIVING STANDARD

2 6

KSCM ∈ Group participatesIn Event w
Economic action hasImpactOn Social phenomenon 3
BAD LIVING STANDARD

2 6

KSCM ∈ Group supports Action w
Economic action hasImpactOn Social phenomenon 3
BAD LIVING STANDARD

2 6

KSCM ∈ Group fightsAgainst Group carriesOutAction

Action w Economic action hasImpactOn Social phenomenon

3 BAD LIVING STANDARD

2 7

Table 2. Explanation templates for ‘standard of living’ vs. ‘KSČM’ association

counted for the ordering). Relations, i.e. OWL properties, are only considered as
linked to the class for which they are directly defined as domain/range, i.e. not
to the class that just inherits them. Table 2 lists some (by far not all) possible
templates, with the counts of mapped and all entities of which the template con-
sists, respectively. The symbols v, w stand for subclass/superclass relationship
and ∈, 3 for instance-to-class membership14.

We can see that the ‘most preferable’ template suggests that the KSČM
party may have some programme that may have as objective to reach the phe-
nomenon of BAD LIVING STANDARD. The second looks a bit more adequate: the
KSČM party is represented in the city council that can carry out an economic
action that may have some impact on the phenomenon of BAD LIVING STANDARD.
The third is almost identical to the first one. The fourth (and simplest) might
actually be most plausible: the KSČM party informs about the phenomenon of

14 Note that this description-logic-like notation is only used here for brevity; a more
user-oriented (e.g. graphical) representation would probably be needed to provide
useful support for a domain expert not familiar with knowledge representation con-
ventions.
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BAD LIVING STANDARD. Let us finally mention the fifth template, which builds on
an incorrect ‘inference’ (caused by imprecise modelling): the party is assumed to
carry out an economic action, which it (directly) can’t. The relation was defined
with Group and Action as subsets of its domain and range, respectively. However,
the combination of Political party (subclass of Group) and Economic action
(subclass of Action) is illegal and should have been ruled out by an axiom such
as Political party w (ALL carriesOutAction (NOT Economic action)).

5 Related Work

Although domain ontologies are a popular instrument in many diverse applica-
tions, they only scarcely appeared in ‘tabular’ KDD, so far. A notable exception
was the work by Philips & Buchanan [12], where ‘common-sense’ ontologies of
time and processes were exploited to derive constraints on attributes, which
were in turn used to construct new attributes. Although not explicitly talking
about ontologies, the work by Clark & Matwin [7] is also relevant; they used
qualitative models as bias for inductive learning. Finally, Thomas et al. [18] and
van Dompseler & van Someren [19] used problem-solving method descriptions (a
kind of ‘method ontologies’) for the same purpose. There have also been several
efforts to employ taxonomies over domains of individual attributes [1, 2, 11, 16]
to guide inductive learning. None of these projects however attempted to explore
the role of domain ontology in interpreting the results of the mining process.

For a brief review of related work on social ontology modelling proper see
section 2.1.

6 Conclusions and Future Work

We described a simple experiment in matching a social reality ontology to hy-
potheses discovered via data mining from poll data; abstract templates for pos-
sible explanations of the hypotheses were identified.

The work is only in its early phase, as our ontology reflects the state of affairs
in our ‘domain’ in a very imprecise and simplified way15. Its further extension
and refinement in close contact with the expert is envisaged; we also plan to
take into account prior work in (philosophical as well as applied) social reality
modelling mentioned in section 2.1. We would also like to pay more attention to
expressing (mainly as relation instances) additional heuristic knowledge available
in our domain, which could help automatically fill the templates with concrete
relationships. Such a (not yet formalised) knowledge base actually arose in con-
nection with the polls in question.

With growing body of available knowledge, end-user tests would become
more meaningful. An important step would be to proceed from the current,

15 An important problem, which is however not easy to overcome by state-of-the-art
ontology engineering technology, is the static character of our model.
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subjective, evaluation of patterns to quantitative evaluation of their efficiency in
supporting the interpretation of hypotheses.

Furthermore, we would like to follow up with our earlier effort to expose
KDD results on the semantic web [9]. Aside ‘plain’ empirical hypotheses, instan-
tiated explanation templates endorsed by an expert could straightforwardly be
represented.

From the point of view of association discovery, the experiments revealed
the utility of further extensions to the task definition principles of LISp-Miner,
in particular regarding the search for cross-group hypotheses. Such extensions
would make further experiments with ontologies or similar background models
more efficient.

In a longer run, it would also be desirable to extend the scope of the project
towards discovered hypotheses with more complex structure, e.g. with longer
antecedents/succedents, with additional condition, or even to hypotheses dis-
covered by means of a different procedure. An example of the last is the recently
implemented procedure SD4FT; it searches for pairs of sets of objects in data
such that one appears in different empirical associations than the other. Gen-
erating explanations for such hypotheses would be much more demanding but
would also provide greater benefits.
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Ontology in Association Mining CRISP-DM Cycle. In: ECML/PKDD04 Workshop
on Knowledge Discovery and Ontologies (KDO’04), Pisa 2004.

7. Clark, P. Matwin, S.: Using Qualitative Models to Guide Inductive Learning. In:
Machine Learning - ECML’94, European Conference on Machine Learning, Catania
1994. Lecture Notes on Artificial Intelligence, Springer Verlag 1994, 360–365.

85
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17. Svátek, V.: Observations from Development of Social Reality Ontology for a KDD
Application. Submitted paper.

18. Thomas J., Laublet, P., Ganascia, J. G.: A Machine Learning Tool Designed
for a Model-Based Knowledge Acquisition Approach. In: EKAW-93, European
Knowledge Acquisition Workshop, Lecture Notes in Artificial Intelligence No.723,
N.Aussenac et al. (eds.), Springer-Verlag, 1993, 123–138.

19. van Dompseler, H. J. H., van Someren, M. W.: Using Models of Problem Solving
as Bias in Automated Knowledge Acquisition. In: ECAI’94 - European Conference
on Artificial Intelligence, Amsterdam 1994, 503–507.

86



Author Index

Alvares, Luis O., 51

Bogorny, Vania, 51
Brunzel, Marko, 39

d’Amato, Claudio, 3
Domingues, Marcos Aurélio, 59
Dupret, Georges, 11

Eirinaki, Magdalina, 1
Engel, Pailo M., 51
Esposito, Floriana, 3

Fanizzi, Nicola, 3
Flek, Miroslav, 75
Fortuna, Blaž, 23
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