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ABSTRACT: The superhydrophobic behavior of nano- and
microtextured surfaces leading to rebound of impacting
droplets is of great relevance to nature and technology. It is
not clear however, if and under what conditions this behavior
is maintained when such surfaces are severely undercooled
possibly leading to the formation of frost and icing. Here we
elucidate key aspects of this phenomenon and show that the
outcome of rebound or impalement on a textured surface is
affected by air compression underneath the impacting drop
and the time scale allowing this air to escape. Remarkably,
drop impalement occurred at identical impact velocities, both
at room and at very low temperatures (−30 °C) and featured a
ringlike liquid meniscus penetration into the surface texture with an entrapped air bubble in the middle. At low temperatures, the
drop contact time and receding dynamics of hierarchical surfaces were profoundly influenced by both an increase in the liquid
viscosity due to cooling and a partial meniscus penetration into the texture. For hierarchical surfaces with the same solid fraction
in their roughness, minimizing the gap between the asperities (both at micro- and nanoscales) yielded the largest resistance to
millimetric drop impalement. The best performing surface impressively showed rebound at −30 °C for drop impact velocity of
2.6 m/s.
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Nanotextured surfaces in nature or human-made have been
proven to exhibit unique and very valuable properties

when it comes to interactions with liquids, ranging from
extreme liquid affinity to extreme repellency,1,2 enhanced
thermal transport,3,4 and ice formation retardation.5−7 The
icing phenomenon in particular can have tremendous natural
and technological implications.8 Infrastructure elements and
aircraft industry are severely affected by undesirable icing and
are likely to benefit markedly by potential passive, facile, energy
saving approaches to mitigate it.9−11 Use of hydrophobic
textured surfaces for anti-icing is motivated by the high water
repellency of these surfaces. Through research on both
natural12 and artificially fabricated surfaces,13 it has now been
well established that the presence of a hierarchical morphology
and low surface energy materials are key elements needed to
prepare solid surfaces with extreme liquid repellency and low
liquid adhesion. At static conditions, a surface displaying liquid
droplet receding contact angle of over 135°14,15 and contact
angle hysteresis (difference between the advancing and the
receding contact angles) lower than 10° is considered to be
superphobic to the given liquid.1,13,16,17 Superhydrophobic
surfaces have also been analyzed for anti-icing applications.
However, texturing, which is inherently linked to super-
hydrophobicity, if imposed without accounting for nucleation

thermodynamics, can reduce the energy barrier for heteroge-
neous nucleation. As a result, while some studies have reported
significant delay in droplet freezing on superhydrophobic
surfaces,18,19 others have noted the critical importance of
roughness control.11,20

Given the success of textured surfaces with respect to liquid
repellency in static conditions, even for low surface tension
liquids,21,22 these surfaces have also been extensively
analyzed23−28 for their ability to resist dynamically impacting
liquid droplets at room temperature. Some studies of droplet
impact in cold conditions have also been reported.6,29,30 The
major interest in using textured hydrophobic surfaces at low
surface temperatures lies in the fact that an impacting droplet
can avoid getting impaled in to the texture and bounce off after
impact, thereby avoiding freezing. Mishchenko et al.6

performed droplet impact tests on microstructured surfaces
down to −25 to −30 °C and used droplet temperatures in the
range of −5 to 60 °C. Using room temperature droplets,
Alizadeh and co-workers investigated droplet impact on
surfaces down to −25 °C.29,30 Despite progress, the
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mechanisms (and related criteria) for droplet bounce off or
stickiness (penetration and impalement) on textured surfaces,
especially at low temperatures, are not well understood. In fact,
a systematic control of both micro- and nanostructures
comprising hierarchical morphologies is needed to understand
the physics of the role of roughness on possible droplet
rebound, penetration, or impalement at low temperatures. The
goal of the current work is to explore and understand the
mechanisms of droplet rebound/impalement of textured
surfaces with excellent droplet impalement resistance (water-
proofing) properties down to −30 °C. The drop impacts were
characterized by dimensionless Weber number (We) defined as
ρlV

2D0/γ, where the ρl denotes the density of the liquid, γ is its
surface tension, and the V and D0, respectively, are the drop
velocity and diameter. Our results establish that dynamics of
meniscus penetration in the We range ∼102−103 or lower is
controlled by compressibility of air between the impacting drop
and the substrate30,31 and not by the water hammer effect,26,31

which originates from liquid compressibility.
Results and Discussion. Morphology Control and

Wettability Characterization. To evaluate the dynamic drop
impalement resistance of the textured superhydrophobic
surfaces, it was necessary to prepare substrates with controlled
morphology. Figure 1 shows a scheme capturing the series of
micro-, nano-, and hierarchically textured substrates prepared
for this study. Figure 1 also shows the representative
morphology of different textures obtained using scanning
electron microscope (SEM) and atomic force microscope

(AFM). The microstructured surfaces, consisting of circular
micropillars in a square array, are designated by the symbol μ.
To specify the microstructure in the subsequent discussion, the
symbol will be embellished as μa0

p , where a0 denotes the

diameter of the micropillar and p is the pitch of the square
array, both expressed in micrometers (see Figure 1a, leftmost
panel). Three different kinds of nanostructures were formed
using the glancing angle deposition of titanium (see Materials),
which results in the formation of nanowires. The thickness of
the deposited titanium film was changed (100 or 400 nm) to
alter the nanowire height. The two resulting nanowire heights
are referred as short or tall. The angle of deposition was either
80 or 85° to change the density of nanowires in the
nanostructures. The resulting density was characterized as
dense and sparse, respectively. Thus the nanostructures are
designated as Nx

y, where x can be s (sparse) or d (dense) and y
can be s (short) or t (tall). Overall, these results in
nanostructures referred as sparse-short (short nanowires with
a higher gap in between), sparse-tall and dense-tall. Post
fabrication, all surfaces were functionalized using
1H,1H,2H,2H-perfluorodecyltrichlorosilane (FDTS) to lower
their surface energy and impart hydrophobicity.
Figure 2 shows the result of water droplet contact angle

measurement on typical surfaces used in this work. Although
we tested a variety of different micro-, nano-, and hierarchical
structures, only a few surfaces with an interpillar gap of 2 and 4
μm are shown in Figure 2.

Figure 1. Scheme of fabricated surfaces with controlled micro, nano and hierarchical morphology. (a) Schematics showing the micro and hierarchical
morphologies. (b) SEM images of the top of the micropillars. (c) Leftmost panel shows a micropillar array and the remaining three panels show
SEM images of nanostructures on top of the micropillars. Three different nanostructures consisting of titanium nanowires: sparse-short, sparse-tall,
dense-tall. (d) Two right images show AFM images of the tall nanostructures with two different spacing between the nanowires. The leftmost panel
shows the line profiles obtained from the AFM scans to distinguish the nanowire gaps for two nanostructures. For both cases, the AFM tip cannot
penetrate the full wire depth, therefore the height profiles in the left image are shown in arbitrary units just to clarify the lateral spacing.
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Contact angles on additional tested surfaces are presented in
Supporting Information Figure S1 of Supplementary Section I
for brevity. To ensure reproducibility, each measurement in this
work was performed at least three times on substrates from at
least two different fabrication batches. Therefore, for each data
point the shown error bars denote variations over six different
measurements. In Figure 2, we have focused on two specific
microstructures with small interpillar spacing in order to
maximize their expected dynamic droplet impalement resist-
ance,23 as will be discussed in a more detail below. On any
textured hydrophobic surface, minimizing the contact between
droplet and solid enhances hydrophobicity. This is typically
achieved by minimizing the solid fraction of the textured
hydrophobic surface (when viewed from top), aiming at having
sessile droplets essentially sitting on air (Fakir state1). The solid
fraction for a square micropillar array (see Supporting
Information Figure S2) can be expressed as

ϕ
π

=
a
p4

0
2

2
(1)

For both μ2.5
4.5 and μ5.0

9.0, the solid fraction is ϕ = 0.24. Because
these two surfaces consist of FDTS functionalized Si micro-
pillars, the nearly identical values of both their advancing (θA)
as well as receding (θR) contact angles indicate that the droplet
is in Fakir state on these surfaces. This can be understood by
employing Cassie equation for θA, which assumes that droplet
touches only top of pillars, and can be expressed as

θ ϕ θ= − + + *cos 1 (1 cos )A A (2)

where θA* denotes Young’s contact angle on the corresponding
smooth functionalized Si, which was measured to be 117° ± 2°.
Smooth surface here refers to the original silicon wafer
functionalized with FDTS on which the average roughness
(Ra, obtained from AFM scans) was below 1 nm. The θA values
on the three tested nanotextured surfaces are very close,
thereby indicating that they must have similar solid fraction.
Employing θA* on a smooth functionalized titanium surface (Ra
below 2 nm), measured to be 115° ± 0.5°, eq 2 and the θA
measurements in Figure 2, ϕN is calculated as 0.19 ± 0.03, 0.22
± 0.02, and 0.16 ± 0.05, respectively on Ns

t, Nd
t , and Ns

s. Clearly,
these solid fraction values are close to each other with their
average being 0.19 ± 0.05, although as we see from the Figure 1
the nanowires in the sparse and dense configurations have very
different spacing. Thus it is evident that in the sparse case the
average diameter of the nanowires should be more than in the
dense case in order to have same ϕN (see Supporting

Information Section II and Supporting Information Figure S3
for a detailed discussion and assessment of ϕN for the
nanostructures from their SEM morphology images). For
hierarchical surfaces, ϕH is the product of its values for the
micro and nanostructures, that is

ϕ ϕ ϕ= μH N (3)

where the subscripts are used to specify the texture. Since ϕμ =
0.24 and ϕN values are very close to each other, ϕH values for
all the hierarchical surfaces shown in Figure 2 should be nearly
similar. This explains the nearly identical contact angle
measured for all the hierarchical surfaces shown. Furthermore,
the very low value of ϕH (<0.05) supports the relatively lower
contact angle hysteresis for these surfaces, which is under 30° in
all measurements on our different substrates.

Influence of Substrate Temperature on Drop Rebound.
The influence of substrate morphology on dynamic droplet
impalement resistance in cold conditions was evaluated next.
The contact time of the droplet on substrate during the impact
event is a critical parameter in determining the droplet
impalement resistance in cold conditions. Figure 3 shows

plots of contact time on different substrates as a function of
substrate temperature. The droplets were produced at standard
room conditions (temperature 23 °C, humidity 25−40%). The
results are shown for two values of We. Some immediate
observations can be made from Figure 3. First, it is clear that for
all the substrates, the contact time increases with decrease in
substrate temperature, as clarified by the dotted blue line, which
was added simply as guide to the eye.
Second, although at room temperature the contact time

values for different substrates overlap within experimental
errors, at lower temperatures the contact time is lower on
hierarchical substrates compared to the other textures. Third,
on the nanotextured surface, the droplet failed to rebound at

Figure 2. Advancing (θA) and receding (θR) contact angles and
contact angle hysteresis (Δθ) on the different micro, nano, and
hierarchically textured surfaces.

Figure 3. Influence of substrate temperature and morphology on the
contact time of the impacting droplets at impact Weber numbers of
∼66 and ∼100. The contact time is increasing with decrease in
substrate temperature due to a steep rise in water viscosity. Note that
at high undercooling (−30 °C) the contact time for two surfaces with
identical solid fraction, for example, two microstructured substrates
having ϕμ = 0.24, is different at We ∼ 100. The reason is explained in
the text. The blue dotted line in the top and bottom plots is simply a
guide to the eye. The contact time is not shown for nanotextured
surface at −30 °C since the droplet did not rebound in this case.
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substrate temperatures below −15 °C. Remarkably, on our
hierarchical substrate μ2.5

4.5 + Ns
s, droplets completely rebounded

at the substrate temperature of −30 °C. The physics of the
droplet contact time on substrate temperature and texture can
be understood by invoking the effects of rise in liquid viscosity
with decrease in temperature and, quite crucially, by decipher-
ing the dependence of partial penetration of liquid meniscus in
to the texture on impact speed (We). We discuss these two
effects consecutively in the sequel.
Immediately upon contact the droplet temperature starts to

decrease. Within the time scale of droplet impact τim ∼15 ms,
we can estimate the thermal penetration depth32 to be δT ∼
(ατim)

1/2 ∼45 μm, where a thermal diffusivity of water of 1.3 ×
10−7 m2/s was used. Therefore, despite a relatively small level
of thermal penetration, use of viscosity increase to explain a rise
in viscous dissipation is justified; indeed, the liquid layer nearest
to the substrate should experience the maximal viscous shear
stress. A reduction in water temperature from room temper-
ature (23 °C) to −27 °C leads to a 5-fold increase in
viscosity.33 This strong viscosity increase explains the increase
in the contact time with substrate temperature, since the
droplet dissipates more energy through viscous effects both in
its interior and through dissipation at the contact line.33 The
dissipation at the contact line33 is particularly strong for the
only nanostructured surfaces, which have higher contact angle
hysteresis. This leads to the droplet not rebounding on this
surface at low temperature (below −15 °C). The viscosity rise
can also explain the relatively lower contact time observed for
hierarchical surfaces compared to the corresponding micro-
structured surfaces, due to the lower solid fraction of the
hierarchical surface. As a side note, the presence of air pockets
on the microstructured surface have a negligible effect on the

heat transfer between the liquid drop and the solid substrate,
since the difference of thermal resistance of the silicon pillar-air
layer to only silicon layer is insignificant, as explained in the
detailed calculation in the Supporting Information (Supple-
mentary Note V).
In addition to the discussion above, there is a very important

aspect of the data in Figure 3 that cannot be interpreted merely
by considering the solid fraction ϕ and the contact angle
hysteresis difference. Figure 3 shows a clear difference in the
contact time for two microstructures at low temperature, even
though they have the same ϕ. The effect is particularly apparent
in the We ∼100 case. A similar difference is also apparent in the
corresponding hierarchical structures. We will show that this
outcome emerges from a subtle but important physical reason,
which will help in developing a deeper understanding of what
causes substrate impalement resistance at low temperatures. We
need to start with a detailed analysis of the droplet impact
dynamics.

Liquid Meniscus Impalement and Viscosity Effect. Figure 4
shows the evolution of droplet contact diameter with time on
the substrates μ2.5

4.5 and μ5.0
9.0. Figure 4a,b shows the diameter

evolution at two different We values of 66 and 100 and with
substrates maintained at −30 °C. The contact diameter D was
normalized with the initial droplet diameter D0. Supporting
Information Video V1 shows droplet impact on μ2.5

4.5 surface at
We ∼100. At both We values, droplets spread into a thin disc
form, converting the kinetic energy into surface energy, after
which they recoiled to lift off from the substrate. It is clear from
Figure 4 that in all cases the recoiling stage lasts longer than the
spreading stage and it features two distinct regimes with
differing rates of diameter decrease. The transition between
these two regimes occurs at ∼10 ms, as is clear from the second

Figure 4. Evolution of normalized droplet-substrate contact diameter on the microstructured surfaces μ2.5
4.5 and μ5.0

9.0 (having same ϕ). Before impact,
the droplets were at room temperature. (a) Water droplet impact at We ∼66 on substrates at ∼−30 °C. (b) Water droplet impact at We ∼100 on
substrates at ∼−30 °C. (c) Impact of water and glycerin mixture (50/50 by weight) droplet at We ∼100 on substrates at room temperature. The
second row of images captures the diameter evolution in the late slow stage of droplet recoiling. The top view snapshots shown in the third row
show the maximum spreading diameter (marked by the red dashed circle) and the yellow dashed circle indicates a local change in droplet solid
interface that seems to impale into the surface texture. Clearly the late stage dynamics is significantly different on the two substrates in the high We
cases in (b) and (c). This must be related to the different contact time measured on these surfaces at low temperature.
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row of images in Figure 4, which only show the droplet
evolution toward the end of the receding phase. The difference
between the two receding stages lies in the fraction of droplet
that is already off from the substrate. In the slower (late)
receding stage, the droplet is almost completely elongated into
a cylinder and just about to take off from the substrate. This
elongated phase should require a relatively larger fraction of
total droplet energy into surface energy, thus explaining the
droplet slow down. Although the slowdown appears for both
substrates and at both the We numbers, interestingly the late
stage diameter evolution rate for the two substrates are
significantly different at the higher We (see the second row
image in Figure 4b).
To test if the above difference is only due to the change in

water viscosity due to its contact with the substrates at low
temperature, we investigated the impact dynamics using
droplets of 50/50 (by weight) mixture of water and glycerin,
having the same viscosity as water at −27 °C.33 The result for
We ∼100 is shown in Figure 4c. Indeed, the late stage dynamics
for the two substrates appears to have similar difference as in
the case of water droplet impacting on these substrates at −30
°C. As an aside, we note that the maximum spreading diameter
in Figure 4c is lower than that in Figure 4b. This is because
during the spreading stage (lasting for only ∼2.4 ms), for a
water droplet impacting on cold substrates the thermal
penetration depth, and thus, the corresponding rise in viscosity
will be small. Therefore, the viscous dissipation in water/
glycerin mixture impacting on substrates at room temperature
should be higher than that for water droplet impact on the
substrates at −30 °C. Note that the decrease in temperature
should increase the water surface tension, an effect which is not
favorable to the noted Dmax in these two cases. However, rise in
surface tension is small (∼10% in the temperature range
tested), therefore unlikely to significantly affect this outcome.
On the basis of the above, the difference in the observed

receding dynamics at the late stage cannot be explained solely
through the viscosity increase. Since the two microstructures in
Figure 4 have identical solid fraction ϕμ = 0.24 and the viscous
dissipation should be dominant at the solid liquid interface, the
plausible viscosity-based argument is inadequate. This is also
supported by the fact that at the same substrate temperature
but lower We the two surfaces show nearly identical dynamics.
Therefore, the difference must be related to the increase in We
and, more specifically, to a change in droplet solid interface
conditions locally in the vicinity of the droplet impact point
where the difference appears in the receding stage. To this end,
if the meniscus were to partially penetrate into the surface
texture, then the resulting area of contact between liquid and
solid (i.e., the wetted area) would change. A simple calculation
of the wetted area is presented in Supporting Information Note
III and plotted in Supporting Information Figure S4. Given the
higher density of pillars in the microstructure μ2.5

5.0, for the same
penetration depth its wetted area is higher that the μ5.0

9.0 surface.
However, this can be reversed if the meniscus penetration on
these surfaces is different (see Supporting Information Figure
S4). As we will show in the sequel, such a difference in
meniscus penetration is in fact favorable due to the closer
proximity of pillars in μ2.5

5.0. The closer pillars yield a higher
capillary pressure (see eq 4) that helps to resist liquid meniscus
penetration. Given the importance and implications of the local
variation in the droplet/solid wetted interface and potential
meniscus penetration on altering the droplet contact time, we
recorded the droplet impact events on our substrates in top

view. The lowest row in Figure 4 contains representative top
view images for impact on surface μ5.0

9.0, exactly at the instant of
maximum droplet spreading. All these images clearly show a
spot at their center (marked by the yellow dashed line), which
indicates a depression of the liquid meniscus into the surface
texture. This meniscus penetration must be partial and not
extend over the entire height of the micropillars, otherwise we
would necessarily see impalement and not a complete bounce
off of the droplet. Two aspects of meniscus penetration are
noteworthy. First, the partial meniscus penetration comes from
a local increase in the pressure near the contact point. Second,
since partial meniscus impalement is already present in the
droplet spreading stage it must occur very rapidly, right after
the droplet impacts on the substrate. Therefore, it should not
be influenced by substrate temperature. This is confirmed in
Figure 5, where we show the partial impalement region (central

bright spot) resulting from water droplet impact on our μ5.0
9.0

substrate at −30 and 23 °C (room temperature), which are
both of identical size. This feature will be discussed and
validated through experiments at different substrate temper-
atures. A clear repercussion of this striking result is that the
critical Weber number, Wec, (a substrate specific parameter,
beyond which droplet will stick on the surface due to complete
penetration and impalement) does not depend on the substrate
temperature in the broad range investigated from 23 °C down
to −30 °C. Therefore, the partial meniscus penetration below
this Wec only influences the droplet contact time and receding
dynamics at low substrate temperatures. This influence is
critical because an excessively high contact time will increase
the possibility of droplet freezing even during the droplet
impact phase.
The local, ringlike penetration of the liquid meniscus at room

temperature has been reported in the literature. Given the
obvious similarities in the local, near the droplet impact point,
meniscus impalement at room and low substrate temperatures,
we analyzed the impalement process with droplet impact
experiments at room temperature. The Supporting Information
Figure S6 and Supporting Information Videos V2 to V5 capture
the important aspects of local meniscus penetration into the
texture. From Supporting Information Video V5, the ringlike
penetration is apparent. In the Supporting Information Figure
S6, the central bright spot (see the zoomed image at 2.4 ms) in
the We ∼112 case is an air bubble, which is trapped by the
penetrated liquid meniscus. Entrapment of such air bubble has
been observed previously.23,27

Figure 5. Top view images of droplets at the instant of maximum
spreading on μ5.0

9.0 substrate at −30 and 23 °C at We ∼ 100. The local
meniscus penetration zone near the center is visible in both instances
(marked by yellow circle) and is of same size.
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Predictive Model for Meniscus Impalement: Air and Not
Liquid Compressibility. In the literature, a pressure balance
argument is used to explain the local meniscus transition. Any
textured hydrophobic surface should resist penetration of liquid
meniscus into it due to its unfavorable wettability condition.
This liquid penetration resistance can be quantified through so-
called capillary pressure34

ϕ
ϕ

γ θ= −
−

*
⎛
⎝⎜

⎞
⎠⎟P

a
4

(1 )
cosC

o
A

(4)

This resistive pressure must be overcome by pressure generated
by the droplet impact process in order to realize penetration of
liquid meniscus into the surface texture. Clearly, despite
identical ϕμ the resistive pressure PC will be higher on the
μ2.5
5.0 surface than on the μ5.0

9.0 due to its smaller pillar diameter.
This will account for the difference in the level of meniscus
penetration on two surfaces and explain the related change in
the receding dynamics discussed above.
The capillary pressure PC in eq 4 must be overcome for any

meniscus penetration to occur. Because the dynamic pressure,
expressed as

ρ=P V0.5d l
2

(5)

alone is not able to account for the local penetration effect (see
Supporting Information Figure S5 and the related discussion in
Supporting Information Note IV), typically the concept of
water hammer pressure is invoked to explain the preferential
penetration of liquid meniscus near the point of droplet
impact.25,26,28,31 The water hammer pressure comes from
sudden deceleration of the liquid upon encountering a solid
substrate. It is a manifestation of the liquid compressibility and
it can be written as

ρ=P k CVWH WH l (6)

where kWH is the water hammer pressure coefficient, C is the
velocity of sound in water, and V is the droplet impact velocity.
Right after impact, the contact line of the droplet is moving
faster than sonic speed, thus the impact shock remains pinned
to the contact line. Eventually, the contact line slows down and
the shock can overtake it. The radial location at which this
happens determines the zone of high pressure near the impact
point.35,36 The diameter of this zone can be estimated as37

Figure 6. Mechanism of dimple formation and droplet deformation by draining air. The dimple formation and associated rise in pressure near the
impact point explain the meniscus penetration. On top the droplet impact, dimple formation and the resulting pressure profiles are shown
schematically. Our results indicate that at lower impact velocity (We) the meniscus penetrates partially, whereas beyond a critical velocity the ring
like peak in the pressure profile engenders ring like penetration of the meniscus. Schematics in (a−c) show the difference impalement conditions.
Below these schematics the high-speed snapshots show the corresponding experimental repercussions. The partial impalement is visible as bright
spots top view images shown (the zoom in images are used to highlight them). Above a critical impact velocity, the ring like penetration of the
meniscus into the texture is obvious in the top view image under the schematic in (c), which clearly shows a dark impaled ring surrounding a
centrally trapped air bubble.
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=d
D V

CWH
0

(7)

In the current literature, the maximum reported velocity
causing a transition from complete rebound to sticky state was
∼8 m/s.28 This texture-specific threshold velocity for a surface
is referred to as its critical velocity, Vc. By using a conservative
value of 10 m/s for Vc for our ∼2.4 mm diameter droplets, we
obtain dWH to be 16 μm. It may also be argued that a more
appropriate velocity in the numerator of eq 7 is the spreading
velocity after the drop impact, which is larger due to the mass
conservation principle. Note that the spreading velocity
decreases rapidly after the impact. Thus if we consider the
maximum spreading velocity to be ∼30 m/s, that is 10 times
higher than the impact speed,38,39 the resulting dWH value
comes out to be ∼48 μm. This is still considerably smaller that
the size of the air bubble appearing during drop impact in our
experiments, as can be seen in the Supporting Information
Figures S6 and Figure 6 below (bubble diameter ∼200 μm or
higher). Alternatively, if we consider the time at which pressure
release occurs, estimated as τ = D0V/2C

2 = 8 × 10−10 s,38 and a
contact line speed equal to 10 times higher than the impact
speed, V, the liquid compressibility effects would affect the
meniscus penetration over an area with a characteristic
diameter of d = 10Vτ = 0.024 μm. However, experiments
show that in this area penetration does not occur due to bubble
entrapment. Recent works on textured surfaces have pointed
out that the water hammer pressure coefficient kWH needs to be
reduced by 2 orders of magnitude26,31 compared to those on
smooth surfaces in order to match the experimentally observed
critical velocity of transition from rebound to sticky state. Dash
et al.26 proposed to use a balance of the impacting pressures
PWH and Pd with the resistive pressure Pc to calculate the
coefficient kWH. Their analysis yielded a 2 orders of magnitude
lower kWH on a microtextured compared to a flat surface.
Furthermore, they suggested that kWH should be a function of
Pc. In fact, a similar analysis of our data (shown in Supporting
Information Figure S7) indeed agrees with these general
conclusions. The rationale for the reduction of kWH was
articulated to be the facile drainage of intervening air between
the droplet and the substrate as the droplet approaches the
textured surface.26 However, the air bubble entrapment on the
textured surfaces as observed in our experiments and also in
other works in literature23,27 contradicts this explanation.
Therefore, the air bubble entrapment and 1 order of magnitude
larger size of the local penetration zone compared to that
expected from water hammer effect point to a very different
physical mechanism for local (near impact point) penetration
of the liquid meniscus into the surface texture.

For the impact velocity in range of 1 to 10 m/s, which
corresponds to We in the range of ∼102−103, the analysis of
droplet impact on surfaces shows that the compressibility of the
air layer between approaching droplet and the substrate is a key
feature guiding the dynamics.40,41 The air layer must be drained
from underneath the droplet in order for the liquid to reach the
substrate. The compressed air drainage between droplet and
substrate can slow the droplet down and deform it generating a
dimple. The dimple formation coincides with a maximum
pressure rise in a ringlike region near the impact point.40,41 This
is shown schematically in the top two rows in Figure 6. The
range of 1−10 m/s becomes evident by looking at Figure 3b in
Mani et al.,40 who find this to be range of velocity in which
there is time to form dimple due to gas compressibility.
Beyond this range the droplet approach will be too rapid and

the air layer should be unable to deform the droplet or form the
dimple. Because of the axi-symmetric impact, the two
symmetric pressure peaks in the schematic in Figure 6 are
the cross section of a ringlike pressure peak. This ringlike
pressure peak is strikingly consistent with our observation of
ringlike penetration of the liquid meniscus into the substrate.
Furthermore, the size of the theoretically calculated dimple
region is L ∼ 102 μm, which is consistent with our observation
of the size of the local penetration zone. On the basis of the
above evidence, the compressibility of the draining air, rather
than the water hammer pressure effect in the liquid, explains
the meniscus penetration observed in our droplet impact tests.
By analyzing the relevant time scales, it can be shown that air

bubble entrapment should be feasible during droplet impact on
a textured surface. Our analysis is similar to the analysis of air
drainage between two coalescing bubbles.42 The time scale of
droplet deformation (dimple formation) by the draining air can
be expressed as40

τ = R
V
St

dim

2/3

(8)

where R is the droplet radius and the St = μg/ρlVR is the Stokes
number with μg denoting the air viscosity. For V = 2 m/s, we
obtain τdim ∼ 0.1 μs. To determine the time scale for air
drainage, we must balance the pressure gradient driving the air
drainage with the viscous stress resisting it. The air must drain
across a horizontal length scale of L (the dimple size). During
drainage, the excess pressure in the center of the dimple region
must approach the Laplace pressure γ/R in the droplet. Thus,
equating the pressure gradient with viscous stress gradient in
the draining air film we obtain

γ μ∼
L R

V
h

1
g

d
2 (9)

Figure 7. Characteristics of complete rebound to sticky transition during droplet impact on the microstructured substrate μ5.0
9.0.
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where Vd denotes the air drainage velocity scale and h is the
height of the micropillars, which is assumed to be much larger
than the dimple height above the substrate. From eq 9, we can
obtain the drainage time scale as

τ
μ

γ
∼ ∼ ⎜ ⎟⎛

⎝
⎞
⎠

L
V

R L
hd

d

g
2

(10)

Substituting the numerical values we obtain τd ∼10 μs.
Therefore, the dimple formation occurs nearly 2 orders of
magnitude faster than the air drainage. As a result, the pressure
profile obtained on a flat surface should also be applicable in
our experiments. Note, however, that drainage time scale is
much smaller than the droplet spreading and receding time
scales (∼15 ms). Thus an air bubble entrapment can only occur
if the meniscus undergoes a complete ringlike penetration and
traps the bubble in the center (see Figures 6 and 7).
In Figure 7, various diameters characterizing the meniscus

penetration in the central part of the droplet are plotted for
substrate μ5.0

9.0 as a function of the We. At We ∼100, a transition
from complete rebound to sticky state occurs characterized by a
ringlike penetration into the texture (i.e., a local transition from
Cassie to Wenzel states). In the figure, Dimpaled denotes the
overall diameter of the central region showing impalement. The
ring like region between Din and Dout is completely penetrated.
The Din denotes the size of the trapped bubble. The region
extending from Dout to Dimpaled should have partial impalement.
The physical reason for partial impalement at intermediate We
values can be understood as follows. Because of the pressure
peak, the meniscus penetration into the texture will occur for a
maximum of τd ∼10 μs, after which the air must drain out. This
is evident from droplet impact recordings in top view, where
the central bright spot (penetration zone) is visible almost right
from the onset of the droplet spreading regime (note that our
time resolution in imaging was 0.4 ms, which corresponds to a
video recording of 2500 frames per second). In the very initial
stage of spreading, a part of droplet remains above the substrate
and obstructs the top view. However, in almost all high We
impact cases we observed the impalement spot well before the
end of droplet spreading phase. Upon coming in contact with
the substrate, the sharpened liquid interface at the edge of the
dimple should relax. Therefore, unless the velocity is sufficiently
high with a corresponding higher value of pressure peak (see
the maximum pressure Pmax calculations below), the meniscus
can stop at an intermediate stage while penetrating into the
surface texture. This should lead to the partial impalement state
shown schematically in Figures 6 and 7.
Predictive Model for Liquid Impalement. In the last

segment of this discussion, we will show how the dimple
formation and associated pressure rise can explain the
penetration of the meniscus and therefore quantify complete
bounce off to sticky transitions on substrates of various
morphologies. The analysis will also help explain the beneficial
role of appropriately designed hierarchical morphology with
respect to achieving complete rebound.
On a flat surface, using the asymptotic self-similar solution of

Madre et al.,43 the strength of the pressure peak during the
droplet dimple formation can be expressed as43

ε
=P

h
1.4

max
min
0.5

(11)

where hmin is a parameter denoting the minimum air film
thickness observed (see Figure 7) before the surface tension

force suppress any further sharpening of the dimple edge and ε
is a parameter that qualifies whether the gas should be
considered compressible or incompressible. These two
quantities can be expressed as

=h
R2.54 St

Ca
min

14/9

(2/3) (12)

and

ε
μ ρ

=
−

P

R V
0

g
1 7

l
41/3

(13)

where Ca = μgV/γ is the capillary number and P0 is ambient
pressure. By combining eq 11 to eq 13, we obtain

μ ρ
=

−

P
R V

P R
0.88

Ca

Stmax
g

1 7
l
4 1/3

0
1/2 7/9

(14)

At critical velocity the Pmax should equal Pc. In Figure 8a, we
have plotted Pmax (using the experimental values of velocity

corresponding to transition from rebound to sticky state) as a
function of Pc for various substrates. For hierarchical surfaces,
the solid fraction was obtained using eq 3 and the effective
pillar diameter was obtained by employing an ImageJ based
image processing of nanotextures obtained from the SEM
image of the nanowires. The procedure is described in
Supporting Information Section II. The straight line in Figure
8a shows a linear fit. The slope of the line is 1.16. This shows

Figure 8. Substrate penetration characteristics in room temperature
impact tests. (a) Plot of Pmax versus Pc for different substrates tested.
The slope of the fit line is 1.16, showing validity of argument that
dimple formation causes the local penetration of the meniscus at a
critical, high impact speed. (b) The corresponding Wec of transition
on different microstructured and hierarchical substrates.
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that Pmax indeed should be considered as the impalement
pressure that causes a local transition from Cassie to Wenzel
state (i.e., impalement of the liquid meniscus into the texture).
The last data point, for the hierarchical substrate μ5.0

9.0 + Nd
t was

obtained using droplet of water and isopropanol (IPA) mixture
(5% IPA by volume). This is because for that substrate, using
water droplet impacts at We ∼200 the maximum spreading
diameter exceeded our sample size. The water/IPA mixture has
lower surface tension44 (∼47.83 mN/m) and contact angle,
which result in rebound to sticky transition at a lower critical
impact speed. The critical speed so obtained was rescaled using
the balance of Pc and Pmax in order to obtain the critical impact
speed for water (see the last paragraph of Supporting
Information Note IV for more details). Figure 8b plots the
critical Weber number Wec in order to express the role
hierarchical morphology on impact resistance. The two
microstructures with identical solid fraction but different Pc
are also shown.
We must note here that the Pmax calculated using eq 14 is,

strictly speaking, valid for a case of 2D droplet impact on a
smooth surface.40 On textured surfaces, detailed numerical
simulations have indeed shown change in the pressure profile.41

Therefore, the balance of Pmax and Pc as performed here should
be taken as an overall scaling analysis. However, a slope equal
to 1.16 is a strong indicator of the validity of this analysis. From
Figure 8 it is clear that for the same solid fraction a surface with
smaller gap in the asperities is better for dynamic impalement
resistance. This is obviously the case for microtextured surfaces
μ5.0
9.0 and μ2.5

4.5. It is also true for the two hierarchical surfaces (μ5.0
9.0

+ Ns
t and μ5.0

9.0 + Nd
t ) with same microstructure (ϕμ) decorated

with two nanostructures with same solid fraction (ϕN) but
different gap between the nanowires. Thus for any given solid
fraction, reducing the gap between asperities both at micro and
nanoscale is beneficial for impalement resistance.
Meniscus Impalement on Hierarchical Structures. Figure 9

shows the result of droplet impact on substrates at −30 °C in

order to establish the fact that for textured surfaces with low
pillar gap (i.e., with high dynamic impalement resistance), the
Wec determined from room temperature experiments provide
excellent guide to the low-temperature impalement resistance.
This is because, as argued above, the meniscus penetration time
scale is very short since it should be close to the time scale of
dimple formation τdim ∼0.1 μs. Therefore, there should be
negligible cooling during the penetration and the impalement
process and thus should not be affected by the substrate
temperature. This is validated in Figure 9, which shows the

outcome of impact experiments. We ∼120 is beyond the Wec of
the microstructured surface μ5.0

9.0 at room temperature. In
agreement to that, the low-temperature impact also shows a
remnant droplet after impact, that is, a sticky behavior.
Similarly, on the first hierarchical surface μ5.0

9.0 + Ns
t the

transition is seen only in We ∼140 case and complete rebound
is observed at We ∼120. The room temperature Wec for this
surface (see Figure 8) was ∼133. Finally, continuing the trend
the μ5.0

9.0 + Nd
t surface shows complete rebound at both the We

numbers. In fact, the surface showed complete drop rebound
up to We of 227 (corresponding to a drop velocity of 2.6 m/s)
at ∼−30 °C.
Although the penetration itself is not affected by substrate

temperature, it does influence the droplet rebound off the
surface. This is because during the receding stage, by the time
the receding contact line reaches the central penetration zone
the penetrated (whether partially or fully) liquid will have
enough time to cool down, thereby making it difficult for the
droplet to rebound due to increased liquid viscosity. For the
partial impalement regime, the droplet is able to spend part of
its initial kinetic energy to pull the meniscus out. However, this
must cost additional energy and explains the relatively larger
contact time observed for cases with partial impalement in
Figure 3b. Upon complete ring like penetration beyond Wec
the required energy penalty is too high for the meniscus to be
withdrawn, thereby leading to impalement.

Conclusion. The role of morphology of superhydrophobic
surfaces, both at micro and nanoscales, in deciding the droplet
impalement resistance under severely undercooled conditions
was investigated by impacting room temperature droplets on
undercooled substrates with precisely designed textures. It was
shown that the phenomenon of meniscus impalement in the
surface texture is governed by the compressibility of air, and its
drainage time scale, from underneath the impacting drop. In
this context, we could correctly predict the morphology-
dependent Wec for transition from drop rebound to impale-
ment. Interestingly, Wec was independent of substrate temper-
ature in the range from room temperature down to −30 °C due
to the fact that meniscus penetration occurred very rapidly at
the beginning of the impact, much faster than the heat transfer
time scale. Below Wec, the meniscus penetration was partial and
it could be retracted from the texture by the receding droplet,
thereby rendering complete rebound possible. However, the
partial penetration significantly altered the droplet receding
dynamics and the contact time on the substrates at low
temperatures with associated increase in the liquid viscosity. A
hierarchical superhydrophobic surface with minimal spacing
between the asperities, both at the micro- and nanoscales, was
found to yield best impalement resistance among surfaces with
the same solid fraction. Such a surface resisted droplet
penetration at We of 227 (corresponding to a drop velocity
of 2.6 m/s) even at a substrate temperature of ∼−30 °C.

Materials and Methods. Materials. Boron doped p-type
(100) silicon wafer with resistivity of 0.005−0.2 ohm-cm and
thickness of 500 ± 25 μm was used as substrate. Acetone,
isopropyl alcohol, n-hexane, glycerol and 40% hydrofluoric acid
were from Sigma Aldrich. 1H,1H,2H,2H-Perfluorodecyltri-
chlorosilane (FDTS) C10H4Cl3F17Si was purchased from Alfa
Aesar. The chemicals were used as received. The deionized
(DI) water (18.2 MΩ, Mill-Q pore) was used for contact angle
measurements and droplet impact experiments.

Fabrication of Microstructured Surface. The micropillar
substrates were 8 × 8 mm in size. To start with, a 500 nm thick

Figure 9. Beneficial role of hierarchical morphology in determining the
impact resistance at substrate temperature of −30 °C.
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SiO2 layer was deposited on standard p-doped silicon wafer by
plasma enhanced vapor deposition process (PECVD). There-
after, the SiO2 deposited silicon wafer was photolithographically
patterned using a Karl Suss MA6 mask aligner and Shipley
S1813 positive photoresist. The pattern was then transferred on
to the SiO2 layer by reactive ion etching45 process employing
CHF3/Ar plasma. The patterned SiO2 layer was used as hard
mask for subsequent silicon etching process. Following pattern
transfer on the SiO2 layer, the photoresist was removed using
by acetone. The wafer was then diced into 8 × 8 mm size chips.
To transfer the pattern into silicon, silicon cryo-etching process
was followed in an inductive coupling plasma reactor (Oxford
Instruments, ICP 180) using SF6/O2 plasma at −100 °C. After
the silicon etching, the SiO2 hard mask was removed by treating
with 1:5 diluted 40% HF solution.
Fabrication of Nanostructures. For nanostructures, tita-

nium metal was evaporated on the microstructures or on
smooth surfaces using the glancing angle deposition
technique46 in an electron beam assisted physical vapor
deposition system. In this technique, substrates are held at an
angle with respect to the source. The angular configuration
facilitates metal deposition in the form of nanowires rather than
uniform film. By varying the angle and amount of deposited
material, three different nanostructures Nd

t , Ns
t, and Ns

s were
fabricated. A substrate angle, called glancing angle, of 85° was
used for sparse nanowire structures, and an angle of 80° was
used for dense nanowire structure. The height of nanowires was
changed by depositing either 100 or 400 nm of film. Simple
evaporation was used to form a smooth titanium film required
for measuring the Young’s contact angle.
Functionalization of Self-Assembled Monolayer. After

texturing and cleaning, all fabricated substrates were treated
with FDTS C10H4Cl3F17Si (96% Alfa Aesar) in n-hexane
solution to form a self-assembled monolayer (SAM)47 and
lower the surface energy of the substrate, rendering them
hydrophobic. A ∼2 min immersion time was used for SAM
formation. Finally, the substrates were rinsed consecutively in
n-hexane and isopropyl alcohol and dried with nitrogen.
Surface Characterization. For surface characterization,

scanning electron microscope (Zeiss ULTRA 55) and atomic
force microscope (Asylum Research, MFP 3D) were used. The
AFM images were obtained by taping mode scans performed
using super sharp silicon tip (NANOSENSORS) with 2 nm tip
diameter.
For contact angle measurements, an in-house goniometer

system was used. The system consisted of a zoom lens
(Thorlabs, MVL7000) fitted to a CCD camera. A syringe pump
(Harvard Instruments) was employed for altering the volume
of the droplet on substrates and thereby enabled the
measurement of the advancing and receding contact angles.
Experimental Setup. A double layer, transparent exper-

imental chamber made of Plexiglas was used to perform the
droplet impact tests. The intervening space between the two
layers was evacuated by a vacuum pump to improve the
insulation. To control the temperature inside the chamber, a
brass pipe was fitted into the chamber and connected to a cold
stream of nitrogen vapor. The nitrogen stream was obtained
from a cryogenic cooler (Isotherm KGW TG LKW-H) with
temperature control system. A brass platform was used to place
the test surfaces in the chamber. A small window at the top of
the chamber was used to access the substrates and insert the
impacting droplets. Two thermal sensors (Pt-1000 2I 161, IST
AG) were used to measure the temperature. One measured the

ambient temperature inside the inner chamber and the other
was attached to the brass table. This temperature was
controlled using the temperature control system and taken to
be equal the substrate temperature. A humidity sensor
(LinPicco A0545, IST AG) was also mounted to monitor the
humidity near to the substrate. In our experiments in a
subcooled condition, the humidity remained near 0%.
A high-speed camera (Phantom V9.1) was used to record the

droplet impact at a frame rate 2500 frames per second. DI
water droplets with a 2.4 mm diameter were generated outside
the experimental chamber using a fine needle fitted to a syringe
pump (PHD Ultra, Harvard Apparatus).
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