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Contention Reduction in Core Optical Packet
Switches Through Electronic Traffic Smoothing

and Scheduling at the Network Edge
            Zheng Lu, and David K. Hunter, Senior Member, IEEE

Abstract—A contention-aware packet-scheduling scheme for
slotted optical packet switching (OPS) networks is proposed,
which employs edge-traffic shaping to reduce contention, coupled
with a modified type of renegotiated service incorporating rate
prediction. Queuing and scheduling of traffic is implemented elec-
tronically within the edge nodes, shaping user traffic into streams,
which have a fixed bit rate only for a short period, which is
renegotiated at regular intervals in response to user requirements
and network conditions. Via an appropriate protocol, edge nodes
gain knowledge of relevant network scheduling and topology infor-
mation. This is used to schedule user-data packets appropriately,
in order to reduce contention. Simulation and analytical results
demonstrate that in the core, under typical conditions, packet loss
below 10−8 may be obtained, with a load of 0.8 and with core
optical-packet switch buffers having only 20-slot capacity. The
tradeoffs between parameters affecting such results are investi-
gated, demonstrating clearly that much more modest optical core
buffers than previously thought necessary can provide acceptable
performance. The performance and scalability of these proposals
are investigated and discussed, demonstrating their feasibility.

Index Terms—Delay-line buffering, edge smoothing, optical
packet switching, rate prediction, renegotiated service, slotted
packets.

I. INTRODUCTION

CONTENTION resolution is a fundamental problem in
optical-packet switched networks [1], [2], since there

is no optical RAM analogous to that used in the electronic
domain. Three “dimensions” of contention resolution are com-
monly proposed.

1) Fiber delay-line (FDL) buffering in the time domain
[3]–[5] is often proposed for optical buffering; however, it
is limited because such a delay line can only offer a fixed-
time delay. Therefore, designing buffered optical-packet
switches employing this technique is not straightforward.
Many proposals exist in which FDLs are used to resolve
contention [3], [4], and attempts have even been made
to design routers with very large optical buffers [5],
although these often require a considerable amount of
bulky fiber.
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2) Deflection routing in the space domain [6]–[8] is topol-
ogy dependent and may cause packet misordering upon
arrival at the destination.

3) Wavelength conversion in the wavelength domain [9] is
expensive to implement, and tunable-wavelength convert-
ers (TWCs) are at an early stage of development.

Combining several of the above techniques to resolve con-
tention has also been studied [10]–[12]. The need for them can
be drastically reduced through traffic shaping and smoothing
at the network edge, which regulates traffic as it flows into the
network. Optical-packet transmission at the edge is usually trig-
gered either when an optical container is filled with sufficient
data or (to prevent long delays) by a timeout.

Other work on slotted OPS networks ensures fairness
through a capacity-allocation algorithm and addresses con-
tention problems by means of both core-switch buffering and
deflection routing [13]. Elsewhere, optical timeslot interchang-
ers have been proposed to switch in the time domain, achiev-
ing high-statistical multiplexing gain while eliminating any
requirement for wavelength converters [14].

This paper reports on the use of electronics to queue and
schedule traffic within the edge nodes, shaping user traffic
into streams that have a fixed bit rate only for a short period,
which is renegotiated at regular intervals in response to user
requirements and network conditions. Fixed-length packets are
preallocated onto slots, which are carried on transmission links.
Edge nodes acquire knowledge of relevant network-scheduling
information and use this to schedule user-data packets ap-
propriately, in order to reduce core contention. Optical nodes
are electronically controlled, and all these features combine to
realize a flexible and effective architecture. Hence, this research
focuses on

1) shifting the computational burden from the network’s
core to its edge, where powerful electronic processing is
available;

2) reducing the need for buffering in the network core;
3) reducing the size and complexity of the core-switch

structure.

All the slots between a particular source-destination pair are
treated as a byte stream [15], much like the payload of SDH/
SONET Virtual Containers. Hence, one slot may contain sev-
eral IP datagrams or several slots may contain one IP datagram,
depending on the lengths of the datagrams relative to the slots.

It is assumed throughout this paper that packets enter-
ing each node are synchronized to facilitate correct switch
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operation. While contention resolution, the subject of this
paper, is an important aspect of optical-packet switching, so
is packet synchronization, which has also been extensively
researched. Synchronization is generally achieved by imple-
menting a variable optical delay line on each node input.

In this paper, a contention-aware packet-scheduling and
traffic-shaping scheme is proposed, which reduces the
need for core-contention resolution. Section II introduces
rate-prediction-based edge-traffic shaping and describes a
contention-aware packet-scheduling scheme. Section III eval-
uates this scheme through analysis and simulation. Section IV
concludes this paper.

II. NETWORK ARCHITECTURE

A. Edge-Traffic Smoothing Based on Rate Prediction

In this paper, traffic shaping smoothes traffic at the edge
of the network by means of rate prediction and a modified
version of renegotiated service, where each stream’s bandwidth
is updated at regular intervals (which are not synchronized
between different streams) to take account of both user re-
quirements and network conditions. The concept of a “stream”
implies circuit switching, and in a real implementation, a stream
would be set up in either direction between each pair of edge
nodes that needed to communicate. Hence, one stream may well
correspond to many simultaneous transmission control protocol
(TCP) or real-time transport protocol (RTP) sessions between
users. Renegotiated service was originally proposed for trans-
mission of online video [16] with an autoregressive model to
predict future bandwidth. Here, this linear predictor is retained,
but modifications are made to address the renegotiation failure
and the traffic problems specific to wide area networks.

A heuristic algorithm for modified renegotiated service is
described in this section in order to accommodate traffic other
than video. Unlike the original renegotiated service [16], [17],
the modified scheme considers network conditions, as well as
user requirements, and is not traffic specific, hence, providing a
generic wide-area network solution.

In previous renegotiated-service schemes that only consid-
ered user requirements, if a stream requires more bandwidth,
which is not available, it suffers a temporary service disruption
due to renegotiation failure. Strategies for dealing with this
have been proposed [16], such as, even if renegotiation fails,
allowing the source to keep whatever bandwidth it already
has. Alternatively, the switch controller can reject an incoming
request during admission control, even if there is currently a
bandwidth available, if future renegotiation failure seems likely.
It has also been suggested that the user–network interface could
instruct the user or application to reduce its rate.

When applying existing renegotiated-service schemes to
TCP traffic, only user requirements are considered, and the
network becomes progressively more congested, as attempts are
made to satisfy source-bandwidth requests triggered by TCP’s
windowing mechanism. The algorithm proposed here reduces
the frequency of negotiation failure by also considering network
conditions and quenching sources at the edge when less band-
width is available, preventing too much traffic from entering the
network under critical network conditions. Renegotiated ser-

vice is connection based and, here, the scheduling and topology
information it requires is distributed throughout the network.
Protocols that distribute such information are well known, for
example Open Shortest Path First (OSPF), although here, it is
only necessary for nodes to be informed of transmission-rate
changes in other nodes on a “need-to-know” basis. Based upon
this information and upon the bandwidth requested by the user
application, each source periodically adjusts its sending rate, on
a per-connection basis. Although TCP traffic is the motivation
behind this work, its effectiveness is demonstrated here via the
use of traffic generators.

To facilitate estimation of the service rate to be requested
for the next negotiation interval, time is split up into small
“units.” In the simulations reported later, the size of a unit
lies between 5 and 100 ms, depending on traffic type. T is
the interval between renegotiation intervals—the renegotiation
process reflects longer term change in the network. S0 is the
current service rate or the rate that traffic leaves the buffer.
Ui is the measured arrival rate for traffic entering the buffer
during unit i, while Ri is the smoothed arrival rate, defined
via (1) below. Sf is the service rate to be requested at the
next negotiation, obtained by taking the mean of Ri over all
units in the last negotiation interval. ν is a factor which decides
to what extent previous experience and to what extent the
current measured rate should influence the new service rate.
This heuristic algorithm is described as follows:

Ri+1 = νRi + (1 − ν)(Ui + B/τ) (1)

with

ν =




min
{

Ri−S0
Savail

, 1
}
, if Savail < Sthresh and Ri > S0

critical state
α, otherwise.

If |Sf − S0| > ∆S, the algorithm initiates renegotiation by
requesting service rate Sf , where ∆S is the permitted variation,
within which renegotiation is not necessary. If the available
bandwidth Savail is less than this, the request is rejected and the
service rate becomes Savail. Otherwise, the service rate remains
at S0. In (1), the first part depends on network conditions, while
the second part (and indeed the value of ν itself) depends on
user requirements. B/τ represents the extra capacity required
to empty the buffer in the next unit, where B is the buffer
occupancy, and τ is the duration of a unit. Savail is the available
network bandwidth, and Sthresh is the threshold rate below
which “critical state” may occur. Here, critical state denotes
scarce network resources, where high-rate requests frequently
exhaust the network prior to it becoming actually congested.
Savail may, hence, be regarded as an approximate and simplified
indication of available resources.

1) When Savail > Sthresh, before critical state is reached,
ν = α, and (1) can be rewritten as Ri+1 = αRi + (1 −
α)(Ui + B/τ), where the factor α determines to what
extent the algorithm responds to user requirements. When
α is set to 0.5, it denotes no bias to either previous
experience or to current measured rate.
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Fig. 1. (a) Packet sequences without contention. (b) Packet sequences with
contention between Sq2 and Sq3.

2) When Savail < Sthresh and Ri > S0, critical state has
been reached, so (1) now considers network conditions. In
the expression (Ri − S0)/Savail, the numerator reflects
user requirements and the denominator reflects network
conditions. As the available bandwidth in the network
decreases, the new renegotiated rate is less influenced by
user requirements.

B. Contention-Aware Packet Scheduling

Renegotiated service produces, within each renegotiation
interval of duration T , a stream of evenly spaced packets.
Contention-aware packet scheduling ensures that each packet
is transmitted over the link in question on the first free timeslot,
based upon knowledge of relevant network-scheduling infor-
mation from elsewhere in the network, in order to reduce core-
packet contention. If there were no contention, all streams,
having been shaped at the edge, would have regular packet-
sequence patterns consistent with their reservation bandwidth
[Fig. 1(a)].

In Fig. 1, Sq1, Sq2, and Sq3 refer to slot sequences with
rates R1, R2, and R3, each representing a stream. They are
multiplexed onto a link within the core of capacity RL, where
RL ≥ R1 + R2 + R3. If there is no contention, the packets in
each sequence occupy different slots from those in any other
sequence [Fig. 1(a)]. However, if contention occurs [Fig. 1(b)],
individual packets must be scheduled to avoid contention on
this particular link in the core, where scheduling could take
place at either edge or core switches. At the edge, electronic
buffers schedule packets, however, in core switches, FDL
buffering would be necessary. If contention is predicted, indi-
vidual packets should be rescheduled only as necessary, but at
the edge before contention occurs, in order to reduce core FDL-
buffering requirements. Therefore, it is necessary to predict
when contention will occur in the core.

The scheduling of packets for each stream over the set of
links it traverses only depends on packet positions of higher rate
streams. Thus, higher rate streams are granted higher priority by
this scheduling algorithm, since they have the smallest range
of slot positions to which a packet can be scheduled. In the
absence of other streams, each stream i consists of packets at

Fig. 2. Illustration of contention reduction, showing packet scheduling.

regular intervals of Gi slots. When each packet is generated
by traffic smoothing as described in the previous section, it is
scheduled to be transmitted over the link on either the present
slot or one of the following Gi − 1 slots. The first of these slots
is chosen, which is not occupied on any link along its path,
by a packet from a higher rate stream. If all these slots are al-
ready allocated to higher rate streams, the packet is transmitted
immediately. The highest rate stream always transmits packets
immediately when they are generated, since no other streams
have priority for packet scheduling.

On each link that a stream traverses, its source edge node
determines how each higher rate stream is scheduled, starting
from the highest rate stream and working in decreasing order of
stream rate. It can hence deduce when to transmit by finding a
free slot on all links it traverses. For example, consider a single
link with three streams 1, 2, and 3 with intervals between pack-
ets of G1 = 3, G2 = 4, and G3 = 5, respectively, proportional
to the reciprocal of the service rate S discussed previously,
hence, Gi α 1/S. Fig. 2 shows the three streams, as well as
the steps in scheduling stream 3’s packets at their source edge
node, say, node X. In Step 1, node X works out the positions
of packets from stream 1. Time is divided up into frames of
G1 = 3 timeslots; each frame containing the potential choice
of slots for each newly generated packet from stream 1. Since
no other streams have allocated slots, a packet from stream 1
is scheduled in the first slot of each frame. In Step 2, node X
now considers the effect of stream 2. At t = 0 and t = 12, the
first timeslot in each frame of length four is already occupied by
a packet from stream 1; hence, the packet from stream 2 must
be placed in the following slot in each case. Finally, now that
node X has worked out how streams 1 and 2 are scheduled, it
schedules its own packets from stream 3. In particular, slots at
t = 0 and t = 1 are already occupied by packets from streams 1
and 2, respectively; hence, the packet from stream 3 must be
transmitted over the link at t = 2. Further streams may exist
with lower rates than stream 3; however, they do not influence
stream 3’s packet scheduling.

Scheduling of the packets in a stream may be influenced
not only by higher rate streams traversing the same links, but
also by higher rate streams elsewhere. These may share links
with other streams, which in turn share the same link as the
original stream, changing its scheduling. For example, in Fig. 2,
stream 2 may have its packets rescheduled on some other
link that does not carry stream 3, ultimately yielding packet
loss due to incorrect rescheduling with the algorithm presented
above. In general, a stream may influence the scheduling of
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another through one or more intermediate streams, exhibiting a
“higher order dependence.” The above example only considers
a “first-order dependence,” where there are no such intermedi-
ate streams. To reschedule each packet correctly would require
each edge node to have knowledge of practically all streams
in many cases and would require complex and time-consuming
calculations.

Here, scheduling is only based on first-order dependencies
and higher order dependencies are ignored in the interests of
simplicity. Hence, it is possible that a better packet-scheduling
algorithm could be implemented, although simulations demon-
strate that the simple scheme works well. Also, only permitting
transmission to take place over a restricted set of rates, such
as those related by powers of two, is a topic for further study,
which may improve performance and simplify computation.
In the present scheme, assume that a stream is to be shifted
to comply with N higher rate streams. In the worst case, the
slots occupied by them are staggered over successive timeslots,
so that the number of steps required to determine the correct
shifting is 1 + 2 + . . . + N ≈ O(N2).

Edge nodes are informed, as quickly as possible, of rate
changes elsewhere subject to the appropriate propagation delay,
and in this event, recomputation of packet schedules takes place
immediately.

Large networks may be partitioned into areas to make packet-
scheduling scale, with each area implementing packet schedul-
ing independently. Hence, packets crossing more than one
area may well be scheduled independently in each. Therefore,
core nodes at the border between areas must carry out packet
scheduling and will, hence, require more buffering. The other
core nodes have small buffers due to the use of packet schedul-
ing, as described above. Splitting a network into areas is a
common way of ensuring scalability, with the Internet routing
protocol OSPF being a well-known example.

C. Example

In order to illustrate the principles described above and show
how packet scheduling is calculated when a new stream is set up
or when another stream changes its rate, the network of Fig. 3
is used. Here, five unidirectional streams already exist in the
network and originate from source nodes B, D, and E, and a new
stream (stream 6) is currently being established from nodes A
to G. This information is contained in a database in each node,
which is built up via a suitable signaling protocol that also
distributes topology information. This section describes how
the packet-scheduling algorithm examines the path from A to
G in this database representation and computes the correct slot
for each packet in stream 6. There is no potential contention
with any other streams before node B, but on link C → F for
example, streams 1 and 2 may contend for the same outlet
slots with stream 6. Notation is introduced below to denote the
relevant information held in each edge node’s database. Stream-
rate changes are reported as quickly as possible to each source,
which is affected and is placed in its database for use by the
packet-scheduling algorithm.

LetX and Y be nodes, and letZ be a traffic stream. IX→Y re-
lates to streams leaving node X and passing over link X → Y ,

Fig. 3. Scheduling packets in stream 6.

which is used to calculate packet scheduling throughout the
network. It consists of the set of flow bandwidths BZ con-
tending for the same outlet link and the offset OZ between the
current slot position and next estimated arriving slot from other
streams. Therefore, at node B, IB→C = {(B2, B6), (O2, O6)},
and at node C, IC→F = {(B1, B2, B6), (O1, O2, O6)}. When
stream 6 arrives at node F, it potentially contends with streams
1, 2, and 3 for link F → G. Then, at node F, IF→G =
{(B1, B2, B3, B6), (O1, O2, O3, O6)}.

Source-node A requires IB→C , IC→F , and IF→G from three
intermediate nodes to determine where contention may occur
with stream 6. This information is signaled back to source-
node A by nodes B, C, and F. Other source-nodes B, D, and
E acquire corresponding information. The number of slots
between consecutive packet arrivals, denoted by GZ , where
GZ α 1/BZ , is written as G1 through G6, in this example. This
is related to the stream rate.

The packet-scheduling algorithm only takes place at source
nodes. First, consider the potential contention at links C → F ,
used by streams 1, 2, and 6 with the initiating source-nodes
D, B, and A, respectively. If there is contention, not all three
streams need reschedule their packets, only those nodes ini-
tiating contending streams and not having the highest stream
rate must reschedule their stream’s packets to avoid potential
contention. Assume B1 > B2 > B6. If all three streams are
assigned the same slot on links C → F , then nodes B and A
(initiating streams 2 and 6, respectively) must reschedule pack-
ets. Otherwise, if stream 2 was absent, only node A would have
to reschedule packets in its stream. Via signaling, each source
node knows the rate of every stream on every intermediate
node’s outlet link and, hence, can decide whether packets that
it originates must be rescheduled.

Assume that propagation delay (in units of slots) is measured
as signaling takes place. The node-to-node delay over a route is
denoted as Droute, e.g., the delay from nodes A to F is denoted
by DABCF. The information required to schedule packets for
each stream is communicated to each node, which is listed
below for each source node.

1) Source-node A: Stream 6: IB→C → IC→F → IF→G.
2) Source-node B: Stream 2: IC→F → IF→G.
3) Source-node D: Stream 1: IC→F → IF→G, and Stream 4:

IC→H .
4) Source-node E: Stream 3: IF→G, and Stream 5: IF→C →

IC→H .
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In the above list, nodes requiring the same information IX→Y

share the same link. The links that may experience contention
are C → H , C → F , and F → G. For C → H , streams 4
and 5 influence packet scheduling in source-nodes D and E,
and if stream 4 has a higher rate than stream 5, only node E
need reschedule packets. A packet leaving source-node E for
node H arrives at C after time DEFC, and this, together with
DDC, is involved when node E computes the relative positions
of the two streams in link C → H . If G4 = 3 and G5 = 6, with
O4 = O5 = 0, then packets in stream 5 may be delayed by one
or two slots to avoid contention with stream 4. For C → F and
F → G, the process is similar. Only nodes A, B, D, and E are
responsible for packet scheduling, since it occurs at the source
of a stream.

III. ANALYSIS AND NUMERICAL RESULTS

A. Analytical Model

The worst-case assumption is made that each source changes
its rate on every negotiation period. Packet loss due to con-
tention is studied in two different situations.

1) Unstable periods when the negotiated rate has changed,
and stream scheduling information is being exchanged
between nodes. This period (known as the negotiation
delay D), is of the order of the round-trip time between
the ingress and egress-edge switches in contrast to the ne-
gotiation interval T , which is the time between successive
opportunities to change the stream rate.

2) Stable periods during the remainder of each negotiation
interval of duration T −D.

Unstable periods are denoted by the event U and stable periods
by the event S. Contention, denoted by event L, may arise
during both stable and unstable periods, so the probability of
contention occurring on some slot taken at random, taking both
periods into account, is

Pr[L] = Pr[U ] Pr[L|U ] + Pr[S] Pr[L|S]

=
D

T
Pr[L|U ] +

T −D

T
Pr[L|S].

Since the aggregated process within the core contains many
flows, Bernoulli traffic may reasonably be assumed as an ap-
proximation. Following Hluchyj and Karol [18], let Qm denote
the number of packets in an output buffer of a core optical-
packet switch at the end of an mth time slot. Assuming an
output buffered-node architecture, the buffer occupancy may be
modeled by a time-discrete Markov chain with state-transition
probabilities Pij

Pij = Pr[Qm = j|Qm−1 = i]

=




a0 + a1, i = 0, j = 0
a0, 1 ≤ i ≤ b, j = i− 1
aj−i+1, 1 ≤ j ≤ b− 1, 0 ≤ i ≤ j

N∑
m=j−i+1

am, j = b, 0 ≤ i ≤ j

0, otherwise

where b is the buffer depth, and N is the number of ports on
each node. With finite N , the number of packets arriving at a
particular output buffer within a core switch is described by a
binomially distributed random-variable A

ak = Pr[A = k] =
(
N

k

)( p

N

)k (
1 − p

N

)N−k

where k = 0, 1, . . . , N. (2)

The balance equations of the Markov chain generate the follow-
ing recursive equations:

q0 = 1 or some other arbitrary value

q1 = Pr[Q = 1] =
q0(1 − a0 − a1)

a0

qn = Pr[Q = n] =
1 − a1

a0
qn−1 −

n∑
k=2

ak

a0
qn−k

where 2 ≤ n ≤ b. (3)

The quantities qi are then normalized by multiplying them
each by the same constant to make them sum to unity, yield-
ing the probabilities that i packets are in an output buffer.
The utilization of the output link is divided by the arrival
rate p to yield the probability of successful packet delivery,
which is (1 − q0a0)/p, so the packet-loss probability due to
contention is

1 − 1 − q0a0

p
. (4)

Equation (4) is evaluated by using (2) and (3).
First, consider the unstable period where, in the extreme case,

packet scheduling is not effective and the whole core network
is approximated through Bernoulli arrivals. Therefore, Pr[L|U ]
may be obtained directly from (4), with p replaced by r, the
sum of rates for streams contending for the same output link.

Next, consider the stable period. Even if a stream’s packet
positions exactly follow the pattern assigned to them at the
edge, contention may still occur in the core since each edge
node usually has incomplete information about scheduling of
other streams. Furthermore, a packet may have been resched-
uled to a different slot due to delay-line buffering in a previous
node. In these cases, contended packets are buffered optically
in the core. The contention probability of a given stream may
be estimated, defined as the probability that a packet in the
stream has been shifted to another slot by FDL buffering, due to
contention at the current node or an upstream node. It is denoted
by s′jk, where k is the stream entering node j and sjk, which
is the contention probability of stream k after leaving node j.
The initial contention probability of a stream at an edge node is
the probability that, because packet scheduling does not always
resolve contention, a packet contends for the same output of the
edge node in question with those originating from other edge
nodes. If V is the set of all streams going to the same output
as stream k on a switch j, the contention probability for that
stream is approximately sjk =

∑
i∈V s′ji. The edge nodes are

not aware of this unexpected core contention when carrying out
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Fig. 4. Network topologies for simulation and analysis. (a) Net1 topology. (b) Net2 topology. (Color version available online at http://ieeexplore.ieee.org.)

packet scheduling, which causes packet loss during the stable
period.

In the results reported below, the worst case is assumed
where the initial contention probability for a stream leaving an
edge node and entering the core is approximated as the sum of
the intensity of all streams entering the edge node from else-
where via the core and also entering that link. The summation
introduced above (sjk =

∑
i∈V s′ji) is then applied repeatedly

to calculate the contention probability for each link in the core.
rc is then calculated as the mean of these values. Therefore,
Pr[L|S] may now be obtained through (4) by replacing p with
rc. By combining both components, the overall packet-loss
probability is approximated as

Pr[L] =
D

T

[
1 − 1 − q0

(
1 − r

N

)N

r

]

+
T −D

T

[
1 − 1 − q0

(
1 − rc

N

)N

rc

]
.

q0 is obtained via computation of (3).

B. Numerical Results

Two different topologies were simulated using OPNET
[19]—the 14-node NSFNET backbone and an 8-node random-
network topology (Fig. 4). Each node acts as an edge switch

which maps external (edge) traffic into core optical traffic
and vice versa, while also acting as a core switch performing
switching with reduced buffering. Traffic entering each edge
switch is generated by either a Poisson process or a Pareto
ON–OFF fractal-point process with a Hurst parameter of 0.8.
The latter tests these protocols under bursty conditions, imi-
tating the long-range dependence of Internet traffic [20]–[23].
Besides approximating traffic found in real data networks,
it tests the packet-scheduling scheme effectively because it
implies frequent renegotiation.

Each slot is 2000 bytes long, almost four times longer
than an average IP datagram. Each core switch employs no
special mechanisms such as wavelength conversion or deflec-
tion routing and is assumed to have a simple output-buffered
architecture. The following simulation settings and assumptions
are used.

1) The distance between nodes is measured in units of the
propagation distance over a slot duration. For NFSNET,
this is calculated through the latitude and longitude of
nodes in the map of Fig. 4(a), whereas in the ran-
dom topology, the distance between nodes is represented
in Fig. 4(b).

2) Distribution of scheduling information is not modeled
explicitly, nor are the protocols to do this described in any
detail here. This does not affect the results significantly,
since scheduling information is distributed during the
renegotiation delay, which forms part of the model.
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Fig. 5. Loss rate against offered load with five-packet core-buffer depth
(simulation).

Fig. 6. Loss rate against negotiation interval with five-packet core buffers
(simulation), with smoothing and packet scheduling.

3) The offered load is defined as
∑LN

i=1 ti/CLN , where
LN is the number of links in the network, ti is the traffic
on link i, and C is the capacity of a link.

4) Each link carries 10 Gb/s.
5) The slot duration is 1.6 µs.
6) Each core node may be modeled by an output-buffered

switch without deflection.
7) Negotiation delay is approximated by the appropriate

propagation delay, measured in units of slot duration.

The following notation is used below.

1) Net1 is the network topology of Fig. 4(a).
2) Net2 is the network topology of Fig. 4(b).
3) The “baseline” networking configuration has neither traf-

fic smoothing nor packet scheduling.
4) The “shifted” networking configuration has both edge-

traffic smoothing and packet scheduling.

Fig. 7. Edge-smoothing delay against negotiation interval (simulation).
Offered load is approximately 0.6.

Fig. 8. Simulation of loss rate with Poisson user-traffic (P ). Negotiation
interval of 20 s. Mean-link loads approximately 0.4, 0.6, and 0.8, from bottom-
to-top lines.

5) The “smoothed-only” networking configuration has traf-
fic smoothing but no packet scheduling. None of these
configurations uses wavelength conversion or deflection
routing.

In these simulations, routing and capacity allocation of
streams were carried out manually so that each link in the core
had approximately the same overall load. In a real implementa-
tion, a routing algorithm would be employed, this being a field
that has been extensively studied for many years.

Figs. 5–7 assume self-similar user traffic, which is smoothed
before entering the core. Fig. 5 shows the loss rate for Net1,
as mean-link load is varied. Figs. 8 and 9 assume Poisson
and self-similar user traffic, respectively, and show packet-
loss rates derived via simulation with various combinations of
smoothing and packet scheduling. Figs. 10–12 study the effect
of negotiation interval on performance and assume Poisson traf-
fic in the core. Packet scheduling improves performance over
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Fig. 9. As for Fig. 8, but with self-similar user-traffic (S).

Fig. 10. Loss probability for 60-s negotiation intervals. The mean offered
loads are approximately 0.4, 0.6, and 0.8, from bottom-to-top lines.

the baseline configuration with both topologies. However, in
general, the loss may be partly due to congestion, especially as
the overall load increases. Therefore, constraint-based routing
and effective congestion control are also important influences
on packet loss.

Larger networks have greater propagation delay, which may
imply some nodes retaining out-of-date scheduling informa-
tion. With a network of 6000 km diameter, the maximum
propagation delay is 30 ms; however, an appropriate negotiation
interval lies between 200 ms and several seconds, so there is
still sufficient margin to ensure up-to-date records. If necessary,
some additional core-switch buffering could be employed to
accommodate misscheduled packets arising for this reason.

Distribution of scheduling information always takes place
at the beginning of renegotiation intervals and at the startup
and closedown of traffic streams. Only streams sharing the
same link are affected. Therefore, unlike flooding in OSPF,
distribution of scheduling information such as transmission-rate

Fig. 11. As for Fig. 10, but with 20-s negotiation intervals.

Fig. 12. As for Fig. 10, but with 200-µs negotiation intervals.

changes due to renegotiation need only take place to edge
nodes that are affected. The amount of information required
to notify changes in flow rate is small. This consists of the
originating node ID, the new renegotiated rate, and the slot
offset (specifying the number of empty slots before a packet
arrives)—these can be stored in just a few bytes.

Fig. 6 shows that the negotiation interval also affects loss
rate. Under fixed load, the loss rate dramatically decreases as
the negotiation interval increases, although the curve flattens
out for larger negotiation intervals. This is because longer
intervals provide more time for slot calculations reducing the
frequency of miscalculated slots. However, Fig. 7 shows how
smoothing (buffering) delay increases with negotiation interval,
since there is more time for the traffic rate to increase during
a negotiation interval and, hence, accumulate in the buffer.
Therefore, the negotiation interval, which influences the value
of B in (1), should be chosen to find an appropriate tradeoff
between delay and packet-loss rate.
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Figs. 8 and 9 show that with a 20 s negotiation interval, the
smoothed scheme has relatively stable performance with either
traffic type, and packet scheduling exhibits superior perfor-
mance. Figs. 10–12 were generated using the Net2 topology of
Fig. 4(b). The divergence of analytical results from simulation
arises because Bernoulli traffic is assumed within the core in the
analytical model in order to make it tractable. Furthermore, the
simplifying assumption is made that the loads on all links en-
tering a core node are equal. Nevertheless, the analytical results
still highlight the significant components affecting packet loss.
Both sets of results yield a pessimistic estimate of packet loss.
The loss probabilities with 20 s negotiation intervals are slightly
higher than for 60 s; however, the difference is insignificant,
because the negotiation delay is much less than the renego-
tiation interval in both cases. In these circumstances, with
packet scheduling functioning efficiently, the system is stable.
As the negotiation delay approaches the negotiation interval,
instability results and the loss rate increases significantly. This
is shown in the results, especially Fig. 12, where a 200 ms
negotiation interval is much closer in duration to the negotiation
delay. In general, a negotiation interval should be chosen that
requires a reasonable amount of edge buffering while operating
efficiently with packet scheduling.

IV. CONCLUSION

In this paper, a contention-aware packet-scheduling scheme
coupled with a modified form of renegotiated service with
rate prediction has been proposed to reduce contention in core
optical-packet switches. Edge nodes use packet scheduling to
rearrange possible contended slots before entering the core,
thus reducing core optical buffering and moving the com-
putational burden from the core network to the edge, where
powerful electronic processing is employed.

The objective of this paper was to minimize FDL buffering
and avoid wavelength conversion or deflection routing. Also,
core switches are primarily responsible for forwarding opti-
cal packets upon their arrival, with less need to resolve con-
tention. Analysis and simulation demonstrate the effectiveness
of this proposal in two different network topologies. Large
networks may be partitioned into areas, each of which imple-
ments packet scheduling independently to address scalability
issues.
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