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AbstractKohonen's Self-Organizing Map (SOM) is one of the most popular arti�cialneural network algorithms. Word category maps are SOMs that have beenorganized according to word similarities, measured by the similarity of theshort contexts of the words. Conceptually interrelated words tend to fall intothe same or neighboring map nodes. Nodes may thus be viewed as wordcategories. Although no a priori information about classes is given, during theself-organizing process a model of the word classes emerges.The central topic of the thesis is the use of the SOM in natural language pro-cessing. The approach based on the word category maps is compared with themethods that are widely used in arti�cial intelligence research. Modeling gra-dience, conceptual change, and subjectivity of natural language interpretationare considered. The main application area is information retrieval and textualdata mining for which a speci�c SOM-based method called the WEBSOMhas been developed. The WEBSOM method organizes a document collectionon a map display that provides an overview of the collection and facilitatesinteractive browsing.
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8. Timo Honkela, Samuel Kaski, Teuvo Kohonen, and Krista Lagus (1997):Self-Organizing Maps of Very Large Document Collections: Justi�cationfor the WEBSOM method. Data Highways and Information Flooding,A Challenge for Classi�cation and Data Analysis, I. Balderjahn and R.Mathar and M. Schader (eds.), Springer-Verlag, in press.9. Timo Honkela (1997): Learning to understand { general aspects of usingSelf-Organizing Maps in natural language processing. Proceedings of theCASYS'97, Computing Anticipatory Systems, Li�ege, Belgium, August,1997, in press.

6



SUMMARY OF THE PUBLICATIONS AND THEAUTHOR'S CONTRIBUTIONIn Publication 1, Kohonen's Self-Organizing Map (SOM) is used to model theimpreciseness of natural language interpretation. The author designed thestudy and conducted the practical experiments related to the SOM. Ari M.Veps�al�ainen provided his expertise of associative memories.Publication 2 extends the principles presented in Publication 1 by introducinga model of a \communicating agent" that is based on the SOM. The basic ideais to provide a model of adaptation that leads to intersubjectivity in interpre-tation of natural language expressions and to coherence in communication.Publication 3 deals with the analysis of contextual relations of words. Thework was based on the principle of self-organizing semantic maps presentedby Ritter and Kohonen in 1989 in Biological Cybernetics. In their article, arti�-cially generated, syntactically correct and meaningful short phrases were usedas the input to the SOM. For the publication, the method was re�ned and theinput consisted of segments of text from a natural corpus. The author madethe initial experiments, which then were continued by Ville Pulkki under theguidance of Prof. Teuvo Kohonen and the author. Ville Pulkki introduced theidea of using word-speci�c maps in the preprocessing, rather than calculatinga single averaged context vector for each word in the vocabulary.Studies on the WEBSOM full-text analysis method are described in Publica-tions 4, 5, and 8. The basic system is presented in Publications 4 and 5. Inthe former, organization of the document collection was still supervised, i.e.,the information of the group into which each document belonged was includedin the input vector. This method was used in order to improve separation ofthe classes. Publication 5 presents a fully unsupervised method with improve-ments in the document encoding. The original idea of using a two-stage SOMarchitecture was due to the author. Samuel Kaski was the main originatorof the idea of using table lookups for the e�cient encoding of the documentsand the subsequent convolution. The original document maps were limited tosome 10000 documents at maximum. To facilitate considerably larger mapsfor up to one million documents, Professor Kohonen later suggested some newmethods for shortcut computation. Many ideas and details, as well as im-plementations and experiments were developed jointly in a team consisting ofSamuel Kaski, Teuvo Kohonen, Krista Lagus, and myself. It is not possible togive the full account of all the contributions of the individual team members.However, in general, the �rst of author's main contributions were related tothe word category maps. Publication 8 then analyses the �eld of information7



retrieval and data mining of text collections. The author's idea was to use atwo-level SOM, called WEBSOM, as a tool for intelligent information retrieval.This author's contribution ensued from his rather long experience in naturallanguage processing and information retrieval that guided the selection andhandling of the main themes.Publication 6 is a rather speci�c study of the word category maps aimingat methodological �ne-tuning. The e�ects of the various parameter selec-tions were tested by the author using a map comparison method presented bySamuel Kaski and Krista Lagus at the ICANN'96 conference.Publication 7 presents how the word category maps can be used in naturallanguage processing (NLP) applications. The main emphasis is on the WEB-SOM method, and the concrete results presented in the publication are basedon the close collaboration of the WEBSOM team. Publication 7 also discussesthe nature of the found clusters and the general principles of using the SOM,e.g., in graded classi�cation, following the argumentations set by Ritter andKohonen in their article in the journal Biological Cybernetics in 1989. Theauthor has introduced the concepts of \emerging categories" and \adaptiveprototypes" related to the SOM that were �rst presented in the InternationalCognitive Linguistics Conference in Amsterdam, July, 1997, the papers ofwhich have not been published yet.In Publication 9 the introduction outlines some limits of the traditional sym-bolic approaches such as relying on �xed categorizations, problems related tohandling language change, and, moreover, subjectivity and context-sensitivityof interpretation. One chapter summarizes the basic principles of using theSOM in natural language interpretation. Finally, the last chapter containssome epistemological considerations.In summary, the author's main contribution was the idea of the two-level SOMarchitecture where the �rst map clusters the words statistically according totheir context, and the second map utilizes the frequency histograms clusteredby the �rst map. The linguistic interpretations are also mainly the author'scontribution.
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1 INTRODUCTION: AUTHOR'S MOTIVATIONFOR THE WORKThe background of the present thesis is related to the personal experiencesthat the author gained in the Kielikone project funded by the Sitra founda-tion in the 1980's. The project aimed at development of a natural-languagedatabase interface (J�appinen et al., 1988a; J�appinen et al., 1988b). The ideawas that a user could type in questions and commands in Finnish, and thesystem would transform them into formal database queries. The system con-sisted of multiple levels: morphological analysis of inected Finnish word forms(J�appinen et al., 1983; J�appinen and Ylilammi, 1986)1, disambiguation, syn-tactical analysis based on dependency grammar (Lehtola and Valkonen, 1986;Valkonen et al., 1987), semantical analysis that used a set of tree transfor-mation rules to transform the dependency tree into a tree of predicate struc-tures (Lehtola and Honkela, 1988; Honkela, 1989), and �nally a two-stagedatabase query formulation that �rst produced a system-independent queryexpression (Hy�otyniemi and Lehtola, 1988), and �nally then formed the query(Hy�otyniemi and Lehtola, 1991). Special-purpose formalisms and metatoolswere developed during the project (e.g., Lehtola et al., 1988b; Lehtola et al.,1988a). The approach was mainly grounded on rule-based formalisms thatproved to be practical in the tasks of syntactic analysis. A major problemarose in the semantical analysis. Three key �ndings have been relevant as theinitiating problems that motivated the research reported in this thesis:� When developing a system for disambiguation and seeing the results ofthe morphological analyzer, the importance of regarding ambiguity as anatural and frequent phenomenon became obvious. Some experience onmachine learning was gained when a prototype system was developedthat generalized disambiguation rules based on examples.1Another practically complete model of Finnish morphology, the two-level model was de-veloped by (Koskenniemi, 1983) in University of Helsinki. The two-level model is generallyapplicable over various languages and language families. Thus, prototypes of the two-levelmodel have been implemented for over 30 languages. The most comprehensive implemen-tations exist for Finnish, English, Swedish, Russian, Swahili, French, Arabic and Basque(Lind�en, 1993). A language-independent formalism, Constraint Grammar (CG) has alsobeen developed for syntactic analysis (Karlsson, 1990; Karlsson et al., 1995c; Karlsson et al.,1995a; Karlsson et al., 1995b). The recognition rate for a large English corpus, when parsingnew unrestricted running text and after a morphological analysis by the two-level model, isapproximately 98%, i.e., only 2 words out of 100 get the wrong syntactic code (J�arvinen,1994). 10



When the analysis concerning the structure and content of natural lan-guage expressions is considered, one key factor for quantitative problemsis the combinatorial explosion caused by the contextuality of interpre-tation at the semantic level. Ambiguity further increases the necessityof taking the context into account in order to make rational interpreta-tions2. In a 500 000 word sample, (J�arvinen, 1994) reports an ambiguityrate of 16.4%, i.e., 16 words out of 100 have more than one morphologicalor syntactic interpretation.� There exist several reasons for which a natural-language database inter-face is prone to fail. The system may fail because the user has misun-derstood the scope of the system. For instance, relating to a companydata base the user may ask what the most pro�table companies as in-vestment targets are. The failure may be caused by the misconceptionthat the system is \intelligent" rather than considered just as a tool. Noresponse may be available from the system because one of its compo-nents fails. Most often the failing component is the semantic analysis.One syntactic structure may correspond to dozens of di�erent semanti-cal schemes and to a vast number of detailed reference relations. Forexample, the genitive is coded in Finnish by an inectional word formending with 'n' and often including some changes in the word stem,whereas in English the genitive is of the form \of the house" or \house-'s". Developing a morphological analyzer for Finnish requires that onemust model how the word stem is transformed in the di�erent cases. Insemantic analysis the quantitative problem is obvious: many di�erentclasses of interpretations for the single syntactic structure such as thegenitive must be considered. The genitive may refer to owning (\Eva'scar"), having a speci�c property (\John's age"), or an abstract relation-ship (\Catherine's husband"), etc. To be able to interpret what kind ofrelationship is connected to the genitive structure one must possess verydetailed knowledge about every word being used in the actual expres-sions. As a simpli�cation one may state that the genitive structure of\A's B" (or \B of A") can be detected by a single rule as a syntacticstructure, whereas making an semantic analysis requires a vast amountof �ne grained knowledge. Therefore, for instance, building a natural-language database interface has turned out to be perhaps an even morechallenging task than developing a system for machine translation (MT)because in the latter, reasonable results are obtainable by morphologicaland syntactical analysis and generation. The so-called transfer phase2Ambiguity may occur as homonymy, a word having two distinct meanings, as polysemy,a word having two related meanings, as vagueness, or structural ambiguity11



is often used to transform the sentence structure descriptions into thecorresponding structures (syntax trees or graphs) of the target language.Usually the results of the MT system need not be perfect to be useful.On the other hand, when a natural-language database interface is con-sidered, the result of the transformation must be syntactically correctin order to obtain a correct formal expression in a database query lan-guage. In addition, it would be annoying if the interpretation of theoriginal query or command were syntactically correct (in the sense ofthe query language) but semantically incorrect, because the user getsmisleading results.� When developing the semantic analysis component there arose also qual-itative problems, such as the graded phenomena. For instance, the usermay ask the system to show the largest companies in the database. Thesystem has to decide whether the user would like to �nd the companieswith the largest turnover, number of employees, some other indicators,or a combination of them. The subjectivity in interpretation becamemore apparent when the rules for semantic analysis were collected, andwhen the experiences of the test users were considered (Honkela, 1989).Research work and experimentation of the use of morphological analysis andgeneration tools along with the full-text database system called Minttu pro-vided experience on the themes of information retrieval (cf. Alkula andHonkela, 1992). The Minttu system was developed by the Finnish State Com-puter Center (VTKK, currently the Tieto Group) and it is widely used forstorage and retrieval of administrative documents including the Finnish law.The need for using morphological analyzers and generators arises from thefact that Finnish is a highly synthetic language. Many words are formed froma word stem and inectional or derivational su�ces generated by morpholog-ical transformations. Therefore, for instance, �nding occurrences of a word intexts is problematic. The main result was a system architecture for keyword-based information retrieval (IR) systems that use morphological analyzers andgenerators of Finnish word forms (Alkula and Honkela, 1992). The study alsoprovided us insight into the general, well-known problems of IR. Searching forrelevant documents from a very large collection has traditionally been basedon keywords and their Boolean expressions. Often, however, the search resultsshow high recall and low precision, or vice versa.In summary, the main motivation for the research project presented in this the-sis arose from the wish to develop a framework based on a novel paradigm and apractical application in which some of the di�culties mentioned above would12



be taken into account. The problems encountered in developing a natural-language database interface led into a re-evaluation of the status of the tra-ditional arti�cial intelligence methodology and, speci�cally, that of naturallanguage processing. Also many traditional philosophical underpinnings hadto be questioned. Both quantitative and qualitative issues had to be con-sidered. Firstly, the amount of knowledge needed in a successful large-scaleNLP application is vast. Secondly, it seems that knowledge cannot be ade-quately modeled only by means of symbolic representation formalisms basedon predicate logic. Further argumentation for these conclusions will be givenin Chapter 3.The experiences described above called for a completely new paradigm forapproximate semantic analysis of natural language expressions. It turnedout that the Self-Organizing Map formalism (Kohonen, 1995c) might pro-vide means to cope with the qualitative and quantitative problems describedearlier.In this thesis, the Self-Organizing Map will be introduced in Chapter 2. Chap-ter 3 describes the principles and practices of using the SOM in natural lan-guage processing and interpretation3, and Chapter 4 presents the use of theSOM in a particular application area, i.e., information retrieval and data min-ing of document collections.

3The term 'processing' is here used to refer to applications, whereas the term 'interpre-tation' emphasizes the cognitive point of view.13



2 THE SELF-ORGANIZING MAPThe basic Self-Organizing Map (SOM) can be visualized as a sheet-like neural-network array (see Figure 1), the cells (or nodes) of which become speci�callytuned to various input signal patterns or classes of patterns in an orderlyfashion. The learning process is competitive and unsupervised, meaning thatno teacher is needed to de�ne the correct output (or actually the cell into whichthe input is mapped) for an input. In the basic version, only one map node(winner) at a time is activated corresponding to each input. The locations ofthe responses in the array tend to become ordered in the learning process as ifsome meaningful nonlinear coordinate system for the di�erent input featureswere being created over the network (Kohonen, 1995c).The SOMwas developed by Prof. Teuvo Kohonen in the early 1980s (Kohonen,1981a; 1981b; 1981c; 1981d; 1982a; 1982b). The �rst application area ofthe SOM was speech recognition, or perhaps more accurately, speech-to-texttransformation (Kohonen et al., 1984; Kohonen, 1988).2.1 The Self-Organizing Map algorithmAssume that some sample data sets (such as in Table 14) have to be mappedonto the array depicted in Figure 1; the set of input samples is described by areal vector x(t) 2 Rn where t is the index of the sample, or the discrete-timecoordinate. Each node i in the map contains a model vector mi(t) 2 Rn,which has the same number of elements as the input vector x(t).The stochastic SOM algorithm performs a regression process. Thereby, the ini-tial values of the components of the model vector, mi(t), may even be selectedat random. In practical applications, however, the model vectors are morepro�tably initialized in some orderly fashion, e.g., along a two-dimensionalsubspace spanned by the two principal eigenvectors of the input data vectors(Kohonen, 1995c). Moreover, a batch version of the SOM algorithm may alsobe used (Kohonen, 1995c).Any input item is thought to be mapped into the location, the mi(t) of whichmatches best with x(t) in some metric. The self-organizing algorithm createsthe ordered mapping as a repetition of the following basic tasks:1. An input vector x(t) is compared with all the model vectors mi(t). Thebest-matching unit (node) on the map, i.e., the node where the model4Collected by Ben Chi (http : ==uacsc2:albany:edu= �bec=color:html).14



250 235 215 antique white165 042 042 brown222 184 135 burlywood210 105 30 chocolate255 127 80 coral184 134 11 dark goldenrod189 183 107 dark khaki255 140 0 dark orange233 150 122 dark salmon... ... ... ...Table 1: Three-dimensional input data in which each sample vector x consistsof the RGB (red-green-blue) values of the color shown in the rightmost column.vector is most similar to the input vector in some metric (e.g. Euclidean)is identi�ed. This best matching unit is often called the winner.2. The model vectors of the winner and a number of its neighboring nodes inthe array are changed towards the input vector according to the learningprinciple speci�ed below.The basic idea in the SOM learning process is that, for each sample inputvector x(t), the winner and the nodes in its neighborhood are changed closerto x(t) in the input data space. During the learning process, individual changesmay be contradictory, but the net outcome in the process is that ordered valuesfor themi(t) emerge over the array. If the number of available input samples isrestricted, the samples must be presented reiteratively to the SOM algorithm.The random initial state, two intermediate states, and the �nal map are shownin Figure 2.Adaptation of the model vectors in the learning process may take place ac-cording to the following equations:mi(t+ 1) =mi(t) + �(t)[x(t) �mi(t)] for each i 2 Nc(t); (1)mi(t+ 1) =mi(t) otherwise,where t is the discrete-time index of the variables, the factor �(t) 2 [0; 1] isa scalar that de�nes the relative size of the learning step, and Nc(t) speci�esthe neighborhood around the winner in the map array.At the beginning of the learning process the radius of the neighborhood isfairly large, but it is made to shrink during learning. This ensures that theglobal order is obtained already at the beginning, whereas towards the end, as15
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Figure 1: The basic architecture of the Self-Organizing Map (SOM). The inputx is fully connected to the array of map nodes which is most often and alsoin this illustration two-dimensional. Each map node, visualized as a circle onthe grid, serves as a model, mi, or to use another term, a prototype of a classof similar inputs. The line diagrams inside the circles denote the three RGBvalues of Table 1. For instance, the nodes on the lower left corner correspondto colors which have high values of all the components, i.e., red, green, andblue and therefore that corner contains very dark colors.
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Figure 2: An example of the �rst steps of the ordering process of a 7 � 11map. Each circle corresponds to a map node. Inside the circle the modelvector consisting of the three RGB values from Table 1 is visualized. Theinitial value of the learning step size, alpha0, was 0:2 and the neighborhoodwidth was initially 5. The value of both parameters decreased linearly duringthe learning process. The values above the nodes indicate the number oflearning steps. 17



the radius gets smaller, the local corrections of the model vectors in the mapwill be more speci�c. The factor �(t) also decreases during learning.One method of evaluating the quality of the resulting map is to calculate theaverage quantization error over the input samples, de�ned as Efkx�mc(x)kgwhere c indicates the best-matching unit for x. After training, for each inputsample vector the best-matching unit in the map is searched for, and theaverage of the respective quantization errors is returned.The mathematical analysis of the algorithm has turned out to be very di�-cult. The proof of the convergence of the SOM learning process in the one-dimensional case was �rst given in (Cottrell and Fort, 1987). Convergenceproperties are more generally studied, e.g., in (Erwin et al., 1991; Erwin et al.,1992a; Erwin et al., 1992b; Horowitz and Alvarez, 1996; Flanagan, 1997).A number of details about the selection of the parameters, variants of themap, and many other aspects have been covered in the monograph (Kohonen,1995c). The aim of this work is not to study or expound the mathematicaland statistical properties of the SOM. The main point of view is to regard theSOM as a model of natural language interpretation, and explicate its use innatural language processing (NLP) applications, especially in information re-trieval and data mining of large text collections, as introduced in the followingchapter.Most computations reported in the publications have been conducted usingthe SOM PAK software package (Kohonen et al., 1996a).2.2 Multiple views of the SOMIn the following, four particular views of the SOM are selected to serve as abasis for further inspection of the following chapters: 1. The SOM is a modelof speci�c aspects of biological neural nets, 2. The SOM constitutes a repre-sentative of a new paradigm in arti�cial intelligence and cognitive modeling,3. The SOM is a tool for statistical analysis and visualization, 4. The SOMis a tool for the development of complex applications.1. Perhaps the most typical notion of the SOM is to consider it as an arti-�cial neural network model of the brain, especially of the experimentallyfound ordered \maps" in the cortex. There exists a lot of neurophysio-logical evidence to support the idea that the SOM captures some of thefundamental processing principles of the brain. Some earlier arti�cial-neural-network models of self-organization have also been presented, e.g.,by Shun-ichi Amari (Amari, 1967), Christoph von der Malsburg (von der18
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Malsburg, 1973), and Gail Carpenter and Stephen Grossberg (Carpen-ter and Grossberg, 1987); however the SOM principle has turned out toproduce the brain-like maps most e�ciently.Some experiments related to the localization of the linguistic functionsare discussed in Chapter 3. The relationship between the SOM and itscounterparts in neurodynamics is described in detail, e.g., in (Kohonen,1992; 1993; 1996b). This issue, however, is only of indirectly related tothis work, while the second and the fourth of these four threads are themain points of view to be considered.2. The SOM can be viewed as a model of unsupervised (machine) learning,and as an adaptive knowledge representation scheme. In Publication 7the relationship between the SOM (especially the word category map)and the semantic networks is considered. The traditional knowledgerepresentation formalisms - semantic networks, frame systems, predicatelogic, to provide some examples, are static and the reference relations ofthe elements are determined by a human. Moreover, those formalismsare based on the tacit assumption that the relationship between naturallanguage and world is one-to-one: the world consists of objects and therelationships between the objects, and these objects and relationshipshave straightforward correspondence to the elements of language. Re-lated to knowledge representation and learning, the cognitive and philo-sophical aspects are highly relevant. These issues will be considered inmore detail in Chapter 3.3. The SOM is nowadays often used as a statistical tool for multivariateanalysis. The SOM is both a projection method which maps high-dimensional data space into low-dimensional space, and a clusteringmethod so that similar data samples tend to be mapped to nearby neu-rons. From the methodological and computational point of view themathematical and statistical properties of the algorithm can be con-sidered (for instance, the time and space complexity, the convergenceproperties), as well as the nature of the input data (signals, continuousstatistical indicators, symbol strings) and their preprocessing. There ex-ist a number of variants of the SOM in which, e.g., the adaptation rulesare di�erent, various distance measures can be used, and the structureof the map interconnections is variable (Kohonen, 1995c).4. The SOM is widely used as a data mining and visualization method forcomplex data sets. Application areas include, for instance, image pro-cessing and speech recognition, process control, economical analysis, and20



diagnostics in industry and in medicine. A summary of the engineeringapplications of the SOM is given in (Kohonen et al., 1996c).Some applications require e�cient construction of large maps. Searchingthe best-matching unit is usually the computationally heaviest operationin the SOM. Using a tree-structured SOM, it is possible to use hierarchi-cal search for the best match (Koikkalainen and Oja, 1990; Koikkalainen,1994). In this method, the idea is to construct a hierarchy of SOMs,teaching the SOM on each level before proceeding the next layer. An-other speedup method for making the winner search faster, based on theidea of Koikkalainen, is presented in (Kohonen et al., 1996b).Most SOM applications use numerical data. The purpose of the presentthesis is to demonstrate that statistical features of natural text can alsobe regarded as numerical features that facilitate the application of theSOM in NLP tasks.
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3 SELF-ORGANIZINGMAPS IN NATURAL LAN-GUAGE PROCESSINGMuch of the formal and computational study of written language has centeredaround the structural aspects, to the detriment of semantics and pragmatics5.It seems likely that the methods available have been more suitable for the studyof morphology and syntax. It also seems that the arti�cial neural networkmodels can o�er a promising methodology for dealing with these areas.The connectionist study of morphology has been more limited in volume. How-ever, already Koskenniemi (1983) discussed the relation between �nite stateautomata used in his two-level model and neural networks. A widely referencedmodel of learning past tenses of English verbs was presented by Rumelhart andMcClelland (1986). The aim was to demonstrate that (a) the model is ableto capture the typical three-stage pattern of verb acquisition, (b) di�erenceson performance on di�erent types of regular and irregular verbs, and (c) themodel responds appropriately to verbs that it has never seen before as wellas to those included in the training set. Recently, Tikkala et. al (1997) havepresented connectionistic models for simulating both normal and disorderedword production as well as child language acquisition for Finnish.In spite of the possibility to model linguistic phenomena in new ways, muchof the connectionistic linguistic study has also mainly dealt with syntax andparsing. The relationship to main-stream generative linguistics is often close.Many models rely on the framework of well-known symbolic grammars (e.g.,Faisal and Kwasny, 1990; Nakamura et al., 1990; Schnelle and Wilkens, 1990).Connectionist approaches have been criticized, for instance, by claiming thata proper linguistic method should be able to represent constituent structuresand to model compositionality (Fodor and Pylyshyn, 1988). Multiple answerscan be given to this line of criticism. At the level of semantics and pragmatics,the contextuality may be considered to be more important: the �nal interpre-tation of an expression is determined in the context in which it appears. Inaddition, speci�c models that capture compositionality have been developed,e.g., RAAM, Recurrent Auto-Associative Memory (Pollack, 1990). Moreover,5A de�nition of semantics and pragmatics that would be widely accepted is somewhatdi�cult to give. Levinson (1983) gives multiple possible de�nitions. One of the de�nitionsis as follows: \Pragmatics is the study of the ability of language users to pair sentences withthe contexts in which they would appear." He further states that this de�nition �ts wellwith the de�nition of semantics according to which semantic theories are concerned with therecursive assignment of truth conditions to well-formed expressions of language. One generalaspect of de�ning semantics is that it speci�es the relation between linguistic expressionsand the referents of the expressions. 22



the SOM is also able to represent implicit hierarchical structures. This issuewill be handled in more detail in Section 3.5.An overview of connectionist, statistical and symbolic approaches in NLP andan introduction to several articles is given by Wermter et al. (1996).It may be asked why one should be interested in, e.g., the cognitive and philo-sophical point of view related to the NLP. The phenomena, as such, are natu-rally a relevant area of study. From the application point of view, the under-lying principles of an approach used in constructing an NLP application mayseverely limit the chances to gain practical success. That may be consideredto have happened in the traditional AI research and development. It remainsto be seen, of course, how far one can reach by adopting the paradigm of radi-cally connectionist6 unsupervised learning devised, e.g., by the Self-OrganizingMaps.In conclusion, the aim of this work is to study the natural language processingin a rather reductionistic way when considered from the traditional point ofview in which explicit theories of the phenomena are built. The aim is to studysemantics and pragmatics to see which phenomena might be successfully mod-eled using the arti�cial neural network approach based on the Self-OrganizingMaps, and to consider what the characteristics of the practical applicationsbased on this approach are (Chapter 4). The next chapter introduces a modelof automatic statistical lexical analysis based on the SOM.3.1 Word category mapsContextual information has widely been used in statistical analysis of naturallanguage corpora. Charniak (1993) presents the following scheme for groupingor clustering words into classes that reect the commonality of some property.1. De�ne the properties that are taken into account and can be given anumerical value.2. Create a vector of length n with n numerical values for each item to beclassi�ed.3. Cluster the points that are near each other in the n-dimensional space.6Radically connectionist means here an approach in which arti�cial neural networks areused so that they are adaptive, and the intermediate representations are numerical and theirinterpretation can only be based on the adaptation process.23
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\0". This method, however, is only practicable in small experiments. Witha vocabulary picked from a even reasonably large corpus the dimensionalityof the vectors would become intolerably high. If the vocabulary is large, theword forms can be encoded by quasi-orthogonal random vectors of a muchsmaller dimensionality (Ritter and Kohonen, 1989). Such random vectorscan still be considered to be su�ciently dissimilar mutually and not to conveyany information about the meaning of the words. The inuence of the randomvector dimension on the pairwise deviance from the orthogonality is illustratedin Figure 4. Mathematical analysis of the random encoding of the word vectorsis presented in (Kaski, 1998).
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Figure 4: Distribution of the inner products between pairs of unit-norm ran-dom vectors for di�erent dimensionalities (d). When the dimensionality in-creases the inner products become smaller and the vectors become more or-thogonal and thus more suitable for encoding the words. The orthogonalitywill not be perfect but the generally small inner products contribute only smalldistortions in the similarity computations. The components of the vectors arenormally distributed.In the unsupervised formation of the word category map, each input x con-sists of an encoded word form and its averaged context. Each word in thevocabulary is encoded as an n-dimensional random vector. In our experi-ments (see, e.g., Publication 3) n has often been 90. A more straightforwardway to encode each word would be to reserve one component for each distinctword but then, especially with a large vocabulary, the dimensionality of the25



vector would be computationally intractable. A mathematical analysis of thedimensionality reduction based on random encoding is presented by Ritter andKohonen (1989).The procedure of forming the word category map is presented in Publications3, 4, 5, 7 and 9. In the following, the basic three steps are explained andmotivated. Further methodological details are given in the publications.1. A unique random vector is created for each word form in the vocabulary.The random encoding of the �rst step is motivated by computational andlinguistic points of view. Linguistically, the appearance of the wordsdoes not usually correlate with their meaning. Computationally, if thewords can somehow be encoded numerically, the ordered sets formed ofthem can also be compared mutually as well as with other numericalexpressions.2. All the instances of the word under consideration, so-called key words,are found in the text collection. The average over the contexts of eachkey word is calculated. The random codes formed in step 1 are used inthe calculation. The context may consist of, e.g., the preceding and thesucceeding word, or some other window over the context. As a resulteach key word is associated with a contextual �ngerprint.The averaging process is well motivated when the computational pointof view is considered. The number of training samples is reduced con-siderably in the averaging. The main disadvantage seems to be thatinformation related to the varying use of single words is lost.3. Each vector formed in step 2 is input to the SOM. The resulting mapis labeled after the training process by inputing the input vectors onceagain and by naming the best-matching neurons according to the keyword part of the input vector.Evaluating word category mapsEvaluating word category maps could, in principle, be based on calculating thequantization error of the map (see Chapter 2). However, in many applicationsthe most important factor is the relative location of the words on the map.Therefore, measures for evaluation that take into account the word location arenecessary. Kaski and Lagus (1996) present a method for comparing instancesof SOMs. This method is used in Publication 6 to compare the results when thenumber of word forms on the map and the neighborhood type are considered.26



The comparison method suits best to tasks in which the e�ect of parameterchanges need to be evaluated.Another possibility is to use a set of word lists as a basis of the evaluation. Eachlist consists of words that are expected to appear in nearby locations. Somepreliminary tests have been made using this method. A practical measure thatcan be used in the word map evaluation is to make comparison in a furtherlevel of processing, e.g., when the document maps are created (see Chapter 4).The classi�cation results on the document map can be used as the decisionfactor.Often, it is practically impossible to create a map that satis�es all the ex-pectations of a human viewer. The reason may be that either the input datasimply does not contain necessarily detailed and balanced context information,or, the expectations may vary. The natural variation in multiple aspects ofhuman linguistic behavior and how it can be modeled using the SOM is themain theme of the Section 3.4.In Publications 7 and 9, various applications of word category maps are consid-ered. The main application related to the current work is information retrievaland data mining of full-text document collections. The topic is introduced inSection 4.In the following, a review of the research based on and related to the lexicalSOMs is given. Thereafter, the potential of the word category maps in mod-eling three phenomena is considered: gradience or fuzziness in the relationbetween expressions and their referents (Section 3.3), subjectivity in generat-ing and interpreting natural language expressions (Section 3.4), autonomousemergence of linguistically motivated implicit word classes or categories in astatistical analysis based on the contexts of the words (Section 3.5).3.2 Other works based on and related to word category mapsAs already mention earlier, the basic method for creating word category mapswas introduced by Ritter and Kohonen (1989; 1990). Scholtes has applied theSOM in multiple NLP experiments. His main area is information retrieval(Scholtes, 1993).Miikkulainen has widely used the SOM to create a model of story comprehen-sion. The SOM is used to make conceptual analysis of the words appearingin the phrases (Miikkulainen, 1990a; 1990b; 1991; 1993a; 1993b; Miikkulainenand Dyer, 1991) . A model of aphasia based on the SOM is presented in (Mi-ikkulainen, 1997). The model consists of two main parts: the maps for the27



lexical symbols in the di�erent input and output modalities, and the map forthe lexical semantics. A thorough framework for connectionist modeling ofaphasia is presented in (Persson, 1995).Scholtes has also used the SOM to parsing (Scholtes, 1992a; Scholtes andBloemberger, 1992). An overall presentation is given in (Scholtes, 1993).In (Sch�utze, 1992) cooccurence information is used to create lexical spaces.Here, the dimensionality reduction is based on singular value decomposition.In computing the context vectors, the window sizes are 1000 or 1200 char-acters rather than a �xed number of words. An automatic method for wordsense disambiguation is developed: a training set of contexts is clustered, eachcluster is assigned a sense, and the sense of the closest cluster is assigned tothe new occurrences. Sch�utze uses two clustering methods to determine thesense clusters.Bookman's model for natural language interpretation, LeMICON (Bookman,1994), combines symbolic and connectionist representations. LeMICON is astructured connectionist model that makes use of both connectionist and sym-bolic techniques to construct interpretations of text. The basic building blocksof LeMICON include a semantic memory and a working memory. Each con-cept in the semantic memory is represented by a vector of so-called \analogsemantic features" of dimension 454. These 454 named features are based ona selection from the category structure of the Roget's thesaurus. Thus, theapproach is more \classical" than the one adopted in this work. Bookmandemonstrates how to perform automatic knowledge acquisition using a 7 mil-lion word database of Wall Street Journal articles. The semantic memory ofthe LeMICON system is constructed automatically based on an unsupervisedlearning algorithm.3.3 Modeling gradienceWhen written language is analyzed, the static and discrete features of naturallanguage are easily overemphasized8. For instance, the majority of knowl-edge representation formalisms used in the arti�cial intelligence and naturallanguage processing research have been based on the tacit assumption of the8Linell (1982) has written about the written language bias in the following way: \Ourconception of linguistic behavior is biased by a tendency to treat processes, activities, andconditions of them in terms of object-like, static, autonomous and permanent structures,i.e., as if they shared such properties with written characters, words, texts, pictures andimages. [...] In general, most of Western philosophy and science has been stuck with themetaphysical assumption that the world is made up of 'things' or 'objects'."28



world consisting of entities and relations between these entities. The wordsin the language are considered to be \labels" of the entities9. The formalismsbased on predicate logic contain predicates and their arguments (to modelstatic structures of entities and their relations), logical connectives and quan-ti�ers, and implications (to model rule-like phenomena and dependencies).Semantic networks and frame systems share the underlying ontological as-sumption. See, e.g., (Winston, 1984) for an overview of the \classical" AItechniques. Their inuence on the models and metaphors used in cognitivescience is also substantial, see, e.g., (Eysenck and Keane, 1990) for a textbookaccount.Natural language is nowadays usually not viewed as a means for labeling theworld but being an instrument by which the society and the individuals withinit construct a model of the world. The world is continuous, and changing.Thus, the language is a medium of abstraction rather than a tool to create anexact \picture" of selected portions of the world. In the abstraction process,the relationship between a language and the world is one-to-many in the sensethat a single word or expression in language is most often used to refer toa set or to a continuum of situations in the world. Thus, in order to modelthe relationship between language and world, the mathematical apparatus ofthe predicate logic, for instance, does not seem to provide enough representa-tional power. One way of enhancing the representation is to take into accountthe unclear boundaries between di�erent concepts. Many names have beenused to refer to this phenomenon such as gradience, fuzziness, impreciseness,vagueness, or uidity of concepts.Gradience and fuzzy logicPerhaps the most widely used mathematical method of modeling gradience isfuzzy logic and fuzzy membership theory (Zadeh, 1965; Kosko, 1997). It isbeyond the scope of this work to give a detailed description of fuzzy logic. Forthe purposes of the following discussion a simple example may be su�cient.Regarding the sentence \John is tall", the 'truth' of the sentence is a matterof degree. It is not possible to state a limit of tallness above which John wouldde�nitely be tall and under it not. In fuzzy logic the truth of a proposition isexpressed by a value between 0 and 1 rather than being just 'true' or 'false'(see Figure 5a). Accordingly, an item may belong to a set in a fuzzy manner.9In philosophy this view of the relationship between language and world was, amongothers, strongly proposed in the early works by Ludwig Wittgenstein. Perhaps his arrogancein Tractatus Logico-Philosophicus (saying that all the main problems are solved) was justpremature. 29



The degree of membership of a set is also speci�ed by a graded value fromthe real interval between 0 and 1. Often, however, a single dimension such asheight is not enough: to state whether a person is tall one must also knowher or his sex, age, genetic background, etc. (see Figure 5b). The degree ofmembership becomes, thus, a surface in a multi-dimensional space rather thana curve of one variable.The status or necessity of fuzzy logic has been questioned, e.g., by manytraditional logicians (see, e.g., Haack, 1996). Regardless of the philosophicalarguments fuzzy logic has been found to be useful in constructing, for instance,practical control systems for cars, cameras, industrial processes, washing ma-chines, etc. (Kosko, 1997).Unsupervised learning can be used to learn the fuzzy descriptions of inputdata (Dickerson and Kosko, 1997). Using SOMs to learn descriptions of im-preciseness of natural language is also the topic of Publication 1. The SOMis considered as a fuzzy classi�er by Mitra and Pal (1994) (see also Mitra andPal, 1996). Tirri (1991) and Leivian (1997) use the SOM to preprocess databefore further processing by symbolic AI methods (rule-based expert systems,inductive learning).Beyond fuzzy logic: inherently non-symbolic representationsThe possibility of abandoning the predetermined discrete, symbolic featuresis worth consideration10. The criticism towards fuzzy logic of going too farin rejecting the basic assumptions of traditional logics may even be reversedby claiming that fuzzy logic does not go far enough. Fuzzy logic is based onpredetermined distinct features and therefore the descriptions created withinit are not autonomous even if the membership clusters are found by usingunsupervised learning.Publication 9 discusses how the symbols could be \broken up". Figure 5c out-lines a scheme for such an approach. If suitable \raw data" are used, it maynot be necessary to use any intermediate levels in facilitating interpretation.For example, de Sa (1994) proposes a model of learning in a cross-modal envi-ronment based on the SOM. The SOM is used to associate input from di�erent10A remark on the notion of 'symbol' may be necessary: the basic idea is to considerthe possibility of grounding the symbols based on the unsupervised learning scheme. Thesymbols are used on the level of communication and may be used as the labels for the(usually) continuous multi-dimensional conceptual spaces. What is the role of these symbolsin further processing is left open in this work. However, the requirement of grounding thesymbols is considered to be crucial. 30



modalities (pictures, language). De Sa's practical experiments use, however,input for which the interpretation of the features is given beforehand. Nenovand Dyer (1993, 1994) present an ambitious model and experiments on per-ceptually grounded language learning which is based on creating associationsbetween linguistic expressions and visual images.A mathematical framework for continuous formal systems is given by (MacLen-nan, 1995); it can be based on, e.g., Gabor �lters. Traditionally, the �ltershave to be designed manually. To facilitate automatic extraction of features,the ASSOM method (Kohonen, 1995a; 1995b; 1996a; Kohonen et al., 1997a;1997b) could be used. For instance, the ASSOM is able to learn Gabor-like�lters automatically from the input image data. It remains to be seen, though,what kinds of practical results can be acquired by aiming at still further au-tonomy in the processing, e.g., by combining uninterpreted speech and imageinput. The scope and time table of such study is, of course, far beyond thecurrent work.ContextualityThe CYC project (Lenat et al., 1990) has collected a vast amount of knowl-edge to be used in large-scale natural language processing applications. Dozensof person years have been spent in coding the knowledge representations bymeans of traditional AI in terms of entities, rules, scripts, etc. It seems,however, that the qualitative problems are not satisfactorily solved by onlyadding more and more pieces of symbolic knowledge representations to a sys-tem. The world is changing all the time, and, perhaps still more importantly,the symbolic descriptions are not grounded11. The contextuality of interpreta-tion is easily neglected, being, nevertheless, a very commonplace phenomenonin natural language (see, e.g., H�ormann, 1986). A model of contextuality ininterpreting imprecise size expressions is presented in Publication 1.The importance of context becomes evident when, e.g., ambiguity is consid-ered: the interpretation of ambiguous expressions is based on their context.Pulkki (1995) presents means for modeling ambiguity using the SOM. Thebasic idea is to teach small \context maps" so that the main SOM can processthe contextual information into clusters. Each model vector of the single-word maps corresponds to a particular \sense" of the word. The SOM is usedto resolve ambiguity in (Scholtes, 1992b). Gallant (1991) has also developeda neural network based approach for word sense disambiguation. A model11Symbol grounding, embodiment and their connectionist modeling is a central topic, e.g.,in (Varela et al., 1993; Regier, 1995). 31
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Figure 5: Three stages of modeling continuity in the relation between linguis-tic expressions and the referenced continuous phenomena. In (a) a traditionalview on fuzzy set theory is provided: the fuzziness of a single feature is rep-resented by a curve in a one-dimensional space. The second alternative (b)points out the need to consider multidimensional cases: the degree of member-ship related to \tallness" of a person is not only based on the size of the person.The furthest scheme (c) is based on processing of continuous, uninterpreted\raw data".
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for lexical disambiguation is presented by Mayberry and Miikkulainen (1994).The model is based on analyzing the frequencies of the contexts of ambiguouswords. A recurrent network parser combines the context frequencies one wordat a time, producing as the output the most likely interpretation of the currentsentence.A more traditional NLP approach is presented by Hirst (1987) with numer-ous illuminating examples of various types of ambiguity. Raukko (1994; 1997)discusses the linguistic phenomena of, or related to, ambiguity (polysemy,homonymy, vagueness) and proposes a view according to which the polyse-mous and vague words should not be considered as distinct entities but ratheras patterns in continuous lexical space. This view is compatible with theapproach adopted in this work.3.4 Vocabulary problem and subjectivityIn information retrieval and collaborative systems the vocabulary problem iscommonplace: people tend to use di�erent terms to describe a similar concept.See (Chen, 1994) for a thorough analysis of the problem and for a proposal forsolving it. In the following, the vocabulary problem is discussed shortly, and,next, the underlying issue of subjectivity in interpretation and generation oflanguage is considered in more detail. Some examples are given regarding onhow the SOM can be used in modeling the subjectivity of interpretation.Vocabulary problemFurnas et al. (1987) have found that in spontaneous word choice for objects in�ve domains, two people favored the same term with less than 20% probability.Bates (1986) has shown that di�erent indexers, well trained in an indexingscheme, might assign index terms for a given document di�erently. It hasalso been observed that an indexer might use di�erent terms for the samedocument at di�erent times.Chen et al. (1995) reported that system-generated concept spaces outper-formed human-generated thesauri in concept recall (i.e., the concept spacesprovide more meaningful concept associations), but the human-generated the-sauri are more precise in their suggested associations than those suggested bythe system-generated thesauri.
33



On subjectivityMoore and Carling (1988) state: \Languages are in some respect like maps. Ifeach of us sees the world from our particular perspective, then an individual'slanguage is, in a sense, like a map of their world. Trying to understandanother person is like trying to read a map, their map, a map of the worldfrom their perspective." It seems that the SOM can be used in modelingthe individual use of language: to create maps of subjective use of languagebased on examples, and, furthermore, to model intersubjectivity, i.e., to havea map that also models the contents of other maps. This is the main topic ofPublication 2.As an example related to the vocabulary problem, two persons may have dif-ferent conceptual or terminological \density" of the topic under consideration.A layman, for instance, is likely to describe a phenomenon in general termswhereas an expert uses more speci�c terms. This distinction is illuminated bythe pair of color word maps in Figures 3 (in Chapter 2) and 6. The �rst mapcontains much more re�ned symbols for the colors.Publication 2 proposes a model that adds a third vector element, i.e., thespeci�cation of the identity of the utterer of the expressions. Thus, the networkwould be selective according to the \listener". When, for instance, the maps inFigures 3 and 6 are considered, the enhanced map would provide a means forselecting which are the speci�c terms that can be used in communication withthose having equal level of detailed knowledge and what is the scope of use ofthe general terms in the other cases. The detailed map contains, e.g., manyexpressions for di�erent kinds of blue that would be uninterpretable when thesecond map is used. This naturally holds if the color is not present in theinput. If the color is provided for both maps the less detailed model can bere�ned. Further discussion can be found in Publication 2.When the input vector contains both context and symbol parts the degreeof supervision can be moderated (controlled) using a single weight parameter(Ritter and Kohonen, 1990). In creating word category maps the symbolpart of the input vector is normally scaled so that it does not signi�cantlycontribute to the ordering of the map. A corresponding case is presented inFigure 7. The di�erent colors overlap, for instance, two instances of white(\white", \ghost white") can be found in the same node with an instance ofvery light blue (\alice blue"). In addition, the areas of orange, red, and brownare intertwined.Figure 8 shows the result of an experiment in which the symbol part had 10times higher weight than in the previous one. In both experiments, the colors34
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were classi�ed into 9 classes based on the head word of the color. Thus, e.g.,all the di�erent instances of green shared the same symbol in the input vector.The di�erence of the maps reects the classifying e�ect of the symbolic part12.As a summary, the potential of modeling subjectivity gives ground to appli-cations in which the SOM is used to learn, e.g., the interests or the level ofterminological knowledge of the user. Honkala (1997)13 presents a model ofbrowsing behavior by analyzing WWW user logs which provides an exampleof personalization (however, not based on linguistic analysis).The possibility of modeling subjectivity can be contrasted with the traditionalAI knowledge representation formalisms that provide very limited means forapproaching this phenomenon. Brazdil and Muggleton (1991) use symbolicinductive inference as a means to learn to relate terms in a multiple agentcommunication as a kind of a model of intersubjectivity. They try to over-come language di�erences between agents automatically in a situation wherethe agents do not have the same predicate vocabulary. The system consistsof a number of separate agents that can communicate. Each agent is able toperceive a portion of the given, possibly simulated world (in a symbolic form),accept facts and rules from another agent, formulate queries and supply themto another agent, respond to queries formulated by another agent, interpretanswers provided by another agent, induce rules on the basis of facts, andintegrate the knowledge. Their symbolic model of the environment is closelyrelated to the model-theoretic approaches used in de�ning the semantics offormal languages. The inductive learning paradigm with symbolic representa-tions does not, however, take into account that the meaning of an expression(queries, responses) in a natural domain is graded and changing, biased by theparticular context, as discussed above.3.5 Emergent categories and adaptive prototypesThe evidence for localization of linguistic functions in the brain is discussed,e.g., in (Caramazza et al., 1994). They cite studies in which category-speci�cde�cits of selective impairment including proper names and geographical nameshave been reported (McKenna and Warrington, 1978). These �ndings and themaps presented in Publications 3 and 5 exhibit a striking resemblance. Anumber of studies is mentioned in (Caramazza et al., 1994) that show that12A connection to the relation between thought and language may be considered: if theweight of the linguistic input is high enough, the overall organization is partly determinedby it rather than being only based on the \perceptual" component.13Not the present author. 37
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the category of living things can be selectively damaged while the non-livingthings have been spared, e.g., (Hillis and Caramazza, 1991). These �ndingsmatch well with the structure of the map shown in Publication 3 in which theinanimate and animate nouns can be found in the areas of their own in thelower right corner of the map.The areas on a word category map can be considered as implicit categories orclasses that have emerged during the learning process. Single nodes can beconsidered to serve as adaptive prototypes. Each prototype is involved in theadaptation process in which the neighbors inuence each other and the mapis gradually �nding a form in which it can best represent the input.One classical approach for de�ning concepts is based on the idea that a con-cept can be characterized by a set of de�ning attributes. The prototype theoryof concepts involves that concepts have a prototype structure and there is nodelimiting set of necessary and su�cient conditions for determining categorymembership that can also be fuzzy. Instances of a concept can be rankedin terms of their typicality. Membership in a category is determined by thesimilarity of an object's attributes to the category's prototype. The develop-ment of prototype theory is based on the works by, e.g., Rosch (1977) andLako� (1987). MacWhinney (1989) discusses the merits and problems of theprototype theory. He mentions that prototype theory fails to place su�cientemphasis on the relations between concepts. MacWhinney also points out thatprototype theory has not covered the issue of how concepts develop over timein language acquisition and language change, and, moreover, it does not pro-vide a theory of representation. MacWhinney's competition model has beendesigned to overcome these de�cits. Recently, MacWhinney has presented amodel of emergence in language based on the SOM (MacWhinney, 1997). Hiswork is closely related to the adaptive prototypes of the word category maps,and to any maps of words that have been presented and discussed in Publica-tions 1, 3, 4, 5, 6, 7, and 9. In MacWhinney's experiments the SOM is usedto encode auditory and semantic information about words. Also G�ardenfors'recent work (e.g., G�ardenfors, 1996a; 1996b) is very closely related to the issueof adaptive prototypes.
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4 APPLICATIONOF SELF-ORGANIZINGMAPSTO DATA MINING OF TEXTSData mining is a task that aims at identifying valid, novel, potentially use-ful, and understandable patterns in data (Fayyad et al., 1995). The generalapplicability of the SOM in data analysis and data mining becomes obviousfrom the proportion of the collection of 3014 references where the SOM hasbeen used in tasks related to data mining14. The data mining use of the SOMhas been extensively studied by Kaski (1997). In the following, some generalaspects of data mining of texts are outlined.In textual data mining and information retrieval the needs of the user mayvary from looking for a speci�c piece of knowledge to a general wish to famil-iarize oneself with a subject area. The person's level of knowledge determineshow well she or he is able select the terms and phrases in a speci�c search. Inaddition, the capability of using the methods and tools in a natural way inu-ences the e�ectiveness of the search or exploration process. When evaluatinginformation retrieval systems the user's needs are often considered rather nar-rowly, based on the relevance judgments of the results acquired from a query.The reason for this probably is that the relevance studies can be formalizedeasily. Overall user satisfaction is, of course, more important than any singlerelevance evaluation. To outline a broader view one may ask how well the useris aware of the domain of the inquiry, the document collection, and her or hisinformation needs.The document collections may vary in many respects, the most relevant ofwhich for this thesis are: the size of the collection, the length of the docu-ments, the style and type of content of the texts, and the possible additionalinformation including classi�cation of the documents and index terms.The basic approaches for information retrieval and data mining for which asystem may provide support are: (1) searching using keywords or key doc-uments, (2) exploration of the document collection supported by organizingthe documents in some manner, and (3) �ltering. The keyword search sys-tems can be automated rather easily whereas the document collections havetraditionally been organized manually. The organization is usually based onsome (hierarchical) classi�cation schemes; each document is assigned manu-ally to one or several classes. Another kind of organization can be providedby introducing associations between the documents manually. Filtering refers14The bibliography of the Self-Organizing Map (SOM) and Learning Vector Quantization(LVQ) compiled in the Neural Networks Research Centre at Helsinki University of Technologyis available at the WWW address http : ==www:cis:hut:fi=nnrc=refs=.40



to discarding uninteresting documents from an incoming document ow.4.1 Two traditional information retrieval methodsIn the following, the traditional methods for information retrieval are presentedto provide a background for the introduction of the SOM-based approach.Keyword searchOne of the oldest methods of searching for texts that matches a query is toindex all of the words (hereafter called the terms) that have appeared in thedocument collection. The query itself, typically a list of appropriate keywords,is converted into a list of terms. This list is compared with the term list of eachdocument to �nd matching documents. Various Boolean logic expressions canbe formulated to control the breadth of matching. For instance, instead of asimple list of terms, the query can be based on a Boolean expression of theterms. The following three basic problems make it di�cult to apply Booleanlogic to text retrieval (see, e.g., Salton, 1989). (1) Recall and precision15 ofretrieval is sensitive to small changes in formulation of a query. For Booleanqueries there is no simple way of controlling the size of the output, and theoutput is not ranked in the order of relevancy. (2) Considering the resultsof a query it is not known what was not found, especially if the documentcollection is unfamiliar. (3) If the domain of the query is not known well it isdi�cult to formulate the query, i.e., to select the appropriate key words.It is a very basic problem in the text document management that di�erentwords and phrases are used for expressing similar objects of interest. Nat-ural languages are used for the communication between human beings, i.e.,individuals with varying background, knowledge, and ways to express them-selves. Therefore, if information retrieval is based only on the keywords asthey appear in the text some interesting documents may not be discovered, ormisleading documents may be returned. The traditional information retrievalmethods have limited possibilities to tackle this phenomenon. Clearly, theinformation retrieval systems might therefore bene�t from taking into accountthe contexts of the words and deriving relations of the words based on thecontextual information.One solution suggested for the selection of a vocabulary or of keywords is15The two standard measures of retrieval e�ectiveness are precision, the number of relevantretrieved documents over the total number of retrieved documents, and recall, the ratio ofrelevant retrieved documents to the total number of (known) relevant documents.41



the use of thesauri. The systems could return not only the documents thatmatch the query but also documents that match some synonyms, found inthe thesaurus. However, if a thesaurus is used, the system will often return alarger number of irrelevant documents. Another problem in using a thesaurusthat it may be di�cult to create and maintain manually.Vector space modelIn the automatic recognition of items such as visual objects or segments ofspeech, one often represents the item as a real pattern vector of a number offeature values. One of the oldest pattern recognition methods is to comparethe representations in some metric, e.g., the Euclidean metric, or based onsimilarity functions such as direction cosines between the pattern vectors.The vector space model has been proposed by (Salton et al., 1975; Salton,1989) to document collection analysis. It constitutes an alternative approachto the use of the Boolean algebra to combine the terms in the queries. Inthe vector space model, both the stored documents and the user's queries arerepresented by vectors where each dimension corresponds to a term. The valueof a component, called a weight, may be a function of the frequency of theoccurrence of the term in the document, and of how important the term isconsidered to be. Documents and queries are then compared based on somesimilarity functions between the vectors. Given a query, each document can beassigned a similarity score which indicates the quality of the match between thequery and the document. The scores can be ranked and displayed to the userto provide the documents in the intended order of relevancy. Also word counts,i.e. term frequencies, can be used to measure di�erences of emphasis betweendocuments. A major problem in the vector representation of documents isthat in the representation all pairs are considered equally similar. Semanticalrelationships between the terms are not taken into account.4.2 Requirements for information retrieval and textual datamining systemsA successful system should be able to tackle the most important problemareas of information retrieval and textual data mining that were discussed inSection 4.1. In addition, it should be possible to use the system in di�erentways to meet as many of the di�erent needs as possible. In the following ashort summary of the basic requirements is given. The system should:42



� support all of the basic functions: searching, exploration, and �ltering,� require as little human intervention as possible in order to enable pro-cessing of very large document collections,� in searching, provide the results in the order of relevancy and o�er meansfor exploiting what was left out from the result,� support exploration by giving views on the document collection,� degrade gracefully even if the documents are poorly written,� be computationally feasible, and� take into account, in a general way, the inherent features of naturallanguage, and adapt to the speci�c use of the system.A thorough overview of connectionist models in information retrieval is givenin (Doszkocs et al., 1990). The connectionist models, often combined with theprinciples of the vector space model, appear to be a promising alternative forthe traditional keyword-based methods. In the following, a novel SOM-basedmethod for information retrieval and textual data mining, called WEBSOM, isintroduced. The WEBSOM aims at satisfying the requirements listed above.4.3 WEBSOM - document maps based on word category mapsSOM-based approachesTo produce maps that display similarity relations between document contentsa suitable statistical method must be devised for encoding the documents.Perhaps the most straightforward method is to encode the documents basedon the words or words forms they contain. In an early study, a small mapof scienti�c documents was formed based on the word forms in their titles(Lin et al., 1991; Lin, 1992). Later also Lin has extended his method to full-text documents (Lin, 1997). When using the vector space model, the generalprocedure for converting documents to vectors can be summarized as threesteps (modi�ed from Lin, 1997):1. Identify a vocabulary from the document collection (based on the wordforms in the document titles, in the abstracts, or in the full texts).2. Delete some common words using a stop list. Remove also the most andleast frequently occurring terms.43



3. Index the document collection on the basis of the remaining list. Thecomponents of a document vector can consist of:(a) binary digits{the value depends on whether the corresponding termappears in the document or not;(b) weights based on the frequency of occurrence of the term in thedocument;(c) weights based on the term frequency and the inverse documentfrequency. The inverse document frequency is the inverse of thenumber of documents in which the term occurs (Salton et al., 1975;Salton, 1989).Scholtes has developed, based on the SOM, a neural �lter and a neural interestmap for information retrieval (Scholtes, 1993). In addition to encoding thedocuments based on their words, Scholtes has used character n-grams16 in theencoding. This approach has also been adopted in (Hy�otyniemi, 1996). Merkl(1993; 1994; 1995a; 1995b; 1997; Merkl et al., 1994) has used the SOM tocluster textual descriptions of software library components based on similarprinciples. Some of the experiments have been based on the use of hierarchicalSOMs (see Chapter 2). Document maps have also been created by Rozmus(1995) and Zavrel (1995; 1996). The AI Group lead by Hsinchun Chen in theMIS Department at the University of Arizona report that they have used theSOM in their \ET-Map" in categorizing the content of Internet documents toaid in searching and exploration17.The WEBSOM methodBy virtue of the Self-Organizing Map algorithm, documents can be mappedonto a two-dimensional grid so that related documents appear close to eachother. If the word forms are �rst organized into categories on a word categorymap, an encoding of the documents can be achieved that explicitly expressesthe similarity of the word meanings. The encoded documents may then beorganized by the SOM to produce a document map. The visualized documentmap provides a general view of the document collection.The basic processing architecture of the WEBSOM method is presented inFigure 9. The details of the method are described in Publications 4 and 5. Anoverview is given below.16N-gram is a sequence of n characters.17A demonstration of the ET-Map is available at the WWW addresshttp : ==ai:bpa:arizona:edu=ent= 44
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unsupervised learning are presented in Publication 5 as well as in the technicalreport (Honkela et al., 1996).BrowsingA WWW-based browsing environment has been developed for supporting theexploration of document collections. The browsing tool provides a view ofthe map. First, the user may zoom at any map area of the main map bypointing to the map image to view the underlying document space in moredetail. The clustering between the neighboring map nodes has been shownusing di�erent shades of gray (see, e.g., Ultsch and Siemon, 1990; Ultsch, 1993;Merkl and Rauber, 1997): if the model vectors are similar, light shades areused. Otherwise the dark shade indicates that there is a jump in neighboringmodel vectors. The WEBSOM browsing interface is implemented as a set ofHTML19 documents that can be viewed using a graphical WWW browser.The interface and its use in exploring document collections is considered indetail in (Lagus et al., 1996a; 1996b; 1996c). An example of a document mapis shown in Figure 10.A map of conference abstracts is presented in (Lagus, 1997). The use ofthe SOM in data mining of both numerical and textual data collections isconsidered in detail in (Kaski, 1997b). General aspects of using the documentmaps are presented in Publication 8.Recent developments of the WEBSOMSince the �rst results the WEBSOM method has undergone signi�cant devel-opments. The developments, some of which are still unpublished are listedbelow.� Methods that enable computation of very large maps have been devel-oped (Kohonen et al., 1996b; Kohonen, 1997). The largest map so farcontains over one million documents20.� The quality of the large document maps has been improved by enlargingthe word category maps considerably. The overloading problem of wordcategory maps, i.e., the problems caused by each map node containingtoo large a number of words is discussed in Publication 6.19HyperText Markup Language20The demonstration can be seen in the WWW address http : ==websom:hut:fi=websom=.46
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Figure 10: An example of a document map. Approximately 12000 articlesthat have appeared in the Usenet newsgroup comp.ai.neural-nets have beenpositioned on the map. The titles of the articles in �ve map nodes have beenshown. Duplicate titles have been removed.
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� A new mode of using the document maps is based on content-addressablesearch. The user provides a query, a list of terms or a document. Thenodes that best represent the query are then highlighted on the mapdisplay to facilitate the exploration of the map.� Recently, a method for automatic labeling of the document map hasbeen developed. For the exploration tasks, the labels provide informa-tion on the contents of the nodes. For small maps the labels can beadded manually but when large maps are considered automatic labelingis needed.The developments mentioned above will be reported in the forthcoming pub-lications of the WEBSOM team.
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5 CONCLUSIONS AND FUTURE DIRECTIONSMany issues outlined in the introduction (Chapter 1) have been worked outin the main contents of this thesis. However, some topics have been givenless emphasis than what could be expected, for example the resolution ofambiguity. The introduction outlined a large research �eld which cannot, ofcourse, be wholly covered in a single dissertation. The main results may becharacterized to be, �rst, the re�nement of the methods of how to use theSOM in natural language processing applications and modeling in cognitivelinguistics, and, second, the development of the WEBSOM method in whichthe author's main contribution has been the basic design of the two-levelarchitecture.The number of potential future directions is large, ranging from studies of theimplications of the present work in, for instance, linguistics and philosophy oflanguage. On the other hand, further development of applications warrantsinvestigations. Some speci�c possibilities are mentioned in the following.It would be interesting to study further the relationship between modelingnatural language interpretation using the SOM and some related theories. In-teresting viewpoints can be found in linguistics, cognitive linguistics, cognitivescience, and philosophy of language. Speci�c related theories include, e.g., pro-totype theory, cognitive grammar, relevance theory, and constructivism. Theuse of the SOM in natural language processing could be compared with thewide range of other statistical and corpus-based approaches.There exist several alternatives of encoding contextual information in the textsfor the word category map. Only a small sample of these was covered inthis work. Moreover, other means of collecting contextual information couldbe developed. They may be based on, e.g., associating words with input ofother modalities. New applications in areas such as machine translation andcollaborative systems could be developed. In machine translation the wordcategory maps could be used, e.g., in lexical selection, i.e., �nding a suitableword or phrase to be used in a context. Text materials in languages otherthan English could be processed. In the current work, the various word formsof the lexemes were encoded separately. This approach seemed to work wellwhen English is considered. If the basic form of a word may occur in over10 000 di�erent inectional word forms (like verbs in Finnish) novel problemsmust be solved.In the WEBSOM method the relationship between the input data character-istics, the choices of the values for the parameters, and possible preprocessingtools requires in-depth studies. As a concrete example one may consider the49



e�ect of the document length on the WEBSOM process. In some cases a longdocument might be divided into shorter parts which would probably haveclearer identity. In traditional keyword search that uses the Boolean algebrato combine the keywords one advantage is the possibility to combine terms invarious ways so that the user controls the process. Similar functionality canbe achieved in the WEBSOM method by allowing the user to combine theresults of subsequent searches on the document map. It would also be usefulto study user satisfaction in evaluating the WEBSOM method.
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