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commercial wireless systems is growing rapidly in popularity. Unlike more tra-ditional methods such as time-division multiple access (TDMA) or frequency-division multiple access (FDMA), spread-spectrum techniques are broadbandin the sense that the entire transmission bandwidth is shared between all usersat all times. This is done by the spreading of the users' signals onto a band-width much larger than an individual user's information rate. The advantagesof spread-spectrum techniques include simpler statistical multiplexing with-out explicit scheduling of time or frequency slots, universal frequency reusebetween cells, graceful degradation of quality near congestion, and exploita-tion of frequency-selective fading to avoid the harmful e�ects of deep fadesthat a�ict narrowband systems.Since spread-spectrum systems do not explicitly schedule time or frequencyslots among the users, the central mechanism for resource allocation and in-terference management is power control. Each user varies its access to theresources by adapting its transmit power to the changing channel and inter-ference conditions. While in the IS-95 standard, power control is used basicallyas a mechanism to keep the received powers of users equal so that the nearbyusers do not dominate over the far away users, the more general emerging viewis that it is a exible mechanism to provide di�erent Quality-of-Service (QoS)to users with heterogeneous requirements.In this survey paper, we would like to review the results on two sets of issuesassociated with resource allocation and power control problems in spread-spectrum systems:� What are the appropriate power control algorithms which provide desiredQoS requirements while minimizing the power usage?� How can the capacity of a power controlled spread-spectrum network becharacterized?We will address these questions in two settings.A typical way the wideband channel is shared among the users is through aspread-spectrum technique called direct sequence CDMA (DS-CDMA), whereeach user's information symbols are spread over the wideband channel by itsunique signature sequence. To discriminate among the users, receivers of vary-ing complexity can be implemented at the base-station. We will focus on theclass of linear receivers, i.e. receivers that operate linearly on the total receivedsignal to demodulate the symbols of a particular user. The simplest such re-ceiver is the one which is matched to the signature sequence of the desireduser. This matched �lter receiver is the receiver used in the IS-95 standard.Multiuser receivers are more sophisticated receivers which take into accountthe signature sequences of the interfering users as well, thereby providing abetter interference suppression capability.2



For these linear receivers, we describe decentralized power control algorithmsthat enable resources to be rapidly reallocated among users without the needfor centralized decision making. These algorithms are iterative in nature, andconverge to the unique minimal possible power allocation that satis�es thedemands of the users in the network. We will also show that these systemsare all interference-limited, in the sense that the user capacity is limited evenwhen there are no power constraints. We will present a unifying frameworkto characterize and compare network capacity for di�erent receivers based ontwo notions:� e�ective interference: a measure of the e�ect an interferer has on thedesired user.� e�ective bandwidth: a measure of the amount of network resources con-sumed by each user in the system;The formulas for e�ective interference and e�ective bandwidths depend onthe linear receivers. Thus, these notions serve as a unifying basis for perfor-mance comparison in this class of receivers. One can also think of the e�ectivebandwidth of a user in a spread spectrum system as the analog of the numberof time or frequency slots used by a user in a narrowband system. However,because the signals of users in a DS-CDMA system are superimposed on eachother and discriminated by signal processing techniques, the existence of suchnotions is non-trivial, and indeed hold only under certain conditions whichwill be speci�ed.The above results are in the more practical setting of linear receivers for DS-CDMA systems. In the second setting, we take a more speculative point of viewand ask a more fundamental question: what are the optimal power control andresource allocation schemes for spread-spectrum receivers that are informationtheoretically optimal? For the single-cell scenario, a complete answer to thisquestion is described. Using multiuser information theory, the power controlproblem is formulated as the optimization of certain objective functions of thetransmit powers subject to constraints imposed by the desired performancetargets. By identifying polymatroid structure in the constraints, explicit greedysolutions to the optimal power allocation problems are derived. The solutionsprovide a nice contrast to the corresponding results for linear receivers, as theyare very di�erent in avor.The problem of power control in wireless networks has receivedmuch attentionin recent years, and our survey here is by no means exhaustive. For a surveyon power control that focusses on narrowband wireless networks we refer thereader to [7]. In the present paper, we focus on spread spectrum wirelesssystems, and the bias is towards the issues that we ourselves have studied inthe past, and thus the paper is very much shaped by our outlook on the �eld.3



While power control and spread-spectrum communication are traditionallythought of as physical layer subjects, we will show that many interesting net-work layer resource allocation problems require an understanding of the under-lying spread spectrum physical layer that gives rise to optimization problemsinvolving power control. Although we consider a variety of di�erent resourceallocation problems, we �nd two fundamental principles that are common toall: monotonicity and conservation laws. Monotonicity is crucial to the proofsof all convergence algorithms, and reects the basic fact that if one user in-creases its share of the available network resources, then the remaining usersobtain a smaller share of the resources. A stronger form of monotonicity ismanifested in the other principle of resource conservation: there is always atotal amount of network \resource", which can be shared out in various ways,but the total amount is �xed. The subtlety is in the appropriate de�nition of\resource", and this varies from problem to problem.The rest of the paper is structured as follows. In Section 2, we review results onpower control and capacity under the standard matched-�lter CDMA receiver.We will then consider corresponding questions for linear multiuser receiversin Section 3. We then turn to power control problems for information theoret-ically optimal receivers in Section 4. Section 5 contains our conclusions andsome open problems.2 Conventional Matched Filter Receiver2.1 Basic ModelIn a spread-spectrum system, each of the user's information or coded symbolsis spread onto a much larger bandwidth via modulation by its own signatureor spreading sequence. The following is a sampled discrete-time model for asymbol-synchronous multi-access spread-spectrum system:y = MXi=1Xisi +w; (1)whereXi 2 < and si 2 <L are the transmitted symbol and signature spreadingsequence of user i respectively, and w is N(0; �2I) background Gaussian noise.The length of the signature sequences is L, which gives the spreading ratiobetween the rate of narrowband information symbols (the Xi's ) and the rateof the wideband spread-spectrum signals (the Xisi); L is sometimes calledthe processing gain. The received vector is y 2 <L. We assume the Xi's areindependent and that E[Xi] = 0 and E[X2i ] = pi, where pi is the received4



power of user i. Each sample is sometimes called a chip.Rather than looking at symbol-by-symbol detection, we are interested in themore general problem of demodulation, extracting good estimates of the (coded)symbols of each user as soft decisions to be used by the channel decoder [57].From this point of view, a relevant performance measure is the signal-to-interference ratio (SIR) of the estimates, which can be taken as a Quality-of-Service measure for the user. Strictly speaking, the SIR does not completelycharacterize performance such as bit error probability, since the interferencefrom other users is not necessarily Gaussian. However, it is found in practiceto be a reasonable measure, and its use is further justi�ed rigorously in [76],[77], [96] for a large system with many interferers, using the Central LimitTheorem.For convenience, let us focus on the demodulation of user 1's symbols, and thecalculation of its SIR. The same approach can be taken to study the perfor-mance of any other user. The conventional CDMA receiver for demodulatinguser 1 is to perform the matched �ltering s1 � y on the received signal y. Thisdespreads the signal of user 1, inverting the original spreading operation atthe transmitter, and results in the e�ective channel:X1 ! X1(s1 � s1) + MXi=2Xisi � s1 + s1 �wThe SIR for user 1 is the ratio of user 1's signal energy to that of the noiseplus other users' interference at the output of the matched �lter, and is givenby: signal SIR1 = (s1 � s1)2p1(s1 � s1)�2 +PMu=2(s1 � su)2pu (2)In the context of this conventional receiver, the basic questions of power controland network capacity can be concretely stated as:� Given a set of users with desired SIR requirements, does there exist trans-mit powers such that the requirements are met? If so, how can the powersbe controlled?� How do we characterize the number of users whose SIR requirements canbe simultaneously met via appropriate power control?2.2 E�ective InterferenceA natural question at this point is the choice of the signature sequences fsig.To avoid interference, it is easily seen that the sequences can be chosen to be5



orthogonal to each other. In practice, this is usually not possible in an up-link CDMA system for several reasons. First, the underlying physical wirelesschannel may cause multipath distortion to the transmitted signal, such thatseveral delayed replicas of the signal is superimposed together at the receiver.Hence, even if the transmitted signature sequences were chosen to be orthog-onal, the received signatures would not be. Second, uplink CDMA systemsare usually asynchronous, which means that there is a random relative delaybetween users so that a symbol of a user overlaps with two partial symbols ofan interferer. Third, there may be more users than the processing gain L.Rather than having a detailed model of these physical layer phenomena, wewill stick to the simple synchronous channel (1) but assume that the signaturesequences are randomly and independently chosen so as to capture the uncoor-dinated nature of spread-spectrum systems. In fact, practical CDMA systemsoften employ pseudonoise sequences which are a very close approximation totrue random sequences (see for e.g. [80, Chapter 2]) for which our model isappropriate.Under random spreading sequences, eqn. (2) can be approximated by:SIR1 � p1�2 + 1LPMu=2 pu (3)The factor 1=L can be thought of as the processing gain advantage. This ap-proximation can be justi�ed in two speci�c scenarios where random sequencesare used. First, the spreading code of a user can be part of a long pseudo-noisesequence which spans many symbols (such as in the IS-95 system). Each en-try of the sequence can be modeled as i.i.d. equally probable to be +1=pLor �1=pL. Each term in the denominator of (3) is then the expected valueof the interference (s1 � su)2pu due to interferer u, averaged over the random-ness of the spreading sequences. For a system with coding over consecutivesymbols, this SIR averaged over di�erent symbols is more important than theinstantaneous SIR during a single symbol period.Another scenario for which the approximation (3) can be justi�ed is for sys-tems where the spreading sequence of each user is repeated from symbol tosymbol, but it is randomly selected initially when the user enters the network.In this case, the SIR for each symbol is the same but random depending onthe initial choice. It is proved (Prop. 3.3 in [67]) that in a large system withmany users, i.e. L;M ! 1, but number of users per unit processing gainM=L �xed at �, the random SIR1 for user 1 converges in probability to thedeterministic number: p1�2 + � R10 pdF (p)where F is the empirical distribution of the received powers of the interfer-ers. This result thus supports (3) as a �nite system approximation to the6



performance.While the use of long pseudonoise sequences to average out the interference isreasonable for conventional CDMA systems which treat other users as whitenoise, repetition of the spreading sequence is more suitable for the imple-mentation of more sophisticated receivers which try to adaptively exploit thestructure of the interference provided by the signature sequences of the in-terfering users. (See [72,75] for further discussions and comparisons betweenthese two approaches.) We will return to this point in Section 3 when wediscuss multiuser receivers. For the purpose of the present section, however,we will take the SIR equation (3) as the starting point, abstracting away theunderlying physical layer structure.The abstraction (3) shows that we can ascribe an e�ective interference of pu touser u, summarizing the e�ect of user u on other users. While this concept isalmost trivial in the setting of the conventional receiver, we will see in Section3.4 that this concept can be extended to multiuser receivers in a nontrivialmanner.2.3 E�ective Bandwidth in a Power-Controlled CellWe will now focus on a single-cell scenario where every user is received andpower controlled to a single base-station, and we will derive the capacity ofsuch a system.Power control is almost a necessary feature of a CDMA system. Indeed, in thecurrent implementation of CDMA in the IS-95 system, all users within thesame cell control their transmit powers in such a way to be received at thesame power at the cell site. The reasoning behind this type of power controlis that if users do not control their powers in this way, then one user close tothe receiver can completely dominate the others, and drown out the signals ofthe other users. This is known as the \near-far" problem (see [51]), so namedbecause it is likely to occur, without power control, when an interferer is nearto the desired signal's receiver, and the user himself is far.The common power control policy in which users equalize their received powersis analyzed in many references ([18], [81], [82], [83], [84]). However, an implicitassumption is that the system under study is for one class of service (eg. voice)and it is not di�cult to see that it can be extended to allow multiple classes ofservices to be accommodated simultaneously. This extension was undertakenin ([21], [22], [23]) and, independently, in [91], and leads to the notion of thee�ective bandwidth of a user within a class of service.Consider now the situation when there are J di�erent classes of service avail-7



able. The di�erent service classes might o�er di�erent bit rates, or di�erent biterror rates, so that users in di�erent classes have di�erent SIR requirements.Let �j be the SIR requirement of the users in class j and suppose there areMj users in class j. If users in class j are received at power pj , then the SIRachieved by those users is given bySIRj = pj�2 +PJi=1 �ipi � pj=L j = 1; 2; : : : ; J (4)where �j = MjL is the number of users in class j per unit processing gain.In a system with large processing gain L, the contribution of an individualinterferer is negligible, and we can further simplify the above equation to:SIRj = pj�2 +PJi=1 �ipi j = 1; 2; : : : ; J (5)The power control problem then arises: how do the J classes choose theirJ respective received power levels in order to meet their desired SIRs? Thebasic requirement is that a solution in p can be found to the following linearinequalities: pj�2 +PJi=1 �ipi � �j j = 1; 2; : : : ; J (6)but it can easily be shown that a solution exists if and only if a minimalsolution exists, satisfying equality in every constraint. The minimal solutionis given by p�j = �2�j1 �PJi=1 �i�i j = 1; 2; : : : ; J (7)It is interesting to see how a notion of e�ective bandwidth arises from equation(7). Let �j denote the e�ective bandwidth of a class j users. Equation (7) showsthat it is not always possible to carry all the services simultaneously, and thecondition for feasibility is precisely that the sum of the e�ective bandwidthsdoes not exceed unity.We can interpret JXj=1�j�j < 1 (8)as a capacity constraint on the network, when there are no limitations imposedon the transmit power levels of the users. As such, it reects the fact that8



the CDMA system with conventional receiver is interference-limited, i.e. thenumber of users per unit processing gain cannot go unbounded even withoutany power constraints. It is also intuitively clear that power constraints shouldfurther reduce capacity. Let �Pj be the power constraint on the received powersof the class j users. The e�ective bandwidth constraint then becomes:JXj=1�j�j < min1�j�J "1 � �j�2�Pj # (9)2.4 Power Control in a Cellular NetworkIn this subsection we extend the power control results of Section 2.3 to thecellular network case. The focus is on deriving power control algorithms whichyield minimal powers if it is at all feasible that the SIR requirements of theusers can be simultaneously met. Moreover, in a cellular network, users inone cell create interference in all other cells, and thus the important issue ofdecentralization arises: it is essential that any power control algorithms shouldbe based on localized information, and not on centralized decision-making. Theproblem of capacity characterization of cellular systems, which is considerablymore complicated than the single cell scenario, will be discussed in Section2.5.A traditional cellular network is depicted in the top of Fig. 1. Each cell has acentrally located cell site and all users in the cell transmit to this cell site. Thisis the basic model for a narrowband, cellular network. In CDMA, however, thenotion of \cell" is relaxed to obtain what is known as \soft handover". When auser is in soft handover between two (or more) cell sites, it really resides in bothcells simultaneously, as depicted in the bottom of Fig. 1. Thus a user movingbetween two cells will spend a period in a soft-handover mode in which it sendssignals to both cell sites, and in the IS-95 standard, the strongest signal atany one time is selected by the mobile switching center (\selection diversity").We shall now formulate the general problem of optimal joint power control andcell-site selection. In what follows, we assume that during the communicationperiod of interest, user i is in soft handover with a set of cell sites, which wedenote by Di. If jDij = 1, then the user is strictly within a particular cell.Each user has a unique SIR target corresponding to its own particular servicerequirement, and there are M users. Let K be the number of cell sites in thenetwork.We consider the network at an instant of time, and capture the random fadingsfrom each user to each cell-site in the M �K matrix �. Thus, �[u; k] is thefading from user u to cell site k, which means that if user u transmits with9
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mobileFig. 1. Traditional cellular (top) vs CDMA cellular (bottom)power pu, it is received at cell site k at received power pu�[u; k]. We assumethat user i has SIR requirement SIRi � �i.The power control and cell-site selection problem is to choose transmit powerlevels (pi)Mi=1, and cell-site selections (ci)Mi=1 such thatci 2 Di (10)pi�[i; ci]1LPu6=i pu�[u; ci] + �2 ��i i = 1; 2; : : : ;M (11)Note that this problem is more di�cult than the single cell problem withsimple linear inequalities in (6). In particular, it is only piecewise linear, and10



involves the potentially combinatorially explosive problem of �nding an ap-propriate allocation of users to cell sites, a problem that requires knowledgeof the entire system path gain matrix for its solution. There is no hope ofwriting down an explicit solution, except in simple cases. The resolution ofthis problem is to focus on an adaptive power control algorithm that rapidlyconverges to a minimal solution for transmitter powers. The optimal alloca-tion of users to cell sites is then determined by the solution. Moreover, thealgorithm can be implemented in a decentralized manner, in the sense that anindividual user adapts its transmit power level based only on locally availableinformation.The algorithmic solution we now describe was obtained independently in [89]and [22], and both approaches are based on a monotonicity condition thatapplies to the problem. Following the elegant formulation of [90], let us de�nethe interference function I(p) byI : <M !<Mp! I(p)where Ii(p) = mink2Di( 1LXu6=i pu�[u; k] + �2) �i�[i; k] i = 1; 2; : : : ;M (12)Then the inequalities (11) can be expressed asp � I(p) (13)and we say that a vector p is feasible if and only if (13) is satis�ed 3 . Notethat if p is feasible, then for each i we obtain a feasible cell-site allocation cias the minimizing value of k in (12).The power adaptation algorithm of interest is de�ned in discrete time, andfor simplicity we assume users adapt their powers in a synchronous manner,although convergence can also be proved for asynchronous updates [90]. Thealgorithm is deterministic and iterative, so at time n, the new transmit powerscan be de�ned in terms of the transmit powers at time n � 1 in a recursivefashion.Algorithm 1 Start at time 0 with an arbitrary vector of positive transmitpowers p(0). Then the transmit powers at time n are de�ned byp(n) � In(p(0))3 The inequality � for vectors means greater than in every component.11



so that p(n+1)i = mink2Di( 1LXu6=i p(n�1)u �[u; k] + �2) �i�[i; k] i = 1; 2; : : : ;M (14)The associated cell-site selection algorithm is given byc(n+1)i = argmink2Di( 1LXu6=i p(n�1)u �[u; k] + �2) �i�[i; k] i = 1; 2; : : : ;MThe following theorems characterize the convergence of this algorithm:Theorem 2.1 If the inequalities (13) have a solution, then there exists a min-imal solution, (p�; c�), with p � p�, for any other solution (p; c). All inequal-ities are satis�ed with equality at the minimal solution. ([89], [22])Theorem 2.2 For any initial, non-negative vector of transmit powers p(0),the following convergence result holds:In(p(0))! p� as n!1where p� is a minimal power solution. ([89], [22])There are three properties of the interference function that can be used toprove Theorems 2.1 and 2.2 ([90]). These are :� I(p) > 0 for all p � 0. (positivity)� if p(1) � p(2) then I(p(1)) � I(p(2)). (monotonicity)� �I(p) > I(�p) for � > 0 (scalability)In fact, it was shown in [90] that the two theorems hold for any function Isatisfying the above three properties. Monotonicity is the most fundamental(see Section 4) but scalability is also a useful property that recurs in manyother power control problems.The key feature of scalability in the proof of convergence is that providedp� exists, one can scale it up arbitrarily, to create an arbitrarily large fea-sible power vector, u. Using monotonicity, it then follows that In(u) # p�.Conversely, it is easy to see that monotonicity implies In(0) " p�. Conver-gence from an arbitrary starting power vector p(0) then follows by a sandwichargument.A nice feature of the power adaptation algorithm, from an implementationpoint of view, is the way it provides a decentralized solution to the powercontrol problem. Consider the right hand side of (14) which can be written as12



mink2Di( 1LI(n�1)k + �2) �i�[i; k] where I(n�1)k is the total received power of all otherusers at cell site k at step n � 1 of the algorithm. Thus, at each step of thealgorithm, user i need only know its own desired �i, its own path gains to thecell-sites in which it is is in soft-handover, and the total received interferenceat each of these cell sites. The user does not need to know any informationabout other cell sites in the network, and it does not need to know anythingabout the transmit power levels, or the path gains, of any other user.Cell-site selection can be thought of in the following way. At each step of thealgorithm, the user listens to broadcast interference levels from each of thecell-sites in its soft-handover set. The user then computes the transmit powerlevels that it would need if it were to send to each of these cell sites, andthen transmits with the minimum computed power. Apart from this powercontrol mechanism, the cell-site selection plays no other role. Each cell sitein the soft handover set can still demodulate the user's signal and send it tothe switching center. The switching center does the cell site selection, but thedecision can be based on frame error rates, rather than on explicit knowledgeof the selection that the mobile itself made when it transmitted the signal.The above cell-site selection is also known as selection combining. If coherentdemodulation is used, then a more sophisticated form of combining is maximalratio combining. This type of combining, in the context of multiple cell sites, iscalledmacrodiversity, and requires a link between each cell site to a centralizedprocessor. Power control and capacity are studied for a macrodiversity networkin [23].To conclude this subsection, it should be remarked that the power control for-mulation described above assumes that all users have target SIR requirementsand the transmit powers are controlled to meet those requirements. An alter-native formulation, known as power balancing and adopted by much of the�rst works on power control ([2], [48], [92], [93]), is to maximize the minimumSIR achieved by all the users in the network. It follows from the monotonicityproperty that at the optimal solution, all users achieves a common SIR; thus,a better description of this formulation may be SIR balancing. In this formu-lation, there is no notion of network capacity; instead, a best-e�ort service isprovided given the resources in the network and the current congestion level.It should also be noted that [2], [92], [93] in fact addressed the power controlproblem in the context of narrowband systems where users in the same cellhave their own channel. In this case, the objective is to mitigate the co-channelinterference between users in di�erent cells to facilitate frequency re-use. How-ever, conceptually the power control problem is very similar to the one in theCDMA context. Historically, the important paper [92] (see also [93]) intro-duced the notion of adaptive, decentralized algorithms for power control in thenarrowband context. 13



2.5 Capacity of Cellular NetworksAlthough it is natural to to include soft-handover in any model of a CDMAcellular network, early work on power adaptation for cellular CDMA systems[21] (see also [17] for the narrowband case) focussed on a network with a �xedcellular structure, i.e. no cell-site selection. In this case, an underlying linearitysimpli�es the power control problem and provides some further insight intothe issue of congestion and e�ective bandwidth.In this case, we can assume that for each user i there is a �xed cell site cicorresponding to the cell in which user i resides. ThenIi(p) = ( 1LXu6=i pu�[u; ci] + �2)�i=�[i; ci]The �xed point equation p = I(p) then simpli�es to the linear system ofequations (I � B A)p = b (15)where I is the M �M identity matrix, B is a diagonal matrix with entries�1; �2; : : : ; �M , and A is a M �M matrix with entries:A[i; j] = 8><>: 1L �[j;ci]�[i;ci] i 6= j0 i = jand b = �2BH�11, where H is a diagonal matrix with ith entry �[i; ci], and 1is the vector of all 1s. Note thatA is not strictly positive, but it is primitive (itssquare is strictly positive) and so the Perron-Frobenius theory ([59]) applies.Indeed, it is well known from Perron-Frobenius theory that (15) has a positivesolution, p�, if and only if �� < 1, where �� is the Perron-Frobenius eigenvalueof BA. If �� < 1 then (I � BA)�1 exists and is positive, so we can express p�as p� = (I � BA)�1b (16)Algorithm 1 reduces in the �xed cells scenario to the simple Jacobi iterationp(n+1) = b+ BAp(n) (17)and it is well known from Perron-Frobenius theory that (17) converges if andonly if �� < 1, and if �� < 1 then it converges to p�. These results providefurther insight into the performance of Algorithm 1, which behaves as (17)14



until a cell site re-selection occurs. If the �nal optimal cell site allocation were�xed and known a priori, then (17) would provide geometric convergenceto the minimal power allocation, at a rate given by ��. Since the optimalallocation is not known, Algorithm 1 allows dynamic cell site selection, andthis complicates the convergence analysis. However, recent work [33] has shownthat Algorithm 1 does converge at a geometric rate, provided the allocationof users to cell sites at the optimal solution is unique (and this is true withprobability 1, see [22]).The capacity constraint �� < 1 suggests that �� itself might provide a mea-sure of congestion. In the single cell case, we can easily compute that �� =1LPMi=1 �i, under the approximation that the received power of each user's sig-nal is negligible compared to the total received power of the other users. Notethat �� is then precisely the sum of e�ective bandwidths, as in (8).The multiple cell scenario is much more complicated, as it has a spatial as-pect, and \congestion" no longer just depends on each user's own e�ectivebandwidths, but also on the path gains of each user in the network. While itis unrealistic to expect that a single number can capture all aspects of conges-tion in a spatial model, it is of interest to see what �� might be measuring inthe multi-cell case. This is the subject of investigation in [28] in which �� is re-lated to other measures of congestion, such as total received powers at cellsites(i.e. interference levels), \power warfare" (the sensitivity of power levels in thenetwork to new tra�c), and actual tra�c levels in the network (as measuredby e�ective bandwidths). Indeed, lower bounds on �� are provided which aresums of e�ective bandwidths in regions, where the regions range from singlecells, to the whole network itself. A recent paper [4] shows a very strong cor-relation between small uctuations in �� and outage events in a simulatedcellular model with maximum power constraints on the users. Nevertheless,the interpretations here for �� are not as clear-cut as in the single cell case,and for that matter, it is di�cult to be precise about what \congestion" meansin the multiple cell context. When we look at soft-handover, for example, theeigenvalue that corresponds to the cell site allocation that minimizes the pow-ers in the network is not necessarily the same as the smallest eigenvalue out ofall cell site allocations. The minimum power allocation reduces the congestionas measured by power consumption, yet the minimum eigenvalue allocationmight provide more capacity when the network load increases; one can makea distinction between \power warfare" congestion, and \capacity congestion".Fortunately, this is not a practical problem, since cell site allocation need notbe �xed, but can instead be dynamic, as it is in Algorithm 1, and the minimumpower allocation is then always optimal.In the case of macrodiversity [23] (i.e. network-wide soft-handover, with max-imal ratio combining) a network-wide notion of congestion arises that makesthis distinction between \capacity congestion", and \power warfare" conges-15



tion particularly clear. In contrast to the cellular models, capacity can becompletely characterized by an e�ective bandwidth constraint:JXj=1�j�j < K (18)where K is the number of cell sites in the network. Note that the total e�ec-tive bandwidth PJj=1 �j�j does not depend on the path gains in the network.However, this measure of congestion does not characterize a kind of \powerwarfare" congestion that can arise when too many users are located in closeproximity, and it is not an adequate measure of congestion when power con-straints are imposed.It may well be that power consumption is the bottleneck resource in a radionetwork, and congestion then needs to be measured with respect to this re-source. In addition to ��, measures such as the total received power at eachcell site in the network may be important ([21]). How all these measures relateto each other, and which will actually prove useful in admissions control andow control applications is not yet well understood.2.6 Extensions to Basic Model2.6.1 Power ConstraintsThe basic decentralized power control algorithms we have considered so farcan easily be extended to include maximumpower constraints on the transmitpowers of the users [90]. In this case, the only necessary modi�cation is to limitthe transmit power of the users at each step of the algorithm; they use theminimum of the power the unconstrained algorithm would specify and theirmaximum power level. The constrained algorithm is guaranteed to converge,and will satisfy all the users' SIR requirements if this is possible under thepower constraints. If not, those users with �nal transmit powers below theirconstraints will at least achieve their target SIRs.Although it is not the focus of the present paper, it is also possible to considerthe e�ect of power constraints on the \best e�ort" power control mentionedat the end of Section 2.4. It is clear that the problem of maximizing the min-imum SIR subject to power constraints still amounts to SIR balancing, asit was without power constraints (see [20]). It is not possible to do this ina totally decentralized way, and a centralized algorithm is obtained in [20].In future work, it may be of interest to see if better algorithms can be ob-tained which involve only limited communication between cell sites. Anotherapproach might be to include constraints on total received power levels at cell16



sites, as a way of controlling congestion in the network.2.6.2 Asynchronicity, measurement errors, stochastic e�ects, and quantiza-tionSo far we have assumed that power control operates in a synchronous fashion.The basic model in [17] is relaxed in [44] to allow asynchronism: users adapttheir powers in discrete time, but it is no longer necessary for all users toupdate their powers at each time point. Propagation delays are also modeled:it is assumed that for each user there is a delay between the interferencemeasurement at the cell site, and when this information is available to theuser. Nevertheless, [44] shows that a power adaptation algorithm, similar inform to (17), is robust in the face of these relaxations, although it is shown thatthe Perron-Frobenius eigenvalue, ��, increases if there is asynchronism, andhence some con�gurations diverge that in the synchronous case would haveconverged. The important issue of rate of geometric convergence is addressedin [44], and it is shown that asynchrony slows down the rate of convergence(precisely because �� increases).Another practical issue that is not properly addressed in the earlier algorithmsis that of measurement. For example, in the power control scheme actuallyimplemented in the IS-95 CDMA standard (see Section 2.7 for more details oftheir implementation), power levels are not measured directly at the cell site,but are extracted from matched �lter outputs, and the issue of measurementerror arises. A theoretical study that extends the algorithm in (17) along theselines is [70]. Consider the deterministic iteration:p(n+1) = BAp(n) + bbut which they write, perhaps more conveniently as:p(n+1) = B H�1(Ap(n) + �21)where H is the diagonal matrix of �[i; ci]s, 1 is the vector of all 1s, and A isde�ned by A[i; j] = 8><>: 1L�[l; ci] i 6= j0 i = jThe next step is to consider a relaxed version:p(n+1) = (1� an)p(n) + anB H�1(Ap(n) + �21) (19)where (an) is a sequence satisfying an < 1 for all n. However, this assumesthat the users can measure the interferences in Ap(n) + �21, so [70] extends17



the model to the case where the users only measure the squared value of theirmatched �lter outputs, taken over some �nite window. Randomness entersbecause the information bits of the users are random, as is the external noise,and so it follows that the matched �lter outputs are random. Indeed, therandom vector of averaged matched �lter outputs, v, can be written asv = (A+H)p + �21+wwhere w is a zero-mean random variable. The stochastic adaptation based onv can be written as:p(n+1) = (1 � an)p(n) + an(�Bp(n) + B H�1v(n))where we note that if we replace v(n) by its expected value, we would recoverthe deterministic iteration (19). Stochastic convergence results are obtainedunder various assumptions; one result being, for instance, that if the sequencean = 1n is used, then p(n) still converges to the solution p� in (16).Another feature of the IS-95 power control (again, see Section 2.7), is thatframe error rate measurements are used. A theoretical study that extends thetype of algorithm considered above to the case in which power updates arebased on bit error rate (BER) is provided in [39].An important assumption behind all the power adaptation algorithms we havementioned so far, from the original narrowband work in [92] to Algorithm 1 inthe present paper, is that updates occur so quickly that the channel gains (the�[i; j]s) can be assumed to be �xed. This does not mean that the algorithmsonly apply when users are immobile, but rather that there is a separation oftimescale between power updates and changes in propagation conditions. Theissue that the path gains themselves may be stochastic (i.e. not be knownprecisely) is considered briey in [70]. The dynamics of the iterationp(n+1) = (1� an)p(n) + an(�Bp(n) + BĤ�1v(n))are studied, where H is replaced with an estimate Ĥ. Nevertheless, this workstill assumes that the gains are time-invariant. An interesting topic for fu-ture research might be to study stochastic power control algorithms when thechannel is described by a stochastic process.So far, the theoretical power control models we have considered do not capturethe discrete nature of the transmit power levels that are available to mobilesin practical systems such as IS-95. A recent paper [3] addresses this issue andshows that notions of optimality and convergence are less straightforward. Twodiscrete algorithms are presented, both being modi�cations of the continuouspower control algorithm; one rounds up to the nearest grid point (the \ceiling"algorithm) and one rounds down (the \oor" algorithm). Both are shown to18



converge in a weaker sense to an envelope of powers, but of course oscillationsare possible. It is shown that oscillations can be avoided by �rst running theoor algorithm , followed later by the ceiling algorithm, and that this convergesto an optimal power vector.An earlier power control paper to consider quantization is [82]. This paperprovides an analysis of the closed-loop control of IS-95 power control, whichonly allows mobiles to increase or decrease their transmit powers by 1 dBbased on 1 bit feedback from the cell sites. We will examine this control, andthe analysis in [82], in more detail in Section 2.7.2.6.3 Bursty Tra�c and Rate ControlWith the rapidly growing level of data in modern communications, it is naturalto look for new power control algorithms that are more appropriate for data.Two important properties of data tra�c come into play here: it tends to behighly bursty, and it usually has less stringent delay requirements so that thereis often the exibility of being able to do some form of dynamic rate allocation.In [45], an approach is taken which assumes that burstiness of the tra�c oc-curs on a very fast time-scale, and that powers do not have time to adapt tothe dynamically changing interference in the way the previous algorithms did.Instead, transmit power levels need to be found that satisfy the SIR require-ment in a statistical sense, taking into account that the random, bursty natureof the interferers. The basic power adaptation algorithm (17) is adjusted byincluding a measurement of the variance of the interference, and it is shownto converge (in an appropriate large bandwidth limiting regime) to a solutionin which users obtain their desired SIRs a su�cient proportion of the time.The approach in [45] is sender-driven in the sense that the receiver does notattempt to control the tra�c rate of the users. An alternative approach consid-ers the scenario in which the bursty tra�c can be queued at the transmitterand explicit rate allocation and power control performed in adaptation tocongestion level, channel conditions and tra�c demands from the users. Forexample, [60] and [52], [53] study the problem in which users do not require�xed target rates, but can adapt the processing gain to keep the required SIR�xed. Thus, the SIR target for a particular user i remains �xed, but now Lcan be adapted. Indeed, di�erent users can have di�erent spreading factors, sowe should write Li for user i. The assumption is still that the overall rate ofchips/sec is held �xed, and hence the spectrum occupied by the signals is �xed,but the number of chips/information symbol Li is variable. By varying Li, useri therefore varies the rate of information in symbols/sec. More sophisticatedapproaches can even consider the target SIR as variable, as would be the casewith adaptive coding. This type of \best e�ort" bandwidth allocation may be19



very appropriate for many types of data, and indeed mirrors the sort of owcontrol provided by TCP on the Internet. The papers [52], [53] also considerthe issue of dynamic rate allocation, in which it is shown that throughput canbe increased if delay tolerant packets are scheduled so as to avoid collisionsi.e. schemes with a hybrid TDMA/CDMA avour are considered. This type ofapproach, but with focus on fading issues rather than burstiness, is also takenin [36], [37]. We will also consider this approach in more detail in Section 4.4.A related study, although not speci�cally on power control, is [49], [50]. Theseauthors study a random access model of data in a CDMA environment andshow that processing gain control eliminates bistability. In fact, they show thatthere is an optimal spreading gain for each level of backlogged tra�c (which in-creases linearly with the amount of backlogged tra�c) and that asymptotically,in the limit of large backlog and spreading gain, the optimal retransmissionprobability of a backlogged packet is 1. The connection with power control isprovided by the �nal section of the paper, in which energy constraints are im-posed. This work seems open to be extended to the case of joint power controland spreading gain control, and indeed preliminary work in this direction canbe found in [32].Recent research on ow control for the internet has advocated an economicapproach to resource allocation based on utility functions and the pricing ofresources (see [34]). This approach can also be applied to power control, andhas been taken up recently in [15], and in an information-theoretic context in[66], [26]. We will review the latter two papers in Section 4, when we return tothe problem of joint rate and power allocation in the context of information-theoretically optimal schemes.2.6.4 Admission ControlThe interesting idea that power control should be intimately connected withcall admissions control is taken up in [6] (see also [7]). Bambos and Pottie [6]formulate a notion of active link protection and incorporate this idea into thepower control procedure. In this approach, a small, positive constant, �, de�nesthe protection margin for the active calls that are already in progress. Thus,if all users require the minimal SIR of �, then it is assumed that they canactually achieve a higher SIR, namely (1 + �)�. When a new call arrives, thenetwork must decide whether or not to admit the call into the active set, andpower control is intimately related to this call admissions procedure. Whilethe active links use the basic power adaptation algorithm, with target SIRsmarginally above the minimal requirements, as described above, the new useris only allowed to increase its power at a slow, linear rate prescribed by theparameter �. It is shown that no active user will ever drop below its minimalSIR requirement, and that if it is possible for the new user to become a member20



of the active set, then it will do so eventually. However, if after a certain time-out period has elapsed, the new user has not yet become an active link, thenetwork will drop the call.2.7 Power Control in IS-95To conclude this section, we will discuss the implementation of power controland handover in the IS-95 CDMA standard ([18], [81], [82], [83], [84], [80]),and compare it with the theoretical results surveyed above.An interesting feature of IS-95 is the ability of a user to go into \soft handover"between several cell sites simultaneously. The approach to power control andsoft handover in [18] is to assume that at any instant of time, a user selects thecell site to which its current path gain is strongest. All users in the networkthen control their transmit powers in such a way to be received at a �xed re-ceived power level at their chosen cell site. The level of received power is �xed,and common to all cell sites in the network. Under these assumptions, appli-cable to a system with a single class of service, users will achieve a variableSIR, with a level dependent on the random, uctuating level of interferenceat their chosen cell site. In [18], capacity is then calculated on the basis thattra�c is uniformly distributed in the network, and that users have a minimumtolerable SIR (common to all users) that they must achieve a su�cient pro-portion of the time. Further papers in this direction consider the bene�ts ofsoft handover [84], the e�ects of other-cell interference ([83]), and the randomarrival and departure of users in the system ([81]).It is interesting to compare this power control algorithm to Algorithm 1.Rather than �xing the received power level of all users at their chosen cellsite, Algorithm 1 takes into account the interference levels at each cell site,and received power levels adapt to uctuating interference levels. This is clearlyan advantage in the case in which tra�c is nonuniformly distributed in thenetwork, and we note that the algorithm will adapt to changing tra�c pat-terns. On the other hand, Algorithm 1 may be too adaptive in some scenarios,when interference levels are very volatile, and power control algorithms donot have time to converge. A lowpass �lter can be used to overcome this ([1]))where the bandwidth is chosen to provide the desired level of smoothing ofchannel uctuations. A power control algorithm that adapts received powerson a slow time-scale (such that the received powers are constant on the fasttime-scale of fading and burstiness) is described in [24].The actual power control in IS-95 has an open-loop component that attemptsto keep the received power near the target level. The way this is achieved is byallowing the cell site to transmit a pilot signal on the forward link, in addition21



to the users' data, and then the mobile can measure the strength of the pilotsignal and so estimate the path gain from cell site to the mobile. This canbe used to adjust the transmit power of the mobile to compensate for largechanges in signal strength brought about by shadow fading and cell geometry.However, because IS-95 is implemented in a frequency division duplex mode,the reverse link channel is not identical to the forward link channel due tofast varying multipath e�ects. As a result, a faster, closed-loop control is alsoneeded to try to compensate for these e�ects that change rapidly, and yetcan't be measured by the mobile.The closed-loop power control operates at 800 Hz and captures fairly fastchanges in propagation conditions, as well as rapid changes in interferencelevels from other mobiles, but it is not fast enough to allow direct measurementand feedback of multipath fading e�ects. Instead, the impact of multipathis indirectly measured in an outer loop that tracks frame error rates. Theinner loop involves 1 bit feedback from the cell site to the mobile, based onmeasured SIR values; if the measured SIR is above a setpoint, the commandis to decrease power by 1 dB, and if the SIR is below a setpoint, then thecommand is to increase power by 1 dB. The received power measurement isbased on matched �lter outputs, rather like the model considered in [70], butin addition to measurement errors, the accuracy of the power control is alsolimited by the 1-bit quantization. An outer loop varies the SIR setpoint as afunction of frame error rates, and in this respect is similar to the model studiedin [39]. An important point, however, is that even though 1 bit feedback occursat a high rate (800 Hz), this is only fast enough to track shadow fading atvehicular speeds, and there is no separation of timescale between updates andthe fast end of this fading process. The way the closed-loop control deals withsoft handover is that the mobile will always decrease its transmit power by1 dB if at least one of the soft handover cell sites instructs it to do so; inother words, the minimum transmit power is always used. Thus, Algorithm 1captures this aspect of the IS-95 power control. It should be noted that incurrent third-generation wideband CDMA proposals, mobiles transmit a pilotsignal on the reverse link as well as on the forward link, and this enables thecell site to directly measure received power from the pilot.An analysis of the IS-95 closed loop is provided in [82]. This paper focusses onmore detailed physical layer issues than the other papers we have reviewed sofar. On the other hand, the previous analyses take into account the interactionthat occurs between users i.e. the fact that when one user increases its power,the interference to other users also increases, and causes them to increase theirpower. In [82], the multi-access aspects are not addressed. The analysis in [82]is in discrete time, and Tn refers to the transmit power of the user at time nin dB. Let Ln be the propagation loss, and En the received power, so thatEn = Tn � Ln in dB22



In the IS-95 closed loop, the transmit power at time n+1 is an explicit functionof feedback from the cell-site, but implicitly this is dependent on the receivedpower at time n� 1 (this lag takes account of measurement and propagationdelays). Thus, Tn+1 = Tn + C(En�1)� (20)where C(En�1) is the power command from the cell site (�1) and � is thediscrete change in power level (e.g. 1 dB). To be more precise, C is not afunction of En�1 , but takes the value �1 with a probability that depends onEn�1. The analysis includes the calculation of the probability for a particularlow-rate encoded orthogonal modulation scheme, as used in the Qualcommsystem. Included in the probability is the chance that the mobile receives thecommand incorrectly. If we rewrite (20) asEn+1 = En + C(En�1)�� (Ln+1 � Ln) (21)and if we assume the increments Ln+1 � Ln are independent, as in fairlyfast fading, then we have a nonlinear di�erence equation with independent-increment driving function. It is reasonable to assume that the increments areGaussian, under the assumption that the shadow fading is log-Normally dis-tributed. A simulation study in [82] then obtains the probability distributionfor Eb=N0 under various multipath fading assumptions. Finally, coded errorperformance is obtained from the probability distribution for Eb=N0.3 Linear Multiuser Receivers3.1 Multiuser ReceiversIt was shown in Section 2.2 that under the matched �lter receiver and randomsignature sequences, the e�ective interference of an interferer u is equal to itsreceived power pu. A direct consequence of this fact is the near-far problem:users with strong received powers will drown out the weak users. In a conven-tional CDMA system, the only counter-measure available is power control.It has been well appreciated for some time ([74]) that the near-far problem isactually not intrinsic to a direct sequence CDMA system, but is due to thesub-optimality of the matched-�lter receiver. The matched-�lter only dependson the signature sequence of the user to be demodulated, and is optimal (inthe sense that its outputs are su�cient statistics) only when the signaturesequences of the users are orthogonal to each other. When this is not the23



case (such as for pseudonoise sequences), performance gain can be achievedby taking into account the signature sequences of the other users as well.The �rst multiuser receiver, proposed by Verdu [73], has the property of min-imizing the probability of symbol detection error. However, its complexitygrows exponentially with the number of users in the system. Linear multiuserreceivers were later proposed [40,41] which have lower complexity and retainmuch of the performance advantage over the conventional matched-�lter re-ceiver. In this part of the paper, we will focus on linear multiuser receivers.Although a signi�cant amount of work has been done on the performance ofmultiuser receivers, most have focused on evaluating their ability to reject theworst-case interference from other users (a notion called near-far resistance[40]). Here, we are concerned with the questions of how power control shouldbe done in conjunction with multiuser receivers and the resulting networkcapacity. The latter gives a basis for comparing the performance gain over theconventional receiver.3.2 MMSE ReceiverA linear receiver for user 1 is speci�ed by a L dimensional vector r1 such thatthe the demodulated symbol is r1 �y, where y is the received signal. The SIRassociated with a given receiver is given by:SIR1 = (r1 � s1)2p1(r1 � r1)�2 +PMu=2(r1 � su)2pu ;using the same channel model (1) as in the previous section.The conventional receiver is obtained by picking r = s1. Given the signaturesequences and received powers of all the users, the optimal linear receiverthat maximizes the SIR is called the Minimum Mean-Square Error (MMSE)receiver [42,54,57]. This receiver is thus given by:r�1 = argmaxr2<L (r1 � s1)2p1(r1 � r1)�2 +PMu=2(r1 � su)2pu :The formulae for the MMSE and its performance are well known:r�1 = p11 + p1st1(S1D1St1 + �2I)�1s1 (S1D1St1 + �2I)�1s1 (22)and the signal to interference ratio for user 1 isSIR�1 = p1st1(S1D1St1 + �2I)�1s1 (23)24



where S := [s2; : : : ; sM ] and D := diag(p2; : : : ; pM ). Observe that the MMSEreceiver, unlike the conventional receiver, depends not only on the signaturesequence of the user to be demodulated but also on the sequences and powersof all the other users. In practice, this information is obtained by adaptivealgorithms that enable the receiver to learn about the structure of the in-terference (see for e.g. [31]). Because of its optimality, we will focus on theMMSE receiver in this section. However, we will also be comparing it withother multiuser receivers.3.3 Power ControlConsider now a cellular network with demodulation by MMSE receivers atthe base-stations. As in the conventional receiver scenario, we are interestedin the power control problem: how does one �nd the appropriate powers andcell sites for the users to satisfy given desired SIR requirements? This problemwas studied by [38,69,55] and they showed that it can be solved naturally inthe framework considered in Section 2.4. Basically, the ability to choose theoptimal linear receiver provides additional degrees of freedom in the optimiza-tion beyond cell site selection.Using the same notation as introduced in Section 2.4, the problem can beformulated as follows: given SIR requirement �i for user i, i = 1; : : :M , choosetransmit power levels (pi)Mi=1, cell site selection (ci)Mi=1 and receivers (ri)Mi=1,such that: ci 2 Di (24)(ri � si)2pi�[i; ci]Pu6=i(ri � su)2pu�[u; ci] + (ri � ri)�2 ��i i = 1; 2; : : : ;M (25)As before, the set Di contains the base-stations to which user i is currentlyin soft-handover. Compared to (11), we have explicitly included the signaturesequences in the SIR equations, as we are now concerned also with choosingthe best linear receiver for given sequences. Observe also that for a given useri, the interferers can be from inside and outside the cell of user i, so that thereceiver for user i will depend on out-of-cell interference as well. As a matterof fact, there is no distinction between in-cell and out-of-cell interference inthis formulation.Again, the key to the solution of this problem is to de�ne the appropriateinterference function Ii. In this problem, we can de�ne for given power vector25



p: Ii(p) = mink2Di minr2<L �Pu6=i(r � su)2pu�[u; k] + (r � r)�2�(r � si)2�[i; k] �i i = 1; 2; : : : ;M (26)It is easily seen that inequalities (25) are equivalent to pi � Ii(p) for alli. Straightforward calculations show that this interference function satis�esthe three properties of positivity, monotonicity and scalability. Hence Theo-rems 2.1 and 2.2 hold for this problem. If there exists powers, cell site selectionsand receivers such that the SIR requirements of the users are satis�ed, thenthere exists a minimal solution (p�; c�; r�) such that p � p� for any other fea-sible solution and for which the SIR requirements are met with equality. It canalso be seen that the optimal receiver for user i is the MMSE receiver for thechosen cell site and transmit power levels. Moreover, the optimal solution canbe obtained by iterating I starting with any arbitrary non-negative powers.These results show how optimal powers can be computed for the MMSE re-ceiver, if the SIR requirements are feasible. This still leaves the question ofcharacterizing the feasible SIR requirements, i.e. the capacity region. To an-swer this question, a better qualitative understanding of the performance ofthe MMSE receiver in a power controlled system is needed, particularly the ef-fect of an interferer to be demodulated. This is a more di�cult problem than inthe conventional receiver case, since the MMSE receiver depends on signaturesequences and received powers of all users. While there is no known solutionto the cellular network capacity characterization problem, we will present inthe next few sections some results which shed some light on this question.3.4 E�ective InterferenceFor the conventional receiver, it was observed that for random spreading se-quences, a simple approximate SIR equation (2) can be written down. Thee�ect of the interferers can be decoupled into a sum of e�ective interferenceterms, each term being equal to the received power of the interferer. This sim-ple SIR equation forms a basis for the derivation of capacity constraints forthe conventional receiver, as well as give a simple abstraction of the interferinge�ect without worrying about speci�c signature sequences.The decoupling for the conventional receiver is a consequence of the fact thatthe receiver depends only on the signature sequence of user 1 and nothingelse. The situation is not as simple for the MMSE receiver, as it dependson all the sequences and received powers of users (see eqn. (22)). Somewhatsurprisingly, in a large system with many users and large processing gain, somesort of decoupling does occur even for the MMSE receiver.26



Recall that the random sequence model is that each entry is randomly and in-dependently chosen to be +1=pL or �1=pL. Since the sequences are random,the performance SIR1, being a function of the sequences, is also random. Thefollowing result describes the asymptotic distribution of SIR1 [67]. Its proofmakes use of results from random matrix theory [43,62].Theorem 3.1 Suppose the number of users M and the processing gain L bothgo to in�nity, with M=L ! �, and the empirical distribution of the receivedpowers of the interferers converge to a limiting distribution F . Then SIR1converges to ��1 in probability, where ��1 is the unique solution to the equation:��1 = p1�2 + � R10 I(p; p1; ��1)dF (p) (27)and I(p; p1; ��1) � pp1p1 + p��1Heuristically, this means that in a large system, the SIR �1 is deterministicand approximately satis�es:�1 = p1�2 + 1LPMu=2 I(pu; p1; �1) (28)where as before pu is the received power of user u. Thus, under the MMSEreceiver and in a large system, the total interference can be decoupled into asum of the background noise and an interference term from each of the otherusers. (The factor 1L results from the processing gain advantage of user 1.) Theinterference term depends only on the received power of the interfering user,the received power of user 1 and the attained SIR. It does not depend on theother interfering users except through the attained SIR �1.One must be cautioned not to think that this result implies that the interferinge�ect of the other users on a particular user is additive across users. It isnot, since the interference term I(pu; p1; �1) from interferer u depends on theattained SIR which in turn is a function of the entire system. However, it canbe shown that the equation:x = p1�2 + 1LPMu=2 I(pu; p1; x) (29)has a unique �xed point x�, and moreover the equation has the following27



monotonicity property: for any x, x� � x if and only ifp1�2 + 1LPMu=2 I(pu; p1; x) � x (30)It follows then that to check if the target for user 1's SIR, �T , can be met fora given system of users, it su�ces to check the following condition:p1�2 + 1LPMu=2 I(pu; p1; �T ) � �TBased on this interpretation, it seems justi�ed to consider I(pu; p1; �T ) as thee�ective interference of user u on user 1, at a target SIR of �T .The correspondence between eqns. (3) and (28) is somewhat striking. Forthe matched �lter, the interference due to user u is simply pu in place ofI(pu; p1; �1). Since the matched �lter is independent of the signature sequencesof the other users, it is not surprising that the interference is linear in the re-ceived powers of the interferers. In the case of the MMSE receiver, the �lterdoes depend on the signature sequences of the interferers, thus resulting inthe interference being a non-linear function of the received power of the inter-ferer. Also, observe that I(pu; p1; �1) < pu, which is expected since the MMSEreceiver maximizes the SIR among all linear receivers. But more importantly,in the matched �lter case the interference grows unbounded as the receivedpower of the interferer increases, yet for the MMSE receiver, the e�ective in-terference from user i is bounded and approaches p1�1 as pu goes to in�nity.Thus, while the SIR of the matched �lter receiver goes to zero for large inter-ferers' powers, the SIR of the MMSE receiver does not. This is the well-knownnear-far resistance property of the MMSE receiver [42]. The intuition is thatas the power of an interferer grows to in�nity, the MMSE receiver will nullout its signal.A graphical comparison of the e�ective interferences of the matched �lter andthe MMSE receiver is shown in Fig. 2. This �gure also shows the performanceof the decorrelator. This is another multiuser receiver [40,41] which operates bynulling out the directions spanned by the signature sequences of the interferers.More precisely, rather than projecting the received signal onto the signaturesequence of the desired user, as would the matched �lter, the decorrelatorreceiver projects the received signal onto the orthogonal complement to thespace spanned by the signature sequences of all the other users. This receiveris only well de�ned if the dimension of the space spanned by the interferersis less than the total processing gain L. The decorrelator is the zero forcinglinear �lter and the e�ective interference is the e�ect of the background noisethrough the �lter. The e�ective interference under the decorrelator is p1=�1([67]), and does not depend on the received power of any interferer.28
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received power of interferer PiImf(Pi) = PiImmse(Pi) = PPiP+Pi�Idec(Pi) = P�Fig. 2. E�ective interference for the 3 receivers as a function of interferer's receivedpower Pi. Here,P is the received power of the user to be demodulated, and � is theSIR achieved.The e�ective interference results discussed here for the ideal CDMA modelare extended to symbol-asynchronous systems (i.e. symbols of di�erent usersare not necessarily time-aligned) [35] and to channels with multipath fading[14].3.5 E�ective Bandwidth in A Power Controlled CellThe notion of e�ective interference captures the e�ect of an individual inter-ferer on the user to be demodulated, and is valid for both in-cell and out-of-cellinterferers. Specializing now to a single power-controlled cell allows us to de-velop a notion of e�ective bandwidth to characterize the capacity under theMMSE receiver [67]. This is in parallel to the development in Section 2.3 forthe matched �lter.Consider as before the situation when there are J di�erent classes of serviceavailable. Let �j be the SIR requirement of the users in class j, and supposethere are Mj users in class j. Focus on the asymptotic regime where L;Mj !1 and Mj=L! �j, the number of users per degree of freedom in each class.The result in Section 3.3 tells us that if the SIR requirements are feasible,there is a minimumpower solution. From (27), it is also clear that the minimalreceived powers of users in the same class should be the same; let p�j be thepower for class j. Then the power control equations becomep�j�2 +PJi=1 �iI(p�i ; p�j ; �j) = �j j = 1; 2; : : : ; J (31)29



where, as in Theorem 3.1, I(pi; pj ; �j) � pipjpj+pi�j . Solving these equations give:p�j = �j�21�PJi=1 �i �i1+�i j= 1, 2, . . . , J: (32)The capacity constraint for the MMSE receiver with J classes is thereforegiven by JXj=1�j �j1 + �j < 1 (33)which is linear in �1; : : : ; �J . This shows that even under the MMSE receiver,the system is still interference limited, and the interference-limited capacityregion under random sequences is given by (33).As in the matched �lter case, maximum power constraints provide tightercapacity constraints, and in this context we note that (32) implies thatJXi=1 �j �i1 + �i = 1� �j�2p�j j = 1; 2; : : : ; J:Thus if p�j � �Pj is a maximum power constraint on class j, then the linearconstraint JXj=1�j �j1 + �j � min1�j�J "1� �j�2�Pj # (34)de�nes the restricted capacity region of the system. It seems very reasonableto de�ne the e�ective bandwidth of class j users to be emmse(�j) degrees offreedom per user, where emmse(�j) � �j1 + �j :Comparing eqn. (34) to the corresponding capacity constraint (9), we notethat the e�ective bandwidth of a user in class j under the matched �lter is�j degrees of freedom. The e�ective bandwidth concept thus forms a basis forcomparing the performance of di�erent receivers; see Fig. 3. Also shown is thee�ective bandwidth under the decorrelator; it is precisely 1 degree of freedom,irrespective of the SIR requirement of the user (see [67]).We note that the conventional receiver is more e�cient than the decorrelatorwhen � is small, and far less e�cient when � is large. Intuitively, at highSIR requirements, a user has to transmit at high power, thus causing a lot of30



effective
bandwidth emf (�) = � desired SIR �emmse(�) = �1+�edec(�) = 1Fig. 3. E�ective bandwidths for 3 receivers as a function of SIR.interference to other users under the conventional receiver. Not surprisingly,since it is by de�nition optimal, the MMSE �lter is the most e�cient in allcases. When � is small, it operates more like the conventional receiver, al-lowing many users per degree of freedom, but when � is large, each user isdecorrelated from the rest, much as in the decorrelator receiver, and thereforethe interferers can still occupy no more than 1 degree of freedom per interferer.The performance gain a�orded by the MMSE receiver over the conventionalreceiver depends on the SIR at which the system is to be operated, and this inturn depends on the data rate, the amount of coding and the symbol constel-lation size. However, due to the superior performance of the MMSE receiverover a wide range of SIRs, it can be seen that it is particularly suitable in aheterogeneous network with multiple tra�c types.Linearity in the capacity constraints in the matched �lter case is a straightfor-ward consequence of the fact that powers add. However, the MMSE e�ectivebandwidth results are rather surprising, as the receiver itself depends on thesignature sequences and the received powers of the users. We will provide apartial explanation of this phenomenon in the next subsection.3.6 Conservation LawsIn this section, we will show that the linearity of the capacity constraints un-der the MMSE receiver is partially a consequence of underlying deterministicconservation laws governing the tradeo� between the performance of di�er-ent users under the MMSE receiver. This understanding in turn allows us toextend some of the above asymptotic results to �nite systems with arbitrarysignature sequences, not necessarily random.Suppose s1; : : : ; sM are given signature sequences and p1; : : : ; pM given receivedpowers of the users in a system with processing gain L. The following lemmarelating the performance of di�erent users under the MMSE receiver is provenin [78]. 31



Lemma 3.2 Let SIRi be the performance of user i under the MMSE receiver.Then: MXi=1 SIRi1 + SIRi = LXj=1 �j�j + �2 (35)where �j's are the eigenvalues of SDSt and S = [s1; : : : ; sM ],D = diag(p1; : : : ; pM ).The following result yields the capacity region in a �nite system, for givensignature sequences but with power control [27].Theorem 3.3 For any subset U of the users, let S(U) be the matrix whosecolumns are the signature sequences of the users in U . Let �1; : : : ; �M be theSIR requirements of the users. They can be satis�ed by some choice of transmitpowers if and only if:Xi2U �i1 + �i < rank (S(U)) 8U � f1; 2; : : : ;Mg (36)The necessity of these constraints follows directly from Lemma 3.2. The su�-ciency is veri�ed by showing that an iterative power control algorithm, simi-larly to the one presented in Section 3.3, converges to a �nite minimum powersolution whenever the SIR requirements satisfy (36).The constraints (36) reect the basic conservation laws trading o� the perfor-mance of one user and the other. When the signature sequences are chosensuch that any subset of L or fewer users has linearly independent sequences,the constraints (36) collapse into a single constraint:MXi=1 �i1 + �i < L (37)This deterministic result for �xed spreading sequences provides a clear expla-nation of the interference-limited capacity region (33) for random sequences;we see here that the role of the random sequences is to ensure that the lin-ear independence conditions are met with high probability in a large system.However, in the case when there are power constraints on the users, there isno known capacity characterization analogous to (36) for �nite system witharbitrary signature sequences. Indeed the power-constrained capacity charac-terization (34), and the notion of e�ective interference from which it is derived,depends heavily on the randomness of the signature sequences.It should also be noted that no such deterministic conservation laws existfor the matched �lter. Thus, the e�ective bandwidth characterization of the32



capacity region under the matched �lter is valid only for random sequences,unlike the MMSE case.3.7 Extensions: imperfect power control, symbol-asynchronism, multipath fad-ing, and antenna arraysThe e�ective bandwidth and capacity results of Section 3.5 are for systemswith perfect power control. In practice, due to channel fading, feedback delayand errors, the received powers of users in the same class cannot be keptidentical. The e�ect of imperfect power control on capacity is analysed in [94]and [96] for the matched �lter and the MMSE receivers respectively.The e�ective interference results discussed in Section 3.4 for the ideal CDMAmodel are extended to symbol-asynchronous systems (i.e. symbols of di�erentusers are not necessarily time-aligned) in [35], and to channels with multi-path fading [14]. E�ective bandwidth results are also obtained for the symbol-asynchronous system in [35].Although we have described the application of the MMSE receiver and thedecorrelator receiver to a CDMA system, these receivers can be applied to anysystem with spatial diversity, and in particular to antenna array processing(\beam-forming"). Work on antenna capacity using the decorrelator receivercan be found in [86]. It is shown in [67] that the notion of e�ective interferenceand e�ective bandwidth carry over to antenna arrays. A study of joint powercontrol, and beam-forming for antenna arrays is undertaken in [55], [56].Recent work has also considered the combination of CDMA and antenna arraysignal processing (e.g. [47], [23], [64]). Typically, standard rake signal process-ing (matched �ltering, using maximal ratio combining of the antenna outputs)is assumed. In this scenario, it is shown in [23] that e�ective bandwidth resultscarry over from the single antenna, matched �lter scenario, to the antenna ar-ray case. In [27], e�ective bandwidth and power control results are obtainedfor CDMA antenna arrays, using the multi-user MMSE receiver.4 Information Theoretic Optimal ReceiversIn the previous section, we have discussed the problems of power controland capacity characterization for linear multiuser receivers. Although theyare likely candidates for implementation in the next generation CDMA sys-tems, it should be noted that neither the direct-sequence modulation formatnor the linear receiver structure is optimal from an information theoretic point33



of view. In this section, we will take a more speculative look at the problemof power control and resource allocation for information theoretically optimalsystems. It will be seen that the solutions to these problems are quite di�er-ent in avor from the counterpart in DS-CDMA systems with linear multiuserreceivers.The focus in this section will be exclusively on the problem for a single cell,where all the users are power-controlled to the same receiver. The problem ofpower control in the cellular case is at this time completely open.We �rst introduce the multiuser Shannon capacity region for the Gaussianmulti-access channel modeling the uplink. We will then use the characteriza-tion as constraints for the optimal power control problem.4.1 Multiuser Shannon Capacity RegionThe Shannon capacity 4 of a point-to-point channel is the maximum rate atwhich information can be transmitted reliably with arbitrarily small probabil-ity of error. Analogously, the Shannon capacity region of aM -user multi-accesschannel is the set of rate vectors R = (R1; : : : ; RM) that can be simultane-ously transmitted reliably from theM users to the single receiver.We focus onchannels with additive Gaussian noise. The capacity of a discrete-time point-to-point Gaussian channel with power constraint p and noise power �2 is wellknown: C = 12 log(1 + p�2 ):For the additive Gaussian multi-access channel model in (1), it is known thatShannon capacity can be achieved when bandwidth expansion is done by cod-ing alone, i.e. the processing gain is set to be 1. This maximizes the rate for agiven total bandwidth, i.e. the rate per chip. The resulting Shannon capacityregion is given by (see e.g. [11]):C(p) = (R : Xi2URi � 12 log  1 + 1�2 Xi2U pi! for all U � f1; : : : ;Mg) ;(38)where �2 is the background noise power and pi is the received power of user i.Here, Ris are measured in terms of bits per chip (or per sample) and the logis to the base 2.4 To distinguish this from our general use of capacity as the number of users thatcan be supported in the network, we will use \Shannon capacity" to refer to theinformation rate. 34
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Fig. 4. (a) Two-user capacity region inside the pentagon, for given power constraintsp1 and p2. Point A is achieved by decoding user 2 �rst and then user 1; point B viceversa. Priority is given to user 1 at point A so that user 1 gets better rate than atpoint B. (b) Two-user power region to the outside of the three constraints, for giventarget rates R�1, R�2. Point C is achieved by decoding user 2 �rst and then user 1;point D vice versa. Priority is given to user 2 at point C so that user 2 needs lesspower than at point D.This Shannon capacity region is a polyhedron with an interesting structure.It is characterized by 2M � 1 constraints, one for each subset of users. Thereare exactly M ! vertices in the positive orthant. The rate vector at each ofthe vertices can be achieved by a technique called successive decoding. First�x an ordering of users. Decode the �rst user, treating other-user interferenceas Gaussian noise. Then subtract the known transmitted signal of this userfrom the total received waveform and repeat the process with the seconduser. The last user is decoded with the interference coming only from thebackground noise, the other users' interference having been cancelled out inprevious stages. Assume ideal coding for each user, this procedure achieves foruser i an information rate equal to:12 log  1 + pi�2 +Pj pj!where the sum is over the powers of the users that are not yet cancelledwhen user i is decoded. Note that this is also the capacity of a point-to-pointGaussian channel with received power pi and noise power �2+Pj pj . Applyingthis technique to every possible ordering of the users yields all the vertices ofthe capacity region. Fig. 4(a) shows a two-user capacity region.35



4.2 Polymatroid structure and conservation lawsIt is observed in [66] that the Shannon capacity region of the Gaussian multi-access channel is a polymatroid, a class of combinatorial objects �rst studiedby Edmonds [13]. Since this structure is central to our power control problems,we will review the general de�nition here.De�nition 1 Let E = f1; : : : ;Mg and f : 2E ! <+ be a set function. ThepolyhedronB(f) � f(x1; : : : ; xM) : Xi2U xi � f(U) 8U � E; xi � 0 8ig (39)is a polymatroid if the set function f satis�es: 1) f(;) = 0 (normalized), 2)f(U) � f(T ) if U � T (nondecreasing), and 3) f(U) + f(T ) � f(U [ T ) +f(U \ T ) (submodular). The polyhedronG(f) � f(x1; : : : ; xM) : Xi2U xi � f(U) 8U � Egis a contra-polymatroid if f is normalized, nondecreasing and satis�es f(U)+f(T ) � f(U [ T ) + f(U \ T ) (supermodular).If f satis�es the three properties, f is called a rank function in both cases.It can be shown that a polymatroid has exactly M ! vertices in the positiveorthant, each of which is the intersection of M of the constraints, correspond-ing to a sequence of nested subsets. Polymatroid structure arises in manyresource allocation and scheduling problems as a consequence of underlyingstrong conservation laws [58]. By giving di�erent priority orders to the usersin the scheduling of resources, one can achieve all the extreme points of thepolymatroid performance region.For the present problem, the strong conservation laws are the following. Firstrestrict the operating points to those for which the sum constraint is tight, ie:MXi=1Ri = 12 log 1 + 1�2 MXi=1 pi!Note that at these operating points, the sum rate over all users is conserved.Then, for any subset of users, U , the information theoretic constraint saysthat the achievable rates among this subset of users must satisfy:Xi2URi � 12 log  1 + 1�2 Xi2U pi!36



with equality if and only if strict priority is given to the users in U over theremaining users (this means that users in U are always decoded after theother users have been decoded). It is also clear that from a power controlperspective there is no point in considering any operating points that do notachieve equality in the overall constraint ([30]).It is interesting to note in passing that the achievable region (36) in the linearreceiver setting is also a polymatroid, in terms of the performance measureSIR=(1+SIR). There, prioritization among users is achieved by power controltogether with the MMSE receiver, with strict priority given to a subset of usersby allocating arbitrarily large powers to these users; the remaining users thennull them out. In the information theoretic setting, priority is done throughthe successive decoding order together with power control.4.3 Optimal Power ControlIn the information theoretic setting, a natural QoS measure for a user is itsachievable information rate. This is the analog of the SIR requirement usedin the formulation for DS-CDMA systems with linear receivers. The powercontrol question is then : how can one \optimally" control the received powersp1; : : : ; pM to achieve a target rate vector R� = (R�1; : : : ; R�M )?This power control problem is fundamentally di�erent from the one in thelinear receiver setting. In particular:� The system viewed as a single cell is not interference-limited because pow-erful users can be cancelled out after they are decoded. Nevertheless, inpractice, using the minimum power to guarantee the desired level of QoSis still necessary to reduce interference in adjacent cells and to conservebattery power.� There is no solution which minimizes the required power of all users.Unlike the linear receiver case, increasing the power of one user bene�tsthe others because it can be decoded and cancelled more easily. In otherwords, the monotonicity property, which was central to the power controlproblems for linear receivers, does not hold in this setting.A sensible formulation then is to minimize a weighted sum of the users' trans-mit powers while at the same time ensuring that the target rates R� can bemet [26,46]. Denote �i as the path gain from user i to the receiver. The powercontrol problem can be precisely stated as:minp MXi=1 �i�i pi subject to R� 2 C(p): (40)37



The coe�cients � = (�1; : : : �M ) are the weights for the transmit powers of theusers. We will address the choice of � in a moment, but let us �rst focus onsolving the optimization problem (40). The constraints de�ne a feasible powerregion: P(R�) � (p 2 <M+ :Xi2U pi � �2[exp(2Xi2UR�i )� 1]) ;It can be directly veri�ed that the power region is a contra-polymatroid. SeeFig. 4(b) for an example of a two-user power region.To �nd the optimal solution, we observe that (40) is a linear programmingproblem, so it follows that the optimal solution corresponds to a vertex of thepower region P(R�). Each vertex of the power region corresponds to one ofM !possible successive decoding order, with the powers such that the target ratesR� can be achieved when the users are decoded in that order. More explicitly,the vertex p corresponding to successive decoding order � is given by :p�(i) = 8><>:�2[exp(2R��(1))� 1] if i = 1�2[exp(2Pim=1R��(m))� exp(2Pi�1m=1R��(m))] i = 2; : : : ;M(The interpretation of � is such that user �(M) is decoded �rst, user �(1) isdecoded last.)The optimal solution to the problem (40) must be at one of these M ! vertices,corresponding to the M ! possible successive decoding orders. A well-knownresult in polymatroid theory [13] says that the decoding ordering should bein increasing value of the coe�cients �i=�i, i.e. the user with smallest �i=�idecoded �rst, the user with largest �i=�i decoded last. Note that the optimalordering does not depend on the target rates R�, although the optimal powersdo.Thus, even though the power region has exponentially large number of con-straints (in M), a simple explicit solution can be obtained. Here again, it isuseful to think of the successive decoding order � as a way to give priorityto di�erent users in the scheduling of resources; a user decoded later in theordering is given higher priority than a user decoded earlier. This is becauseusers need more transmit power to support their target rates when they aredecoded earlier. What polymatroid theory tells us is that the optimal solutioncan be obtained in a greedy manner: always decode the user with the \cheap-est" power �rst, where the cost is measured by the coe�cient �i=�i. This ruleis analogous to the classic c�� rule in scheduling theory (see eg. [58]), as botharise from the polymatroid structure of the underlying optimization problems.The weights �i's can be thought of as \power prices". In the special casewhen they are all set to be equal, the optimal strategy minimizes the totaltransmit power and takes on the simple form of decoding the user with the38



best channel �rst and the one with the worst channel last [25]. The decodingorder thus adapts to the fading state (�1; : : : ;�M). Contrast this with thestrategy of keeping received powers equal in conventional CDMA schemes,we see that this optimal scheme leads to a much lower transmit power forthe user with the weakest channel as it need not compete with any of theother users who have better channels. This improvement in performance is adirect consequence of the exibility of the successive decoding technique. In acellular system, this optimal power control strategy has the further advantageof reducing the inter-cell interference, leading to an increase in its interference-limited capacity ([9,85]).Given �xed �s, we can think of the greedy solution to (40) as a fast time-scalepower allocation algorithm. On a fast time-scale, during which the channel canbe thought of as �xed, the greedy solution determines the optimal successivedecoding order and the allocation of transmit power levels to the users, forthe current channel state.On a slow time-scale, over which channel variations occur, this gives rise to anaverage, or long-term power consumption by the users. A more general formu-lation is to impose average transmit power constraints �p1; : : : ; �pM on the users,averaged over the random time variation of the fading state (�1; : : : ;�M ), andto require that a target rate vector R� is achieved at all fading states. In [26],it is shown that in this problem formulation, there is no loss in generalityin restricting attention to power control strategies that solve (40), for somechoice of �. Suppose the fading state has a certain stationary distribution.Given a target rate vector R� and power prices �, let �pi(R�; �) be the averagetransmit power for user i when applying the power control which solves (40)at each fading state �. However, for a di�erent power price vector, we wouldget a di�erent average power consumption, and so the issue of fairness arises.Setting �is to be all the same in the above example minimizes the total av-erage power consumption, but this may not be a fair allocation if users havedi�erent rate and power requirements.In [26] the issue of min max fairness is considered. The problem is to �ndpower prices � which minimizes the maximum of the average transmit powersof the users, weighted by the respective average power constraints:inf�>0 max1�i�M �pi(R�; �)�pi : (41)Note that if the optimal value is less than 1, then the target rates are achievablewithin the given average power constraints, but otherwise they are not.To solve (41), the fading state distribution is needed, and in practice this maynot be known explicitly. However, in [26], an iterative algorithm is provided39



to solve (41) that be implemented adaptively, where the updates on the powerprices can be driven by measuring the actual average power consumed. Aninteresting feature of the algorithm is that the proof that it converges tothe minmax solution is based on a monotonicity property that holds for theunderlying mapping that de�nes the iteration.The power control we have sketched in the present section is a two-time-scaleresource allocation scheme. At the slow time-scale over which the channelvariations occur, the algorithm iteratively updates the power prices to meetaverage power constraints. At the fast time-scale during which the channelcan be thought of as �xed, the solution to (40) for the current power prices isused to control the powers and successive decoding order.4.4 Optimal Rate and Power ControlIt was observed that the optimal power control strategy considered in theprevious section provides exibility by prioritizing users according to theirfading states. However, users in deep fade will still require a large amount oftransmit power to ensure that the target rates are met. In fact, for some fadingdistributions, such as the Rayleigh distribution, meeting a �xed target rateat every fading state would require an in�nite amount of transmit power. Ifinstead one is interested only in maximizing the long-term rate, averaged overtime as the fading state varies, then an alternative strategy is to dynamicallyvary both the rate and the power over time: more power is used to send ata higher rate when the channel is good and less or even no power when thechannel is bad. While this does not guarantee a constant rate at all fadingstates, it can yield a better long-term average rate for a given average powerconstraint by exploiting the time-diversity in the system. For applications,such as data, with delay requirements longer than the time-scale of the channeluctuations, this may su�ce.Goldsmith and Varaiya [19] formulate this idea for point-to-point fading chan-nels, and pose the question: given a time-varying fading channel, what is theoptimal power control policy which maximizes the long-term average rate sub-ject to an average power constraint? The optimal transmit power to use atfading state � is given by: max��� 1� ; 0� ;where � is the Lagrange multiplier (power price) chosen such that the averagepower constraint is met. If one considers a sample path of the fading processf�(t)g and plots the curve 1=�(t), then this optimal power allocation has theinterpretation of �lling water on this curve up a level of � such that the average40



amount of water (power) per unit time is equal to the power constraint. Notethat this solution has the qualitative properties of a good policy describedabove.The problem of optimal rate and power control is formulated and solved for thegeneral multi-access scenario in [65,66]. The optimal solution has the followingstructure. At each fading state � = (�1; : : : ;�M ), the optimal rate and powerallocation solves the following optimization problem:max(R;p) MXi=1  �iRi � �i�ipi! subject to R 2 C(p) (42)The weights �is can be interpreted as rate rewards prioritizing the users, whilethe �is are Lagrange multipliers associated with the average power constraints.They can also be interpreted as power prices. Contrast this with the optimiza-tion problem (40), where the rates are �xed and the optimization is onlyover the powers. In the formulation of the previous section, powers are opti-mally controlled to meet a target rate vector R� at every fading state, subjectto average power constraints. In the formulation here, both rate and powercan be varied to adapt to channel conditions, in such a way as to maximizethe long term rates (averaged over the fading state) subject to average powerconstraints. Varying the rate rewards �is allows the tradeo� between the long-term rates achieved by di�erent users. Exploiting the underlying convexity ofthe problem, it is shown in [66] that for given average power constraints, allachievable long term average rates can be obtained by an appropriate choiceof the rate rewards �.Let us consider the heart of the problem, which is to solve (42) for the optimalrate and power allocation for given rate rewards �, power prices � and fadingstate �. This would yield the \fast time-scale" rate and power control at a�xed fading state. Unlike the optimization problem (40), this is not a standardproblem in polymatroid theory, and requires a new solution [66]. Nevertheless,the solution still retains the simple greedy avor that one would expect fromthe underlying polymatroid structure of the constraints. De�ne:g(z)� 12 log(1 + z�2 )ui(z)��ig0(z)� �i�i = �i2(�2 + z) � �i�iu�(z)� �maxi ui(z)�+ ; 41



where x+ � max(x; 0). The optimal value for problem (42) is given by1Z0 u�(z)dz:The optimal solution is again achieved by successive decoding and can beinterpreted as follows. Think of �2 + z as the current \interference level" dueto background noise and received powers of users not yet cancelled, and thinkof ui(z) as the marginal utility obtained from allocating unit received powerto user i at interference level �2 + z. Starting with z = 0, at each z weallocate a marginal received power �p to the user i� with the largest positiveui(z). Stop when uj(z) < 0 for all j. The marginal increase in rate of useri� is g0i�(z) � �p, decoding at interference level �2 + z. The value u�(z) � �p istherefore the marginal increase in the value of the overall objective functionPi �iRi�(�i=�i)pi by allocating power �p to the user that will bene�t most atthe interference level �2+ z. The procedure is thus greedy. Integrating over allz gives the optimal rate and power allocation to all the users. Moreover, it isguaranteed that the resulting solution can be achieved by successive decoding,with the ordering of the users implicitly given by the above procedure. SeeFig. 5 for an example. We observe that some users may get no power andtherefore no rate in the optimal solution. This means that the current fadingstate is too unfavorable for those users to transmit information.The special case when the rate rewards and power prices are the same for allusers was earlier solved by Knopp and Humblet [36]: the optimal strategy hasthe interesting structure that only the user with the best channel transmits atany one time. This follows directly from the general solution above: when the�i's are the same, the functions ui(�) are all parallel and that of the user withthe best channel dominates for all z. Moreover, the transmit power used by thestrongest user also has the water�lling interpretation described above. Whensome users have weaker channels a lot of the time, this strategy may havesome fairness problems. Assigning unequal rate rewards to users can yield afairer policy in that case.The greedy solution presented above to the optimization problem (42) is inti-mately tied to a certain dual polymatroid structure of the constraints: givenreceived powers p, the Shannon capacity region C(p) is a polymatroid; on theother hand, given target rate vector R, the feasible power region P(R) is acontra-polymatroid. In fact, a more general class of polymatroids shares thisstructure. This is the class of polymatroids with generalized symmetric rankfunctions, i.e. rank functions f of the form:f(U) = g(Xi2U yi)where g is an increasing concave function and y1; : : : yM are scalars. It is clear42
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�2Fig. 5. A 3-user example illustrating the greedy power allocation. The x-axis repre-sents the received interference level and y-axis the marginal utility of each user atthe interference levels. At each interference level, the user who is selected to trans-mit is the one with the highest marginal utility. Here, user 1 gets decoded after user2, and user 3 gets no power at all. The optimal received powers for user 1 and user2 are p�1 and p�2 respectively.that the multi-access Gaussian capacity region belongs to this class, with gspecializing to the log function. If we now consider the following optimizationproblem for polymatroids with generalized symmetric rank function:max(x;y) � � x� � � y subject to Xi2U xi � g(Xi2U yi) 8U � f1; : : : ;Mg;(43)then it can be shown that the greedy algorithm presented above solves thismore general problem as well. This may be of independent interest for otherresource allocation problems involving this class of polymatroids (see [16,58]for some examples.)We remark here that at the optimal solution to (43), the overall constraintMXi=1 xi � g( MXi=1 yi)will be satis�ed with equality. In the present problem, this says that there is atotal amount of resources provided by the users, PMi=1 pi, and this dictates thetotal amount of rate, PMi=1Ri that can be allocated among the users. Givenwe decode some user �rst, then the total amount of rate remaining to be43



allocated is dictated by the remaining total amount of received power, andso on. These are the conservation laws referred to in Section 4.2; they involveconservation since it is the sum of rates that is conserved among many possiblerate allocation policies.We have considered the optimal power and rate allocation at a fading state,for a given � and �. As in Section 4.3, we consider the case in which there is astationary fading process, and we note that for �xed � and �, the optimal rateand allocation solution gives rise to average rate and power vectors �R(�; �),and �p(�; �) respectively. In [66], iterative algorithms are developed that adjust� and/or � to solve various resource allocation problems.Consider, for example, the situation in which there is a desired average powervector, �p, and a vector of rate rewards, �, is given. Consider the followingiterative algorithm for updating � such that the average power constraints aremet and Pi �i �R(�; �) is maximized.Algorithm 2 Start with an arbitrary power price vector �(0). Generate a se-quence of power price vectors (�(n))1n=1 as follows. Given �(n�1), vary �i, hold-ing the other �(n�1)j s �xed, until �pi(�; �) = �pi. This de�nes the new value of�(n)i . Each user does this simultaneously, and we obtain a new vector �(n).It is proven in [66] that �p(�; �(n))! �p, as n!1. A key element of the proofis the following monotonicity property: if �i increases, then �pi(�; �) decreases,but all other �pj(�; �)s increase, for j 6= i.A \dual" algorithm in [66] deals with the case in which a desired rate vector �Ris given, together with a vector of power prices �. An algorithm for adapting �sis given, such that �R(�(n); �)! �R, as n!1, while minimizingPi �ip(�; �).Summarizing, we have presented a two-time-scale resource allocation schemefor optimal rate and power control in multi-access fading channels. At theslow time-scale, power prices or rate rewards are updated to meet averagepower or rate constraints. At the fast time-scale, the greedy solution to theoptimization problem (42) yields the optimal rate and power allocation at thecurrent fading state and current power prices and rate rewards.The results we have presented here are for the time-varying, at fading Gaus-sian multiaccess channel. Dual results hold for the time-invariant, frequencyselective Gaussian multiaccess channel [66]. In this scenario, the channel re-sponse is not at over frequency and the optimal solution involves powerallocation accross frequencies, rather than over time. Our solution generalizesearlier work in [10], which considered this problem in the special case of twousers. In [66] we also treat the more general case of a time-varying, frequencyselective channel. As remarked above, in the at fading scenario, the optimal44



power and rate allocation to achieve the maximum sum rate was found in [36].This work is also extended to the frequency selective case in [37].5 Conclusions and Open ProblemsIt is important to �rst emphasize the di�erences between the linear receiverCDMA power control solutions, and the information-theoretic resource allo-cation solutions. The latter are two-time-scale resource allocation schemes. Atthe fast time-scale, during which the channel can be thought of as �xed, fastgreedy algorithms allocate rates and/or powers among the users. At the slowtime-scale over which the channel variations occur, the algorithm iterativelyupdates the rate rewards and/or power prices to meet average constraints.Contrast this with the power control strategies for linear receivers. They canbe viewed as single time-scale algorithms since there is a strict component-wise optimal solution for each fading state in that problem; a property whichdoes not hold in the information theoretic formulation. In the linear receiverscase, users directly control their access to the \available bandwidth" throughtheir transmit power levels. In the information-theoretic formulation, increas-ing power can bene�t other users, and it is this lack of monotonicity in powerspace that requires us to incorporate performance constraints that are aver-aged over the fading distribution.At a more fundamental level, however, we note that there is monotonicityin �-space, in the information-theoretic formulation of Section 4.3. If a userincreases its power price, then it will bene�t, since it will use less averagepower, but all other users will use more. In Section 4.4, if a user increases itsrate reward, then it will bene�t since it will get more long-term rate, but allthe others will get less rate. Users control access to the \available resources"through their power prices (and in Section 4.4, rate rewards). This enablesvery similar iterative procedures to be applied to compute the appropriaterate rewards and/or power prices, as were used in Section 2.4 to compute theoptimal transmit power levels.We also note that conservation laws arise in both problems. Section 3.6 showsthat the totality of e�ective bandwidths of the users is always bounded by theprocessing gain, no matter what power control is used. Furthermore, for eachsubset U of users in the system, there is a conservation constraint imposed bythe dimension of the space spanned by the signature sequences of the usersin U . In the information-theoretic single-cell models, the notion of \availableresources" is more subtle, since the system is not interference limited, andresources can be increased or decreased through power control. Nevertheless,there are indeed conservation laws that still apply, as explained in Section 4.2,and these have a strikingly similar form to those in Section 3.6. It should be45



emphasized though that the existence of e�ective interference and e�ectivebandwidths under power constraints is based not only on the conservationlaws but also on the randomness of the signature sequences.There are many open problems in the area of power control and its relationto network capacity. First of all, little attention has been payed to multipletime-scales that arise in both models of fading, and models of data sourcebehavior. For example, all the works reviewed in this paper, with the exceptionof the Shannon-theoretic work on fading channels, and the essentially single-user analysis of the IS-95 closed loop power control in [82], assume that thefadings (path gains) are held �xed for the duration of the algorithm. This isunrealistic even for indoor wireless systems in which the terminals might bemore or less immobile, because mutipath fading e�ects still occur due to atime-varying environment in which the terminals are located. On this point,it is often necessary to model fading as occurring on two time-scales; theslow timescale of shadow fading is often of the order of seconds, and the fasttimescale of multipath fading, due to the constructive and destructive e�ects ofmultipath self-interference, can occur on the order of milliseconds. Both time-scales, of course, depend on the carrier frequency, bandwidth, and speed ofthe mobiles. The stochastic work of [70] briey considers the issue of imperfectknowledge of the channel gains, but it seems the problem may become muchmore challenging if the dynamics of the fading are taken into account.The issue of channel measurement and its relation to power control, and chan-nel feedback, is an area that warrants more study. Note that if one measuresinterference at a high rate then one can update power levels at a high rate,but the measurements tend to be more noisy. This raises the question as towhether it is better to make accurate measurements, and use up the feedbackbandwidth this way, or make coarser measurements at a higher rate, and useup the feedback bandwidth with a high rate 1 bit feedback, as in the closed-loop of IS95 [82]. We note that the proposals for third generation power controlinvolve more precise interference measurements being sent back to the mobile([12]). The correct approach will depend on the timescale of the fading e�ects.The issue of channel measurement also raises the question as to whether itis better to measure and then adapt to the actual realizations of fading, orto adapt to the statistics of the fading only. Again, this question depends onthe time-scale of the fading e�ects. For example, with multipath, one mightmeasure over a window short enough that the statistics remain constant, butlong enough to obtain averaging. Clearly, there is a limit to the rate of fading,if power adaptations are to be functions of channel realizations, and in IS95 itis assumed that multipath e�ects are too fast for this at vehicular speeds [80].In the theoretical power control models we have considered in the presentpaper, power updates and interference measurements are assumed to occur46



at about the same rate. Similarly, the IS-95 closed loop causes the mobile'stransmit power to adapt to realizations of the shadow fading of the user, andalso attempts to measure interference at the same rate. However, it updatesthe Eb=N0 setpoint on a slower time-scale based on frame error rates, whichcan be thought of as an adaptation to interference statistics, and the statisticsof multipath e�ects. Note that the power updates occur more rapidly than themeasurements of these statistics. In the future third-generation systems, it maybe possible to more directly measure the multipath fading realizations, sincethere will be coherent reception on the uplink. Coherent detection requires atracking of the multipath fading e�ects at the receiver, and this is possiblein third generation systems because a pilot signal will be used on the uplink([12]). It is in principle possible for the transmit power updates to be veryfast and actually track the multipath fading, especially if a high rate 1 bitfeedback is used. However, it may not be possible to accurately measure andfeed back the interference e�ects at this same rate, and therefore it may still bepreferable to measure the statistics of the interference over a longer timescale.Thus, there may need to be a separation of time-scale between power updatesand interference measurements. This aspect is not currently a feature of powercontrol analyses.The works reviewed on power control for data tra�c seem to be of a ratherpreliminary nature. Here again, time-scales are important; some tra�c typese.g. voice and video, are very sensitive to the slightest delay, and would ratherlose packets than su�er any delay; others, such as web browsing, can toleratesmall delays, but are inelastic on longer time-scales; and emails and o�-line�le transfers may be quite elastic, with most emphasis on accuracy, and verylittle on delay. The problem of power control for data is clearly intimatelyconnected with that of ow control, and a holistic approach is required inwhich both teletra�c and radio propagation issues are considered together.See [15] for some preliminary work in this direction.Mobility and the variation over time of tra�c patterns occur on a relativelyslow timescale, yet are clearly important issues for call admissions. A paperthat tries to relate power control to the tra�c pattern is [28], but this workdoes not consider time-evolution at all. Nevertheless, it suggests that powercontrol and call admissions may well be intimately connected. This is also theview taken in [6], but again, call admission based on channel probing alongthe lines described in [6] makes the assumption that the users are essentiallyimmobile; this may be a reasonable assumption for some important wirelesssystems, but it remains true that combined study of power control and calladmissions taking into account mobility, remains an open area. In summary,very little attention has been paid to date to the interaction between powercontrol (which is usually thought of as a physical layer control) and networkinglayer issues. 47



In the information-theoretic paradigm, the power and rate control problemformulations we surveyed all assume instantaneous and perfect channel stateinformation at both the transmitters and the receiver. In practice, such in-formation is obtained via measurement and feedback from the receiver to thetransmitter. In fast time-varying channels, the channel state information maybe inaccurate due to measurement errors and delay in the feedback link. Aninteresting problem is the impact of such imperfection on capacity and on theoptimal power and rate control strategies. Interesting results are obtained re-cently [79] in the context of a point-to-point time-varying channel with delayedfeedback.The information theoretic capacity of a network of cells is still very open.Indeed, if the interference from other cells is to be treated as noise (ratherthan decoded jointly via a connected \antenna array" of base stations, as in[29], [87]) then the problem is a hybrid between a multiple access channel(because of the users within the cell) and an interference channel (becauseof the other-cell users) [11]. As such, it is an open problem to characterizethe Shannon capacity region for �xed powers, even if we ignore the issue ofresource allocation altogether. Indeed, the characterization of capacity for thegeneral interference channel has been an open problem in information theoryfor many years [71].References[1] Adachi F., Sawahashi M. (1998) \Wideband DS-CDMA for Next-generationMobile Communications Systems" IEEE Communications Magazine Vol. 36.,No. 9., September, pp56-69.[2] Aein J.M. (1973) \Power balancing in system employing frequency reuse"COMSAT Tech. review Vol 3. 1973[3] M. Andersin, Z. Rosberg, and J. Zander (1998) \Distributed Discrete PowerControl in Cellular PCS" Wireless Personal Communications Vol. 6, No. 3.[4] Andrew L., Hanly S.V. (1999) \Performance of a global congestion measure forCDMA networks" to appear in IEEE VTC 99[5] Bambos N., Pottie G.J. (1992) \Power control based admission policies in cellularradio networks" IEEE Global Telecomm. Conf. GLOBECOM92[6] Bambos N., Chen S., Pottie G. (1994) \Radio link admission algorithms forwireless networks with power control and active link quality protection" Tech.Report UCLA-ENG-94-25, UCLA Scool of Engineering and Applied Science.[7] Bambos N. (1998) \Toward Power-Sensitive Network Architectures in WirelessCommunications" IEEE Personal Communications Vol. 5, No. 3, June: 50{5948
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