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Abstract

We consider an agent who chooses from a set of options after receiving some
private information. This information however is unobserved by an analyst, so
from the latter’s perspective, choice is probabilistic or random. We provide a
theory in which information can be fully identified from random choice. In ad-
dition, the analyst can perform the following inferences even when information
is unobservable: (1) directly compute ex-ante valuations of option sets from ran-
dom choice and vice-versa, (2) assess which agent has better information by using
choice dispersion as a measure of informativeness, (3) determine if the agent’s
beliefs about information are dynamically consistent, and (4) test to see if these

beliefs are well-calibrated or rational.
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1 Introduction

In many economic situations, an agent’s private information is not observable. We provide
a theory for identifying this information from choice data. To be concrete, consider an
agent choosing from a set of health insurance plans at the beginning of every year. Before
choosing, she receives some private information (i.e. a signal) that influences her beliefs
about her health for the rest of the year. For example, she may obtain a health exam that
informs her about her likelihood of falling sick. As a result, her choice of an insurance plan
depends on the realization of her signal that year. An analyst (i.e. an outside observer)
knows the agent’s set of health plans but does not observe her signal. Hence, from the
analyst’s perspective, the agent’s choice of health insurance every year is probabilistic or
random. This is captured by a frequency distribution of choices over time. Call this the
indiwidual interpretation of random choice.

Alternatively, consider a group of agents choosing from the same set of health insurance
plans in a given year. Before choosing, each agent in the group has some private information
about her health. For example, she may have some personal knowledge about her lifestyle
that affects her choice of insurance. This information however, is beyond what is captured by
all the characteristics observable by the analyst. To the analyst, agents are observationally
identical.! Hence, from the analyst’s perspective, the choice of health insurance within the
group is probabilistic or random. This is captured by a frequency distribution of choices over
agents in the group. Call this the group interpretation of random choice.

In both the individual and group interpretations, the information affecting an agent’s
choice is strictly private i.e. it is completely unobservable to the analyst. Many problems in
information economics and decision theory fit in this framework. These include consumers
choosing a retail banking service, private investors deciding on an investment, buyers bidding
at a Treasury auction and users clicking on an online ad. In all these examples, it is likely
that an analyst is unable to directly observe an agent’s private information or has difficulty
discerning how that information will be interpreted.

In this paper, we provide a theory where private information can be completely identified

from random choice.?2 We also provide tools for performing some of the standard exercises of

1 'We can think of this group as the end result after applying all possible econometric (both parametric
and non-parametric) analysis available to differentiate the observable data.

2 An alternative approach is to directly elicit private information from survey data (for example, see
Finkelstein and McGarry [20] and Hendren [27]). However, respondents may not accurately report their true
beliefs or the data may be subject to other complications (such as excess concentrations at focal points). In



inference. First, the analyst can use random choice to directly compute ex-ante valuations
of option sets (i.e. ex-ante utility in the individual interpretation or welfare in the group
interpretation) and vice-versa. Call this evaluating option sets. Second, the analyst can
assess which agent (or group of agents) has better information by using choice dispersion
as a measure of informativeness. Call this assessing informativeness. Third, if valuations
of option sets are known, then the analyst can compare them with random choice to detect
when beliefs about information are dynamically inconsistent. Call this detecting biases.
Finally, from the joint distribution of choices and payoff-relevant outcomes, the analyst can
determine if beliefs are well-calibrated or rational. Call this calibrating beliefs.

When information is observable, the above inferences are important and well-understood
exercises in information theory and information economics. We demonstrate how to carry
out the same analysis even when information is not directly observable and can only be
inferred from choice behavior. Our theorems reveal that when all relevant choice data is
available, all these inferences can be performed just as effectively as in the case with ob-
servable information. The more practical question of drawing inferences when choice data is
only partially available is left for future research.

Formally, each choice option corresponds to a state-contingent act. For example, a high-
deductible health plan corresponds to the act that yields a high (low) payoff if the agent is
healthy (sick). Call a set of acts a decision-problem. The timing is as follows. At time 0, the
agent faces a decision-problem. At time 1, she receives some private information that informs
her about the likelihood of the payoff-relevant state. At time 2, she evaluates each act based
on its subjective expected utility and chooses the best act from the decision-problem. Since
the agent’s private information is unobservable to the analyst, the only observable choice
data is a random choice rule (RCR) that specifies a choice distribution over acts for each
decision-problem.

We characterize a random utility maximization (RUM) model where the utilities are
subjective expected utilities.® In the individual interpretation, each realization of the random
utility corresponds to a realization of the agent’s private signal. In the group interpretation,
each realization of the random utility corresponds to a random draw of an agent in the group.

In both interpretations, the probability that an act is chosen is equal to the probability

contrast, our approach follows the original spirit of Savage [43] by inferring beliefs from choice behavior.
3 For more about random utility maximization, see Block and Marschak [7], Falmagne [18], McFadden
and Richter [35] and Gul, Natenzon and Pesendorfer [25].



that it attains the highest subjective expected utility in the decision-problem. Call this an
information representation of the RCR.

In general, RUM models have difficulty dealing with indifferences in the random utility.
We address this issue by drawing an analogy with deterministic choice. If two acts are
indifferent (i.e. they have the same utility) under deterministic choice, then the model
is silent about which act will be chosen. Similarly, under random choice, if two acts are
indifferent (i.e. they have the same random utility), then the model is silent about what
the choice probabilities are. This approach has two advantages. First, it allows the analyst
to be agnostic about choice data that is beyond the scope of the model and provides some
additional freedom to interpret data. Second, it allows for just enough flexibility so that
we can include deterministic choice as a special case of random choice. In particular, the
subjective expected utility model of Anscombe-Aumann [2] obtains as a degenerate case.

We first provide an axiomatic characterization of information representations. The first
four axioms (monotonicity, linearity, extremeness and continuity) are direct translations
of the random expected utility axioms from Gul and Pesendorfer [26]. Three new axioms
are introduced. Non-degeneracy ensures there is no universal indifference. C-determinism
ensures deterministic choice over constant acts, that is, acts that yield the same payoff
in every state. As information only affects beliefs (not tastes), constant acts yield the
same payoff regardless of beliefs so choice must be deterministic over them. Finally, S-
monotonicity ensures that acts that dominate in every state are chosen for sure. It is
the random choice version of the state-by-state monotonicity condition under deterministic
choice. Theorem 1 asserts that a RCR has an information representation if and only if it
satisfies these seven axioms. Theorem 2 asserts that analyzing binary decision-problems is
sufficient for identifying the agent’s private information. We thus provide a choice-based
theory for information.

We then introduce a key technical tool that will feature prominently in our subsequent
analysis. Given a decision-problem, consider the addition of an enticing test act (for example,
a fixed payoff). As the value of the test act decreases, the probability that some act in the
original decision-problem will be chosen over the test act will increase. Call this the test
function for the decision-problem. Test functions are cumulative distribution functions that
characterize the utility distributions of decision-problems. They serve as sufficient statistics
for identifying information.

Following, we address our main questions of inference. First, we evaluate option sets. In



the individual interpretation, the valuation of an option set is the ex-ante utility of the set
before any information is received. In the group interpretation, the valuation of an option set
is the welfare or total utility of the set for all agents in the group.* Given random choice, is
there a method to directly compute valuations? Theorem 3 shows that computing integrals
of test functions recovers valuations. Conversely, Theorem 4 shows that computing the
marginal valuations of decision-problems with respect to test acts recovers random choice.
These operations are mathematical inverses of each other; even when information is not
observable, the analyst can directly compute valuations from random choice and vice-versa.
This provides a methodology for elicitation that is similar to classical results from consumer
and producer theory (Theorem 4 for example is the random choice analog of Hotelling’s
Lemma).

Next, we assess informativeness. In the classical approach of Blackwell |5, 6], better
information is characterized by higher ex-ante valuations. Theorem 5 shows that under
random choice, better information is characterized by second-order stochastic dominance of
test functions. Given two agents (or two groups of agents), one is better informed than the
other if and only if test functions under the latter second-order stochastic dominate those
of the former. This equates an unobservable multi-dimensional ordering of information with
observable single-dimensional stochastic dominance rankings. Intuitively, a more informative
signal structure (or more private information in a group of observationally identical agents) is
characterized by greater dispersion or randomness in choice. For example, in the special case
where information corresponds to events that partition the state space, better information
is exactly characterized by less deterministic choice.

We then apply these results to detect biases. Suppose ex-ante valuations of option sets
are observable via a preference relation. Can the analyst detect when this preference rela-
tion is inconsistent with random choice? In the individual interpretation, this describes a
form of dynamic inconsistency where the time-0 preference relation suggests a more (or less)
informative signal than that implied by time-2 random choice. Call this prospective over-
confidence (or underconfidence). An example of the former is the diversification bias where
agents initially prefer large option sets but subsequently always choose the same option.
An example of the latter is the confirmation bias where beliefs becomes more extreme (i.e.
dispersed) after agents receive their signals. Both exhibit subjective misconfidence. These

biases also apply in the group interpretation. For example, consider a firm that chooses sets

4 McFadden [34] calls this the “social surplus”.



of health plans based on total employee welfare (i.e valuation). Inconsistency now suggests
that the firm has an incorrect assessment of the distribution of beliefs among its employees.
By studying both valuations and random choice, the analyst can detect these biases even
when information is not directly observable.

Finally, we calibrate beliefs. As we have adopted a subjective treatment of beliefs, we
have been silent about whether beliefs are well-calibrated. By well-calibrated, we mean
that the beliefs implied by random choice are consistent with both choice data and actual
state realizations. In the individual interpretation, this implies that the agent has rational
expectations about her signals. In the group interpretation, this implies that agents have
beliefs that are predictive of actual state realizations suggesting that there is genuine private
information in the group. Given joint data on choices and state realizations, can the analyst
tell if beliefs are well-calibrated? Define a conditional test function where the payoffs of
a conditional test act are varied only in a given state. Theorem 6 shows that beliefs are
well-calibrated if and only if conditional and unconditional test functions share the same
mean. This provides a test for rational beliefs and can be combined with previous results on

subjective misconfidence to obtain measures of objective misconfidence.

2 An Informational Model of Random Choice

2.1 Random Choice Rules

Let S be a finite objective state space and X be a finite set of prizes. For example, S could
be the binary states for sick and healthy. Let AS and AX be their respective probability
simplexes. Interpret AS as the set of beliefs about S and AX as the set of lotteries over
prizes. Each choice option corresponds to a state-contingent payoff called an act. Following
the setup of Anscombe and Aumann [2], an act is formally a mapping f : S — AX. Let
H be the set of all acts. Call a finite set of acts a decision-problem. Let IC be the set of all

decision-problems, which we endow with the Hausdorff metric.’ For notational convenience,

® For two sets F' and G, the Hausdorff metric is given by

dp (F,G) := max | sup inf |f — g|,sup inf |f —
n(F,G) <f£gec|f gl gengGlf g)



let f denote the singleton set {f} whenever there is no risk of confusion.

The primitive (i.e. the choice data) is a random choice rule (RCR) that specifies choice
probabilities for acts in every decision-problem. In the individual interpretation of random
choice, the RCR specifies the frequency distribution of choices by an agent if she chooses
from the same decision-problem repeatedly. In the group interpretation of random choice,
the RCR specifies the frequency distribution of choices in the group if every agent in the
group chooses from the same decision-problem.

In the classic model of rational choice, if two acts are indifferent (i.e. they have the same
utility), then the model is silent about which act will be chosen. We introduce an analogous
innovation to address indifferences under random choice and random utility. If two acts
are indifferent (i.e. they have the same random utility), then we declare that the random
choice rule is unable to specify choice probabilities for each act in the decision-problem. For
instance, it could be that one act is chosen over another with probability a half, but any
other probability would also be perfectly consistent with the model. Similar to how the
classic model is silent about which act will be chosen in the case of indifference, the random
choice model is silent about what the choice probabilities are. In both cases, indifference
is interpreted as choice behavior that is beyond the scope of the model. This provides the
analyst with additional freedom to interpret data.

Formally, indifference is modelled as non-measurability with respect to some o-algebra
H on H. For example, if H is the Borel algebra, then this corresponds to the benchmark
case where every act is measurable and there are no indifferences. In general, H can be
coarser than the Borel algebra. Given any decision-problem, the decision-problem itself
must be measurable. This is because we know that some act will be chosen for sure from
the decision-problem. For F' € K, let Hr be the o-algebra generated by H U {F}.% Let II

be the set of all probability measures on any measurable space of H.

Definition. A random choice rule (RCR) is a (p, H) where p : K — Il and p (F) is a measure
on (H,Hr) with support F' € K.

Let pr denote the measure p (F) for every F' € K. A RCR thus assigns a probability measure
on (H,Hy) for each decision-problem F € K such that pp (F) = 1.7 Interpret pr (G) as
the probability that some act in G will be chosen in the decision-problem F € K. For ease

6 This definition imposes a form of common measurability across all decision-problems. It can be relaxed
if we strengthen the monotonicity axiom.
" The definition of Hr ensures that pp (F) is well-defined.



of exposition, we denote RCRs by p with the implicit understanding that it is associated
with some H. To address the fact that G C F may not be H p-measurable, we use the outer

measure®

Pr(G) = f  pr(G)

As both p and p* coincide on measurable sets, let p denote p* without loss of generality.

A RCR is deterministic iff all choice probabilities are either zero or one. What follows is an
example of a deterministic RCR; its purpose is to highlight (1) the use of non-measurability
to model indifferences and (2) the modeling of classic deterministic choice as a special case

of random choice.

Example 1. Let S = {s1,s,} and X = {x,y}. Without loss of generality, let f = (a,b) €
[0,1]* denote the act f € H where

Let H be the o-algebra generated by sets of the form B x [0, 1] where B is a Borel set on
[0,1]. Consider the RCR (p, H) where pp (f) = 1if fi > g for all g € F. Acts are ranked
based on how likely they will yield prize x if state s; occurs. This could describe an agent
who prefer x to y and believes that s; will realize for sure. Let F' = {f, g} where f; = ¢; and
note that neither f nor g is H p-measurable; the RCR is unable to specify choice probabilities
for f or g. This is because both acts yield = with the same probability in state s;. The two
acts are thus “indifferent”. Observe that p corresponds exactly to classic deterministic choice

where f is preferred to g iff f; > g.

2.2 Information Representation

We now describe the role of private information. Recall the timing of the model. At time 1,
the agent receives some private information about the underlying state. In the case of health
insurance for example, this could be a signal about her likelihood of falling sick. At time 2,

she chooses the best act in the decision-problem given her updated belief. Since her private

8 Lemma Al in the Appendix ensures that this is well-defined.



information is unobservable to the analyst, choice is probabilistic and can be modeled by the
analyst as a RCR. Call this an information representation of the RCR.

Since each signal realization corresponds to a posterior belief ¢ € AS, we model private
information as an signal distribution p over the canonical signal space AS. This approach
allows us to circumvent issues due to updating and work directly with posterior beliefs. Note
that in the group interpretation, u is simply the distribution of beliefs in the group. Consider
the degenerate distribution p1 = ¢, for some ¢ € AS. In the individual interpretation, this
corresponds to the case where the agent receives no information and retains her initial prior.
In the group interpretation, this corresponds to the case where all agents in the group share
the same belief. In either interpretation, choice is deterministic in this example.

Let u : AX — R be an affine utility function. The subjective expected utility of an act
f € H given the belief ¢ € AS is ¢ - (uo f).2 In order to study the role of information in
random choice, we hold u fixed (we relax this in Section 2.4). In the individual interpretation,
this implies that signals only affect beliefs but not tastes. In the group interpretation, this
implies that agents have heterogeneous beliefs but homogeneous tastes (i.e. risk aversion).
Choice is stochastic only as a result of varying beliefs.

Given a utility function, a signal distribution is regular iff the expected utilities of two
acts are either always or never equal. This relaxes the standard restriction in traditional

RUM where utilities are never equal.
Definition. p is regular iff ¢ - (uo f) = ¢ - (uo g) with g-measure zero or one.

Let (p,u) consist of a regular 1 and a non-constant u. Define an information representation

as follows.

Definition (Information Representation). p is represented by (u,w) iff for f € F € K,

pr(f)=p{g€AS | q-(uof)>q-(uog) Vge F}

This is a RUM model where the random utilities are subjective expected utilities that
depend on unobservable private information. If a RCR is represented by (i, w), then the
probability of choosing f € I is precisely the probability that f attains the highest subjective
expected utility in F'. Since the signal distribution p is subjective, any inference about the

agent’s private information can only be gleaned by studying the RCR.

9 For any act f € H, let uo f € RS denote its utility vector where (u o f) (s) = u (f (s)) for all s € S.



One of the classic critiques of subjective expected utility (especially in the context of
health insurance) is the state independence of the (taste) utility. In an information represen-
tation, utilities are independent of both the unobservable subjective states affecting infor-
mation and the objective state space S. We address the former below in Section 2.4 where
we characterize a general model that allows for unobservable utility shocks. The latter can
by addressed by any random choice generalization of the classic solutions to state-dependent
utility (see Karni, Schmeidler and Vind [30] and Karni [29]).1°

We follow with two examples of information representations.

Example 2. Let S = {s1,5}, X = {z,y} and u(ad, + (1 —a)d,) = a € [0,1]. Let
=9, for ¢ € AS such that ¢, = 1. Since the agent believes that s; will occur for sure,
she only cares about payoffs in that state. Let (u,u) represent p, and let ' = {f g}. If

u(f (s1)) = u(g(s1)), then
pr(f)=p{e€AS |q-(uof)>q-(uog)}=1

Ifu(f(s1))=u(g(s1)), then g-(uo f)=gq-(uog) p-as. so

and neither f nor ¢ is Hp-measurable. This is exactly the RCR described in Example 1

above.

Example 3. Let S = {s1, 9,53}, X = {z,y} and u(ad, + (1 —a)d,) = a € [0,1]. Let p
be the uniform measure on AS and (u,u) represent p. Given two acts f and g such that

wo f=vel0,1]*and uog=w e [0,1]*, we have

prog (f) =p{g€AS | q-v>q-w}

Thus, the probability that f is chosen over g is the area of AS intersected with the halfspace
q-(v—w)>0.

Example 2 above is exactly the standard subjective utility model where agents believe
that s; will realize for sure. It serves to demonstrate how our random choice model includes

standard subjective expected utility as a special case.

10 T practice however, the empirical literature on health insurance has largely assumed state independence
due to a dearth of empirical evidence (see Finkelstein, Luttmer and Notowidigdo [19]).



We end this section with a technical remark about regularity. As mentioned above,
indifferences in traditional RUM must occur with probability zero. Since all choice prob-
abilities are specified, these models run into difficulty when there are indifferences in the
random utility.!? Our definition of regularity circumvents this by allowing for just enough
flexibility so that we can model indifferences using non-measurability.!? In Example 2, if
q-(uof)=gq-(uog) pas., then neither f nor g is H s ,-measurable. Acts that have the
same utility p-a.s. correspond exactly to non-measurable singletons. Note that our definition
still imposes certain restrictions on p. For example, multiple mass points are not allowed if

u is regular. '3

2.3 Axiomatic Characterization

We now provide an axiomatic characterization of information representations. Given two
decision-problems F' and G, let aF + (1 — a) G denote the Minkowski mixture of the two
sets for some a € [0,1].1* Let extF denote the set of extreme acts of F' € K.!> We assume

f € F € K throughout. The first three axioms below are standard restrictions on RCRs.
Axiom 1 (Monotonicity). G C F implies pg (f) > pr (f).

Axiom 2 (Linearity). pr (f) = par+-a)y (af + (1 —a)g) fora € (0,1).

Axiom 3 (Extremeness). pp (extF') = 1.

Monotonicity is standard for any RUM. To see this, note that when we enlarge the
decision-problem, we introduce new acts that could dominate acts in the original decision-

problem. Thus, the probability that the original acts are chosen can only decrease.

1 Note that if we assumed that acts are mappings f : S — [0, 1], then we could obtain a consistent model by
assuming that indifferences never occur. Nevertheless, this would not allow us to include deterministic choice
as a special case. Moreover, while extending a model with these mappings to the Anscombe-Aumann space
is standard under deterministic choice, the extension under random choice is more intricate and warrants
our approach.

12 More precisely, our definition of regularity permits strictly positive measures on sets in AS that have
less than full dimension. Regularity in Gul and Pesendorfer [26] on the other hand, requires p to be full-
dimensional (see their Lemma 2). See Block and Marschak [7] for the case of finite alternatives.

13 See Example 7 below.

14 The Minkowski mixture for {F,G} C K and a € [0, 1] is defined as

aF+(1—a)G:={af+(1—-a)g| (f,g9) € F xG}

15 Formally, f € extF € K iff f € F and f # ag + (1 — a) h for some {g,h} C F and a € (0,1).

10



Linearity and extremeness follow from the fact that the random utilities in our model
are linear (i.e. agents are subjective expected utility maximizers). Linearity is exactly the
random choice analog of the standard independence axiom. In fact, it is the version of the
independence axiom tested in many experimental settings (see Kahneman and Tversky [28§]
for example). Extremeness implies that only extreme acts of the decision-problem will be
chosen. This follows from the fact that when linear utilities are used for evaluation, mixtures
of acts in the decision-problem are never chosen (except for cases of indifference). Note
that both rule out behaviors associated with random non-linear utilities (such as ambiguity
aversion for example).

We now introduce the continuity axiom. Given a RCR, let Ky C K be the set of decision-
problems where every act in the decision-problem is measurable with respect to the RCR.
In other words, ' € Ky iff f € Hp for all f € F. Let Il be the set of all Borel measures
on H endowed with the topology of weak convergence. Since all acts in F' € Ky are Hp-
measurable, pp € Il for all I € K, without loss of generality.!8 Call p continuous iff it is

continuous on the restricted domain /Cy.
Axiom 4 (Continuity). p: Ky — Iy is continuous.

If H is the Borel algebra, then Ky = K. In this case, our continuity axiom condenses to
standard continuity. In general though, the RCR is not continuous over all decision-problems.
In fact, the RCR is discontinuous precisely at decision-problems that contain indifferences.
In other words, choice data that is beyond the scope of the model exhibits discontinuities
with respect to the RCR. However, every decision-problem is arbitrarily (Hausdorff) close to
some decision-problem in Ky, so continuity is preserved over almost all decision-problems.'”

The first four axioms are necessary and sufficient for random expected utility (see Gul
and Pesendorfer [26]). We introduce three new axioms. An act f € H is constant iff f(s)
is the same for all s € S. A decision-problem is constant iff it contains only constant acts.
Given f € H and s € S, define f; € H as the constant act that yields the payoff f (s) in
every state. For F' € K, let F, :=J rer /s be the constant decision-problem consisting of f;

for all f € F.
Axiom 5 (Non-degeneracy). pr (f) < 1 for some F and f € F.

Axiom 6 (C-determinism). pg (f) € {0,1} for constant F.

16 We can easily complete pg so that it is Borel measurable.
17 See Lemma, A15 in the Appendix.

11



Axiom 7 (S-monotonicity). pg, (fs) =1 for all s € S implies pr (f) = 1.

Non-degeneracy rules out the trivial case of universal indifference. C-determinism states
that the RCR is deterministic over constant decision-problems. This is because choice is
stochastic only as a result of varying beliefs and in a constant decision-problem, every act
yields the same payoff regardless of the state. Note that if p is represented by (i, u), then
p induces a preference relation over constant acts that is exactly represented by u. S-
monotonicity states that if an act is the best regardless of which state occurs, then it must
be chosen for sure. It is the random choice analog of the standard state-by-state monotonicity
condition from deterministic choice. Taken together, Axioms 1-7 are necessary and sufficient

for an information representation.
Theorem 1. p has an information representation iff it satisfies Axioms 1-7.
Proof. See Appendix. m

Theorem 2 states that studying binary choices is enough to completely identify private

information. In other words, given two agents (or two groups of agents), comparing binary

choices is sufficient to completely differentiate between the two information structures.®

Theorem 2 (Uniqueness). Suppose p and T are represented by (u,u) and (v,v) respectively.

Then the following are equivalent:

(1) prug (f) = Tyug (f) for all f and g
2) p=7
(3) (u,u) = (v,av+ ) fora >0

Proof. See Appendix. n

Note that if we allow the utility u to be constant, then Axiom 7 can be dropped in
Theorem 1 without loss of generality. However, the uniqueness of x in the representation

would obviously fail in Theorem 2.

18 Chambers and Lambert [10] also study the elicitation of unobservable information. While we consider an
infinite collection of binary decision-problems to obtain uniqueness, they consider a single decision-problem
but with an infinite set of choice options.
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2.4 General Case: Random Subjective Expected Utility

We now consider a general case where choice is driven by both belief and taste (i.e. risk
preference) shocks. Let R¥ be the space of affine utility functions u : AX — R and 7 be a
measure on AS x RX. Interpret 7 as the joint distribution over beliefs and tastes. Assume
that u is non-constant m-a.s.. Note that the marginal distribution of 7 on AS corresponds

exactly to the signal distribution . The corresponding regularity condition on 7 follows.
Definition. 7 is regular iff ¢ - (uo f) = q- (u o g) with m-measure zero or one.
Define a random subjective expected utility (RSEU) representation as follows.

Definition (RSEU Representation). p is represented by a regular 7 iff for f € F € K,

pr(f) =m{(qu) € AS xR | q-(uof)>q-(uog) Vge F}

This is a RUM model where the random subjective expected utilities depend not only
on beliefs but tastes as well. In the individual interpretation, this describes an agent who
receives unobservable shocks to both beliefs and tastes. In the group interpretation, this
describes a group with heterogeneity in both beliefs and risk aversion. Note that in the
special case where 7 (AS x {u}) = 1 for some non-constant u € R¥X, this reduces to an
information representation.

To characterize a RSEU representation, C-determinism must be relaxed. In particular, we
replace S-monotonicity with a state-by-state independence axiom. For f € H and {s;, s2} C
S, define f;, ;, € H as the act obtained from f by replacing the payoff in s, with the payoft
in s;. In other words, fs, s, (s2) = f (s1) and fs, s, (s) = f (s) for all s # so.

Axiom 8 (S-independence). pp (fsy.50 U fss) =1 for F ={f, fs, 505 fsos1}

S-independence ensures that two acts that are constant over two states will be chosen
for sure over an act that is non-constant over those states. This follows from the fact that
non-constant acts are only chosen over constant acts when an agent has state-dependent
utility. This is the random choice version of the state-by-state independence axiom.’

The proposition below shows that by replacing C-determinism and S-monotonicity with

S-independence, we obtain a RSEU representation.

19 Under deterministic choice, S-independence reduces to the condition that fs, s, = f or fs, s, = f.
Theorem 7 implies that this is equivalent to state-by-state independence axiom in the presence of the other
standard axioms. Note that the definition of null states becomes unnecessary in this characterization.
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Proposition 1. p has a RSEU representation iff it satisfies Azioms 1-5 and 8.

Proof. See Appendix. n

3 Test Functions

We now introduce a key technical tool that will play an important role in our subsequent
analysis. To motivate the discussion, imagine enticing the agent with a test act that yields a
fixed payoff in every state. Given a decision-problem, what is the probability that the agent
will choose some act in the original decision-problem over the test act? If the test act is
very valuable (i.e. the fixed payoff is high), then this probability will be low. As we lower
the value of the test act, this probability will rise. Call this the test function for the original
decision-problem.

To be concrete, suppose the original decision-problem is a set of health plans and the test
act corresponds to a no-deductible (full-insurance) health plan introduced by the insurance
company. The test function of the original set of plans is the probability of choosing some
original plan over the test plan as a function of the test plan’s premium. As we increase its
premium, the test plan becomes less valuable and the demand for an original plan increases.

Call an act the best (worst) act under p iff in any binary choice comparison, the act (other
act) is chosen with certainty. In other words, p; 7 (?) = prus (f) = Lforall f e H. If p
is represented by (p,u), then there exists a best and a worst act.?® Test acts are mixtures

between the best and worst acts.
Definition. A test act is f* :=af + (1 —a) f for some a € [0, 1].

Test acts are constant under information representations. Define test functions as follows.
Definition. Given p, the test function of F' € K is F), : [0,1] — [0, 1] where

F,(a) = pruge (F)

20 To see this, recall that C-determinism implies that p induces a preference relation over constant acts
that is represented by w. Since u is affine, we can always find a best and worst act in the set of all constant
acts. S-monotonicity ensures that these are also the best and worst acts over all acts.
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Let F, denote the test function of decision-problem F' € K given p. If I’ = f is a singleton
act, then denote f, = F,,. As a increases, the test act f® progresses from the best to worst
act and becomes less attractive. Thus, the probability of choosing something in F' increases
so test functions are increasing. They are in fact cumulative distribution functions under

information representations.
Lemma 1. If p has an information representation, then F, is a cumulative for all F' € K.

Proof. See Appendix. n

Test functions are the random choice generalizations of best-worst mixtures that yield
indifference under deterministic choice. They completely characterize utility distributions.
An immediate corollary is that test functions for singletons are sufficient for identifying

information.

Corollary 1. Let p and T have information representations. Then p = 7 iff f, = f; for all
feH.

Proof. Follows from Theorem 2. O

Corollary 1 implies that we can treat test functions as sufficient statistics for identifying

private information. We end this section with an example.

Example 4. Recall Example 3 where S = {s1, 59,53}, X = {z,y}, u(ad, + (1 —a)d,)
a € [0,1] and p is the uniform measure on AS. Let (u, u) represent p. Thus, uo f = (1,1,1)
and uo f = (0,0,0). For a € [0,1], the test act f* satisfies

u0fa:ai+(1—a)fz(1—a, l—a, 1—a)

Consider two act f and g where uo f = (1,0,0) and uo g = (b, b, b) for some b € [0, 1]. Their

test functions are

fola) = ppua (f) =p{g€AS | ¢, >1-a}=a
90 (@) = pguge (9) = n{qg € AS [b>1—a} = 1j_py (a)

Since g is constant, its utility is fixed regardless of beliefs. Its test function increases abruptly
at the critical value 1 —b. On the other hand, the utility of f depends on beliefs, so its test

function increases more gradually as a increases.
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4 FEvaluating Option Sets

We now address the first exercise of inference. We show that there is an intimate relation-
ship between random choice and ex-ante valuations of option sets (i.e. decision-problems).

Consider a valuation preference relation = over decision-problems.

Definition (Subjective Learning). > is represented by (u,u) iff it is represented by

”F):/A supq- (o f) 1 (dg)

S fer

In the individual interpretation, V' gives the agent’s ex-ante valuation of decision-problems
prior to receiving her signal. For example, if the agent expects to receive a very informa-
tive signal about her health, then she may exhibit a strict preference for flexibility. This
is the subjective learning representation axiomatized by Dillenberger, Lleras, Sadowski and
Takeoka [16] (henceforth DLST).

In the group interpretation, V' gives the total utility or “social surplus” (see McFadden|34])
of decision-problems for all agents in the group. Consider a firm that chooses health insurance
based on total employee welfare. In this case, the firm prefers more flexible (i.e. larger) sets
of health plans if it thinks that employee beliefs about their health are disperse.

In this section, assume that p has a best and worst act and F), is a well-defined cumulative

for all F € K.2! Call p standard iff it is monotone, linear and continuous.
Definition. p is standard iff it is monotone, linear and continuous.

Any p that has an information representation is standard. On the other hand, the condition
is relatively mild; it is insufficient to ensure that a random utility representation even exists.

Given random choice data, can the analyst directly compute valuations? Note that if
a decision-problem is very valuable, then its acts will be chosen frequently and its the test

function will take on high values. Consider evaluating decision-problems as follows.

Definition. Given p, let >, be represented by V, : L — [0, 1] where
V, (F) ::/ F,(a)da
[0,1]

Theorem 3 confirms that =, is the valuation preference relation corresponding to the

RCR p. The analyst can simply use V, to compute valuations.

21 The best and worst acts are respectively defined as constant acts f and [ where p FUT (f) =prur(f)=1
for all f € H. a
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Theorem 3. The following are equivalent:

(1) p is represented by (p, w)

(2) p is standard and >, is represented by (1, )
Proof. See Appendix. O

Thus, if p has an information representation, then the integral of the test function F,
is exactly the valuation of /. An immediate consequence is that if F, (a) > G, (a) for all
a € [0,1], then V, (F) > V,(G). Thus, first-order stochastic dominance of test functions
implies higher valuations.

Theorem 3 also demonstrates that if a standard RCR induces a preference relation that
has a subjective learning representation, then that RCR must have an information represen-
tation. In fact, both the RCR and the preference relation are represented by the same (1, u).
This serves as an alternate characterization of information representations using properties
of its induced preference relation.

The discussion above suggests a converse: given valuations, can the analyst directly

compute random choice? First, > is dominant iff it satisfies the following.
Definition. > is dominant iff f; > g, for all s € S implies F ~ FUg for f € F.

Dominance is one of the axioms of a subjective learning representation in DLST. It captures
the intuition that adding acts that are dominated in every state does not affect ex-ante

valuations. Define a RCR induced by a preference relation as follows.

Definition. Given ~, let p- denote any standard p such that a.e.

dV (F U f,)

PFUfa (fa) = da

where V : K — [0, 1] represents = and f, := af + (1 —a) f.

Given any preference relation =, the RCR p- may not even exist. On the other hand,
there could be a multiplicity of RCRs that satisfy this definition. Theorem 4 shows that for
our purposes, these issues do not matter. If > has a subjective learning representation, then

p~ exists and is the unique RCR corresponding to .

Theorem 4. The following are equivalent:
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(1) = is represented by (1, u)

(2) = is dominant and ps is represented by (p, u)

Proof. See Appendix. O

Thus, the analyst can use p- to directly compute random choice from valuations. The
probability that the act f, is chosen is exactly its marginal contribution to the ex-ante
valuation of the decision-problem.?? For example, consider a set of health plans that includes
a no-deductible (full-insurance) test plan. If increasing the premium of the test plan does
not affect the valuation of the set, then the test plan is never chosen from the set. Any
violation of this would indicate some form of inconsistency (which we explore in Section 6).

Given = represented by (u,u), the corresponding RCR p = p» can be constructed as
follows. First, define p so that it coincides with u over all constant acts. Then use the
definition of p. to specify ppuy, (f,) for all a € [0,1] and F' € K. Finally, linearity extends
p to all decision-problems. By Theorem 4, the p so constructed is represented by (i, u).

The other implication is that if a dominant preference relation induces a RCR that
has an information representation, then that preference relation has a subjective learning
representation. As in Theorem 3, this is an alternate characterization of subjective learning
representations using properties of its induced RCR.

Theorem 4 is the random choice version of Hotelling’s Lemma from classical producer
theory. The analogy follows if we interpret choice probabilities as “outputs”, conditional
utilities as “prices” and valuations as “profits”.?® Similar to how Hotelling’s Lemma is used
to compute firm outputs from the profit function, Theorem 4 can be used to compute random
choice from valuations.

Similar to classical results from consumer and producer theory (such as Hotelling’s
Lemma) that provide a methodology for relating data, Theorems 3 and 4 allow an ana-
lyst to compute valuations directly from random choice and vice-versa. Integrating test

functions give valuations, while differentiating valuations yields random choice. This com-

22 In the econometrics literature, this is related to the Williams-Daly-Zachary Theorem that also follows
from an envelope argument (see McFadden [34]). The presence of constant acts in the Anscombe-Aumann
setup however means Theorem 3 has no counterpart.

23 Formally, let y be a probability on F, and for each y, let Q, = {Qy} fer denote some partition of AS

such that u (Qy) =y (f). For f € F, let py := fo qﬁ'b((’fQofJ;)u (dg) denote the conditional utility of f. Interpret
y as “output” and p as “price” so V (F) = sup, o, Py is the maximizing “profit”. Note that a = py, is exactly
the price of f,. The caveat is that prices are fixed in Hotelling’s Lemma while in our case, py depends on

Qy.
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putation is direct since identification of the signal distribution and utility is unnecessary. In
the individual interpretation, observing choice data in one time period allows the analyst to

directly compute choice data in the other. We summarize these insights below.
Corollary 2. Let = and p be represented by (p,u). Then =, = = and p- = p.
Proof. Follows immediately from Theorems 3 and 4. O

The following demonstrates how these operations work.

Example 5. Let S = {s1,s:}, X = {z,y} and w(ad, + (1 —a)d,) = a € [0,1]. Associate
each ¢ € AS with t € [0,1] such that ¢t = ¢;,. Let p have density 6t (1 —¢). Let > and
p be represented by (u,u) and V' : L — [0, 1] represents »=. Two health plans are offered:
a no-deductible (full-insurance) plan f and a high-deductible plan g. Let uo f = (£, 2),

55
uog= (}1,%) and F' = {f,g}.

Valuations from random choice: The test function of F' is given by

2 1 3
Fp(a):,u{te [0,1] ' max{g, té_l+(1_t)1} > 1—a}
It is straightforward to check that F, (a) = 0 for a < 1, F, (a) =1 for a > 2 and

Fy(a) = (da— 1)* (1 - a)

for a € (i, %) Integrating the test function yields the valuation of the set

2
V (F) :/ Fp(a)da:/ (4a —1)*(1 —a)da+ = ~ 0.511
13 )
[0,1] [%.8]
Random choice from valuations: Let f, = af + (1 — a) f where a € [0, 1] and note that
Jz = f. Tt is straightforward to check that for a € (i, %)

Vi(gU f,) = /M max {ti +(1—1) Z a},u(dt)

9 27
_ 4 3__2 =
= —4a” + 8a 2a +a+64

Differentiating V (g U f,) at a = % yields the probability of choosing plan f

27

dv (9 U fa) i
125

da

pr (f) = pgus. (fo) =

= (da—1)*(1 —a)|

—2
a=3

_2
a=3
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5 Assessing Informativeness

5.1 Random Choice Characterization of Better Information

Given two agents (or two groups of agents), can the analyst use random choice to infer who
gets better information even when information is not directly observable? First, consider
the classic methodology when information is observable. A transition kernel®* on AS is

mean-preserving iff it preserves average beliefs about S.

Definition. The transition kernel K : AS x B(AS) — [0, 1] is mean-preserving iff for all
q e AS,

/ p K (q,dp) = ¢
AS

Let 1 and v be two signal distributions. We say p is more informative than v, iff the
distribution of beliefs under x4 is a mean-preserving spread of the distribution of beliefs under

V.

Definition. p is more informative than v iff there is a mean-preserving transition kernel K

such that for all @ € B(AS)

p(@) = [ K(pQ) v(dp)

AS

If 1 is more informative than v, then the information structure of v can be generated by
adding noise or “garbling” u. This is Blackwell’s [5, 6] ranking of informativeness based on
signal sufficiency. In other words, u is a sufficient signal for v. If K is the identity kernel,
then no information is lost and v = pu.

In the classical approach, Blackwell [5, 6] showed that better information is characterized
by higher ex-ante valuations. What is the random choice characterization of better infor-
mation? First, consider a degenerate signal distribution corresponding to an uninformative
signal (or a group of agents all with the same belief). Choice is deterministic in this case, so
the test function of a singleton act corresponds a unit mass distribution. Another agent (or

group of agents) has a dispersed signal distribution. Depending on the posterior realization,

2 K : AS x B(AS) — [0,1] is a transition kernel iff ¢ — K (¢, Q) is measurable for all Q € B(AS) and
Q — K (q,Q) is a measure on AS for all ¢ € AS.
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an act can either be valuable or not. Its test function corresponds to a more dispersed dis-
tribution. If both agents (or groups) have the same average beliefs, then the test function
under the better informed will be a mean-preserving spread of that of the other. For general

test functions, this is captured by second-order stochastic dominance.
Definition. ' >s0sp G iff [, ¢dF > [, ¢dG for all increasing concave ¢ : R — R.

Theorem 5. Let p and 7 be represented by (u,u) and (v,u) respectively. Then p is more
informative than v iff Fr >sosp F), for all F € K.

Proof. See Appendix. n

Theorem 5 equates an unobservable multi-dimensional information ranking with an ob-
servable single-dimensional stochastic dominance relation. An analyst can assess informa-
tiveness simply by comparing test functions via second-order stochastic dominance. It is the
random choice characterization of better information. The intuition is that better informa-
tion corresponds to more dispersed (i.e. random) choice while worse information corresponds
to more concentrated (i.e. deterministic) choice. In the individual interpretation, the agent
who gets a more informative signal about her health will exhibit greater dispersion in her
annual choice of health insurance. In the group interpretation, the group with more private
information will exhibit greater variation in the distribution of health insurance choices.

In DLST, better information is characterized by a greater preference for flexibility in
the valuation preference relation. This is the preference relation version of Blackwell’s |5, 6]
result. A preference relation exhibits more preference for flexibility than another iff whenever

the other prefers a set to a singleton, the first must do so as well.
Definition. >, has more preference for flexibility than =5 iff F' =5 f implies F' =1 f.

Corollary 3 relates our random choice characterization of better information with more

preference for flexibility.

Corollary 3. Let p and T be represented by (u,w) and (v, u) respectively. Then the following

are equivalent:
(1) F: >s0sp F, for all F € K
(2) =, has more preference for flexibility than >,

(3) w is more informative than v
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Proof. By Theorem 5, (1) and (3) are equivalent. By Corollary 2, >, and >, are represented
by (@, u) and (v, u) respectively. Hence, by Theorem 2 of DLST, (2) is equivalent to (3). O

Greater preference for flexibility and greater choice dispersion are the behavioral mani-
festations of better information. In the individual interpretation, a more informative signal
corresponds to greater preference for flexibility (ex-ante) and more randomness in choice
(ex-post). In the group interpretation, more private information corresponds to a greater
group preference for flexibility and more heterogeneity in insurance choice. Note that by
Corollary 2, Corollary 3 could have been formulated entirely in terms of preference relations.
Also note the prominent role of test functions: computing their integrals evaluates options
sets while comparing them via second-order stochastic dominance assesses informativeness.

If 11 is more informative than v, then it follows that the two distributions must have the

Ssame average.

Definition. p and v share average beliefs ift

/Asq 1 (dq) Z/Asq v (dq)

In the individual interpretation, two agents share average beliefs iff they share the same
prior about S (note the distinction between this prior and the more general “prior” over the
universal space AS x S)?°. In the group interpretation, two groups share average beliefs iff
the average belief about S in both groups are the same. The analyst can determine if two
agents (or two groups of agents) share average beliefs by comparing means of singleton test

functions.

Lemma 2. Let p and 7 be represented by (u,u) and (v,u) respectively. Then p and v share
average beliefs iff f, and f. share the same mean for all f € H.

Proof. See Appendix. n

Combined with Theorem 5, Lemma 2 implies that a necessary condition for 1 being more
informative than v is that every f, is a mean-preserving spread of f.. This condition however
is insufficient for assessing informativeness. It corresponds to a strictly weaker stochastic
dominance relation known as the linear concave order.? Note that if f, and f, have the

same mean, then f has the same ex-ante valuation. Thus, from the analyst’s perspective,

25 Agreeing on the latter prior necessitates that both agents must have identical information structures.
26 See Section 3.5 of Muller and Stoyan [36] for more about the linear concave order.
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the random choice characterization of better information may sometimes be richer than the
valuation characterization.

We end this section with an illustrative example.

Example 6. Let S = {s1,5:}, X = {x,y} and u (ad, + (1 —a)d,) = a € [0,1]. Associate
each ¢ € AS with t € [0,1] such that ¢ = g5,. Let p have density 6t (1 —¢) and v be the
uniform distribution. Note that v is more informative than . Let p and 7 be represented by

(1, u) and (v,u) respectively. As in Example 5, consider the set of plans F' = {f, g} where
uof=(%2)anduog=(%2). Recall that F, (a) =0 for a < {, F,(a) =1 for a > 2 and
Fy () = (1- 40 (1 — )
for a € (1,2). The test function of F' under 7 satisfies F; (a) = 0 for a < {, F; (a) =1 for

azgand

1
F, =2a— -
() =20
for a € (i, %) Hence, F, >s0sp F-. Note that the test functions of g under p and 7

respectively satisfy g, (a) = g- (a) =0 for a < 1, g, (a) = g- (a) =1 for a > £ and

gp(a) = (da —1)* (1 — a)

- (@) = 5 (40— 1)

for a € (i, %) Hence, g, is a mean-preserving spread of g, and g, >sosp g- as well.

5.2 Special Case: Partitional Information

In this section, we study the special case where information corresponds to events that
partition the state space. Fix a probability over S and consider a collection of events that
form a partition of S. For instance, the events “healthy” and “sick” form a binary partition in
the health insurance example. At time 1, an agent receives private information that reveals
which event the true state is in. Given this information, she then updates her belief according
to Bayes’ rule. At time 2, she chooses an act from the decision-problem using this updated

belief. Call this a partitional information representation of a RCR.
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Let (S, 25, r) be a probability space for some r € AS. Assume that r has full support
without loss of generality.?” Given an algebra F C 2°, let Qr be the conditional probability
given F, that is, for s € S and the event £ C S,

Qr (s, E) = Er [15]

where Ex is the conditional expectation operator given F. Note that we can interpret the
conditional probability as a mapping Qr : S — AS from states to beliefs. Thus, F induces
a signal distribution pr :=ro Q}l. Information corresponds to the event consisting of all
states s € S where the belief is ¢ = Q7 (s). These events form a natural partition of the
state space S. Let u : AX — R be an affine utility so for any f € H and s € S such that
Qr(s)=q

Esfus f]=q-(uof)

Let (F,u) denote an algebra F and a non-constant u.

We would like to consider the RCR generated by the signal distribution pr. However,
excepting the case where F is trivial, uz is in general not regular. The following example
demonstrates how violations of regularity can create issues with our method of modeling

indifferences.

Example 7. Let S = {s1,59,53}, X = {z,y} and u (ad, + (1 —a)d,) =a € [0,1]. Let r =

(111

33 5) and F be generated by the partition {sq, so U s3}. Let ¢; := d5, and g3 := %682 + %683

SO

_1 +2
MF*BCh SQ2

Consider acts f, g and h where uo f = (1,0,0), uo g = (1,1,0) and uo h = (0,0,1). Now

qi-(woh)=0<q-(uog)=1=q-(uof)

1

G (wo f) =0< gz (uog) =5 =g (uoh)

so ur{qeAS | q-(uo f)=q-(uog)} = 3. Hence, ur is not regular.

Let F :={f,g,h} and note that f and g are indifferent one third of the time. By similar
reasoning, g and h are indifferent two-thirds of the time. Using non-measurability to model
indifferences implies that no singleton act in F' is measurable. This fails to capture all the

choice data implied by the model (it omits the fact that h will definitely not be chosen one

27 That is 74 > 0 for all s € S.
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third of the time for example).

Example 7 illustrates that since pr violates regularity, complications arise whenever
a decision-problem contains acts that are neither always nor never equal (i.e. they have
the same random utility on some pr-measure that is strictly between zero and one). We
circumvent this issue by only considering decision-problems that do not contain such acts.

Call these generic.

Definition. F' € K is generic under F iff for all {f,g} C F, q-(uo f) = q- (uog) with

MF-measure Zero or one.

Regularity is equivalent to requiring that all decision-problems are generic. Note that
generic decision-problems are dense in the set of all decision-problems. Moreover, any ur
can always be approximated as the limit of a sequence of regular u’s. We are now ready for

the formal definition.

Definition (Partitional Information). p is represented by (F,u) iff for f € F' € K where F
is generic,

pr(f)=r{seS| Efjuof]>Ezr[uog] Vg€ F}

A partitional information representation is thus an information representation over generic
decision-problems with signal distribution pr. A decision-problem F' € K is deterministic
under piff pp (f) € {0,1} for all f € F. Let D, denote the set of all generic decision-problems
that are deterministic under p. Proposition 2 shows that in a partitional information model,

the analyst can assess informativeness simply by comparing deterministic decision-problems.

Proposition 2. Let p and 7 be represented by (F,u) and (G,u) respectively. Then F C G
iff D, C D,.

Proof. See Appendix. m

Thus, in the special case where information correspond to events that partition the state
space, better information is equivalent to less deterministic (i.e. more random) choice. This
captures the intuition shared by Theorem 5. Note that Theorem 5 still holds in this setting;

the only complication is dealing with test functions for non-generic decision-problems.?®

%8 One way to resolve this issue is to define the test function of F € K at a € [0, 1] as limy, F), (b). Since
generic decision-problems are dense, this is a well-defined cumulative. Theorem 5 then follows naturally.
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6 Detecting Biases

In this section, we study situations when valuations and random choice are inconsistent.
By inconsistent, we mean that private information inferred from > is misaligned with that
inferred from p. In the individual interpretation, this misalignment describes an agent whose
prospective (ex-ante) beliefs about her signal are misaligned with her retrospective (ex-post)
beliefs. This is an informational version of the naive Strotz [45] model involving dynamic
inconsistency with regards to information. In the group interpretation, this misalignment
describes a situation where valuations of option sets indicate a more (or less) dispersed dis-
tribution of beliefs in the group than that implied by random choice. For example, a firm
that evaluates health plans based on total employee welfare may overestimate (underesti-
mate) the dispersion of employee beliefs and choose a more (less) flexible set of health plans
than necessary. Since both interpretations are similar, for ease of exposition, we focus on
the individual interpretation in this section.

Consider an agent who expects to receive a very informative signal. Ex-ante she prefers
large option sets and may be willing to pay a cost in order to postpone choice and “keep her
options open”. Ex-post however, she consistently chooses the same option. For example, in
the diversification bias, although an agent initially prefers a large option set containing a
variety of foods, in the end, she always chooses the same food from the set.? If her choice
is driven by informational reasons, then we can infer from her behavior that she initially
anticipated a more informative signal than what her later choice suggests. This could be
due to a misplaced “false hope” of better information. Call this prospective overconfidence.

On the flip side, there may be situations where ex-post choice reflects greater confidence
than that implied by ex-ante preferences. To elaborate, consider an agent who expects to
receive a very uninformative signal. Hence, ex-ante, large option sets are not very valuable.
However, after receiving her signal, the agent becomes increasingly convinced of its infor-
mativeness. Both good and bad signals are interpreted more extremely, and she updates
her beliefs by more than what she anticipated initially. This could be the result of some
confirmatory bias where consecutive good and consecutive bad signals generate posterior

beliefs that are more dispersed.? Call this prospective underconfidence.

29 See Read and Loewenstein [41]. Note that in our case, the uncertainty is over future beliefs and not
tastes. Nevertheless, there could be informational reasons for why one would prefer one food over another
(a food recall scandal for a certain candy for example).

30 See Rabin and Schrag [39] for a model and literature review of the confirmatory bias.
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Since beliefs in our model are subjective, we are silent as to which period’s choice be-
havior is more “correct”. Both prospective overconfidence and underconfidence are relative
comparisons involving subjective misconfidence. This is a form of belief misalignment that
is independent of the true information structure and in some sense more fundamental. We
show in Section 7 that given a richer data set (such as the joint data over choices and state
realizations), the analyst can discern which period’s choice behavior is correct.

Let the pair (>, p) denote both the valuation preference relation > and the RCR p.

Motivated by Theorem 5, define prospective overconfidence and underconfidence as follows.
Definition. (>, p) exhibits:

(1) prospective overconfidence iff F, >sosp F),,_ for all FF € K

(2) prospective underconfidence ift F,. >sosp F, for all F' € K

Corollary 4. Let = and p be represented by (p, u) and (v,u) respectively. Then the following

are equivalent:

(1) (=, p) exhibits prospective overconfidence (underconfidence)
(2) = has more (less) preference for flexibility than >,

(3) p is more (less) informative than v

Proof. By Corollary 2, p~ and -, are represented by (i, u) and (v, u) respectively. The rest
follows from Corollary 3. ]

Corollary 4 provides a choice-theoretic foundation for subjective misconfidence. Both (1)
and (2) are restrictions on observable behavior while (3) is an unobservable condition on
the underlying information structures. Note that by Corollary 3, we could have equivalently
defined prospective overconfidence (underconfidence) via more (less) preference for flexibility.

Corollary 4 also allows the analyst to order levels of prospective overconfidence and
underconfidence via Blackwell’s partial ordering of information structures. In other words,
by studying the choice behaviors of two agents, an analyst can distinguish when one is more
prospectively overconfident (or underconfident) than the other. This provides a unifying
methodology to measure the severity of various behavioral biases, including the diversification

and confirmatory biases.
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7 Calibrating Beliefs

Following the footsteps of Savage [43] and Anscombe and Aumann |[2]|, we have adopted a
purely subjective treatment of beliefs. Our theory identifies when observed choice behavior
is consistent with some distribution of beliefs but is unable to recognize when these beliefs
may be incorrect. For example, our notions of misconfidence in the previous section are
descriptions of subjective belief misalignment and not measures of objective misconfidence.

In this section, we incorporate additional data to achieve this distinction. By studying
the joint distribution over choices and state realizations, an analyst can test whether agents’
beliefs are objectively well-calibrated. In the individual interpretation, this implies that the
agent has rational expectations about her signals. In the group interpretation, this implies
that agents have beliefs that are predictive of actual state realizations and suggests that
there is genuine private information in the group.

If information is observable, then calibrating beliefs is a well-understood statistical ex-
ercise.>> We show that the analyst can calibrate beliefs even when information is not ob-
servable. For example, in the case of health insurance, an analyst may observe a correlation
between choosing health insurance and ultimately falling sick. Even though information is
not observable, data on both choices (whether an agent chooses health insurance or not) and
state realizations (whether an agent gets sick or not) can be analyzed to infer if beliefs are
well-calibrated.

Let » € AS be some observed distribution over states. Assume that r has full support
without loss of generality. In this section, the primitive consists of r and a conditional
random choice rule (¢cRCR) that specifies choice frequencies conditional on the realization
of each state. Recall that II is the set of all probability measures on any measurable space

of H. Define a cRCR as follows.

Definition. A Conditional Random Choice Rule (¢cRCR) is a (p, H) where p: S x K — 11
and (ps, H) is a RCR for all s € S.

Unless otherwise stated, p in this section refers to a cRCR. For s € S and f € F € K,
ps.r (f) is the probability of choosing f conditional on state s realizing. For example, let f
be a health plan and s the state of falling sick. In the individual interpretation, ps p (f) is
the frequency that the agent chooses plan f in all years in which she falls sick. In the group

31 For example, see Dawid [14].
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interpretation, p, p (f) is the frequency of agents who chooses plan f among the subgroup
of agents who fall sick. The probability that f € F' is chosen and s € S occurs is given by
rspsp (f). Since each pgr is a measure on (H,Hp), the measurable sets of ps p and py p

coincide for all s and s’. Define the unconditional RCR as

p = Z TsPs

noting that pg (f) is the unconditional probability of choosing f € F'.

The probability r in conjunction with the cRCR p completely specify the joint distribution
over choices and state realizations. The marginal distributions of this joint distribution on
choices and state realizations are p and r respectively. In both the individual and group
interpretations, this form of state-dependent choice data is easily obtainable.3?

Information now corresponds to a unique joint distribution over beliefs about S and
actual state realizations. Define u, as the signal distribution conditional on s € S realizing.
For example, let s € S be the state of falling sick. In the individual interpretation, u is the
agent’s signal distribution in the years in which she falls sick. In the group interpretation,
s is the distribution of beliefs in the subgroup of agents who fall sick.

Let p1 := (ps),eq be the collection of conditional signal distributions. Unless otherwise
stated, p in this section refers to this collection. Recall that u : AX — R is an affine utility
function. Let (u,u) denote some p and a non-constant u. A ¢cRCR p has an information

representation iff each RCR pg has an information representation for all s € S.
Definition. p is represented by (u,u) iff ps is represented by (us, u) for all s € S.

By Theorem 1, a cRCR p has an information representation iff for every s € S, the RCR
ps satisfies Axioms 1 to 7. The existence of an information representation does not imply
that beliefs are well-calibrated. Well-calibrated beliefs require ;1 to be consistent with the

observed frequency of states r. First, define the unconditional distribution of beliefs as

o= Z Tslhs

sES

32 Tn the individual interpretation, this data can be easily obtained in experimental work (for example,
see Caplin and Dean [8]). In the group interpretation, this data is also readily available (for example, see
Chiappori and Salanié [11]).
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Definition. p is well-calibrated iff for all s € S and @ € B(AS),

Ts

s (Q) = /Q i (dg)

Well-calibration implies that p satisfies Bayes’ rule. For each s € S, u, is exactly the
conditional signal distribution as implied by p. In other words, choice behavior implies
beliefs that agree with the observed joint data on choices and state realizations. In order to
see this, let Q) be the set of beliefs that rank f € F higher than all other acts in F'. Note that
ps.r (f) = ps (Q) for all s € S. By the definitions of p and fi, we also have pp (f) = 1 (Q).

Hence
ropsr (f) _ res (@) _ Jq st (dd)
pr (f) 1(Q) 1(Q)

so the conditional probability that s occurs given that f is chosen agrees exactly with u. In

the individual interpretation, this implies that the agent has rational (i.e. correct) expecta-
tions about her signals. In the group interpretation, this implies that all agents in the group
have rational (i.e. correct) beliefs about their future health and so there is genuine private

information in the group. The following example illustrates.

Example 8. Let S = {s1,s2} and again, associate each ¢ € AS with ¢ € [0, 1] such that
t = ¢s,. Let r = (3,1) and i have density 6¢(1 —1t). Let p,, and p,, have densities

1262 (1 — t) and 12t (1 — t)* respectively. For b € [0, 1],
| T = [ 12 - b=, 0
[0,6] T's1 [0,5]
| T = [ 1007 —p, 0y
[ [0,0]

0,6] T's2

Thus, ps, and us, correspond exactly to the conditional distributions consistent with i and

r. If we let p:= (us,, its, ), then p is well-calibrated.

Can the analyst directly test for well-calibrated beliefs? Let p be represented by (i, u).
Since u is fixed under p; for all s € S, both best and worst acts are well-defined for p. Given
a state s € S, define a conditional worst act that yields the worst act if s occurs and the

best act otherwise.

Definition (Conditional worst act). For s € S, let f* be such that f°(s') = f if s’ = s and
/7 (s") = [ otherwise.
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Define a conditional test act f¢ :=af® + (1 —a) f as the mixture between the best act

and conditional worst act. Define conditional test functions as follows.

Definition. Given p, the conditional test function of F' € K is F; : [0,75] — [0, 1] where
Fy(rsa) := ps.poge (F)

Conditional test functions specify conditional choice probabilities as we vary the con-
ditional test act from the best act to the conditional worst act. As in unconditional test
functions, as a increases, the conditional test act becomes less attractive so F}; increases.
The domain of the conditional test function is scaled by a factor rs. Call I} well-defined iff
Fy (rs) = 1, so well-defined conditional test functions are cumulatives on the interval [0, r].

Let K denote all decision-problems with well-defined conditional test functions.

Theorem 6. Let p be represented by (p,u). Then p is well-calibrated iff F; and F, share
the same mean for all F € ICg and s € S.

Proof. See Appendix. m

Theorem 6 equates well-calibrated beliefs with the requirement that both conditional and
unconditional test functions have the same mean. It is a random choice characterization of

rational beliefs. The following example illustrates.

Example 9. Let S = {s1,s2} and again, associate each ¢ € AS with ¢ € [0, 1] such that
11
272

12¢* (1 —t). Let F:={f, g} where uo f = (4,2) and uo g = (0,1). Conditional on s;, the

t = qs,. Following Example 8, let r = ( ), i have density 6t (1 —¢) and p,, have density

probability of choosing something in F' over a conditional test act fg is

1
Is, {te[(),l] ’ max{l—t, tZ—i—(l—t)Z} Zl—at}

If we let F;* be this conditional probability scaled by ry, = %, then F; (a) = 0 for a < g,
Fy(a) =1 fora > 1 and
1 3
Fr(a) =1+ +
;@ 2(1—4a)® 16 (1 — 4a)*
for a € (£,1). The unconditional test function Fj satisfies F}; (a) = (3 — 2a) a® for a < 1,
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Fs(a)=(1—a)(1—4a)” forac (1,3) and F;(a) =1 for a > 3. Note that

29
/ adFlfl:—:/ adF,;
0,1] 64 Jo

so both test functions have the same mean. This follows from the fact that u; is well-

calibrated.

Suppose that in addition to the cRCR p, the analyst also observes the valuation preference
relation > over all decision-problems. In this case, if beliefs are well-calibrated, then any
misalignment between > and p is no longer solely subjective. For example, in the individual
interpretation, any prospective overconfidence (underconfidence) can now be interpreted as
objective overconfidence (underconfidence) with respect to the true information structure.
Hence, by enriching choice behavior with data on state realizations, the analyst can make

objective claims about belief misalignment.

8 Related Literature

This paper is related to a long literature on stochastic choice. Information representation is
a RUM model.?® Testable implications of RUM were first studied by Block and Marschak
[7], and the model was later characterized by McFadden and Richter [35], Falmagne [18] and
Cohen [13]|. Gul and Pesendorfer [26] obtain a more intuitive characterization by enriching
the choice space with lotteries. More recently, Gul, Natenzon and Pesendorfer [25| charac-
terize a special class of RUM models called attribute rules that can approximate any RUM
model.

In relation to this literature, we show that a characterization of random expected utility
can be comfortably extended to the realm of Anscombe-Aumann acts. The axioms of sub-
jective expected utility yield intuitive analogs in random choice. Moreover, by allowing our
RCR to be silent on acts that are indifferent, we are able to include deterministic choice as
a special case of random choice, overcoming an issue that most RUM models have difficulty
with. Finally, one could interpret Theorem 3 as presenting an alternative characterization

of RUM via properties of its induced valuation preference relation.

33 RUM is used extensively in discrete choice estimation. Most models in this literature assume specific
parametrizations such as the logit, the probit, the nested logit, etc. (see Train [46]).
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Some recent papers have also investigated the relationship between stochastic choice and
information. Natenzon [37| studies a model where an agent gradually learns her own tastes.
Caplin and Dean [8] and Matejka and McKay [33] study cRCRs where the agent exhibits
rational inattention. Ellis [17] studies a similar model with partitional information so the
resulting cRCR is deterministic. In contrast, the information structure in our model is fixed,
which is closer to the standard model of information processing and choice. Note that since
the information structure in these other models is allowed to vary with the decision-problem,
the resulting random choice model is not necessarily a RUM model. Caplin and Martin [9]
do characterize and test a model where the information structure is fixed. We can recast
their model in our richer Anscombe-Aumann setup, in which case our conditions for a well-
calibrated cRCR imply their conditions. Note that by working with a richer setup, our
representation can be uniquely identified from choice behavior.

This paper is also related to the large literature on choice over menus (i.e. option sets).
This line of research commenced with Kreps’ [31] seminal paper on preference for flexibility
and was extended to the lottery space by Dekel, Lipman and Rustichini [15] (henceforth DLR)
and more recently to the Anscombe-Aumann space by DLST [16]. Our main contribution to
this literature is showing that there is an intimate link between ex-ante choice over option sets
(i.e. our valuation preference relation) and ex-post random choice from option sets. Theorem
4 can be interpreted as characterizing the ex-ante valuation preference relation via properties
of its ex-post random choice. Ahn and Sarver [1] also study this relationship although in the
lottery space. Their work connecting DLR preferences with Gul and Pesendorfer [26] random
expected utility is analogous to our results connecting DLST preferences with our random
choice model (their Axiom 1 is an ordinal version of Theorem 4). As our choice options reside
in the richer Anscombe-Aumann space, we are able to achieve a much tighter connection
between the two choice behaviors (we elaborate on this further in Appendix E). Fudenberg
and Strzalecki [21] also analyze the relationship between preference for flexibility and random
choice but in a dynamic setting with recursive random utilities. In contrast, in both Ahn
and Sarver [1] and our model, the ex-ante choice over option sets is static. Saito [42] also
establishes a relationship between greater preference for flexibility and more randomness,
although the agent in his model deliberately randomizes due to ambiguity aversion.

Grant, Kajii and Polak |23, 24] also study decision-theoretic models involving information.
However, they consider generalizations of the Kreps and Porteus [32] model where the agent

has an intrinsic preference for information even when she is unable to or unwilling to act on
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that information. In contrast, in our model, the agent prefers information only as a result
of its instrumental value as in the classical sense of Blackwell.

Another strand of related literature studies the various biases in regards to information
processing. This includes the confirmatory bias (Rabin and Schrag [39]), the hot-hand fallacy
(Gilovich, Vallone and Tversky [22]) and the gambler’s fallacy (Rabin |38]). Our model can be
applied to study all these behaviors. To see this, assume that ex-ante, the agent is immune to
these biases but after receiving her signal, she becomes afflicted and exhibits ex-post random
choice that reflects these biases. In this setup, the confirmatory bias and the hot-hand
fallacy correspond to prospective underconfidence while the gambler’s fallacy corresponds to
prospective overconfidence. Corollary 4 also allows us to rank the severity of these biases
via the Blackwell ordering of information structures. Finally, although not necessarily about
biased information processing, the diversification bias (Read and Loewenstein [41]) can also
be studied in this setup.

In the strategic setting, Bergemann and Morris [3]| study information structures in Bayes’
correlated equilibria. In the special case where there is a single bidder, our results translate
directly to their setup for a single-person game. Thus, we could interpret our model as
describing the actions of a bidder assuming that the bids of everyone else are held fixed.
Kamenica and Gentzkow [? | and Rayo and Segal [40] characterize optimal information
structures where a sender can control the information that a receiver gets. In these models,
the sender’s ex-ante utility is a function of the receiver’s random choice rule. Our results
relating random choice with valuations thus provide a technique for expressing the sender’s
utility in terms of the receiver’s utility and vice-versa.

Finally, this paper is related to the recent literature on testing for private information
in insurance markets. Hendren [27] uses elicited subjective beliefs from survey data to test
whether there is more private information in one group of agents (insurance rejectees) than
another group (non-rejectees). Under the group interpretation, Theorem 5 allows us to
perform this same test by inferring beliefs directly from choice data. Also, we can interpret
Theorem 6 as providing a sufficient condition for the presence of private information that is
similar to tests for private information in the empirical literature (e.g. Chiappori and Salanié

[11], Finkelstein and McGarry [20] and also Hendren [27]).

34



References

[1]

2l

13

4]

[5]

[6]

17l

8]

19]
[10]

[11]

[12]

D. Ahn and T. Sarver. Preference for flexibility and random choice. FEconometrica,

81(1):341-361, 2013.

F. Anscombe and R. Aumann. A definition of subjective probability. The Annals of
Mathematical Statistics, 34(1):199-205, 1963.

D. Bergemann and S. Morris. Bayes correlated equilibrium and the comparison of
information structures. Mimeo, 2013.

P. Billingsley. Probability and Measure. John Wiley and Sons, Inc., second edition,
1986.

D. Blackwell. Comparison of experiments. In Proceedings of the Second Berkeley Sym-
posium on Mathematical Statistics and Probability, pages 93-102, 1951.

D. Blackwell. Equivalent comparisons of experiments. The Annals of Mathematical
Statistics, 24(2):265-272, 1953.

H. Block and J. Marschak. Random orderings and stochastic theories of response.
In I. Olkin, editor, Contributions to Probability and Statistics, pages 97-132. Stanford
University Press, 1960.

A. Caplin and M. Dean. Rational inattention and state dependent stochastic choice.
Mimeo, 2013.

A. Caplin and D. Martin. A testable theory of imperfect perception. Mimeo, 2013.

C. Chambers and N. Lambert. Dynamically eliciting unobservable information. Mimeo,
2014.

P. Chiappori and B. Salanié. Testing for asymmetric information in insurance markets.
The Journal of Political Economy, 108(1):56-78, 2000.

E. Cinlar. Probability and Stochastics. Springer, 2011.

[13] M. Cohen. Random utility systems - the infinite case. Journal of Mathematical Psy-

chology, 22:1-23, 1980.

[14] A. Dawid. The well-calibrated bayesian. Journal of the American Statistical Association,

77(379):605-610, 1982.

[15] E. Dekel, B. Lipman, and A. Rustichini. Representing preferences with a unique sub-

jective state space. Econometrica, 69(4):891-934, 2001.

[16] D. Dillenberger, J. Lleras, P. Sadowski, and N. Takeoka. A theory of subjective learning.

Mimeo, 2012.

35



[17] A. Ellis. Foundations for optimal inattention. Mimeo, 2012.

[18] J. Falmagne. A representation theorem for finite random scale systems. Journal of
Mathematical Psychology, 18:52-72, 1978.

[19] A. Finkelstein, E. Luttmer, and M. Notowidigdo. Approaches to estimating the health
state dependence of the utility function. American Economic Review: Papers and Pro-
ceedings, 99(2):116-121, 2009.

[20] A. Finkelstein and K. McGarry. Multiple dimensions of private information: Evidence
from the long-term care insurance market. The American Economic Review, 96(4):938—
958, 2006.

[21] D. Fudenberg and T. Strzalecki. Dynamic logit with choice aversion. Mimeo, 2014.

[22] T. Gilovich, R. Vallone, and A. Tversky. The hot hand in basketball: On the misper-
ception of random sequences. Cognitive Psychology, 17:295-314, 1985.

[23] S. Grant, A. Kajii, and B. Polak. Intrinsic preference for information. Journal of
Economic Theory, 83:233-259, 1998.

[24] S. Grant, A. Kajii, and B. Polak. Temporal resolution of uncertainty and recursive
non-expected utility models. Econometrica, 68(2):425-434, 2000.

[25] F. Gul, P. Natenzon, and W. Pesendorfer. Random choice as behavioral optimization.
Econometrica, 82(5):1873-1912, 2014.

[26] F. Gul and W. Pesendorfer. Random expected utility. Econometrica, 74:121-146, 2006.

[27] N. Hendren. Private information and insurance rejections. Econometrica, 81(5):1713~
1762, 2013.

[28] D. Kahneman and A. Tversky. An analysis of decision under risk. Econometrica, 47:263—
291, 1979.

[29] E. Karni. Foundations of bayesian theory. Journal of Economic Theory, 132:167-188,
2007.

[30] E. Karni, D. Schmeidler, and K. Vind. On state dependent preferences and subjective
probabilities. Econometrica, 51(4):1021-1031, 1983.

[31] D. Kreps. Representation theorem for "preference for flexibility’. Econometrica, 47:565~
578, 1979.

[32] D. Kreps and E. Porteus. Temporal resolution of uncertainty and dynamic choice theory.
Econometrica, 46(1):185-200, 1978.

[33] F. Matéjka and A. McKay. Rational inattention to discrete choices: A new foundation
for the multinomial logit model. Mimeo, 2013.

36



[34] D. McFadden. Econometric models of probabilistic choice. In C. Manksi and D. Mc-
Fadden, editors, Structural Analysis of Discrete Data with Econometric Applications,
chapter 5. MIT Press, 1981.

[35] D. McFadden and M. Richter. Stochastic rationality and revealed stochastic preference.
In J.S. Chipman, D. McFadden, and M. Richter, editors, Preferences, Uncertainty and
Optimality, pages 161-186. Westview Press, Inc., 1991.

[36] A. Miiller and D. Stoyan. Comparison Methods for Stochastic Models and Risks. John
Wiley and Sons, Inc., 2002.

[37] P. Natenzon. Random choice and learning. Mimeo, 2013.

[38] M. Rabin. Inference by believers in the law of small numbers. The Quarterly Journal
of Economics, 117(3):775-816, 2002.

[39] M. Rabin and J. Schrag. First impressions matter: A model of confirmation bias. The
Quarterly Journal of Economics, 114(1):37-82, 1999.

[40] L. Rayo and I. Segal. Optimal information disclosure. The Journal of Political Economy,
118(5):949-987, 2010.

[41] D. Read and G. Loewenstein. Diversification bias: Explaining the discrepancy in variety
seeking between combined and separated choices. Journal of Experimental Psychology:
Applied, 1:34-49, 1995.

[42] K. Saito. Preference for flexibility and preference for randomization under ambiguity.
Mimeo, 2014.

[43] J. Savage. The Foundations of Statistics. John Wiley and Sons, Inc., 1954.

[44] R. Schneider. Convex Bodies: The Brunn-Minkowski Theory. Cambridge University
Press, 1993.

[45] R. Strotz. Myopia and inconsistency in dynamic utility maximization. The Review of
Economic Studies, 23(3):165-180, 1955.

[46] K. Train. Discrete Choice Methods with Simulation. Cambridge University Press, 2009.

37



Appendix A

A1l. Representation Theorem

In this section of Appendix A, we prove the main representation theorem. Given a non-empty

collection G of subsets of H and some F' € IC, define
GNF:={GNF|GegG}

Note that if G is a o-algebra, then G N F' is the trace of G on F' € K. For G C F € K, let

Gri= (] ¢
GCG/eHp

denote the smallest Hp-measurable set containing G.
Lemma (Al). Let G C F € K.

(1) HFNF =HNF.

(2) GF:GHFEHFforsomeGEH.

(3) FF C F' € K implies Gp = G N F.
Proof. Let G C F € K.

(1) Recall that Hp := 0 (HU{F}) so H C Hp implies HNF C Hp N F. Let

G={GCH|GNFeHNF}
We first show that G is a o-algebra. Let G € Gso GNF € HN F. Now

G‘NF=(GUF)NF=(GNF)NF
=F\(GNF)eHNF

as H N F is the trace o-algebra on F'. Thus, G° € G. For G; C G, G;NF € HN F so

(UG) NF=J@GnF)ennF

Hence, G is an g-algebra

Note that H C G and F € G so HU{F} C G. Thus, Hr = o (HU{F}) C G. Hence,
HrNFCGNF={GNFIG=GNFeHNF}CHNF
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soHrNF=HNF.
Since Hrp N F C Hp, we have
GF — ﬂ G/ C m G/
GCG'eHp GCG'eHpNF

Suppose g € (Ngeaepnr G- Let G’ be such that G C G' € Hp. Now, G CG'NF €
Hr N F so by the definition of g, we have g € G' N F. Since this is true for all such G,

we have g € Gr. Hence,

Gr = m G = ﬂ G’

GCG'eHpNF GCG'eHNF
where the second equality follows from (1). Since F is finite, we can find G; € H where

GCéiﬂFforiE{l,...,k}. Hence,

GF:fN@ﬂF):émF

]

where G := N, C;’l € H. Note that Gr € Hp follows trivially.

By (2), let Gp = G N F and Gp = G/ N F for {GG} C 7. Since F C F,
GCGprNF=GNF€eHr

so Gr C G NF by the definition of Gr. Now, by the definition of G, G C GNF' €

HF/ SO
Gmec<GmF>mF:émF:GF

Hence, Gr = G N F.

Let p be a RCR. By Lemma Al, we can now define

pr (G) = Gcin}gHF pr (G') = pr (GF)

for G C F € K. Going forward, we simply let p denote p* without loss of generality. We

also employ the notation

p(F, G) ‘= PFUG (F)
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for {F,G} C K. We say that two acts are tied iff they are indifferent.
Definition. f and g are tied iff p(f,g9) = p(g,f) = 1.
Lemma (A2). For {f,g} C F € K, the following are equivalent:

(1) f and g are tied
(2) g€ fr
(3) fr=gr

Proof. We prove that (1) implies (2) implies (3) implies (1). Let {f,¢g} C F € K. First,

suppose f and g are tied so p(f,g9) = p(g,f) =1. If frug = f, then g = (fUg) \fr € Hsy,
S0 grug = g- As aresult, p(f,g9)+p (g, f) =2 > 1 a contradiction. Thus, f,, = fUg. Now,

since fUg C F, by Lemma Al, fUg = fruy = frN(fUg) so g € fr. Hence, (1) implies
(2).

Now, suppose g € fr so g € gr N fr. By Lemma Al, gr N fr € HE so gr C gr N fr
which implies gr C frp. If f & gr, then f € fr\gr € Hp. As aresult, fr C fr\gr implying
gr = O a contradiction. Thus, f € gp, so f € gr N fr which implies fr C gr N fr and

fr C gr. Hence, fr = gr so (2) implies (3).
Finally, assume fr = gr so f U g C fr by definition. By Lemma A1 again,

frog=frn(fUg)=fUyg

so p(f,9) = prug (fUg) = 1. By symmetric reasoning, p (g, f) = 1 so f and g are tied.
Thus, (1), (2) and (3) are all equivalent. O

Lemma (A3). Let p be monotonic.

(1) For fe Fe K, pr(f)=prug(f) if g is tied with some ¢’ € F.
(2) Let F:=J, fi, G := U, g; and assume f; and g; are tied for all i € {1,...,n}. Then
o (f)) = pa (g) for alli € {1, n}.

Proof. We prove the lemma in order:

(1) By Lemma A2, we can find unique h’ € F for i € {1,...,k} such that {h}, ...}

forms a partition on F. Without loss of generality, assume ¢ is tied with some ¢’ € hk.
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By Lemma A2 again, hl = hiUg and hi = h', for i > 1. By monotonicity, for all
i

Pr (h%) = PF (hz) 2 Prug (hz) = PFug (h%Ug)
Now, for any f € h%, fe hwag and

pr(f)=1- ZPF (hf) <1-— ZPFUg (hirug) = prug (f)
i#j oy
By monotonicity again, pr (f) = prug (f)-
(2) Let F:=J, fi, G :== |, 9; and assume f; and g; are tied for all ¢ € {1,...,n}. From

(1), we have

pr (fi) = prog, (fi) = prug, (9i) = prugs. (9i)

Repeating this argument yields pr (f;) = pg (g:) for all .

For {F, F'} C K, we use the condensed notation FaF’ :=aF + (1 —a) F’.

Lemma (A4). Let p be monotonic and linear. For f € F € IC, let F' :== Fah and f' := fah
for some h € H and a € (0,1). Then pr (f) = pr (f') and fr = frah.

Proof. Note that pr (f) = pr (f') follows directly from linearity, so we just need to prove
that fr, = frah. Let ¢’ := gah € frah for g € F tied with f. By linearity, p(f',¢') =
p(d,f) =1so ¢ is tied with f’. Thus, ¢" € fi by Lemma A2 and frah C fr.. Now, let
g € fr so g = gah is tied with fah. By linearity again, f and g are tied so ¢’ € frah.
Thus, fr = frah. m

We now associate each act f € H with the vector f € [0,1]%*F

Find {f1,91,..., fr,9x} C H such that f; # g; are tied and z; - z; = 0 for all i # j, where

without loss of generality.

z; = II?:?H' Let Z :=1in{zy,..., 2z} be the linear space spanned by all z; with Z = 0 if no

such z; exists. Let k be maximal in that for any {f, g} C H that are tied, f — g € Z. Note
that Lemmas A3 and A4 ensure that k is well-defined. Define ¢ : H — R%*X such that

and let W :=lin (¢ (H)). Lemma A5 below shows that ¢ projects H onto a space without

ties.
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Lemma (A5). Let p be monotonic and linear.

(1) o(f) =w(g) iff f and g are tied.
(2) w-p(f)=w-f foralweW.

Proof. We prove the lemma in order

(1) First, suppose f and g are tied so f — g € Z by the definition of Z. Thus,

=9+ Z (7%
1<i<k
for some o € R*. Hence,

e(f) =g+ Z iz — Z

1<i<k 1<i<k

(g—i— Z aij) -zi] 2
=g- > (g-z)z=¢(9)

1<i<k
For the converse, suppose ¢ (f) = ¢ (g) so

f— Z (f-z)zi=g— Z (9 - 2i) 2i

1<i<k 1<i<k

f=9=> ((f—-9)-=z)u€eZ

1<i<k
and f and g are tied.

(2) Note that for any f € H,
@(f)-2=0

Since W = lin (¢ (H)) and ¢ is linear, w - z; = 0 for all w € W. Thus,

wep(f)=w- (f— > <f~zi>zi> =w-f

1<i<k

for all w e W.

Lemma (AG6). If p satisfies Azioms 1-4, then there exists a measure v on W such that
pr(f)=v{weWlw-f>w-gVgeF}
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Proof. Let m := dim (W). Note that if m = 0, then W = ¢ (H) is a singleton so everything is
tied by Lemma A5 and the result follows trivially. Thus, assume m > 1 and let A™ C R*X
be the m-dimensional probability simplex. Now, there exists an affine transformation 7' = A\ A
where A > 0, A is an orthogonal matrix and T o ¢ (H) C A™. Let V := lin(A™) so
T (W) = V. Now, for each finite set D C A™, we can find a p* € A™ and a € (0,1) such
that Dap* C T o ¢ (H). Thus, we can define a RCR 7 on A™ such that

7o (p) := pr (f)

where T o ¢ (F) = Dap* and T o ¢ (f) = pap*. Linearity and Lemma A5 ensure that 7 is
well-defined.

Since the projection mapping ¢ is linear, Axioms 1-4 correspond exactly to the axioms
of Gul and Pesendorfer [26] on A™. Thus, by their Theorem 3, there exists a measure vy on

V such that for F € I

pr () = Tropr) (T o ¢ (f))
=vr{veV|v- (Top(f)>v-(Top(g) Vge F}

Since A™1 = A/,

v (Top(f))=v-AM(e(f) =A (A7) o (f) = NT" (v) - ¢ (f)

Thus,

pr (f)=vr{veV|T () -o(f)>T ' (v)-¢(g) Vg€ F}
=v{iweWlw-¢(f)2w-¢(g) Vg€ F}
=v{weW|lw-f>w-gVge F}

where v := vp o T is the measure on W induced by T'. Note that the last equality follows
from Lemma A5.
Finally, consider any generic F' € K, and let Iy, C F be such that f € Fy € Ky. By
Lemma A3,
pr (f)=pr (f) =v{weWlw- f2w-gVg e F}
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By Lemma Ab, if h and ¢ are tied, then
w-h=w-p(h)=w-p(g)=w-g
for all w € W. Thus,
pr(f)=v{iweWlw- f>w-gVg e F}
O

Henceforth, assume p satisfies Axioms 1-4 and let v be the measure on W as specified by
Lemma A6. We let wy € RX denote the vector corresponding to w € W and s € S. For
u € RX, define R(u) C RX as the set of all au + 1 for some a@ > 0 and 3 € R. Let
U:={ueR*u-1=0} and note that R (u) N U is the set of all au for some a > 0.

A state s* € S is null iff it satisfies the following.

Definition. s* € S is null iff f; = g5 for all s # s* implies ppyys (f) = prug (g) for all F € K
Lemma (A7). If p is non-degenerate, then there exists a non-null state.

Proof. Suppose p is non-degenerate but all s € S are null and consider {f,g} C H. Let
S = {s1,...,s,} and for 0 < i < n, define f* € H such that f; = g, for j < i and
fs;, = fs; for j > i. Note that f° = f and f* = g. By the definition of nullity, we have
p(f5 fTY) =1 = p(fit, f9) for all i < n. Thus, f* and f! are tied for all i < n so by
Lemma A2, f and g are tied. This implies p(f,g) = 1 for all {f,¢g} C H contradicting

non-degeneracy so there must exist at least one non-null state. O]

Lemma (A8). Let p satisfy Azioms 1-4 and 8. Suppose {s1,s2} C S are non-null. Define
¢: W — U x U such that
b (1) = W, — (wsi-l) 1
==y

fori e {1,2} andn:=vo¢~ ! as the measure on U x U induced by ¢. Then

(1) n ({0} xU) =n (U x{0}) =0
(2) n{(ur,u2) €U xUluy-r>0>uy-r}=0forany r € U

(3) U{(Ul,UQ) e U x U‘UQ ER(ul)}:l

Proof. We prove the lemma in order.
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(1)

Since s; is non-null, we can find {f, g} C H such that f, = g, for all s # s; and f and
g are not tied. Let f;, = p and g5, = ¢ so

L=p(f,9)+r(9f)
=v{weWlws, -p>ws -q}+v{weW|w, -q>ws -p}
O=v{weWlws, -r=0}=n{u € Uluy-r =0} xU)
for r := p — q. Since we can assume 7 is complete, ({0} x U) = 0. The case for s, is

symmetric.

For any {p,q} C AX, let {f,g,h} C H be such that fs, = fs, = hs, =D, g5, = s, =
hs, = q and f, = gs = h, for all s & {s;, s5}. First, suppose h is not tied with either f

nor g. Hence, by S-independence,

0=prron (h) =v{weWlw-h>max(w- f, w-g)}
=v{weW|wy - -q>w, -pand w,, -p>w, -q}

=v{weWlws, -r>0>w,, -1}
for r := p — q € U. Note that if h is tied with g, then

L=plgh)=phg)=v{iveW|w-h=w-g}
=v{we Wlws -r=0}

Symmetrically, if h is tied with f, then ws, - 7 = 0 v-a.s., so we have

O=v{weWlws, -7>0>ws,- -7}
=v{w e W|o1(w) 7 >0>ds(w) r}

=n{(up,us) €U XUluy-r>0>uy -1}

for any r € U without loss of generality.

First, define the closed halfspace corresponding to r € U as
H, ={ueUlu-r>0}

and let £ be the set of all finite intersection of such halfspaces. Consider a partition

P = {0}UlY, A; of U where for each A;, we can find two sequences A;; € £ and A €&
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such that A;;  A; U {0}, A;; C int (A;;) U {0} and A;; N Ay; = {0} for all ¢/ # i .

Note that since sets in £ are n-measurable, every A;; x Ay is n-measurable. By (1)

=n(UxU)=n <UAi X UAi> :Zn(Ai x Ay)
=D 0 (Aix A) + ) n(Ai x Av)

i il i
= (U (A; x A;) > +th77 (Aij x Airj)
i il i
By a standard separating hyperplane argument (Theorem 1.3.8 of Schneider [44]), we
can find some r € U such that u; -7 > 0 > uy - r for all (ug,us) € /_lij X f_ll-/j. Since
A\ {0} C int (A;;), we must have uy -7 > 0 > uy - r for all (ug,uz) € (A4;\ {0}) x

(47;\{0}). By (1) and (2),
1 (A X Ay ) 1 ((Ai;\ {0}) x (Ai;\ {0}))

n{(uy,us) €U XUluy-r>0>ug-r} =0

so ) (U; (Ai x Ai)) =

Now, consider a sequence of increasingly finer such partitions P* := {0} U |J, AF such
that for any (uj,u) € U x U where uy & R (uy), there is some partition P* where
(uy,uz) € A¥ x AL for i #4'. Let

Cr, == {0} U (AF x 4F)
Co :={(ur,ug) € U x U |uz € R(uy)}

We show that C}, \, Cy. Since P¥ C P¥for k' > k, Cyy C Cy. Noteif us € R (uy), then
w € H, iff uy € H, for all r € U so Cy C C, for all k. Suppose (uq,u2) € ([, Ck) \Co.
Since uy € R (uq), there is some k such that (uj,us) ¢ Cy a contradiction. Hence,

CO = ﬂk Ck SO
1(Co) = limn (Cy) =1

Theorem (A9). If p satisfies Azioms 1-5 and 8, then it has a RSEU representation.

Proof. Let p satisfy Axioms 1-5 and 8, and v be the measure on W as specified by Lemma
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AG6. Let S* C S be the set of non-null states with some s* € S* as guaranteed by Lemma
A7. Define

Wy :={we W|ws € R(ws) Vs € S*}
and note that by Lemma AS,

n(Wo)=n<ﬂ {wewmsemwsa}) =1

seS*

Let @ : Wy — AS be such that @, (w) := 0 for s € S\S* and

as (w)

ZSGS* Qs (UJ)

for s € S* where ws; = a; (W) we + P (w) 1 for s (w) > 0 and Fs (w) € R. Define Q Wy —
AS x R¥ such that

Qs (w) :==

Q (w) = (Q (w) 7w8*)

and let 7 := no Q! be the measure on AS x R¥ induced by Q.
For s € S\S*, let {f,h} C H be such that h, = ﬁl and fy = hy for all s # s. By the

definition of nullity, f and g are tied so

1:p<f,h>:p<h,f>=u{wew

1
ws-f(s):m(ws-l)}

Thus

PF(f)ZV{U)EW

Y we- fs) =D wi-g(s) VgGF}

ses ses
:V{wEWO Zws-f(s)EZws-g(s) VgEF}
ses* s€S*

=7{(q,u) € ASXxR¥|g-(uo f)>q-(uog) Vg€ F}

Note that Lemma A8 implies that u is non-constant. Finally, we show that 7 is regular.

Suppose 3{f, g} C H such that
7{(q.u) € ASxR¥[q-(uo f) =g (uog)} € (0,1)

If f and g are tied, then ¢ - (uo f) = ¢ - (uo g) m-a.s. yielding a contradiction. Since f and
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g are not tied, then

m{(q,u) € AS xR¥|q-(uo f)=q-(uog)} =p(fi9)—(1—p(g.f) =0

a contradiction. Thus, p is represented by 7. O]
Theorem (A10). If p has a RSEU representation, then it satisfies Azioms 1-5 and 8.

Proof. Note that monotonicity, linearity and extremeness all follow trivially from the repre-

sentation. Note that if p is degenerate, then for any constant {f, ¢} C H,

=p(f,9)=p(9,f) =7{(qu) € ASxR*|uo f=wuog}

so u is constant m-a.s. a contradiction. Thus, non-degeneracy is satisfied.
To show S-independence, suppose fs, = fs, = hs,, g5, = gs, = hs, and f; = gs = h, for
all s & {s1,s2}. Note that if h is tied with f or g, then the result follows immediately, so

assume h is tied to neither. Thus,

p{ﬁg,h}(h):ﬂ'{(q u)EASXRX|q- (uoh)>max(q-(uog),q (uog))}
=m{(q,u) € AS x R*|u(hy,) > u(hy,) and u(hy,) > u(hs,)}

Note that if u (hs,) = u(hs,) m-a.s., then h is tied with both, so by the regularity of m,
Pisgny (h) = 0.

Finally, we show continuity. First, consider {f,g} C Fy € Ky such that f # ¢ and
suppose ¢-(uo f) =q-(uog) ma.s.. Thus, p(f,g9) =p(g,f) =1so f and g are tied. As pis
monotonic, Lemma A2 implies g € fr, contradicting the fact that F}, € Ky. As p is regular,
q-(uof)=q-(uog) with m-measure zero and the same holds for any {f,¢g} C F € K,.
Now, for G € K, let

Q= |J {leuweASxRY|q: (uof)=q-(uog)}
{f.9}CG, f#g

and let
Q:=QrulJQn
k

Thus, 1 (Q) =0so p(Q) =1for Q :== AS\Q. Let 7 (A) = 7 (A) for A € B(AS x R¥)NQ.
Thus, 7 is the restriction of 7 to @ (see Exercise 1.3.11 of Cinlar [12]).
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Now, for each Fy, let & : Q — H be such that

&k (q,u) == argmaxg- (wo f)

and define ¢ similarly for F'. Note that both &, and ¢ are well-defined as they have domain
Q. For any B € B(H),

glg_l(B):{(Q7u)€Q|€k(qvu) GBka}
= U {(@uw) eASxRY|q - (uof)>q-(uog) Vg€ R} NQ

fEBNF}

€B(ASxRY)NQ
Hence, &, and £ are random variables. Moreover,

#o&'(B)= Y #{(¢.u) €Qlq-(uof)>q-(uog) Vg€ Fr}

fEBNF},

= > w{lqu) € ASxR¥|q- (uo f) > q-(uog) Vg € F}

fEBNF,

= pr, (BN Fy) = pr, (B)

so pp, and pp are the distributions of &, and £ respectively. Finally, let F}, — F' and fix
(q,u) € Q. Let f:=¢&(q,u) soq-(uof)>q-(uog) for all g € F. Since linear functions
are continuous, there is some | € N such that ¢ - (uo fr) > ¢ - (uo gx) for all £ > [. Thus,
& (q,u) = fr = [ =& (g, u) so & converges to & T-a.s.. Since almost sure convergence implies
convergence in distribution (see Exercise I11.5.29 of Cinlar [12|), pr, — pr and continuity is

satisfied. ]
Corollary (Al1l). p satisfies Azioms 1-7 iff it has an information representation.

Proof. We first prove sufficiency. Note that if p satisfies Axioms 1-6 and 8, then by Theorem
A9, p has an information representation. We show that Axioms 1-7 imply Axiom 8. Suppose
fs1 = fss = hsys Gs, = gs, = hs, and fs = gs = hs for all s € {s1,s2}. Note that if & is tied
with f or g, then the result follows immediately, so assume A is tied to neither. Note that if
hs, and hg, are tied, then S-monotonicity implies A is tied to both, so assume p (hs,, hs,) = 1
without loss of generality. By S-monotonicity again, p (f,h) = 1 implying p (h, f) = 0. Thus,
Pif.g.h} (h) = 0 so Axiom 8 is satisfied.

For necessity, note that Axioms 1-5 all follow from Theorem A10. C-determinism follows
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trivially from the representation. To show S-monotonicity, suppose pg, (fs) = 1 for all s € S.
Thus, u (fs) > u(gs) for all ¢ € F and s € S which implies ¢ - (uo f) > g (uog) for all
g € F. Hence, pp (f) =1 from the representation yielding S-monotonicity. O

A2. Uniqueness

In this section of Appendix A, we use test functions to prove the uniqueness properties of

information representations. Let H. C H denote the set of all constant acts.

Lemma (A12). Let p be represented by (p,u). Then for any measurable ¢ : R — R,

u(f) —supsepq- (uo f))
dF, = _ d
[o,ugzs /As¢< u(f) —u(f) prltd)

Proof. For F' € K, let ¢p : AS — [0,1] be such that ¢r (¢) = u“t;;;ﬁ?;')(mf) which is

measurable. Let A := p o' be the image measure on [0,1]. By a standard change of

variables (Theorem 1.5.2 of Cinlar [12]),

0.1 (@) " (d0) = | W (@) plde)

We now show that the cumulative distribution function of ¥ is exactly F,. For a € [0,1],
let f¢:= ia? € H.. Now,
N[0, a] = poppt[0,a] = p{g € AS | a > ¢r (g) > 0}

:M{quS supQ‘(UOf)Zu(fa)}

fer

First, assume f®is tied with nothing in F'. Since p isregular, p{q € AS|u(f,) =q-(uo f)} =
0 for all f € F. Thus,

N[0,a) =1 p{q € AS|u(f.) > q- (uo f) Vf € F}
=1 p(f*,F) = p(F, ") = F, (a)

Now, assume f* is tied with some g € F' so u (f*) = ¢ (uog) p-a.s.. Thus, f* € gpysa so
Fp(a) ::O(Fafa) = 1:)‘F[07a]

50



Hence, A" [0,a] = F,(a) for all a € [0,1]. Note that AF'[0,1] = 1 = F, (1) so F, is the

cumulative distribution function of A% O]
For convenience, we define the following.

Definition. F >, G iff [, xdF (z) > [, 2dG (z).

Lemma (A13). Let p and T be represented by (u,w) and (v,v) respectively. Then the fol-

lowing are equivalent:

(1) u=ov+pf fora>0
(2) f,=fr forall f € H,

(3) fo=m fr forall f € H,

Proof. For f € H., let u(f) := M and note that

fola)=p(f, faf) =L (a)

Thus, the distribution of f, is a Dirac measure at {a (f)} so
| adn@=a)
[0,1]

and A = 6{f[0,1] &p(a)a) Hence, M = M iff f, =, f- so (2) and (3) are equivalent.

We now show that (1) and (3) are equivalent. Let =f and =7 be the two preference
relations induced on H. by p and 7 respectively, and let ( /s 7) and (g, g) denote their
respective worst and best acts. If (1) is true, then we can take (i, f) = (g, g). Thus, for
feH,

| ad@=in)=s(n= [ ad(@
[0,1] [0,1]

so (3) is true. Now, suppose (3) is true. For any f € H,., we can find {a, 8} C [0,1] such
that ia? ~ | ~% gBg. Note that

a=i(= [ adp@= [ ad@=00)=5

so [ ~9 ia? iff f~7 gag. Asaresult, f = g iff ia? =5 iﬁf iff 3> aiff gog =% gBg
iff f ¢ ¢g. Thus, p =7 on H.sou = av+  for a« > 0. Hence, (1), (2) and (3) are all

equivalent. O
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Theorem (Al4). Let p and T be represented by (u,u) and (v,v) respectively. Then the

following are equivalent:

1) (p,u) = (v,av+ ) fora >0

2) p=1T

(1)
(2)
(3) p(f,9)=7(f.g) forall{f g} CH
4) f,=f forall fe H

Proof. Let p and 7 be represented by (u,u) and (v,v) respectively. If (1) is true, then
pr (f) =7r (f) for all f € H from the representation. Moreover, since p (f,g) = p(g,f) =1
iff 7(f,g9) =7(g,f) =1iff f and g are tied, the partitions { fr} ;. agree under both p and
7. Thus, H% = HF for all F € K so p =7 and (2) is true. Note that (2) implies (3) implies
(4) trivially.

Hence, all that remains is to prove that (4) implies (1). Assume (4) is true so f, = f-
for all f € H. By Lemma A13, this implies u = av + 8 for a > 0. Thus, without loss of
generality, we can assume 1 = u (?) =0 (?) and 0 =u (i) =0 (i) so u = v. Now,

VYi(q) =1—q-(uof)=1-q-(vof)

where 1y : AS — [0,1]. Let A = po w;l and M/ =vo w;l, so by the lemma above, they
correspond to the cumulatives f, and f.. Now, by lonescu-Tulcea’s extension (Theorem
IV.4.7 of Cinlar [12]), we can create a probability space on 2 with two independent random
variables X : © — AS and Y : @ — AS such that they have distributions p and v

—a

respectively. Let ¢ (a) = e

E [eﬂlﬂf(X)} :/ eﬂﬁf(q),u (dq)
AS

— —ad — —(ld
/[0 L@ /[ KAt

— / e 1@y, (dg) =R [efwf(Y)}
AS

, and since f, = f;, by Lemma A12,

forall f € H. Let wy € [0, 1]S be such that w; = 1—wo f so ¢s (¢) = ¢-wy. Since this is true
for all f € H, we have E [e7X] = E [eY] for all w € [0, 1]°. Since Laplace transforms
completely characterize distributions (see Exercise 11.2.36 of Cinlar [12]), X and Y have the
same distribution, so p = v. Thus, (4, u) = (v, av + ) for @ > 0 and (1) is true. Hence, (1)
to (4) are all equivalent. O
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Lemma A15 below shows that (1) every decision-problem is arbitrarily (Hausdorff) close to

some decision-problem in Ky, and (2) p is discontinuous at precisely those decision-problems

that contain ties (indifferences).

Lemma (A15). Let p have an information representation.

(1)
(2)

Ko is dense in .

[ and g are not tied iff fr. — f and g — g imply p(fi,9r) = p(f,9)-

Proof. Let p be represented by (u,u). We prove the lemma in order:

(1)

Consider F' € K. For each {f;, g;} C F tied and f; # g;, let
zi:=uo fi—uog;

so q-z; =0 p-a.s.. Let ¢* € AS be in the support of u so ¢* - z; = 0 for all 7. Now, for
every f € F:=={f € F|fr# f},let e; > 0 and f’ € H be such that

wo f' =uo f+epq’

Since F' is finite, we can assume e # ¢, for all {f, g} C F such that f # g. Suppose

f" and ¢ are tied, so p-a.s.
O=gq-(uof —uog)=q-(zi+ (s —5)q") = (er—5g)q- ¢

Thus, ¢ - ¢* = 0 p-a.s.. Since ¢* - ¢* # 0, ¢* is not in the support of u yielding a
contradiction. If we let f/ := f for f € F\F , then F’ := User f* € Ko. Setting
5’} — 0 for all f e F yields that F} — F. Thus, Ky is dense in K.

First, let f and ¢ not be tied and f, — f and g, — g¢g. Suppose there is some
subsequence j such that all f; and g; are tied. Let

zji=uo fj —uog;

and Z := lin (U] zj> N[0, 1}S. Let z :=uo f —wuog and since f and g are not tied,
z ¢ 7 by linearity. Thus, z and Z can be strongly separated (see Theorem 1.3.7 of
Schneider [44]), but z; — z yielding a contradiction. Hence, there is some m € N such

that fr and gy are not tied for all £ > m. Continuity yields p (fx, gx) = p(f,9).
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Finally, suppose f and g are tied. Without loss of generality, let f. € H be such that
uof.=uof—el

for some € > 0. By S-monotonicity, p (f, f) = p (fs, g) = 0. Thus, if we let ¢ — 0 and
f- — f, then

p(fes9) = 0<1=0p(f9)

violating continuity.

Appendix B

In Appendix B, we prove our results relating valuations with random choice. In this section,
consider RCRs p such that there are {L f} C H. where p (7, f) =p (f, i) =1forall fe H
and F), is a cumulative distribution function for all ' € K. For a € [0, 1], define f* := faf.

Lemma (B1). For any cumulative F' on [0, 1],

/ F(a)dazl—/ a dF (a)
[0,1] [0,1]

Proof. By Theorem 18.4 of Billingsley [4], we have

/M 0 dF (a) = F (1) — /(071] F () da

The result then follows immediately. m
Lemma (B2). For cumulatives F and G on [0,1], F = G iff F = G a.e..

Proof. Note that sufficiency is trivial so we prove necessity. Let A be the Lebesgue measure
and D := {be [0,1]| F(b) # F(G)} so A(D) = 0. For each a < 1 and € > 0 such that
a+¢e <1, let B,. = (a,a+¢). Suppose F'(b) # G (b) for all b € B, .. Thus, B,. C D so

0<2=A(B.o) <A(D)
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a contradiction. Thus, there is some b € B, such that F'(b) = G (b) for all such a and
e. Since both F' and G are cumulatives, they are right-continuous so F' (a) = G (a) for all
a<l. Since F(1)=1=G (1), F =G. O

Lemma (B3). Let p be monotonic and linear. Then (F U fb)p = F,V f} for all b € [0,1].

Proof. Let p be monotonic and linear. Note that if p (L 7) > 0, then f and f are tied so
by Lemma A3, p (L f) =p (f,i) =1 for all f € H. Thus, all acts are tied, so (FU fb)
1= F,V f} trivially.

Assume p(i,f) = 0, so linearity implies p(fb, f“) =1 for a > b and p(fb,fa) =0

otherwise. Hence f;’ = 1p,1), so for any F' € K,

p_

, 1 ifa>b
(Fp V fp) (a) = (Fp V 1[571]) (a) =
F,(a) otherwise

Let G:= FU f°U f? so

(FU), (@ = pa (FU )
First, suppose a > b. If a > b, then p (f“, fb) = 0 s0 pg (f*) = 0 by monotonicity. Hence,
pe (FU f?) = 1. If a = b, then pg (F U f°) = 1 trivially. Thus, (FU fb)p (a) = 1 for all
a > b. Now consider a < b so p (fb, f“) = 0 which implies pg (fb) = 0 by monotonicity.
First, suppose f* is tied with nothing in F'. Thus, by Lemma A2, f& = fr p. = f* so

pruge (F) 4 pruge (f*) =1 = pa (F) + pa (%)

By monotonicity, pryuse (F) > pe (F) and ppuse (f*) > pa (f*) so pe(F) = pruse (F).

Hence,
pa (F U f*) = pa (F) = prose (F) = F, (a)
Finally, suppose [ is tied with some f’ € F. Thus, by Lemma A3,
pe (FUf') = prop (FUf*) =1=F,(a)
SO (F U fb)p (a) = F, (a) for all a < b. Thus, (F U fb)p =FV fllj. ]

Definition. v is normalized iff u (i) =0 and u (T) =1
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Lemma (B4). Let p be monotonic and linear. Suppose =, and T are represented by (i, u).
Then F, = F, for all F € K.

Proof. Let p be monotonic and linear, and suppose >, and 7 are represented by (p,u). By

Theorem Al4, we can assume u is normalized without loss of generality. Let

V(F):= /Asilelgq-(qu)ﬂ(dq)

so V represents =,. Since test functions are well-defined under p, let f and J be the best
and worst acts respectively. We first show that p ( /s 7) = 0. Suppose otherwise so f and
f must be tied. By Lemma A4, f* and f° are tied for all {a,b} C [0,1]. Thus, f*(a) =1
for all {a,b} C [0,1]. Hence V, (f*) =V, (f*) so V (f*) =V (f*) for all {a,b} C [0,1]. This
implies

w(f) =V () =V () =u(f)

for all b € [0,1] contradicting the fact that u is non-constant. Thus, p ( £ 7) =0 so

f (a)da=0< fp(a)daglz/ f,(a)da
r [0,1] [0,1]

[0,1]

which implies f <, f =, f. Thus, V (f) <V (f) <V (f) forall f € Hsou(f) <u(f) <
u (?) for all f € H, and {i,?} C H.. Hence, we can let f and £ be the worst and best acts
of 7.

Since =, is represented by V', we have V, (F') = ¢ (V (F')) for some monotonic transfor-

mation ¢ : R — R. Now, for b € [0, 1],
1-b= [Dﬁl]fﬁ(a)dan})(fb) =o(V (") =01 -0
so ¢ (a) = a for all @ € [0,1]. Now, by Lemmas A12 and B1,
[ Fo@da =V, (£) =V (P

—1—/ adFT(a)—/ F. (a)da
[0,1] [0,1]
for all F' € K.
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By Lemma B3, for all b € [0, 1],
/ (FuU fb)p (a)da = / (F, Vv f;’) (a)da = / (F, vV 1p1) (a)da
0,1] [0,1] 0,1]

:/ F,(a)da+1—-0

[0,0]
Thus, for all b € [0, 1],
G (b) ::/ F, (a)da:/ F. (a)da

[0,b] [0,b]

Let A be the measure corresponding to G so A[0,b] = G (b). Thus, by the Radon-Nikodym

Theorem (see Theorem 1.5.11 of Cinlar [12]), we have a.e.

Fy(a) = 2 = F (a)

Lemma B2 then establishes that F}, = F for all I’ € K. O

Lemma (B5). Let p be monotonic, linear and continuous. Suppose T is represented by (i, u).

Then F, =F. for all F € K iff p=1T.

Proof. Note that necessity is trivial so we prove sufficiency. Assume u is normalized without
loss of generality. Suppose F, = F; for all F' € K. Let {i, 1, g,g} C H. be such that for all
feH,
p(f.f)=p(f,[)=7@f)=7(fg) =1
Note that
r(7.9) =T.(0) =T, 0) =1
so f and g are 7-tied. Thus, by Lemma A3, we can assume f = g without loss of generality.

Now, suppose u (i) > (g) so we can find some f € H, such that u (i) >u(f)and f = fbf
for some b € (0,1). Now,

L=7(f.9) = £ =£,0) =p (£, 1)

violating linearity. Thus, u ( i) =u (g), so f and g are also 7-tied and we assume f = g
without loss of generality.

Suppose f € H and f° are 7-tied for some b € [0,1]. We show that f* and f are also
p-tied. Note that

Lp (a) = fr(a) = fo(a) = p(f, f*)
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Suppose f° is not p-tied with g. Thus, p (fb,f) = 0. Now, for a < b, p(f, f*) = 0 implying
p(f%, f) = 1. This violates the continuity of p. Thus, f is p-tied with f.

Consider any {f,g} C H such that f and g are 7-tied As both p and 7 are linear, we
can assume g € H, without loss of generality by Lemma A4. Let f° be 7-tied with g, so it
is also 7-tied with f. From above, we have f? is p-tied with both f and g, so both f and g
are p-tied by Lemma A2.

Now, suppose f and g are p-tied and we assume g € H. again without loss of generality.

Let f° be 7-tied with ¢g. From above, f°is p-tied with g are thus also with f. Hence

T(f9) =7 (L) =f ()= [, () =1

Now, let h € H be such that g = fah for some a € (0,1). By linearity, we have h is p-tied
with g and thus also with f°. Hence

7(h,g) =7 (h, f*) = hs (b) = h, (b) = 1

By linearity, f and g are 7-tied. Hence, f and g are p-tied iff they are 7-tied, so ties agree
on both p and 7 and HY%. = H} for all F' € K.

Now, consider f € G. Note that by linearity and Lemma A3, we can assume f = f¢
for some a € [0,1] without loss of generality. First, suppose f is tied with nothing in
F := G\ f* Thus,

pa(f)=1=pa(F)=1=F,(a) =1-F (a) =16 (f)

Now, if f* is tied with some act in G, then let [’ := F'\ f&. By Lemma A3, p¢ (f) = p (f, F’)
and 7¢ (f) = 7 (f, F') where f is tied with nothing in F’. Applying the above on F’ yields
pc (f) =71¢ (f) for all f € G € K. Hence, p= . O

Theorem (B6). Let p be monotonic, linear and continuous. Then the following are equiva-

lent:

(1) p is represented by (1, w)

(2) >, is represented by (1, )

Proof. First suppose (1) is true and assume u is normalized without loss of generality. Let

V(F):= /Asf}elgq-(qu)u(dQ)

58



so from Lemmas A12 and B1,
V(F)=1- [ adF()=1-0-V(F) =V
[0,1]

so (2) is true. Now, suppose (2) is true and let 7 be represented by (i, u) with « normalized.

By Lemma B4, F, = F for all F' € K. By Lemma B5, p = 7 so (1) is true. O

Lemma (B7). Let = be dominant and p = p~. Then for all F' € K

1) f=F

=f
(2) FUf~f

and F'U f ~ F
Proof. Let = be dominant and p = p~. We prove the lemma in order:

(1) Since p = px, let V : K — [0,1] represent = and p(f,, F) = W for f,
af + (1 —a) f. Thus,

B [ WV(FUL),
V(FU ) V(FUfO)_/[(M]—da da—/Ml]p(fa,F)da

Now, for F' = f,
VU V= [ ol da=
[0,1]
Thus, V (i) =0and V (iu?) = 1. Since f > J/, by dominance,
V() =V (UT) -1
soV (f)=12V(F)>0=V(f) for all F € K.
(2) From (1), f = f = fforall fe H Let F={fi,..., fx}. By iteration,
frfUh~fURUf~FUF

Now, for any f € F, fs = fforalls€ Sso FF'~ FU /.

Lemma (B8). Let p be monotone, linear and p (L 7) = 0. Then a.e.

v, (F'U fa)

pUfu F) = 1= F,(1—a) = S0
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Proof. Let p be monotone, linear and p (L 7) =0 and let f* := f,_,. We first show that a.e.

L= p (£ F) + Fo(8) = p (£, F) + p (F. ")

By Lemma A2, this is violated iff p (fb, F) > 0 and there is some act in f € F tied with f°.
Note that if f is tied with f°, then f cannot be tied with f* for some a # b as p (L ?) = 0.
Thus, p (fb,F) + F,(b) # 1 at most a finite number of points as F' is finite. The result
follows.

Now, by Lemma B3,
VFUR) =V, (Fur) = [ (B@v (), @)da
[0,1]

:/ Fp(a)da+b:/ F,(1—a)da+b
[0,1—b]

[b,1]

Since V, (F'U fo) = Jio.4 Fy (1 — a) da, we have

Vp(FUfb)—Vp(FUfU):b—/ F,(1—-a)da

(0,]

:/[Ob}(l—Fp(l—a))da

Thus, we have a.e.

v, (F'U fa)

) 1B, (1= ) = p(fa F)

Theorem (B9). Let = be dominant. Then the following are equivalent:

(1) > is represented by (1, u)

(2) ps is represented by (p, u)

Proof. Assume u is normalized without loss of generality and let
V) = [ g (e )
AS feF

First, suppose (1) is true and let p = p. where W : K — [0,1] represents > and
p(fa, F) = w for f, == af + (1 —a) f. Since V also represents =, W = ¢ oV for
some monotonic ¢ : R — R. By Lemma B7, f = F > fsou (?) >u(f)>u (i) for all
f € H. Let 7 be represented by (u,u) so f and f are the worst and best acts of 7 as well.
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By Lemmas A12 and B1,
ViF)=1- [ adR(a)=1-(1-V(F)=V(F)
[0,1]

so by Lemma B8, 7 (f,, F') = dV(fZJfa)‘

Suppose p (i, 7) > 0so f and f are p-tied. Thus, by Lemma A2, p (i, f) =p (f,i) =1

so all acts are tied under p. Thus,

W (f1) =W (fiU fo) Z/[Ol]p(fa,fl)da:

so f>=fuU S~ f by Lemma B7 a contradiction. Thus, p (i, ?) = 0.

Now,

WEOT) W@ = [ ol da=

so W ( i) =0 and W (7) = 1 by dominance. By dominance, for b > 0,

W (fs) =W (foU fp) =W (foU fo) =/ p (fa, fo) da =

(0,0]

By the same argument, V (f,) = b so

=W () =0V () =¢(b)

so W = V. By Lemma B8, we have a.e.

| —F (1—a)=r(fo F) = dW(f;an“) :dv(gauf“) 1 —F,(1-a)

so F; = F, a.e.. By Lemma B2, F, = F, so by Lemma B5, p- = p =7 and (2) holds.

Now, suppose (2) is true and let p = p- where W : K — [0, 1] represents = and p (f,, F) =

ﬂ for f, .= af + (1 —a) f. Suppose p is represented by (u,u) and since V, =V, we

have p (fo, F) = dV(FUf“) by Lemma B8. Now, by dominance,

1—W(F)ZW(FUfl)—W(FUfo)=/[Ol]p(fc,F)da
=V (FUM)=V(FUf)=1=-V(F)

so W =V proving (1). O
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Appendix C

C1. Assessing Informativeness

In this section of Appendix C, we prove our result on assessing informativeness.

Theorem (C1). Let p and T be represented by (u,u) and (v,u) respectively. Then the

following are equivalent:

(1) w is more informative than v
(2) F, >s0sp Fp fO?“ all F € K

(3) Fr > F, forall F e K

Proof. Let p and 7 be represented by (u,u) and (v,u) respectively and we assume u is
normalized without loss of generality. We show that (1) implies (2) implies (3) implies (1).
First, suppose p is more informative than v. Fix F' € K and let U := wo F and h(U,q)
denote the support function of U at ¢ € AS. Let ¥ (q) := 1 — h (U, q), and since support
functions are convex, x is concave in ¢ € AS.3* Let ¢ : R — R be increasing concave, and
note that by Lemma A12,

¢dF, = N ¢ o vr (q) 1 (dg)

[0,1]

Now for a € [0, 1], ¥ (gar) > apr (q) + (1 — ) Yp (1) so

¢ (Yr (qar)) = ¢ (atp (q) + (1 — a) ¥r (r))
> ag (Pr(g)) + (1 — )¢ (Yr (1))

34 See Theorem 1.7.5 of Schneider [44] for elementary properties of support functions.
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S0 ¢ o Y is concave. By Jensen’s inequality,
¢ oYr(q) p(dg) = / ¢ o Yr (p) K (g, dp) v (dg)
AS AS JAS
< qbowp(/ pK(q,dp)>V(dQ)
AS AS
< [ ¢ovr(g)v(dg)
AS

SO f[o y ¢dF, < f[o j ¢dF: and F; >s0sp I, for all I € K.
Since >gogp implies >,,, (2) implies (3) is trivially. Now, suppose F, >,, F, for all
F € K. Thus, if we let ¢ (x) = z, then

[ vr(@ntdn - /[ R0

< /[071} a dF; (a) = N Yr (q) v (dg)

Thus,
[ ntweRautn = [ bue P
AS AS
for all ' € K. Hence, by Blackwell [5, 6], p is more informative than v . O

Lemma (C2). Let p and T be represented by (v, uw) and (v,v) respectively. Then f, =, fr
for all f € H iff u and v share average beliefs and uw = av + § for a > 0.

Proof. Let p and T be represented by (u, ) and (v, v) respectively. We assume u is normal-

ized without loss of generality. Let ¢f (¢) :==1—¢- (uo f) so by Lemma A12,

/ adf, (@)= | () p(dg)
[0,1] AS

First, suppose i1 and v share average beliefs and u = v without loss of generality. Thus,

/ASW(Q)N(dQ) =1y (/Asqu(dQ)>

=1y (/ q V(dC])> = [ ¥s(g)v(dg)
AS AS
so f, =m fr forall f € H. Now assume f, =, f, for all f € H so by Lemma Al13, u = av+f3
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for a > 0. We assume u = v without loss of generality so

vy (/Asq #(dQ)) :/As¢f(Q)M(dQ)

- As¢f(q)u(dq) = 1)y (/Asq V(dq))

If we let r, = fASq p(dg) and r, = fASq v (dq), then

1—r,-(uof)=1—r,-(uof)
0=(ru—=m)-(uof)

for all f € H. Thus, w- (r, —r,) = 0 for all w € [0, 1]S implying r, = r,. Thus, p and v

share average beliefs. O

Lemma C3 below shows that our definition of “more preference for flexibility than” coincides

with that of DLST.

Lemma (C3). Let =1 and >, have subjective learning representations. Then >=1 has more

preference for flexibility than = iff ' =5 f implies F =1 f.

Proof. Let =1 and =5 be represented by Vi and V5 respectively. Suppose g =5 f implies
g =1 f. Let f and f be the worst and best acts under V, and assume V5 ( i) = 0 and
Va (?) = 1 without loss of generality. Now, ¢ ~o f implies g ~q f. If we let ¢ ~» fa S for
some a € [0, 1], then V5 (¢g) = a and

Vilg) =aVi (/) + (L =a)Vi(f) = (Vi (f) = Vi (£)) Va(9) + Vi (/)

for all g € H. Thus, =1 and >, coincide on singletons. Note that the case for g =1 f implies
g = f is symmetric.

First, suppose >=; has more preference for flexibility than >=5. Let F' >=5 f and F ~5 ¢
for some g € H. Thus, F' =, g and since g =5 f, g =1 f. Hence, F' >, f. For the converse,
suppose F' =5 f implies F' =1 f. Let ' =5 f and note that if F' >4 f, then the result follows
so assume F' ~qy f. Let g ~1 F for some g € H so g =5 F. Thus, g =5 f so g =1 f which
implies F' =1 f so >=; has more preference for flexibility than >,. O]

64



C2. Partitional Information Representations

In this section of Appendix C, we consider partitional information representations. Given
an algebra F on S, let Qr (S) := (J,cg @ (s). For each g € Qr (5), let
EF = {s€8|Qr(s) = g}

and let Pr := {qu } ) be a partition on S. Also define

q€Qx(S
Cr = conv (Qr (9))

Lemma (C4). o (Pr) = F.

Proof. Let ¢ € Qx (S) and note that since Q# (-, {s'}) is F-measurable for all s’ € S,

E;]F: ﬂ {SES|Q}'(Sa{S,}) :qs’} Sl

s'esS

Thus, E] € F for all ¢ € Q5 (S) so Pr C F. Now, let A € F and note that
14(s) =Ex[14] = QF (s, A)

s0 Qr(s,A) =1for s € Aand Qr(s,A) =0 for s € A. Since Pz is a partition of S, let
P4 C Px be such that

Suppose Js € E\A for some E € P4. Thus, we can find an ' € AN E so Qr (s) = Qr ().
However, Qr (s, A) = 1 > 0 = Qr(s,A) a contradiction. Thus, A = E € o (P) so
Pr C F C o (Px). This proves that o (Pr) = F (see Exercise 1.1.10 of Cinlar [12]). O

Lemma (C5). EJ = {s € S|q, > 0} for g € Qr (S).

Proof. Let ¢ = Q (s) for some s € S. Since Eg: eF,Qr (s’,Eg:) = lpr (s') for all s" € S.
Note that since s € Ef, q (E{) =1 for all ¢ € Q#(S5). Thus, ¢; > 0 implies s € qu.
Suppose s € qu but ¢, = 0. Now,

re=RE []E]: [1{S}i| =E [Q]: (5/7 {S})]

]
= > (B d=r(E])e=0

7' €Qx(S)

contradicting the fact that r has full support. Thus, E] = {s € S| ¢, > 0}. O
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Lemma (C6). ext(Cr) C Qx (S5).

Proof. Suppose ¢ € Qr = ext (Cr) C Cr but ¢ € Qr(S). If ¢ € conv(Qx(S)), then
q=>,ap; for a; € (0,1), > ,a; =1 and p; € Qr (S) C Cr. However, this contradicts
the fact that ¢ € ext (C), so ¢ & conv (Qr (S)) = Cr another contradiction. Thus, Qr C
Qr (). o

Proposition (C7). Let p and T be represented by (F,u) and (G,u) respectively. Then the
following are equivalent:

(1) D, CD,

(2) CrC (g

3) FCg
Proof. Let p and 7 be represented by (F,u) and (G, u) respectively. Assume u is normalized
without loss of generality. We show that (1) implies (2) implies (3) implies (1).

First, suppose (1) is true but Cr ¢ Cg and let p € Cx\Cg. Note that Cg is compact (see

Theorem 1.1.10 of Schneider [44]). Thus, by a separating hyperplane argument (Theorem
1.3.4 of Schneider [44]), there is a a € R, e > 0 and v € R® such that for all q € Cg,

qg-vz>ate>a—e>2p-v

Note that since Cg C AS and p € AS, we can assume v € [0, 1]5 without loss of generality.
Let f € H be such that uo f = v. Note that (a —¢,a+¢) C [0, 1], and since both Qx (5)
and Qg () are finite, we can find

be(a—ea+e)\ U q-v

9€QF (S)UQg(S)

Thus, b# ¢ - v for all ¢ € Q# (S) U Qg (S). Let h € H, such that u (h) = b so

u(h) #q-(uof)

for all ¢ € Q7 (S)U Qg (S). Thus, {f, h} is generic under both F and G. Since ¢ - (uo f) >
b=wu(h) for all ¢ € Cg, we have

T(f.h) =pg{a € AS|q-(uo f) Zu(h)} =1

66



so {f,h} € D,. However, u(h) > p-(uo f) for some p € Cx. If ¢- (uo f) > u(h) for all
q € Qr(S), then g (uo f) >wu(h) for all ¢ € Cr a contradiction. Thus, g € Q (S) such
that u (h) > ¢ - (uo f). On the other hand, if uw(h) > g - (uo f) for all ¢ € Qx (5), then

Qg (s) - (uo f) >b>Qr(s)-(uof)
for all s € S. Thus, Eg [uo f] —Ex[uo f] > ¢ for some ¢’ > 0. Taking expectations yield
EEg[uo fl=Erfuo fll=Efuo f]=Eluc f]=0

a contradiction. Thus, 3{s, s’} C S such that u(h) > Qx(s)- (uo f) and Qx (s') - (wo f) >

u (h). Since we assume r has full support,

p(h.f)=npnr{qe AS|u(h) =2 q-(uo f)} 2rs>0
p(f.h) =nr{g€AS|q-(uof)Zu(h)} 2ry >0

so {f,h} & D, contradicting (1). Thus, (1) implies (2).

Now, assume (2) is true. Let ¢ € Qx (S) so ¢ € Cr C Cg. Since ext (Cg) C Qg (S) from
Lemma C6, Minkowski’s Theorem (Corollary 1.4.5 of Schneider [44]) yields that ¢ = >, a;p’
for a; > 0, ", o = 1 and p' = Qg (s;). Note that by Lemma C5, ZseE{ qs = 1. If p’ > 0 for
some s € E7, then ¢, > 0 a contradiction. Thus, ZseE,f p. =1 for all p’. Now, by Lemma
C5 again, for each p’,

EY ={seS|p, >0} CE]

so U, Eg,. C EJ. Moreover, if s € E] then g, > 0 so 3p' such that p} > 0 which implies
s el Egi. Thus, ET =, Epgi € G so Pr C G. Hence F C G so (2) implies (3).
Finally, assume (3) is true so F C G and let F' € D,. Since F is generic under 7, for all

{f.g} CF,
r{se€ S|Eguo f]=Eg[uog]} €{0,1}

Thus, Eg [uo f —uog]=0o0rEgluo f —uog|#0. Since F C G, by repeated conditioning
(see Theorem IV.1.10 of Cinlar [12]),

Er[Egluo f —uogl=Ex[uof—uog]

so Erjuof—uogl=0o0r Exfuof—wuog]#0. Thus, F is generic under p. Since F' is

67



deterministic under 7, we can find a f € F such that
1= 70 (f) = r{s € S|Eg[uo f] > Eg[uog) ¥g € F}
By repeated conditioning again, Ex [uo f —wuog] >0 for all g € F so
1=pr(f)=r{seS|Erluc f]| > Er[uog] Vg€ F}

so F' € D,. Hence D, C D, so (3) implies (1). O

Appendix D

In Appendix D, we prove our results for calibrating beliefs.
Lemma (D1). Let p, be represented by (us,u) and ps (f°, ) = 0.

(1) gs > 0 ps-a.s..

(2) For F € K,

A} (a) = E(1— (uo )Sd
[ edrz@= [ (1w @en))

Proof. Assume u is normalized without loss of generality. We prove the lemma in order:
(1) Note that

0=ps(f*,f) =ns{qg€AS|q- (uo f°) > 1}
= ps{q € AS|1—q, > 1} = py{q € AS|0 > ¢}

Thus, g5 > 0 ps-a.s..

(2) Define ¢3 (q) == = (1 —supsepq- (uo f)) and let AI' := 150 (¢3) " be the image

ds
measure on R. By a change of variables,

/R 2l (dx) = N V3 (q) ps (dg)

Note that by (1), the right integral is well-defined. We now show that the cumulative

distribution function of A" is exactly F5. For a € [0,1], let f¢ := fa? and first assume
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f&is tied with nothing in F'. Thus,

N[0, 7sa] = s 0 (¥3) 7 (0,70 = s {g € AS|rsa >4 (q)}

:,us{qEAS|supq-(uof)Zl—aqs}

fer

:Ms{q€AS|§1€1gC]'(Uof) Zq-(mf?)} = ps (F, f$) = F; (rsa)

Now, if f2 is tied with some g € F, then
S . S . _ S _ F
F(rsa) = ps (F, f7) = 1= ps {q S ASIf};}gq (uof)>q-(uo fa)} = A; [0, 75a]
Thus, AL [0,75a] = F} (rsa) for all a € [0,1]. Since F € K,

L=Fj(rs) = M0, 7]

so Fy is the cumulative distribution function of A{.

Lemma (D2). Let p be represented by (u,u).

(1) p is represented by (fi,u) where i :== Y Tsjts.

(2) Forse€ S, qs >0 fi-a.s. iff gs > 0 pg-a.s. for all s € S.
Proof. Let p be represented by (i, u). We prove the lemma in order:

(1) Recall that the measurable sets of p, p and pp coincide for each ' € K. Note that p
is represented by (us, us) for all s € S. Since the ties coincide, we can assume u; = u

without loss of generality. For f € F' € IC, let

Qrr:={qeAS[q-(uof)>q-(uof) Vge F}

Thus
ﬁF(f _pF fF erpsF fF erﬂs QfF :ﬂ(Qf,F)

so p is represented by (i, u).
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(2) Let s € S and

Q:={qeAS|qg-(uof)>u(f)} ={q€AS[1—-¢,>1}
={q€AS[q. <0}

For any s’ € S, we have py (?, f) =1=p (T, f) where the second inequality follows
from (1). Thus, f* is cither tied with f or puy (Q) = p(Q) = 0. In the case of the
former, puy (Q) = 1 (Q) = 1. The result thus follows.

Theorem (D3). Let p be represented by (p,w). If Fy =, Fp, then p is well-calibrated.

Proof. Let S := {s € S| ps (f,?) = 0} C S. Let s € S; so ¢gs > 0 ps-a.s. by Lemma DI.
Define the measure v, on AS such that for all @ € B(AS),

0 (@)= [ (o)

ds

We show that u = v,. Since F) =,, F; and by Lemmas D1 and D2, we have

/[0 } adF, (a) = /[0 N adF? (a)
1 —supq-(uof))a(dg)= [ = (1—supq-(uof))u,(dg)
AS feF AS qs feF

::AS(1_i£qw@of0L@M®

for all F' € IC,.
Let G € K and F, := (Ga?) U f* fora € (0,1). Since f* € F, p, (Fa,f) =1so0o F, € K,.
Let

wpq~w0f)ZQ'Woiﬁ}

feGaf

Q. = {qGAS

and note that

g a-(uefy=h(a(uoG)+ (1-aju(f).q

=1—a(l—h(uoG,q))
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where h (U, q) denotes the support function of the set U at ¢g. Thus,

/AS {1—supq'(UOf)}ﬂ(dQ):/a(a(l—h(qu7q)))/j(dq)+/ 4.7 (dq)

J€Fa

a

so for all @ € (0,1),
—h(uoG,q)) % 5 = —h(uoG,q)) v, %1/3
| a-nwec ot [ L= [ a-nwocg)un s | Lo

Note that ¢; > 0 ji-a.s. by Lemma D2, so by dominated convergence

lim [ (1 —h(uoG,q))p(dg) = lim . (1 =h(uoG,q))1g.nig.>0y (4) i (dg)
a— Qa a— S

= /AS (1 —h (u o G7 Q)) ilgcl) 1{qua(17h(qu,q))}ﬂ{qs>0} (C_I) T (dQ)
~ [ - hwe G0 L (@) (o)
AS
:/ (1= h (uo G,a)) fi (dg)
AS
For ¢ € Q,

1—gs=q-(uof)>1—a(l—h(uoG,q))

%<1—h(qu,q)§1

a

50 [o. 2i1(dg) < [,g1qs (q) it (dg). By dominated convergence again,

. ds _ . _
— < c
0 Joy o (1) <1 ) Ras (0 ()

< / lim 14, <a(1—n(uoc.q)} (@) 72 (dq)
ASa—)O

< / 10y (@) i (dg) = 0
AS

By a symmetric argument for v,, we have
[ a-h@oGanat = [ (1-hweG.q)w(da)
AS AS
for all G € K. Letting G = f yields 1 = i (AS) = vz (AS) so v is a probability measure on
AS and -
[ swpa- o patin = [ swa- o pyv. o

S feq S feG
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Thus, = v, for all s € S by the uniqueness properties of the subjective learning represen-

tation (Theorem 1 of DLST). As a result,

|t = [ vt = (@

for all @ € B(AS) and s € S,.
Finally, for s € S, ps (f,?) =150 ¢s =0 psa.s.. By Lemma D2, ¢; = 0 p-a.s.. Let

and note that u (Qo) = 1. Now,

ZTS—Z/ gsf1 (dg) = /qu (dg)

seSt seSt Qo seSt
[ (S rtan - i -
Qo \ ses
which implies ngzs+ rs = 0 a contradiction. Thus, S, = S and pu is well-calibrated. m

Theorem (D4). Let p be represented by (u,w). If pu is well-calibrated, then F; =, Fj.

Proof. Note that the measurable sets and ties of p, and p coincide by definition. As above,
let Sy = {s€S|p, (f,?) =0} C 5. Thus, s ¢ S, implies f° and f are tied and ¢, = 0
a.s. under all measures. By the same argument as the sufficiency proof above, letting

Qo := {q € AS| nger qs = O} yields

ZTS—Z/ gsft (dq) = /O<qu> (dg) =1

seSy seSy ses

a contradiction. Thus, S, = S.

Let F' € K, and s € S. Since p; (f,f) = 0, by Lemmas A12 and D1 and the fact that
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w is well-calibrated,

/ adF (a / L (1 —supg- (uo f)) s (dg)
[0,ps] AS s feF
Ts qs _
-/ = (1 ~supq- <uof>) % 1 (dg)
AS s fer Ts

/ 1 —supq-(uo f)) a(dg) = / adFj;(a)
AS fer [0,1]
SO Fj =m F5.

Appendix E

In this section, we relate our model with that of Ahn and Sarver [1]. We focus on the
individual interpretation for ease of comparison. Ahn and Sarver introduce a condition called

35

consequentialism to link choice behavior from the two time periods.”” Consequentialism

translates into the following in our setting.
Axiom (Consequentialism). If pr = pg, then F ~ G.

However, consequentialism fails as a sufficient condition for linking the two choice behav-

iors in our setup. This is demonstrated in the following.

Example. Let S = {s1,s2}, X = {z,y} and u (ad, + (1 — a) 6,) = a. Associate each ¢ € AS
with ¢t € [0, 1] such that t = ¢5,. Let p have the uniform distribution and v have density
6t (1 —t). Thus, p is more informative than v. Let = be represented by (u,u) and p be
represented by (v,u). We show that (>, p) satisfies consequentialism. Let F* C FNG
denote the support of pr = pg. Since f € F\FT implies it is dominated by F p-a.s., it is
also dominated by F'™ v-a.s. so F ~ Ft. A symmetric analysis for G yields F ~ F* ~ G.

Thus, consequentialism is satisfied, but u # v.

The reason for why consequentialism fails in the Anscombe-Aumann setup is that the
representation of DLR is more permissive than that of DLST. In the lottery setup, if conse-
quentialism is satisfied, then this extra freedom allows us to construct an ex-ante represen-

tation that is completely consistent with that of ex-post random choice. On the other hand,

35 Their second axiom deals with indifferences which we resolve using non-measurability.
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information is uniquely identified in the representation of DLST, so this lack of flexibility
prevents us from performing this construction even when consequentialism is satisfied. A

stronger condition is needed to perfectly equate choice behavior from the two time periods.
Axiom (Strong Consequentialism). If F, and G, share the same mean, then F ~ G.

The following demonstrates why this is a strengthening of consequentialism.

Lemma (E1). For p monotonic, pr = pe implies F, = G,,.

Proof. Let p be monotonic and define F* := {f € H|pr(f) >0}. We first show that
Ff =F, Let F*:= F\F* and for a € [0,1], monotonicity yields

0= pr (F') 2 proge (F°)

Note that by Lemma A2, {F° F*} € Hp. First, suppose f® is tied with nothing in F.

Hence,
prruge (1) + ppeuge (f*) =1 = pruge (F1) + proge (f%)

By monotonicity, pp+ype (F1) > pruge (FT) and pp+yge (f*) > proge (f*) so
Ff (a) = pproga (FY) = proge (F7) = prose (F) = F, (a)
Now, if f* is tied with some act in F', then by Lemma A3 and monotonicity,
1=pp (F*) = pruge (F*) < preuge (F7)

Thus, Ff (a) =1=F,(a)so I, = F),
Now, suppose pr = pg for some {F,G} C K. Since pg (f) > 0 iff pc (f) >0, FT = G*.
We thus have
F,=Ff =G} =G,

]

Thus, if strong consequentialism is satisfied, then consequentialism must also be satisfied as
pr = pc implies F, = G, which implies that F, and G, must have the same mean. Strong
consequentialism delivers the corresponding connection between ex-ante and ex-post choice

behaviors that consequentialism delivered in the lottery setup.

Proposition (E2). Let = and p be represented by (u,u) and (v,v) respectively. Then the

following are equivalent:
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(1) (=, p) satisfies strong consequentialism
2 F-Giff F~,G

(3) (p,u) = (v,av + B) for a >0

Proof. Note that the equivalence of (2) and (3) follows from Theorem B6 and the uniqueness
properties of the subjective learning representation (see Theorem 1 of DLST). That (2)
implies (1) is immediate, so we only need to prove that (1) implies (2).

Assume (1) is true. Since >, is represented by (v,v), we have F' ~, G implies F' ~ G.
Without loss of generality, we assume both v and v are normalized. First, consider only
constant acts and let f and £ be the worst and best acts under v. Now, for any f € H,, we

can find a € [0, 1] such that ia? ~, [ which implies ia? ~ f. Thus

v(f)=v(faf)=1-a

and

u(f)=au(f)+ 1 —-a)u(f) =10 -v()u(f)+v(u(f)
= ((f) —u(f)) o (N) +ulf)

for all f € H.. Thus, u = av+ 8 where o := u (7) —u (i) and f:=u (i) Since iU7~p7
implies f U f ~ f, we have u (T) >u (i) soa > 0. If a =0, then u = 3 contradicting the
fact that u is non-constant. Thus, o > 0.
We can now assume without loss of generality that >, is represented by (v,u). Now,
given any F' € K, we can find f € H. such that /' ~, f which implies F' ~ ¢g. Thus,
[ swpa-two pyvian) = uio) = [ swpa-(uo f)utdo

S feF S fEF

so =, and > represent the same preference which implies (2). Thus, (1), (2) and (3) are all

equivalent. O

I6)



