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ABSTRACT

We design a test methodology to analyze in detail the video qual-

ity received at each peer in a peer-to-peer (P2P) video streaming

system. The metrics that we employ at each peer include video

PSNR, statistical analysis of frame-freeze events, the amount of time

to wait before video playback starts, nature of the data-paths es-

tablished to serve the peer, protocol overhead and duplicate data

received. These metrics are estimated by analyzing the packet re-

ception times at each peer and utilizing information about the orig-

inal uncompressed video as well as the encoded video. We use this

framework to compare the performance of three P2P video streaming

systems by deploying them on our controlled traffic-shaped network

test-bed. We can emulate the same network conditions and peer be-

havior for testing different systems and ensure that the experiments

are repeatable. These measurements highlight the differences be-

tween systems based upon their underlying implementation, overlay

architecture, and choice of protocols. This measurement study helps

to gauge the performance of currently available P2P video streaming

systems and points out desirable performance improvements.

Index Terms— peer-to-peer video streaming, video traces,

overlay architectures

1. INTRODUCTION AND RELATED WORK

In the recent years, numerous academic and commercial Internet

peer-to-peer (P2P) streaming systems have become available. Some

systems already have large installed user bases for both live and on-

demand video streaming, for example [1–4]. A survey and compari-

son of the different approaches and protocols for P2P streaming sys-

tems can be found in [5,6]. To gauge their strengths and weaknesses,

a methodology for comparing different implementations is required.

We propose such a methodology that allows head-to-head compari-

son using several relevant parameters; at each receiving peer, these

include video PSNR, statistical analysis of frame-freeze events, the

amount of time to wait before video playback starts, nature of the

data-paths established to serve the peer, protocol overhead and du-

plicate data received, etc. We also build a controlled network test-

bed according to various measurements on the Internet. Finally, we

deploy three commercial-grade systems on the test-bed and use the

proposed methodology for analyzing their performance. We con-

trast our work against recent studies, for example [7–11]. Firstly,

these studies do not focus on received video quality measures such

as PSNR and video startup times and are limited to an analysis of

the networking characteristics like bandwidth usage, packet loss, etc.

For example, [12] is a recent measurement study on SopCast that re-

ports an extensive list of metrics but does not include video PSNR.

Secondly, most of these measurement studies are done on the ba-

sis of logs from real sessions on the Internet and this entails little

possibility of fair comparison owing to differences in infrastructure,

network conditions, video characteristics and peer behavior. On our

controlled test-bed, we can carefully select these parameters and use

the same settings for all tested systems. We recently reported the

performance of the three systems based on some networking-centric

metrics in [13]; it complements the analysis in this paper.

2. TEST-BED

We set up a controlled IP network by simulating real-world network

conditions using the NISTNet tool [14] for traffic shaping. The con-

ditions are based on prior measurements between real hosts in Berlin

(Germany), Stanford (USA) and Munich (Germany). We simulated

48 clients/peers in all; 23 in Berlin, 22 in Stanford and 3 in Munich.

The upload bandwidth distribution among these 48 clients, also con-

trolled using NISTNet, is given by {3072 × 3, 2048 × 2, 1024 ×
12, 576×27, 192×2, 128×2}, in b×n notation meaning n clients

with an upload bandwidth of b kbps. The hardware emulating 40

of the clients is inside a Deutsche Telekom data-center in Erfurt,

Germany. The remaining 8 clients are hosts in Berlin with DSL In-

ternet connections; their distribution is {1024×2, 576×2, 192×2,

128 × 2}. These 8 clients, denoted by client IDs 1 through 8 in the

next section, are not traffic-shaped through NISTNet as they are lim-

ited by real DSL connections. The P2P server is hosted by another

Deutsche Telekom data-center in Berlin.

We employed the following peer churn model. During each 6

minute time slot, a peer is on or off with probabilities 0.9 and 0.1

respectively. Also, a peer can switch off for the rest of the run during

any time slot with probability 0.05. In the last 5 minutes of the run,

a peer is off with probability 0.5. This emulates the scenario when

peers rapidly depart the P2P overlay at the end of the session.

3. EXPERIMENTS

The three tested systems are in an advanced stage of development

and have been successfully deployed on the Internet. In order to

protect commercial interests, we refer to them as System A, Sys-

tem B and System C. For the P2P overlay, System A builds multiple

multicast trees and adopts the so-called push approach. Systems B

and C are mesh-based and follow the so-called data-driven approach

or pull approach. We report results for two test-runs for each sys-

tem. The NISTNet tool performed traffic shaping in Run 1, whereas

Run 2 was with NISTNet disabled and hence the underlying physi-

cal network characteristics were applicable. The same realization of

the statistical On-Off model was used in all runs for emulating peer
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(a) System A, Run 1
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(b) System B, Run 1
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(c) System C, Run 1

Fig. 1. Average drop in video quality for the displayed frames. The drop is shown for all 48 clients for Run 1.
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(a) System A, Run 2

0 10 20 30 40 50
0

1

2

3

4

5

6

Client ID

A
v
g
. 

d
ro

p
 i
n
 P

S
N

R
 [

d
B

]

(b) System B, Run 2
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(c) System C, Run 2

Fig. 2. Average drop in video quality for the displayed frames. The drop is shown for all 48 clients for Run 2.

churn. Please note that for each run, we performed multiple trials

and observed low variance in the results. Hence, we pick a single

trial for reporting the results for each run, since a statistical aver-

age of quality across multiple trials would hide some of the adverse

effects that users observe in video playback.

We encoded 30 minutes of the classic movie La Dolce Vita

(Fellini, 1960), using a state-of-the-art H.264/AVC [15] video codec

with accurate rate-control to generate a 400 kbit/s CBR bit-stream.

The spatial resolution is 352 × 240 pixels, the frame-rate is 24 fps

and the average PSNR of the encoded sequence is approximately

42 dB. We omit the audio stream in this work. An intra-coded

picture (I) is inserted every second and the number of consecutive

bi-directionally predicted (B) frames is two. The uni-directionally

predicted (P) frames use a single previous frame for reference, hence

decoding can be synchronized starting from an I frame. A start-code

of three bytes allows to detect the boundaries of every encoded

frame. We use the ASF (Advanced Systems Format) container for

wrapping the H.264/AVC coded stream for P2P Systems B and C

since these systems make use of the ASF format for parsing the bit-

stream and extracting useful timing information. System A parses

the H.264/AVC bit-stream itself and extracts the timing information.

Due to network packet loss, peer churn, etc., some parts of the

bit-stream never arrive or arrive too late for playout and this affects

the quality of the displayed video. We assume that the video de-

coder uses “Copy Previous” error concealment, i.e., it replaces lost

portions of an image with the corresponding regions from the previ-

ously decoded frame. In order to simplify the video quality assess-

ment, we assume that a packet loss associated with a frame causes

the loss of the whole frame. A video frame is not decodable, and

hence considered to be lost, if either this frame or any other frame

that this frame depends on are lost. If a previously decoded frame is

displayed in lieu of the current frame then the display appears frozen.

The loss of a large portion of contiguous data causes the loss of sev-

eral consecutive frames and leads to a long frame freeze. We assume

that Accelerated Retroactive Decoding (ARD) [16] is possible; i.e.,

even though a frame arrives late for its own display, it can still be

used for decoding a future frame that depends on it.

When the peer’s video display is on, for every frame-interval, we

estimate the quality of the displayed video frame by computing the

PSNR between the original uncompressed video frame and the frame

which is actually displayed according to the concealment algorithm

described above. If a frame is completely decodable then the PSNR

only depends on the distortion due to quantization induced at the

encoder, whereas a frame-freeze causes the PSNR to drop steadily

as the dissimilarity between the original uncompressed frame and

the displayed frozen frame increases.

We obtained slightly modified versions of the systems that ac-

curately log the packet arrival times. In order to translate the infor-

mation about the loss of packets into the loss of frames, we utilize

the knowledge about the location of the encoded frames within the

streamed file, the frame dependencies, as well as the frame display

deadlines. The frame display deadlines are decided by the buffering

time and the frame-rate of the video. The waiting time from connec-

tion initiation until the playout is called pre-roll delay or buffering

time. It should be noted that although a given system might get the

first few data-bytes with low delay, it could still require long buffer-

ing time to sustain good quality. It was observed that this is true of

the mesh-based protocols since the advertising and delivery of some

chunks of data can consume a lot of time compared to other chunks.

Similar techniques for translating packet loss and arrival times into



0 10 20 30 40 50 60
10

15

20

25

30

35

40

45

Pre−roll delay [sec]

A
v
g
. 
lu
m
in
a
n
c
e
 P
S
N
R
 a
c
ro
s
s
 a
ll 
c
lie
n
ts
 [
d
B
]

System A, Run 1

System A, Run 2

System B, Run 1

System B, Run 2

Fig. 3. Average quality across all peers as a function of the pre-roll

delay.

video PSNR have been proposed in [17, 18]. Reference [19] uses a

similar technique to analyze video quality in experiments with peer-

to-peer video streaming over the Planet-Lab test-bed. However, the

setup in [19] was limited to high-speed university connections with

no peer churn.

For Systems A and B, Fig. 3 shows the video quality averaged

across all peers as a function of the pre-roll delay. The increase

of pre-roll delay beyond a certain value does not yield any further

improvement. We noticed that a pre-roll delay of about 30 seconds

was sufficient for system A, whereas for Systems B and C this value

was close to 60 seconds. In the rest of the paper, we report other

results obtained by assuming these values of the pre-roll delay for

the respective systems.

For all three systems, Fig. 1 shows the average drop in PSNR for

all 48 clients for Run 1. Figure 2 shows the average drop in PSNR for

Run 2. System B shows noticeable improvement after removing the

bandwidth constraints compared to Run 1, whereas System A shows

marginal improvement. We conjecture that System C had problems

reaching clients behind a Network Address Translator (NAT). The

peers that get most of the data directly from the server could receive

good quality and most other peers facing the NAT resolution problem

experienced a dramatic loss of quality. In this paper, we omit some

results for System C due to this technical shortcoming.

We now present the statistics for frame freezes experienced by

the clients. For Systems A and B, Fig. 4 shows the cumulative den-

sity function (cdf) of the lengths of frame freezes over all the clients.

The percentage of frames frozen out of the total frames to be dis-

played for all clients is about 4.21%, 3.02%, 2.02% and 0.15% for

System A’s Run 1 and Run 2 and System B’s Run 1 and Run 2 re-

spectively. The average number of distinct freeze events per client is

about 64, 40, 23 and 2 respectively. It can be seen from the cdf that

frame freezes longer than 100 frames are rare but do occur at times,

especially for System B. System A has a better cdf overall. We con-

jecture that this is because, in System A, the sending peer adopts

content-aware prioritization among the packets in its transmission

buffer. The transmission buffer also holds outgoing packets that are

responses to retransmission requests from the receiving peer. This

algorithm is aware of the coding dependencies and serves to reduce

the duration of a frame freeze event.

We also measured the percentage of redundancy in the delivered

stream and the upload bandwidth used at the server. We define a
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Fig. 4. Cumulative density function (cdf) for lengths of frame

freezes. The cdf is computed over all 48 clients.

video stream as the bytes fed to the media decoder by the P2P client

running on a peer. These data are stripped of any protocol control

packets, headers, etc. and only comprise of video data; in our case,

this is the H.264/AVC stream itself or the same wrapped in its appro-

priate media container such as Microsoft’s ASF (Advanced Systems

Format). We monitor the bytes received at the network interface of

each client and calculate the amount of redundancy as the bytes re-

ceived in excess of the video stream delivered to the media decoder.

Next, we report this redundancy as a percentage of the required video

stream bytes.

Due to its tree-based approach, System A creates approximately

6% redundancy compared to System B’s approximately 35% redun-

dancy. We also observed that when the traffic shaping was disabled

in Run 2, the redundancy for System B reduced to approximately

20%, although it did not change for System A. On further analy-

sis of the data-paths at every peer, we found that peers in System A

have sustained downloads from a few other peers. On the other hand,

the mesh-based architecture of System B leads to smaller downloads

from individual peers but the number of peers delivering the content

to any given peer is higher than in System A. This is because peers

advertise for the data chunks that they have and then comply with

requests from other peers to transmit these chunks. This makes it

harder for peers to co-ordinate these downloads and eliminate dupli-

cates. While the mesh-based approach of System B leads to more

duplicates, it could lend required robustness in the case of high peer

churn.

Now we compare the amount of data downloaded from the

server versus the amount downloaded from other peers. This com-

parison is made for the total received data at the peer including

protocol overhead. It should be noted that despite the uplink band-

width of the server being tens of Mbps, both System A and System B

receive less than 10% of their data from the server directly. We ob-

served that System B uses up slightly more bandwidth from the

server in Run 2 compared to Run 1. This probably eases the co-

ordination for data distribution and may explain the lesser overhead

in Run 2 for System B compared to Run 1.

Finally, Fig. 5 shows the profile of the number of peers that fail

to decode each video frame for Systems A and B. There are a few

instances when almost 90% of peers fail to decode a particular video

frame. Also, towards the end of the session when peers depart the

overlay rapidly, the number of failures increases slightly.
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(a) System A, Run 1
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(b) System B, Run 1

Fig. 5. Profile of number of peers unable to decode the video frame.

4. CONCLUSIONS

Our methodology for testing the performance of P2P video stream-

ing systems allows to measure several important quality metrics be-

yond packet loss and network usage; the metrics that we employ

include required buffering time, video PSNR, frame freeze statistics,

number of peers failing to decode the video frame, etc.

We employ our methodology to test three commercial-grade P2P

video streaming systems on our controlled test-bed. The test-bed

has an advantage that the test conditions can be chosen by analyzing

real-world conditions and the experiments are repeatable. We find

that the state-of-the-art systems are quite efficient in reducing the

load on the server by using the P2P bandwidth. Although in general,

the losses are reasonably low, there are instances when the display

freezes for more than 100 frames and also the required buffering

time for all tested systems was of the order of tens of seconds.

This suggests room for improvement in peer-to-peer video stream-

ing. Our experiments reveal that there are substantial differences

between different systems based upon their underlying implemen-

tation and choice of protocols. In particular, we observed that the

tested system using a tree-based push approach outperforms the

tested mesh-based system in terms of pre-roll delay and generated

redundancy by a considerable margin.
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