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Leveling the Organizational
Playing Field—Virtually

A Meta-Analysis of Experimental Research
Assessing the Impact of Group Support System
Use on Member Influence Behaviors

One of the most heralded features of group support systems (GSSs) is their
ability to democratize group processes. Through minimizing barriers to com-
munication, GSSs are proposed to create greater opportunities for member
influence than those created in groups meeting face-to-face. To test this notion,
a meta-analysis was conducted examining the aggregate impact of GSS use
on six influence variables across 48 experiments. Results indicate that groups
using a GSS experience greater participation and influence equality, generate
a larger amount of unique ideas, and experience less member dominance than
do groups meeting face-to-face. The impact of GSS use on decision shifts is
moderated by the national culture of participants. The implications of these
findings for research on GSS use are examined, and directions for future
research are offered.
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Since their introduction in the 1980s, group support systems (GSSs) and
group decision support systems (GDSSs) have received considerable atten-
tion from practitioners and scholars alike.? As a “key resource” in more than
1,500 organizations, GSSs have been used by millions of organizational mem-
bers (Briggs, Nunamaker, & Sprague, 1998, p. 8). Predictions of the amount of
money spent by the end of 1998 for computer-based technologies to support
group work ranged between 5.5 to 10 billion dollars (Scott, 1999a). The use of
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GSSs in organizations has been matched by scholarship on the topic. At least
five meta-analyses assessing the effects of GSSs have been conducted involv-
ing a total of almost 175 experiments (Benbasat & Lim, 1993; Dennis &
Wixom, 2002; Dennis, Wixom, & Vandenberg, 2001; McLeod, 1992; Postmes &
Lea, 2000). Further, Fjermestad and Hiltz (1998) examine more than 200
studies in their comprehensive review of research on the topic.

One of the most heralded features noted throughout scholarship on GSSs
is their potential to level the organizational playing field and to produce more
democratic group processes. DeSanctis and Gallupe (1987) assert that “to the
extent that GDSS [GSS] technology encourages equality of participation and
discourages dominance by an individual member or subgroup, perceived
member power and influence should become more distributed and decision
quality should improve” (p. 605). This effect, which has been termed the
equalization hypothesis (Dubrovsky, Kiesler, & Sethna, 1991; Hollingshead,
1996; Siegel, Dubrovsky, Kiesler, & McGuire, 1986), is rooted in the general
notion that GSS use fosters greater member equality than that which is
achieved in teams meeting face-to-face. GSSs minimize barriers to inter-
action and make it possible for all members to potentially influence group
processes.

Given the prominent effects GSSs are proposed to have and the consider-
able amount of GSS use by organizational members, it is somewhat surpris-
ing that no attempt has been made to summarize this body of research empir-
ically. Thus, the purpose of this study is to examine the aggregate impact of
GSS use on member influence behaviors and ultimately, to determine
whether or not GSS use fosters more democratic group processes than in
teams meeting face-to-face. To this end, a meta-analysis was conducted focus-
ing on six variables associated with member influence: participation equality,
influence equality, dominance, number of unique ideas generated, normative
influence, and decision shifts.

A meta-analysis of this body of research makes it possible to achieve three
important goals. First, for outcomes in which research has been fairly consis-
tent, such as participation equality, production of unique ideas, and domi-
nance, it will be possible to draw general conclusions about the impact of GSS
use on these factors. Second, for those outcomes in which research has been
inconsistent, such as influence equality, normative influence, and decision
shifts,it may be possible to identify moderating factors and to reconcile mixed
findings. Finally, a meta-analysis of research on influence behaviors in GSSs
provides a more definitive test of the equalization hypothesis than could be
achieved in any single study.

To begin, an explanation of the impact of GSS use on member behavior is
given, and research on the six influence variables is reviewed to develop
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hypotheses and research questions. Next, the procedure used in the meta-
analysis is explained, and the results are described. The implications of the
findings from this study are then discussed, and directions for future
research are suggested.

Review of Literature:
GSS Use and Member Influence Behaviors

Explaining the Impact of GSS Use

The proposed impact of GSSs use on group member influence behaviors is rel-
atively straightforward. The equalization hypothesis states that, in essence,
GSS use minimizes inequalities between group members and leads to more
equal levels of influence than those that occur in face-to-face teams
(Dubrovsky et al., 1991; Kiesler, Siegel, & McGuire, 1984; Siegel et al., 1986;
Sproull & Kiesler, 1986, 1991; Tan, Wei, Watson, Clapper, & McLean, 1998).
For those lower in the organization’s hierarchy, GSSs are particularly benefi-
cial. GSS use is proposed to create a communication environment where low-
status members have a greater opportunity to influence others than they do
in face-to-face meetings.

Two primary explanations have been posited for the effects of GSS use.
First, cues typically available in face-to-face interactions are dampened by
GSSs (Dennis, Hilmer, & Taylor, 1998; Hollingshead, 1996; Nunamaker,
Applegate, & Konsynski, 1988; Sproull & Kiesler, 1991). As aresult, organiza-
tional members are less aware of status differences and feel less inhibited
about contributing information and sharing ideas. Second, the opportunity
for simultaneous input, or parallelism, makes it easier for all members to con-
tribute (Dennis et al., 1998; Kelsey, 2000; Tan et al., 1998; Tan, Wei, & Watson,
1999). No single individual can dominate the virtual floor at one time.

Research on Influence in GSSs

Influence is broadly defined in this study as any “attempt to move, affect, or
determine a course of action” in a group or team (Zigurs, Poole, & DeSanctis,
1988, p. 628). In the context of GSS use, six factors that assess member influ-
ence have been consistently examined: participation equality, influence
equality,dominance, number of unique ideas generated, normative influence,
and decision shifts. Each of these factors is an indicator of the equality of
or the opportunity for member influence. Research on the six variables will
be reviewed in the following sections to develop hypotheses and research
questions.
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Participation equality. Participation equality is one of the most widely
examined variables in GSS research (Fulk & Collins-Jarvis, 2001; McLeod &
Liker, 1992). In accordance with the equalization hypothesis, GSSs are pro-
posed to reduce status cues and enable members to feel less inhibited about
contributing to discussions (Dubrovsky et al., 1991; Hollingshead, 1996). As a
result, levels of member participation become more equal than those that
exist in teams meeting face-to-face.

The equalizing effects of GSS use have been demonstrated in previous
research. To date, six studies in which objective raters were used to analyze
meetings have reported significantly greater participation equality in GSS
conditions in comparison with face-to-face groups (Easton, Vogel, &
Nunamaker, 1992; George, Easton, Nunamaker, & Northcraft, 1990; Reinig &
Mejias, 2003; Siegel et al., 1986; Weisband, 1992; Wood & Nosek, 1994). Using
self-report measures, Lewis (1987) and Valacich, Sarker, Pratt, and Groomer
(2002) also reported greater equality in GSS teams. These findings are tem-
pered by research in which no differences were found in perceptions of partic-
ipation equality (Jarvenpaa, Rao, & Huber, 1988; Mejias, Shepherd, Vogel, &
Lazaneo, 1997; Smith & Vanecek, 1989) or in raters’ observations of equal-
ity (Dubrovsky et al., 1991; Jarvenpaa et al., 1988). Nonetheless, the find-
ings across this body of scholarship generally support the notion that GSS
use allows more equal participation than that which occurs in face-to-face
meetings.?

Influence equality. GSSs are also proposed to create greater equality in
member influence (Tan et al., 1998; Watson, DeSanctis, & Poole, 1988). As
Watson, DeSanctis, and Poole (1988) note, GSSs “provide a framework within
which group members who are reluctant to contribute are encouraged to par-
ticipate and potentially influence the group discussion” (p. 467). Through
allowing for simultaneous contributions and dampening social cues, GSSs
create an environment where all team members have the opportunity to
influence a group’s interactions and decisions.

To date, the results of research on influence equality have been inconsis-
tent. Three studies using self-report measures (Scott & Easton, 1996;* Tan
et al., 1998; Tan et al., 1999) and one study relying on rater observations
(Huang & Wei, 2000) support the notion that GSS use leads to greater influ-
ence equality. Yet, a number of studies failed to detect differences between
GSS and face-to-face groups (Ho & Raman, 1991; Lim, Raman, & Wei, 1994;
Tan, Raman, & Wei, 1994; Tan, Wei, & Raman, 1991; Watson et al., 1988;
Weisband, Schneider, & Connoly, 1995; Zigurs et al., 1988). One explanation
for these inconsistent findings involves the nature of the task completed by
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participants. This possibility will be further examined in the section address-
ing potential moderating variables.

Dominance. Definitions of dominance in GSS research range from “the
degree that group members are active, talkative, and forceful in their style”
(McLeod & Liker, 1992, p. 208) to “aris[ing] when higher-status individuals
unproductively monopolize group communication time” (Tan et al., 1998,
p- 121) to “efforts to control, command, and persuade others” (Walther, 1995,
p. 192). At the foundation of these definitions is the notion that dominance
occurs when an individual group member attempts to control the group’s task
or discussion. Similar to previous arguments about participation and influ-
ence equality, GSSs are proposed to reduce the dominance of a single group
member and, as a result, to create greater equality among all team mem-
bers. GSSs offer fewer cues for a member to convey his or her dominance
and increase the ability of group members to actively resist a dominant
individual.

In research to date, four studies have reported a significantly greater
amount of dominance reduction in GSS groups in comparison with groups
meeting face-to-face (Kwok, Ma, & Vogel, 2002; Lewis, 1987; Lim et al., 1994;
Reinig & Mejias, 2003). Similarly, Walther (1995) reported that member dom-
inance faded in computer-mediated teams over the final two measurement
periods in his study. In two studies, however, McLeod and Liker (1992) found
no difference in the dominance distance, which represents the absolute dif-
ference between the most- and least-dominant team member, between face-
to-face and GSS groups. In summary, although there have been a few in-
consistent findings, a majority of the studies suggest that GSS use reduces
member dominance.

Unique information. Following McGuire, Kiesler, and Siegel (1987),
Huang and Wei (2000) make a distinction between two types of influence in
their study: informational influence and normative influence. Informational
influence, they contend, “comes from information shared in group discussion
that is novel or nonredundant . . . [and] whenever effective influence takes
place, it is because one group member incorporates new information that is
provided during the discussion” (p. 184). Accordingly, GSS use is proposed to
reduce barriers to idea expression and to allow for greater informational
influence. As one index of informational influence, the number of unique
ideas generated has been examined in a number of studies. Unique ideas may
influence others to think in new ways and, ultimately, may foster intellectual
synergy (Roy, Gauvin, & Limayem, 1996).
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A number of studies have demonstrated that GSS groups generate a
greater amount of unique ideas than do face-to-face teams (Chidambaram &
Jones, 1993; Dennis, 1996; Dennis et al., 1998; Easton, Easton, & Belch, 2003;
Gallupe, Bastianutti, & Cooper, 1991; Gallupe, DeSanctis, & Dickson, 1988;
Gallupe et al., 1992; Huang, Wei, Watson, & Tan, 2002; Murthy & Kerr, 2000;
Sia, Tan, & Wei, 2002; Valacich & Schwenk, 1995; Wood & Nosek, 1994;
Yellen, Winniford, & Sanford, 1995). In two meta-analyses, Benbasat and
Lim (1993) and Dennis et al. (2001) report moderate effects consistent with
the notion that GSS use fosters the production of unique ideas. To date, only
El-Shinnawy and Vinze (1997) report a greater amount of novel ideas gener-
ated in face-to-face teams. A few scholars, however, have failed to find differ-
ences in the number of unique or novel ideas produced in GSS and face-to-
face conditions (Dennis & Valacich, 1993; George et al., 1990; Massey & Clap-
per, 1995; Roy et al., 1996). Nonetheless, previous research generally sup-
ports the notion that GSSs are an effective tool for teams to generate unique
ideas.

Normative influence. Normative influence, also termed social pressure, is
influence to conform with group member expectations (Huang & Wei, 2000;
Huang, Wei, & Tan, 1999). Huang and Wei (2000) explain that the restricted
cues available in a GSS meeting, in comparison with a face-to-face meeting,
may hinder the communication of personal preferences and values. As a
result, GSS use may reduce perceptions of normative influence and pressure
to conform. The structure of GSSs makes it easier to focus on ideas instead of
on the sender or other team members.

Three studies demonstrate support for the notion that GSS use mitigates
normative influence (Huang, Raman, & Wei, 1997; Huang & Wei, 2000; Tan
etal., 1998).In each of these studies, the amount of normative influence, mea-
sured by statements addressing values or norms and personal preferences,
was significantly reduced in GSS teams in comparison with teams meeting
face-to-face. In contrast, Weisband (1992) failed to detect a difference in the
number of social pressure remarks made in face-to-face and computer-
mediated groups. Furthermore, Dennis et al. (1998) reported findings oppo-
site those of the previous studies. Participants in GSS groups made signifi-
cantly more normative influence statements than did those meeting face-to-
face. Two explanations for the inconsistent results across research on norma-
tive influence involve the type of task completed during each experiment and
the national culture of participants. These issues will be discussed further in
the section addressing potential moderator variables.
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Decision shifts. Decision shifts typically represent the discrepancy be-
tween an individual member’s preference prior to a meeting and his or her
preference once the meeting has been completed or once the group has
reached consensus (El-Shinnawy & Vinze, 1998; Gallupe & McKeen, 1990;
Mejias et al., 1997). Although decision shifts do not directly tap influence
behavior, they do provide an indirect indicator of group influence pro-
cesses. Decision shifts suggest that members were influenced by the group’s
discussion.

Drawing from persuasive arguments theory (Burnstein, 1982), El-
Shinnawy and Vinze (1998) offer one potential explanation for the impact of
GSS use on decision shifts. They contend that GSS use can impact the ability
of organizational members to make persuasive arguments and, as a result,
can influence the team’s ultimate decision. Through allowing greater partici-
pation and reducing a member’s fear of evaluation, GSSs create the opportu-
nity for a greater number of arguments and more novel arguments. Yet,
Shinnawy and Vinze (1998) also caution that the anonymity typically associ-
ated with GSSs may reduce perceptions of accountability and undermine the
validity of the arguments made during meetings.

As El-Shinnawy and Vinze’s (1998) argument demonstrates, specific a pri-
ori predictions about the influence of GSS use on decision shifts are difficult.
This difficulty is also reflected in the mixed findings reported to date. A num-
ber of scholars have reported greater decision shifts in GSS teams than in
face-to-face teams (Mejias et al., 1997; Murthy & Kerr, 2000; Sia et al., 2002;
Siegel et al., 1986; Valacich et al., 2002). Others found greater decision shifts
in groups meeting face-to-face (Anderson & Hiltz, 2001; Reinig & Mejias,
2003). El-Shinnawy and Vinze (1997, 1998) reported that both GSS and face-
to-face teams experienced decision shifts. Face-to-face teams, however, made
more risky shifts, whereas shifts in GSS teams were more conservative. Six
studies failed to find differences in decision shifts between face-to-face and
GSS groups (Dennis, 1996; Gallupe & McKeen, 1990; Karan, Kerr, Murphy, &
Vinze, 1996; Scott, 1999b; Tan et al., 1994; Weisband et al., 1995).

In summary, although decision shifts have received a fair amount of atten-
tion in GSS research, the findings across these studies are largely inconsis-
tent. One possible explanation for these results, addressed later, involves the
role of anonymity as a potential moderating variable.

Hypotheses and Research Questions
The effect of GSS use on member influence behaviors. Given the role afforded

GSSs as potentially mitigating status differences and allowing for more
equal influence and participation, it is important to empirically examine the
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cumulative findings across this body of literature. The results from research
on participation equality, production of unique ideas, and dominance have
been fairly consistent. GSS use appears to increase participation equality
and the production of unique ideas and to reduce member dominance.
Hypotheses 1a through 1c are proposed to formally test this notion:

Hypothesis 1: Groups using a GSS will (a) experience greater participa-
tion equality, (b) produce a larger amount of unique ideas, and (c) expe-
rience less member dominance than will groups meeting face-to-face.

The results from studies of influence equality, normative influence, and
decision shifts have been less consistent. As a result, Research Questions la
through 1c are proposed to assess the impact of GSS use on these three influ-
ence behaviors:

Research Question 1: In comparison with face-to-face groups, what impact
does GSS use have on (a) influence equality, (b) normative influence,
and (c) decision shifts?

Moderating variables. One of the key benefits of meta-analysis is the
potential to explain inconsistent findings across a body of research through
identifying moderating variables (Hunter & Schmidt, 1990). In the studies
reviewed thus far, the results have been largely mixed for three of the six
influence variables. Further, for those variables in which results have been
more reliable, there are nonetheless some inconsistencies. Given the nature
of influence behaviors in group settings, the type of task in which partici-
pants engage, the presence of anonymity in GSS conditions, and the national
culture of participants may function as moderating factors in this body of
studies.

The type of task in which participants engage has been identified as a key
factor in research on teams (McGrath, 1984) and, more specifically, in re-
search on GSSs (DeSanctis & Gallupe, 1987). Different types of tasks require
different behaviors, and these behaviors can be facilitated or hindered by
GSSs. Research on influence equality and normative influence underscores
the importance of task type in studies of GSSs.

Huang and his associates (Huang et al., 1999; Huang & Wei, 2000) and
Tan and his associates (Tan et al., 1998; Tan et al., 1999) reported an interac-
tion between GSS use and task type for influence equality. For preference
tasks that have no correct solution, GSS use mitigated the influence of higher
status members and allowed for greater influence equality. Huang and his
associates (Huang et al., 1997, 1999; Huang & Wei, 2000) also reported a sig-
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nificant interaction between task type and GSS use for the number of norma-
tive influence statements made by study participants. Participants complet-
ing a preference task in face-to-face teams made significantly more
normative influence statements than did those in GSS groups. For
intellective tasks, however, the difference in the number of normative
influence statements was nominal.

As the findings from these studies suggest, the type of task in which par-
ticipants engage may impact the effect of GSS use on influence behaviors. To
formally examine task type as a moderating variable, the following research
question is proposed:

Research Question 2a: Does the type of task in which participants engage
impact the effect of GSS use on the six influence behaviors?

A second potential moderating variable is anonymity. Like task type, ano-
nymity has been identified as a key factor in GSS research (DeSanctis &
Gallupe, 1987). Anonymity is “the degree to which a communicator perceives
the message source as unknown or unspecified” (Anonymous, 1998, p. 387).
Anonymous group members have been considered those whose names are
unknown or who cannot be physically identified during a meeting. In terms of
influence, anonymity is proposed to minimize status differences, liberate
team members from a fear of retribution, and make it easier for members to
resist group pressure (Hayne & Rice, 1997; Nunamaker et al., 1988; Postmes
& Lea, 2000; Scott, 1999b).

Research to date demonstrates the impact of anonymity on the production
of unique ideas (Valacich, George, Nunamaker, & Vogel, 1994), on participa-
tion equality (Siegel et al., 1986), on influence equality (Kelsey, 2000), and on
decision shifts (Gallupe & McKeen, 1990; Scott, 1999b). Anonymous GSS
groups generated more unique ideas and experienced greater participation
equality, influence equality, and decision shifts than those that met face-to-
face. Given its effect in these studies, it seems possible that anonymity may
function as a moderating variable in the body of research assessing influence
behaviors in GSSs. To address this issue, the following research question is
posed:

Research Question 2b: Does the presence of anonymity impact the effect of
GSS use on the six influence behaviors?

The national culture of participants is a final potential moderating vari-

able. Watson, Ho, and Raman (1994) define culture as the “beliefs, value sys-
tem, norms, mores, myths, and structural elements of a given organization,
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tribe, or society” (p. 46). Individualism and power distance are two key dimen-
sions of culture that may interact with GSS use to affect group processes (El-
Shinnawy & Vinze, 1997; Reinig & Mejias, 2002; Robichaux & Cooper, 1998;
Tan et al., 1998; Watson et al., 1988; Watson et al., 1994). As Reinig and Mejias
(2002) explain, the reduced social cues and possibility for anonymity made
available by GSSs support the behavioral norms of those in low power-dis-
tance and individualistic cultures. GSSs foster greater member equality and
opportunities for individual members to express their unique opinions. In
high power-distance cultures where the views of a few high-status members
may dominate a group, and in collectivistic cultures where harmony is valued
over individual achievement, GSS use may not have the same effects.

In research to date, an interaction between GSS use and the national cul-
ture of participants has been found for normative influence (Tan et al., 1998).
Teams from a low power-distance and individualist culture using a GSS expe-
rienced significantly less normative influence than did teams meeting face-
to-face. Among groups from a high power-distance and collectivistic culture,
however, there was no difference between GSS and face-to-face teams in per-
ceptions of normative influence. To assess the impact of culture as a moderat-
ing variable in the body of research on influence behaviors in GSSs, the fol-
lowing research question is proposed:

Research Questions 2c¢: Does the national culture of participants impact
the effect of GSS use on the six influence behaviors?

Method

A meta-analysis was conducted to address the previous hypotheses and
research questions. Meta-analysis is a statistical procedure used to examine
the cumulative findings across a number of studies. This procedure makes it
possible to draw general conclusions from a body of research and to help rec-
oncile inconsistent findings (Hunter & Schmidt, 1990; Hunter, Schmidt, &
Jackson, 1982; Lipsey & Wilson, 2001).

Literature Search

To identify studies to be included in the meta-analysis, literature reviews of
GSS research (e.g., Fjermestad & Hiltz, 1998; McGrath & Hollingshead,
1994; Scott, 1999a) were first examined. Fjermestad and Hiltz’s (1998) com-
prehensive review of GSS research, in which they examine more than 200
studies on the topic and include detailed information about the variables
investigated and the findings of each study, was used as a primary resource.
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To identify more recent research, Academic Search Premiere, Business
Source Premiere, ERIC, Psychology and Behavioral Science Collection, and
Sociological Collection were examined from the EBSCO database. In addi-
tion, Communication Abstracts, PsychInfo, and Association for Computing
Machinery databases were examined. Finally, online search engines such as
Google and Yahoo were used to identify any additional published works. The
terms group support system, influence, and persuasion were used as search
terms.

To be included in the sample, studies had to meet the following criteria.
First, studies must be published in an academic journal. Studies from the
Proceedings of the Hawaii International Conference on System Sciences and
the Proceedings of the International Conference on Information Systems were
also included in the sample.® Second, studies must compare teams using a
GSS and groups meeting face-to-face. Studies using formal GSSs, such as
Vision Quest (e.g., Yellen et al., 1995), Software Aided Meeting Management
(e.g., Huang et al., 1999), and The Meeting Room (e.g., E-Shinnawy & Vinze,
1998) as well as studies that assessed computer-supported teams (e.g., Zigurs
et al., 1988) were included in the meta-analysis. Third, studies must include a
quantitative measure of one of the six influence variables. Studies relying on
self-report measures and observer ratings were included. Finally, studies
must report means, standard deviations, or F[¢] values for relevant influence
variables.

An initial search resulted in approximately 75 studies assessing one or
more of the six influence variables. However, studies were excluded for one or
more of the following three reasons. First, they did not compare teams using a
GSS with those meeting face-to-face (e.g., Connolly, Routhieaux, & Schneider,
1993; Davey & Olson, 1998; Dennis, Aronson, Heninger, & Walker, 1996;
Easton et al., 1992; Hender, Rodgers, Dean, & Nunamaker, 2001; Roy et al.,
1996; Scott, 1999b; Scott & Easton, 1996; Shirani, Tafti, & Affisco, 1999; Sia,
Tan, & Wei, 1996; Silver, Cohen, & Crutchfield, 1994; Wilson & Jessup, 1995).
Second, they assessed the total amount of participation, influence, or consen-
sus and not participation or influence equality or decision shifts (e.g., Easton,
George, Nunamaker, & Pendergast, 1990; Hiltz, Johnson, & Turoff, 1991;
Olaniran, 1996; Straus, 1997).° Finally, they did not include enough informa-
tion to calculate effects (e.g., Burke & Chidambaram, 1994; Hwang & Guynes,
1994; Mejias et al., 1996; Mejias et al., 1997; Samarah, Paul, Mykytyn, &
Seetharaman, 2003). A total of 44 studies involving 48 different experiments
were examined in the final analyses. Information about the sample, proce-
dure, and GSS used in each study included in the meta-analysis is presented
in Table 1.

(text continues on p. 214)
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Calculating Effect Sizes and
Testing for Moderating Variables

The computer program DSTAT (Johnson, 1989) was used to conduct the
meta-analysis. Effects, in the form of d, were calculated using means and
standard deviations for each dependent variable of interest. The d coefficient
represents the standardized difference between the experimental (i.e., GSS)
and control (i.e., face-to-face) groups.” Johnson recommends using d as an
effect measure for studies with small sample sizes. In cases where means or
standard deviations were not available, the sample size and F[¢] values were
used. In a majority of the studies, influence-related variables were analyzed
at the group level; thus, the number of teams in the study was used as the
sample size.

For each of the six dependent variables, a separate meta-analysis was con-
ducted. Each analysis produced an average effect size in the form of d and a
confidence interval (CI). In addition, homogeneity of effects tests were con-
ducted. A significant @-value indicates that the effects in the sample are not
homogenous and suggests the possibility of a moderating variable.

To test for moderating factors, studies were coded for the presence or
absence of anonymity in the GSS condition, the type of task performed, and
the national culture of participants. Studies in which participants could not
see one another or could make contributions during the GSS meeting without
revealing their name were considered anonymous (Postmes & Lea, 2000).
Inconsistencies in reporting made it impossible to make further distinctions
between these two types of anonymity. Studies were also coded for the type of
task(s) in which participants engaged based on two commonly studied cate-
gories from McGrath’s (1984) task circumplex. Preference tasks have no
definitive solution and lack guidelines for arriving at a solution (Huang &
Wei, 2000). Intellective tasks have an ideal solution and include guidelines.
Studies involving features of both types of tasks (e.g., Dennis & Valacich,
1993; George et al., 1990) were excluded from the analyses. Finally, follow-
ing previous research (El-Shinnawy & Vinze, 1997; Reinig & Mejias, 2003;
Tan et al., 1998; Tan et al., 1999; Watson et al., 1994), national culture was
operationalized as the nation in which participants resided at the time of the
study. A substantial majority of participants in the studies analyzed in this
data set were from the United States or Singapore. Watson et al. (1994)
explain that these two nations represent distinct cultural groups: The United
States ranks high on individualism and low on power distance, whereas Sin-
gapore ranks low on individualism and high on power distance. Unless other-
wise noted, these two nationalities will be used to test the impact of culture as
a moderating variable.
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Table 2

Overview of the Impact of Group Support System (GSS) Use on Influence Behaviors
Influence Behavior n Average d 95% CI
Participation equality 10 0.80 0.57 1.03
Unique idea production 13 1.12 0.88 1.36
Dominance 8 -0.52 -0.77 -0.27
Influence equality 10 0.23 0.05 042
Normative influence 4 -0.01 -0.28 0.26
Decision shifts 11 0.12 -0.07 0.32

Note: n is the number of experiments used in estimation of average effect size. Positive d values indi-
cate increased amounts of the behavior in GSS groups.

Results

The Impact of GSS Use on
Member Influence Behaviors

Hypotheses 1a through 1c propose that groups using a GSS will experience
greater participation equality, produce a greater amount of unique ideas, and
experience less member dominance than will groups meeting face-to-face.
Research Questions la through 1lc inquire about the impact of GSS use, in
comparison with face-to-face meetings, on influence equality, normative
influence, and decision shifts. To address these hypotheses and research
questions, 48 different experiments and approximately 1,500 groups were
examined. The results of the analyses for the six influence variables are sum-
marized in Table 2.

Participation equality. Eleven experiments, involving 287 groups, have
been conducted examining the impact of GSS use on participation equality.
The effect for one study (Reinig & Mejias, 2003), however, deviated sig-
nificantly from the average effect size for the sample. Following Lipsey and
Wilson’s (2001) recommendation, this study was excluded from the analysis.®
The results of the meta-analysis of the remaining studies support Hypothesis
la and indicate that GSS use results in significantly greater equality of par-
ticipation, d = .80, p < .05. This effect is consistent across the studies in the
sample, Q(9,n =247)=14.23,p =.11. Table 3 includes information about each
of the studies examined in this analysis.

Unique idea production. Fifteen experiments, involving 342 teams, have
been conducted to evaluate the influence of GSS use on the production of
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Table 3
The Impact of Group Support System (GSS) Use on Participation Equality
Study n d 95% CI
Dubrovsky, Kiesler, and Sethna (1991) 24 0.72 -0.10 1.55
George, Easton, Nunamaker, and

Northeraft (1990) 30 1.95 1.08 2.81
Jarvenpaa, Rao, and Huber (1988)* 21° 0.31 -0.30 0.92
Kelsey (2000) 30 1.23 0.55 1.90
Lewis (1987) 30 0.46 -0.31 1.23
Reinig and Mejias (2003)° 40 3.16 2.23 4.09
Siegel, Dubrovsky, Kiesler, and McGuire

(1986; Experiment 1) 18° 1.18 0.47 1.88
Siegel, Dubrovsky, Kiesler, and McGuire

(1986; Experiment 3) 18P 0.76 0.08 1.43
Valacich, Sarker, Pratt, and Groomer (2002) 36 0.46 -0.20 1.13
Weisband (1992) 24° 1.10 050 1.71
Wood and Nosek (1994) 16 1.51 0.09 2.21
Overall 247 0.80 0.57 1.03

Note: Positive d values indicate increased member equality in GSS groups. The within-subgroup
test for homogeneity is not significant, Q(9, n = 247) = 14.23, p = .11.

a. The effect for this study was determined by averaging rater observations of participation equal-
ity and participant perceptions of equality.

b. n refers to the number of groups in the repeated measures design.

c. Statistical outlier excluded from estimate of overall effect size.

unique ideas. The effects for two studies (El-Shinnawy & Vinze, 1997; Huang
et al., 2002) deviated significantly from the average effect size for the sample
and were excluded from the analysis. Consistent with Hypothesis 1b, GSS
groups produced significantly more unique ideas than did face-to-face teams,
d =1.12,p < .05. Yet, this effect is not consistent across the sample, Q(12,n =
270) = 25.90, p = .01. Table 4 includes information about each of the studies
examined in this analysis.

Dominance. Eight experiments, involving 270 groups, have evaluated the
influence of GSS use on dominance. Consistent with Hypothesis 1c, teams
using GSSs reported significantly less member dominance than did face-to-
face groups, d =—-.52, p <.05. This effect is consistent across the studies in the
sample, Q(7,n =270) =9.70, p = .21. Table 5 includes information about each
of the studies examined in this analysis.

Influence equality. Eleven experiments, involving 461 teams, were exam-
ined to answer Research Question 1a. The effect for one study (Huang et al.,
1999) deviated significantly from the average effect size for the sample and
was excluded from the analysis. The average effect across the remaining
studies is statistically significant,d = .23, p < .05, indicating greater influence
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Table 4
The Impact of Group Support System (GSS) Use on Production of Unique Ideas
Study n d 95% CI
Chidambaram and Jones (1993) 12 1.75 0.42 3.08
Dennis (1996) 14 1.44 0.27  2.62
Easton, Easton, and Belch (2003) 12 1.09 -0.12 2.31
El-Shinnawy and Vinze (1997)* 24P -044 -1.01 0.14
Gallupe, DeSanctis, and Dickson (1988) 24 1.24 0.37 211
Gallupe, Dennis, Cooper, Valacich, Bastianutti,

and Nunamaker (1992; Experiment 1) 30° 1.19 0.64 1.73
Gallupe, Dennis, Cooper, Valacich, Bastianutti,

and Nunamaker (1992; Experiment 2) 16° 2.53 1.60 3.46
George, Easton, Nunamaker, and Northcraft

(1990) 30 0.46  -0.27 1.18
Huang, Wei, Watson, and Tan (2002)* 48 2.53 1.78 3.29
Massey and Clapper (1995) 18 0.56 -0.39 1.50
Murthy and Kerr (2000) 18 0.39 -0.54 1.32
Sia, Tan, and Wei (2002) 26 2.58 1.54 3.62
Valacich and Schwenk (1995) 42 0.88 0.25 1.52
Wood and Nosek (1994) 16 1.01 -0.03 2.05
Yellen, Winniford, and Sanford (1995) 12° 0.76 -0.06 1.59
Overall 270 1.12 0.88 1.36

Note: Positive d values indicate increased production of unique ideas in GSS teams. The within-
subgroup test for homogeneity is statistically significant, Q(12, n = 270) = 25.90, p = .01.

a. Statistical outlier excluded from estimate of overall effect size.

b. n refers to the number of groups in the repeated measures design.

Table 5

The Impact of Group Support System (GSS) Use on Member Dominance

Study n d 95% CI
Kwok, Ma, and Vogel (2002) 8 -0.84 -1.43 -0.25
Lewis (1987) 30 -0.87 -1.67 -0.08
Lim, Raman, and Wei (1994) 20 -1.63 -2.64 -0.62
MecLeod and Liker (1992; Experiment 1) 34 -0.38 -1.06 0.30
McLeod and Liker (1992; Experiment 2) 34 -0.25 -0.92 0.42
Reinig and Mejias (2003) 40 -049 -1.12 0.14
Walther (1995)* 32 -0.13 -0.82  0.57
Walther and Burgoon (1992)* 32 -0.14 -0.84 0.55
Overall 270 -0.52 -0.77 -0.27

Note: Negative d values indicate decreased member dominance in GSS teams. The within-subgroup
test for homogeneity is not statistically significant, @(7, n = 270) = 9.69, p = .21.

a. The effect for this study was determined by averaging the effects from each of the three measure-
ment periods.

equality in teams using a GSS than in those meeting face-to-face. This effect
is not consistent across the sample, Q(9, n = 429) = 17.44, p =.04. Table 6
includes information about each of the studies examined in this analysis.
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Table 6
The Impact of Group Support System (GSS) Use on Influence Equality
Study n d 95% CI
Ho and Raman (1991) 31 -0.50 -1.21 0.22
Huang and Wei (2000) 28 1.49 0.65 2.33
Huang, Wei, and Tan (1999)% 32 1.98 1.14 2.83
Lim, Raman, and Wei (1994) 32 0.70 -0.02 1.41
Tan, Raman, and Wei (1994) 46 0.00 -0.58 0.58
Tan, Wei, Watson, Clapper, and McLean (1998) 93 0.26 -0.14 0.67
Tan, Wei, and Watson (1999) 72 0.32 -0.17 0.82
Watson, DeSanctis, and Poole (1988) 54 -0.12 -0.65 0.42
Weisband, Schneider, and Connolly

(1995; Experiment 1) 18b 0.21 -0.44 0.87
Weisband, Schneider, and Connolly

(1995; Experiment 3) 27° 0.39 -0.15 0.93
Zigurs, Poole, and DeSanctis (1988) 28 0.00 -0.74 0.74
Overall 429 0.23 0.05 0.42

Note: Positive d values indicate increased influence equality in GSS groups. The within-subgroup
test for homogeneity is statistically significant, @(9, n = 429) = 17.44, p = .04.

a. Statistical outlier excluded from estimate of overall effect size.

b. n refers to the number of groups in the repeated measures design.

Table 7

The Impact of Group Support System (GSS) Use on Normative Influence

Study n d 95% CI
Dennis, Hilmer, and Taylor (1998) 17* 0.90 0.19 1.60
Huang, Raman, and Wei (1997) 32 -0.57 -1.28 0.14
Huang, Wei, and Tan (1999)b 32 -6.68 -8.46 —4.91
Huang and Wei (2000)° 28 -7.75 -9.91 -5.59
Tan, Wei, Watson, Clapper, and McLean (1998) 119 -0.28 -0.66 0.10
Weisband (1992) 24% 0.35 -0.22 0.92
Overall 192 -0.01 -0.28 0.26

Note: Negative d values indicate decreased normative influence in GSS groups. The within-
subgroup test for homogeneity is statistically significant, @(3, n = 192) = 12.25, p < .01.

a. n refers to the number of groups in the repeated measures design.

b. Statistical outlier excluded from estimate of overall effect size.

Normative influence. Six studies, involving 252 teams, were examined to
address Research Question 1b. The effects for two of these studies (Huang
et al., 1999; Huang & Wei, 2000) deviated significantly from the average
effect size for the sample and were excluded from the analysis. Of the remain-
ing studies, the average effect of GSS use on normative influence is not sta-
tistically significant, d = —.01, p > .05. This effect is not consistent across the
sample, Q(3, n = 192) = 12.25, p < .01, indicating the potential presence of a
moderating variable. Table 7 includes information about each of the studies
examined in this analysis.
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Table 8
The Impact of Group Support System (GSS) Use on Decision Shifts
Study n d 95% CI
Anderson and Hiltz (2001)* 46 -1.10 -1.73 -0.48
Dennis (1996) 14 0.73 -0.36 1.80
Gallupe and McKeen (1990) 14 -0.92 -2.13 0.29
Karan, Kerr, Murphy, and Vinze (1996) 20 0.67 -0.23 1.57
Raman, Tan, and Wei (1993) 45 -0.77 -1.37 -0.16
Reinig and Mejias (2003)* 40 -1.76 -2.49 -1.03
Sia, Tan, and Wei (2002)* 26 2.68 1.62 3.73
Siegel, Dubrovsky, Kiesler, and McGuire

(1986; Experiment 1) 18 0.65 -0.02 1.32
Siegel, Dubrovsky, Kiesler, and McGuire

(1986; Experiment 3) 18 1.05 0.35 1.74
Tan, Raman, and Wei (1994) 46 -0.30 -0.88 0.28
Valacich, Sarker, Pratt, and Groomer (2002) 36 0.28 -0.28 0.93
Watson, Ho, and Raman (1994) 85 0.22 -0.20 0.65
Weisband, Schneider, and Connolly

(1995; Experiment 1) 18° -0.13 -0.79 0.52
Weisband, Schneider, and Connolly

(1995; Experiment 3) 27° 0.08 -0.46 0.61
Overall 341 12 -07 .32

Note: Positive d values indicate increased decision shifts in GSS groups. The within-subgroup test
for homogeneity is statistically significant, @(10, n = 341) = 25.94, p < .01.

a. Statistical outlier excluded from estimate of overall effect size.

b. n refers to the number of groups in the repeated measures design.

Decision shifts. Fourteen experiments, involving 453 teams, were analyzed
to answer Research Question 1c. The effects from three studies (Anderson &
Hiltz, 2001; Reinig & Mejias, 2003; Sia et al., 2002) deviated significantly
from the average effect for the sample and were excluded from the analysis.
The average effect of GSS use in the remaining studies is not statistically sig-
nificant,d = .12, p > .05. This effect is not consistent across the sample, @(10,
n=341)=25.94,p <.01. Table 8 includes information about each of the stud-
ies examined in this analysis.

Moderating Factors

Research Questions 2a through 2c inquire about the impact of task type,
anonymity, and national culture as moderating factors in the relationship
between GSS use and the influence behaviors. The previous analyses indi-
cate that potential moderators exist in the body of studies addressing influ-
ence equality, production of unique ideas, normative influence, and decision
shifts. Although a lack of information about the presence or absence of anony-
mity, task type, and the national culture of participants restricted compari-
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sons to among only four studies for some of these factors, Hunter et al. (1982)
acknowledge that such comparisons are appropriate.’

Task type. Task type is not a significant moderator for any of the four in-
fluence variables. For influence equality, four studies incorporated an intel-
lective task, and seven studies used a preference task. Although influence
equality was greater in preference tasks (d = .29) than in intellective tasks
(d = .06), this difference is not statistically significant, @g(1) = 1.07, p = .30.2°
Similarly, the amount of unique ideas produced in preference tasks across
five studies (d = 1.33) was greater than the amount produced in intellective
tasks across three studies (d =1.07), but this difference is not statistically sig-
nificant, Q@5(1) = .72, p = .40. Normative influence was greater in intellective
tasks across three studies (d =.23) than in preference tasks across three stud-
ies (d =-.13). This difference, however, is not statistically significant, @z(1) =
1.72, p = .19. The difference in decision shifts during the three studies that
relied on intellective tasks (d = .34) and five studies that used preference
tasks (d = —.07) is not statistically significant, @z(1) = 1.89, p = .17.

Anonymity. Anonymity is not a significant moderator for any of the four
influence variables. For influence equality, participants were identified in
four experiments and were anonymous in seven experiments. Anonymous
groups (d = .31) reported greater influence equality than did identified
groups (d =.23), but this difference is not statistically significant, @z(1) = .20,
p =.65. There is also no difference in the production of unique ideas between
the single experiment in which participants were identified (d = 1.73) and the
seven in which participants were anonymous (d = 1.20), Qg(1) = .56, p = .45.
Normative influence was reduced in the single study where participants
were identified (d =—.17) in comparison with the three studies in which par-
ticipants were anonymous (d = .09), but this difference is not statistically sig-
nificant, Qp(1) = .84, p = .36. Finally, the difference in decision shifts in the
five studies involving identified participants (d = .28) and the seven studies
in which participants were anonymous (d = .18) is not statistically signifi-
cant, @g(1) = .22, p = .64.

National culture. The difference in influence equality between the four
studies with participants from Singapore (d = .13) and the five studies with
participants from the United States (d = .15) is not statistically significant,
Qg(1)=.004, p = .95. Similarly, the difference in normative influence between
the three studies with participants from the United States (d = .08) and the
two studies with participants from Singapore (d = —.06) is not statistically
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significant, @g(1) = .28, p = .60. The difference in decision shifts between
the ten studies with participants from the United States and Canada (d =
.16) and the four studies with participants from Singapore and Hong Kong
(d = —.42) is statistically significant, @y(1) = 7.83, p < .01. However, the
within-subgroup test of homogeneity for studies with participants from the
United States and Canada, Qw = 27.29, p < .01, and Singapore and Hong
Kong, Qw = 15.34, p < .01, are also significant. A significant Qv value indi-
cates that variation remains within the subgroup.!! Finally, all participants
in the sample of studies examining unique ideas were from the United States;
thus, it is not possible to test for the impact of national culture as a moder-
ating variable.

Discussion

One of the most heralded features of GSSs is their ability to level the orga-
nizational playing field and to produce more democratic group processes
(DeSanctis & Gallupe, 1987; Dubrovsky et al., 1991; McGrath &
Hollingshead, 1994; Siegel et al., 1986). GSS use is posited to reduce inequali-
ties between group members, thus minimizing barriers to communication. As
a result, GSS use leads to more equal levels of member influence than that
which occurs in teams meeting face-to-face. The purpose of this study has
been to examine the aggregate impact of GSS use on member influence
behaviors across the body of research on this topic. In this section, the find-
ings from the meta-analysis are discussed, study limitations are identified,
and directions for future research are offered.

Among the 48 experiments examined, GSS use affected four of the influ-
ence variables. GSS use resulted in increased participation equality, influ-
ence equality, and production of unique ideas. GSS use also reduced member
dominance in comparison with face-to-face teams. The absolute values of the
average effect sizes for these four factors range from d = .23 tod = 1.12. Cohen
(1977) suggests that, for the d coefficient, effect sizes of .20 are small, .50 are
moderate, and .80 are large. In general, these findings indicate that GSS use
leads to greater equality in member communication than that which occurs
in face-to-face meetings.

The findings from this study help clarify inconsistencies in previous GSS
research. To date, the results of individual studies of influence equality, nor-
mative influence, and decision shifts have been mixed. Although some stud-
ies demonstrate the positive impact of GSS use on these variables, others fail
to provide support or, in some cases, report opposite findings. The average
effects across this body of research indicate that, in comparison with teams
meeting face-to-face, GSS use leads to a small but statistically significant
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increase in influence equality. GSS use alone, however, does not reduce nor-
mative influence nor impact decision shifts.

At a broader level, the results of this study provide qualified support for
the equalization hypothesis. In the past, the notion that GSS use leads to
greater member equality in group decision making has been questioned
(Hollingshead, 1996; McGrath & Hollingshead, 1994; Weisband, 1992;
Weisband et al., 1995). McGrath and Hollingshead (1994), for example, con-
tend that findings consistent with the equalization hypothesis are an artifact
of the “reduction in the total number of acts in computer-mediated as com-
pared with face-to-face interactions” (p. 89). GSS use, they argue, “does not
simply reduce the participation of loquacious group members, nor does it sim-
ply increase the participation of quiet group members” (p. 89). The results of
previous research are a result of less total communication in GSS teams in
comparison with those meeting face-to-face.

Yet, this study focused on influence equality and participation equality.
Only those experiments assessing the impact of GSS use on an individual’s
behavior, in proportion to the behavior of the rest of the team, were included
in the meta-analysis. Thus, any changes in an individual’s influence or par-
ticipation behaviors were assessed in relation to the entire team’s behavior.
In addition, perceptual measures of both influence and participation equality
were included among the studies examined. Although GSS use only led to a
small increase in influence equality and did not affect normative influence,
the increase in participation equality and production of unique ideas coupled
with the decrease in member dominance underscore the benefits of GSS use.
As awhole, the results of this study provide some support for the equalization
hypothesis and the utility of GSSs to democratize group processes.

This study was less successful, however, in identifying moderating vari-
ables. Although the effects for influence equality, production of unique ideas,
normative influence, and decision shifts varied significantly across each re-
spective sample, national culture only explained the variance for studies of
decision shifts. Participants from Singapore and Hong Kong, which are high
power-distance and collectivistic cultures, experienced less decision shifts
when using a GSS. There are two possible explanations for this finding. The
reduced social cues available during GSS meetings may have made it possi-
ble for members to resist conforming to others in the group. Participants may
have perceived less pressure from other, potentially higher status, members
and may have felt a greater sense of efficacy to maintain their initial position.
An alternative explanation is that the reduced social cues created uncer-
tainty among participants from Singapore and Hong Kong. These partici-
pants may have had difficulty identifying the position of dominant members
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and, as a result, may have maintained their initial opinion in an attempt to
avoid contradicting higher status members or disrupting group harmony.

Task type was not a significant moderating factor for any of the four influ-
ence variables. This result, however, may be partially attributed to the rela-
tively small number of studies compared in each analysis. Examining the
average effects for both types of tasks across the four influence variables
reveals fairly consistent results. Groups using a GSS and completing a pref-
erence task had greater influence quality, generated a slightly larger amount
of unique ideas, experienced reduced normative influence, and had fewer
decisions shifts in comparison with those completing intellective tasks. The
democratizing effects of GSSs seem to be more prominent during preference
tasks where there is no single, correct solution. Although these findings are
not statistically significant, their consistency suggests that task type may be
a useful avenue for future GSS research.

It is somewhat surprising that anonymity was not a moderating factor for
any of the influence variables examined in this study. Throughout the body of
research on GSSs, anonymity is considered an integral component of these
systems. One explanation for the lack of findings involves the way anonymity
was operationalized (Postmes & Lea, 2000). In some studies, participants
who were prevented from seeing one another were considered anonymous
(e.g., Dubrovsky et al., 1991; Weisband et al., 1995). In others, participants
were considered anonymous if their name was not attached to their com-
ments (e.g., Massey & Clapper, 1995; Valacich & Schwenk, 1995). As Anony-
mous (1998) notes and as others have demonstrated (Gallupe & McKeen,
1990; Jessup & Tansik, 1991; Scott, 1999b), there are considerable differences
in these types of anonymity. Scott (1999b), for example, found a greater num-
ber and magnitude of effects for discursive anonymity than for physical
anonymity across a range of group outcomes. A test of the effects of these two
types anonymity, however, was not possible with this data set. In most stud-
ies, it was not clear whether participants had physical anonymity, discursive
anonymity, or both. Future research should better articulate the type of
anonymity afforded participants to better understand the extent of anony-
mity’s impact, if any.

Limitations

A limitation of this study, as with any meta-analysis, is the so-called file-
drawer problem. Because only published studies were examined, it is pos-
sible that other, unpublished, research may exist with inconsistent find-
ings. The partiality in academic scholarship toward studies with statistically
significant findings may have created a biased sample. This problem is ex-
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acerbated by the relatively small sample of experiments included in each
analysis.

One approach to address a potential file-drawer problem is to determine
the fail-safe n for each influence variable. The fail-safe n is an estimate of the
number of unpublished experiments with null results necessary to reduce an
average effect size to nonsignificance (Lipsey & Wilson, 2001). To reduce the
effect for unique ideas to the value of d = .01, 1,443 experiments must exist
with an effect size of 0. To nullify the effects for participation equality, domi-
nance, and influence equality, 790,408, and 220 experiments with effect sizes
of 0, respectively, must exist for each variable. Thus, although the file-drawer
problem is always a possibility, the fail-safe ns indicate that it is fairly un-
likely for these four influence variables.

Directions and Recommendations for
Future Research

The findings from this study suggest two directions and a methodological rec-
ommendation for future research. First, given that the equalization hypothe-
sis was supported in this study, scholars need to examine its underlying
mechanisms. That is, why does GSS use promote greater influence equality,
participation equality, production of unique ideas, and reduced dominance?
Are the reduced social cues or opportunity for simultaneous interaction key
to producing these effects? Are there particular technical features of some
systems, such as SAMM or GroupSystems, that enhance or mitigate the
impact of GSSs on these factors? Although there has been a great deal of spec-
ulation, little research has focused on isolating a cause for this phenomenon
(Weisband, 1992; Wiesband et al., 1995). Identifying the critical features
associated with GSSs will help establish a solid foundation to develop more
effective theories for predicting and explaining the impact of GSS use on
group processes.

Second, although the findings from this study generally support the
equalization hypothesis, the impact of GSS use may be limited to initial uses
of the technology. A majority of the experiments included in the analyses
examined a single interaction among college students. Yet, scholars have
repeatedly claimed that the democratizing effects of GSSs may not persist
across repeated group interactions (Dubrovsky et al., 1991; McGrath &
Hollingshead, 1994; Scott, 1999a; Scott & Easton, 1996). As groups using a
GSS become more familiar with one another in the new meeting environ-
ment, influence patterns from traditional meetings may reemerge. Given the
important practical implications associated with the repeated use of GSSs in
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organizations, future research should examine the impact of GSS use over
time.

Finally, research on GSSs presents a number of methodological chal-
lenges. Because participants in a team are not statistically independent, the
unit of analysis in this body of research is groups (Postmes & Lea, 2000).'% For
researchers, this creates logistical difficulties in filling an adequate number
of teams and running each of them through the study. Yet, without a sizable
number of groups, the power of statistical tests is reduced, and the possibility
of Type II error is increased. To detect a moderate-sized effect (w® = .2)
between GSS and face-to-face conditions, for example, 20 groups per condi-
tion are necessary to achieve adequate statistical power (power = .89; Hays,
1994). Assuming that each group is composed of 3 individuals, 120 total
participants would be necessary for the study.

One solution to this problem is the use of multilevel modeling (see
Raudenbush & Bryk, 2002). Multilevel modeling (also called hierarchical lin-
ear modeling) is a statistical technique that facilitates the analysis of data
with a hierarchical structure, such as individuals clustered in teams (Reis &
Duan, 1999). In the context of research on GSSs, multilevel modeling makes
it possible to account for the influence of the team in which a participant is
placed. Through statistically accounting for the variance created by being
placed in a particular team, the impact of a treatment—such as GSS use—
can be examined at the individual level. The practical value of using multi-
level modeling is that some of the logistical problems associated with recruit-
ing and running participants can be overcome. From the prior example, only
20 participants per condition would be necessary to attain the same .89
power level for the statistical analyses. Multilevel modeling makes it possible
to detect a moderate effect with as few as 7 groups (assuming 3 members per
group) in each condition.

Conclusion

Given the widespread use of GSSs and the prominent effects proposed to
result from their use, a meta-analysis of the aggregate impact of GSS use on
group member influence behaviors was conducted in this study. The results
of the analyses underscore the utility of GSSs as tools for organizational com-
munication and decision making. Through increasing participation equality
and influence equality and reducing member dominance, GSSs can help fos-
ter a more egalitarian communication environment. Yet, for scholars, ques-
tions remain about the effectiveness of GSS use over time and the mecha-
nisms driving member behavior in GSS teams. Through continued research,
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it will be possible to address these issues and, ultimately, to develop more
effective communication tools for organizational members.

Notes

1. The author would like to thank Craig Scott and two anonymous reviewers for
their insightful feedback on previous drafts of this manuscript. Correspondence con-
cerning this article should be addressed to Stephen A. Rains, Department of Communi-
cation Studies—A1105, University of Texas at Austin, Austin, TX 78712; phone: (512)
471-7044; fax: (5612) 471-35041; e-mail: srains@mail.utexas.edu

2. Throughout this study, GSS will be used to refer to group support systems as well
as group decision support systems. The term GSS is broader and more inclusive than
is GDSS, encapsulating electronic meeting systems designed to support a range of
communicative activities that include, but are not limited to, group decision making
(McLeod, 1992; Scott, 1999a). GSSs are defined in this study as “suites of tools designed
to focus the deliberation and enhance the communication of teams working under high
cognitive loads” (Briggs et al., 1998, p. 5). That is, GSSs are composed of software de-
signed to facilitate group work such as decision making, problem solving, and idea
generation.

3. It is also noteworthy that McLeod (1992) and Benbasat and Lim (1993) reported
medium-sized effects for the impact of GSS use on participation equality in their meta-
analyses of group processes and outcomes. Yet, in both meta-analyses, studies assess-
ing influence equality and participation were combined into a single measure of partic-
ipation equality.

4. Despite the decrease in the level of influence of higher status group members,
Scott and Easton (1996) report that a difference remained in the influence level of lower
and higher status members. GSS use did not completely eliminate status differences
between participants.

5. Studies reported in the proceedings from these two conferences were included in
the analysis for two reasons. First, submissions to both of these conferences are subject
to a peer review process. Second, including studies from these two conferences makes it
possible to gather a larger sample and may help mitigate so-called file-drawer prob-
lems within this body of research (discussed further in the limitations section). Six of
the studies included in the meta-analysis are from one of these two conferences.

6. Measures of participation and influence focus solely on the frequency of each
individual group member’s contributions. Measures of participation or influence equal-
ity, in contrast, examine an individual member’s participation or influence in propor-
tion to all of the other members’ participation or influence. Thus, measures of partici-
pation or influence equality reflect a member’s behavior relative to all other group
members. Measuring equality makes it possible to account for differences in absolute
rates of participation or influence stemming from an individual’s ability to speak (in
face-to-face conditions) more quickly than he or she can type (in GSS conditions).

7. In the DSTAT program, d is converted from g using the following formula given
by Hedges and Olkin (1985): d = (1 — (3/ 4N -9))g. The g coefficient represents the
difference between the experimental and control group divided by the pooled standard
deviation.

8. The standard deviation of each effect was computed to indicate the degree to
which it deviates from the average effect size for the variable. Experiments resulting in
effect sizes +/— 3.29 standard deviations from the average effect, or outside the 99.9%
confidence interval, were considered statistical outliers and were excluded from the
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analysis. This approach is advocated by Lipsey and Wilson (2001) who argue that the
purpose of meta-analysis “is not usually served well by the inclusion of extreme effect
size values that are notably discrepant from the preponderance of those found in the
research of interest and, hence, unrepresentative of the results of that research and
possibly even spurious” (p. 107).

9. Also, some of the studies included in the meta-analysis manipulated task type
(e.g., Huang & Wei, 2000; Huang et al., 1999; Tan et al., 1998; Tan et al., 1999),
anonymity (e.g., Gallupe & McKeen, 1990; Tan et al., 1999), and/or national culture
(e.g., Tan et al., 1998; Tan et al., 1999; Watson et al., 1994) as independent variables. In
these cases, the main effects were examined in each of the manipulated conditions for
moderator analyses. For example, to test the impact of the presence or absence of ano-
nymity as a moderating variable, separate effects were calculated for those in the ano-
nymity and the identified conditions and used in the analysis.

10. Qp is calculated in DSTAT using the following formula given by Hedges and

Olkin (1985): 3 (d,, - d,.)* / o*(d,,)
i=1

11. @y is calculated in DSTAT using the following formula given by Hedges and
p mi
Olkin (1985): 'Y @, - d,,)*/ 6°(d,))
i=1j=1
12. Failing to consider the effect of the group in which participants are placed vio-
lates the assumption of independence for analysis of variance and regression tech-
niques. The implication of this violation is that the amount of sampling variance, and
the commensurate standard error used in statistical tests, is underestimated. Conse-
quently, Type I error rate may be inflated.
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