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Preface

We are pround to present the proceedings of the 11th International Symposium
on Intelligent Data Analysis, which was held during October 25–27 in Helsinki,
Finland. The series started in 1995 and was held biennially until 2009. In 2010,
the symposium re-focussed to support papers that go beyond established technol-
ogy and offer genuinely novel and game-changing ideas, while not always being
as fully realized as papers submitted to other conferences. IDA 2012 continued
this approach and included an important and still emerging class of problems:
the analysis of data from networked digital information systems such as mobile
devices, remote sensors, and streaming applications.

The symposium seeks first-look papers that might elsewhere be considered
preliminary, but contain potentially high-impact research. The IDA Symposium,
which is A-ranked according to ERA, is open to all kinds of modelling and
analysis methods, irrespective of discipline. It is an interdisciplinary meeting
that seeks abstractions that cut across domains.

IDA solicits papers on all aspects of intelligent data analysis, including papers
on intelligent support for modelling and analyzing data from complex, dynamical
systems. IDA 2012 particularly encouraged papers about:

Novel applications of IDA techniques to, for example:

– Networked digital information systems
– Novel modes of data acquisition and the associated issues
– Robustness and scalability issues of intelligent data analysis techniques
– Visualization and dissemination of results

Intelligent support for data analysis goes beyond the usual algorithmic offer-
ings in the literature. Papers about established technology were only accepted if
the technology was embedded in intelligent data analysis systems, or was applied
in novel ways to analyzing and/or modelling complex systems. The conventional
reviewing process, which favors incremental advances on established work, can
discourage the kinds of papers that IDA 2012 has published. The reviewing pro-
cess addressed this issue explicitly: referees evaluated papers against the stated
goals of the symposium, and any paper for which at least one Program Chair
advisor wrote an informed, thoughtful, positive review was accepted, irrespective
of other reviews.

We were pleased to have a very strong program. We received 88 submissions
from people in 24 countries on five continents.

As in IDA 2011, we included a poster session for PhD students to promote
their work and for the first time we also introduced the use of a 2-minute video
slot for all PhD posters and standard posters.

We were honored to have distinguished invited speakers at IDA 2012: Arno
Siebes from the University of Utrecht in The Netherlands, who talked about
ways of getting multiple good models that complement each other in the insight
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they give. Paola Sebastiani from Boston University in the USA, who talked
about the intelligent data analysis of human genetic data. Gavin Cawley from
the University of East Anglia in the UK, who talked about avoiding over-fitting
in model selection.

The conference was held at Finlandia Hall in Helsinki. We wish to express
our gratitude to all authors of submitted papers for their intellectual contri-
butions; to the Program Committee members and the additional reviewers for
their effort in reviewing, discussing, and commenting on the submitted papers;
to the members of the IDA Steering Committee for their ongoing guidance and
support; and to the Senior Program Committee for their active involvement. We
thank Richard van de Stadt for running the submission website and handling
the production of the proceedings. Special thanks go to the Poster Chair, Frank
Höppner, and the Frontier Prize Chairs, Elizabeth Bradley and João Gama. We
gratefully acknowledge those who were involved in the local organization of the
symposium: Anu Juslin, Outi Elina Kansanen, Mikko Korpela, Janne Toivola,
Prem Raj Adhikari, and Olli-Pekka Rinta-Koski. The help of volunteers during
the IDA 2012 symposium is also thankfully acknowledged.

We are grateful for our sponsors: Aalto University, the Helsinki Insitute for
Information technology (HIIT), and Algodan — Finnish Centre of Excellence for
Algorithmic Data Analysis Research. We are especially indebted to KNIME, who
funded the IDA Frontier Prize for the most visionary contribution presenting a
novel and surprising approach to data analysis in the understanding of complex
systems.

August 2012 Jaakko Hollmén
Frank Klawonn

Allan Tucker
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Stefan Rüping Fraunhofer IAIS, Germany
Antonio Salmerón Cerdán University of Almeria, Spain
Vı́tor Santos Costa University of Porto, Portugal
Roberta Siciliano University of Naples Federico II, Italy
Maarten van Someren Universiteit van Amsterdam, The Netherlands
Myra Spiliopoulou Otto von Guericke University Magdeburg,

Germany
Stephen Swift Brunel University, UK
Maguelonne Teisseire TETIS - Irstea, France
Evimaria Terzi Boston University, USA
Panayiotis Tsaparas University of Ioannina, Greece
Antti Ukkonen Yahoo! Research Barcelona, Spain
Antony Unwin University of Augsburg, Germany
Veronica Vinciotti Brunel University, UK
Zidong Wang Brunel University, UK

Additional Referees

Darko Aleksovski
Satrajit Basu
Igor Braga
Christian Braune
Bertrand Cuissart
Jeroen De Knijf
Ivica Dimitrovski
Fabio Fassetti
Tatiana Gossen
Pascal Held
Dino Ienco
R.P. Jagadeesh Chandra Bose
Baptiste Jeudy
Julia Kiseleva
Arto Klami

Dragi Kocev
John N. Korecki
Mikko Korpela
Antonio LaTorre
Thomas Low
Gjorgji Madjarov
Christian Moewes
Jesus Montes
Santiago Muelas
Ilia Nouretdinov
Luigi Palopoli
Hai Nhat Phan
Simona E. Rombo
Bernard Zenko



Table of Contents

Invited Papers

Over-Fitting in Model Selection and Its Avoidance (Abstract) . . . . . . . . . 1
Gavin C. Cawley

Intelligent Data Analysis of Human Genetic Data . . . . . . . . . . . . . . . . . . . . 2
Paola Sebastiani

Queries for Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Arno Siebes

Selected Contributions

Parallel Data Mining Revisited. Better, Not Faster . . . . . . . . . . . . . . . . . . . 23
Zaenal Akbar, Violeta N. Ivanova, and Michael R. Berthold

Weighting Features for Partition around Medoids Using the Minkowski
Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Renato Cordeiro de Amorim and Trevor Fenner

On Initializations for the Minkowski Weighted K-Means . . . . . . . . . . . . . . 45
Renato Cordeiro de Amorim and Peter Komisarczuk

A Skew-t -Normal Multi-level Reduced-Rank Functional PCA Model
for the Analysis of Replicated Genomics Time Course Data . . . . . . . . . . . 56

Maurice Berk and Giovanni Montana

Methodological Foundation for Sign Language 3D Motion Trajectory
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Mehrez Boulares and Mohamed Jemni

Assembly Detection in Continuous Neural Spike Train Data . . . . . . . . . . . 78
Christian Braune, Christian Borgelt, and Sonja Grün

Online Techniques for Dealing with Concept Drift in Process Mining . . . 90
Josep Carmona and Ricard Gavaldà
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Over-Fitting in Model Selection

and Its Avoidance

Gavin C. Cawley

University of East Anglia, Norwich NR4 7TJ, UK
g.cawley@uea.ac.uk

Abstract. Over-fitting is a ubiquitous problem in machine learning,
and a variety of techniques to avoid over-fitting the training sample have
proven highly effective, including early stopping, regularization, and en-
semble methods. However, while over-fitting in training is widely ap-
preciated and its avoidance now a standard element of best practice,
over-fitting can also occur in model selection. This form of over-fitting
can significantly degrade generalization performance, but has thus far
received little attention. For example the kernel and regularization pa-
rameters of a support vector machine are often tuned by optimizing
a cross-validation based model selection criterion. However the cross-
validation estimate of generalization performance will inevitably have a
finite variance, such that its minimizer depends on the particular sample
on which it is evaluated, and this will generally differ from the mini-
mizer of the true generalization error. Therefore if the cross-validation
error is aggressively minimized, generalization performance may be sub-
stantially degraded. In general, the smaller the amount of data available,
the higher the variance of the model selection criterion, and hence the
more likely over-fitting in model selection will be a significant problem.
Similarly, the more hyper-parameters to be tuned in model selection, the
more easily the variance of the model selection criterion can be exploited,
which again increases the likelihood of over-fitting in model selection.

Over-fitting in model selection is empirically demonstrated to pose
a substantial pitfall in the application of kernel learning methods and
Gaussian process classifiers. Furthermore, evaluation of machine learning
methods can easily be significantly biased unless the evaluation protocol
properly accounts for this type of over-fitting. Fortunately the common
solutions to avoiding over-fitting in training also appear to be effective
in avoiding over-fitting in model selection. Three examples are presented
based on regularization of the model selection criterion, early stopping
in model selection and minimizing the number of hyper-parameters to
be tuned during model selection.

Keywords: Model selection, over-fitting, early stopping, regularization.

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, p. 1, 2012.
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Intelligent Data Analysis of Human Genetic

Data

Paola Sebastiani�

Department of Biostatistics, Boston University School of Public Health 801
Massachusetts Avenue, Boston 02118 MA, USA

Abstract. The last two decades have witnessed impressive develop-
ments in the technology of genotyping and sequencing. Thousands of
human DNA samples have been genotyped at increasing densities or se-
quenced in full using next generation DNA sequencing technology. The
challenge is now to equip computational scientists with the right tools to
go beyond mining genetic data to discover small gold nuggets and build
models that can decipher the mechanism linking genotypes to pheno-
types and can be used to identify subjects at risk for disease. We will
discuss different approaches to model genetic data, and emphasize the
need of blending a deep understanding of study design, with statistical
modeling techniques and intelligent data approaches to make analysis
feasible and results interpretable and useful.

1 Introduction

Advances in the technology of parallel genotyping and sequencing have changed
human genetics that in less than 10 years has moved from a hypothesis driven,
candidate gene based approach to a hypothesis generation approach. Massive
genotyping of well designed observational studies has generated large amount
of data and many important discoveries. Although impressive, the yield of dis-
coveries has been underwhelming, particularly considering the high expectation
that motivated the rush to genome wide association studies (GWAS). The driv-
ing hypothesis of the GWAS era was the “common disease, common variant
hypothesis” [1], which argued that the genetic profile of common diseases was
determined by combination of genetic variants that are common in the pop-
ulation and have small effects. Based on this hypothesis, the genetic basis of
common diseases could have been discovered by searching for common vari-
ants with different allele frequencies between subjects with disease (cases) and
disease-free controls. These gold variants would have made it possible to measure
individual risk to diseases such as diabetes, cardiovascular disease, Alzheimer’s
disease, but also estimate genetic predisposition to response to treatments and
make personalized medicine a step closer.

Eight years of this “GWAS rush” have accumulated thousands of variants that
have been associated with many diseases. For example, on August 10 2012, the

� Research supported by the National Heart Lung Blood Institute (R21HL114237)
and National Institute on Aging (U19AG023122).

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 2–6, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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catalog of published genome-wide association studies maintained by the National
Institute of Genome Research in the USA included 1338 publications and 6858
SNPs that have been significantly associated with many common diseases and
replicated in more than one study (http://www.genome.gov/gwastudies/), [2].
While many of these variants are used by genetic testing companies in arguable
genetic testing kits, the literature is rich of negative results that show how genetic
data do not seem to improve our ability to differentiate susceptibility to disease
compared to traditional, non-genetic risk factors [3].

What did go wrong? Was the “common disease, common variant hypothesis”
wrong and rare rather than common variants are more likely to decipher the
genetic basis of common disease? Where is the “missing heritability”? I believe
it is too early to ask these questions because the majority of GWAS analyses
have been very naive, very few analyses have attempted to tackle the complexity
of genetic data, and much remains to be done with genetic data.

2 Alternative Approaches

The typical analysis of GWAS has been done one SNP at a time, using logistic
regression for qualitative traits (presence/absence of disease), linear regression
for quantitative traits (for example lipid levels), and survival analysis using Cox
proportional hazards regression for time of events traits (age of onset of disease)
[4]. Typically the genetic information is coded linearly, and when multiple genetic
variants are associated with a trait, the multivariate set of variants is collapsed
into a univariate score, called a genetic risk score, that is associated with the
trait of interest using a simple regression model [5].

Models that are routinely used in data mining and knowledge discovery offer
alternative and more flexible approaches to describe the genetic basis of complex
traits. Examples are support vector machines [6], classification and regression
trees, random forests [7], and Bayesian networks [8,9].

Networks have the advantage to represent the mutual associations between
many variables, rather than the effect of input variables on a defined output
variable. In Bayesian networks the associations between variables are represented
by conditional probability distributions, and by using Bayes Theorem one can
show how one or more events affect the outcome of one or more variables in the
network. In this way, a Bayesian network model can be used for prognostic and
diagnostic tasks.

Naive Bayes classifiers are simple Bayesian networks that have proved to be
very effective in relating many genetic variants to binary traits [10]. Although
Naive Bayes classifiers are not commonly used in statistical genetics, we showed
that they are not so different from analysis based on a genetic risk score in [5],
and in particular we showed that there is a mathematical relation that links a
prediction rule based on a Naive Bayes classifier to a prediction rule based on
logistic regression with genetic data summarized into a genetic risk score. The
advantage of working with Bayesian networks modeling, even in the simple form
of a Naive Bayes classifier, is their flexibility and the fact that this approach can
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be easily generalized to model multiple traits simultaneously, to include multiple
interacting genes and interaction between genetic and non genetic factors [9].

When the goal of the analysis is genetic risk prediction, an ensemble of
Bayesian classifiers can improve prediction accuracy and appears to be robust
to inclusion of false positive associations. However, inclusion of too many false
positive can negatively impact the prediction accuracy and better methods are
needed to select important genetic variants. In [11] we introduced a simple for-
ward search to build nested Naive Bayes classifiers that can be used to also
dissect a complex genetic traits. We introduced the idea of genetic risk profiles,
that are determined by the vector of predictive probabilities of the set of nested
classifiers. By cluster analysis, these genetic risk profiles can be used to identify
subgroups of individuals who share similar risk for disease based not on the same
number of genetic variants, but on patterns of genetic variants that determine
similar risks.

3 Asking the Right Questions

Before investigating alternative methods of analysis of genetic data, it is impor-
tant to ask some preliminary questions and set proper expectations. The starting
point of older genetic studies was aggregation analysis to understand whether
a disease clusters in families and to quantify the contribution of genetics to its
susceptibility [12]. A related question is whether we should expect to predict
every genetic trait with the same accuracy. The group of Peter Visscher has
made some important contributions that relate the predictability of a trait to
its prevalence in the population and its familial aggregation [13]. Their analy-
sis showed that traits that are very common in the population and display low
familial aggregation cannot be predicted with high accuracy even when all the
associated genetic variants are know, while less common diseases with high de-
gree of familial aggregation can be predicted with almost perfect accuracy when
all the genetic variants are known. Being aware of the expected value of return
of genetic data is important to decide the most appropriate method of analysis,
and to assess the validity of results. For example, we should not expect to reach
high accuracy in prediction of a trait that does not have a strong genetic basis.
It is also important to understand the contribution of genetic and non genetic
factors to susceptibility to disease, and whether the value of genetic data changes
over time.

Another important feature of GWAS is the study design. The majority of
GWAS are from observational studies that were designed to answer specific epi-
demiological questions. Study designs impose restriction on the randomness of
the data that cannot be ignored: for example case control studies have to be
analyzed using the retrospective likelihood rather than the prospective likeli-
hood. In [9] we developed a Bayesian network to predict the risk of stroke in
patients with sickle cell anemia. The study design was a nested case control
study in which cases with disease and disease free controls were selected by de-
sign. The network modeled disease status as one of the root nodes so that the
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conditional distributions of genetic variants were estimated conditionally on the
disease status.

Another common study design in genetic epidemiology is the family based
design, in which families are selected because of cluster of phenotype of interest
and family members are then included in the sample. In family based designs,
familial relation make observations dependent, and the strength of the correla-
tion between subjects in the same family depends on the strength of the genetic
basis of the trait. Ignoring familial relations can dramatically inflate the rate
of false positive associations. Unfortunately, very few intelligent data analysis
methods seem to be ready to accommodate this type of study design.

4 Conclusions

Intelligent data analysis of genetic data can help to compute susceptibility to
complex genetic traits that are highly heritable. Many approaches are available,
some are more promising than others. It is important to open good communi-
cation channels with geneticists, understand the issues of study design and the
limitations that these studies impose on the type of analyses that are appro-
priate. Blending a deep understanding of study design with statistical modeling
techniques and intelligent data analysis approaches will help to fully mine the
wealth of genetic data.
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10. Okser, S., Lehtimäki, T., Elo, L.L., Mononen, N., Peltonen, N., Kähönen, M., Juon-
ala, M., Fan, Y.M., Hernesniemi, J.A., Laitinen, T., Lyytikäinen, L.P., Rontu, R.,
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Abstract. If we view data as a set of queries with an answer, what would
a model be? In this paper we explore this question. The motivation is
that there are more and more kinds of data that have to be analysed.
Data of such a diverse nature that it is not easy to define precisely what
data analysis actually is. Since all these different types of data share one
characteristic – they can be queried – it seems natural to base a notion
of data analysis on this characteristic.

The discussion in this paper is preliminary at best. There is no attempt
made to connect the basic ideas to other – well known – foundations of
data analysis. Rather, it just explores some simple consequences of its
central tenet: data is a set of queries with their answer.

1 Prologue

Not too long ago, data to be analysed was a (rectangular) table filled with
numbers; though perhaps not always to be interpreted as numbers. This is no
longer true, one might, e.g., want to analyse a large graph or a social network or a
set of molecules or a collection of (multi-media) documents or click-stream data.
Obviously these are all data sets in one way or another. The ways in which they
are analysed, however, is as varied as their type. That is, data analysis techniques
are often targeted at very specific data types. Clearly, this is necessary. One
cannot expect algorithms to produce meaningful results whatever data is thrown
at them. Or, can one?

Whatever kind of data one has, one can be sure of thing: the data can be
queried. Perhaps only in a very limited form – has object x property y? – but
even that forms a basis for data analysis. If this is all their is, one can, e.g.,
mine for all frequent queries, properties that are satisfied by at least θ% of the
objects. While this may not seem much, this is sufficient to built, e.g., classifiers.
If there is structure in the collection of queries one can ask, the possibilities for
data analysis become even larger. For, one can search for syntactic structure in
the collection of queries that is reflected in the data, i.e., in the semantics of
the queries. Phrased differently, such structure may allow us to reduce the data.
Reducing the data is one of the main goals of exploratory data analysis. For, the
reduction provides insight in the data.

This is in a nutshell what we set out to do in this paper: data analysis based
on queries. This paper is preliminary at best. We only sketch the outlines of the
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beginnings of such a theory of data analysis. We present some – very naive –
algorithms, but no experiments. Its goal is not to convince you that this is the
way to go; in fact, I’m not – yet – convinced it is. Rather, its goal is to show that
such an approach is possible. So, it is an unusual paper – which is a prerogative
of invited papers – but within the main goals of the IDA conference: thinking
about the nature of data analysis.

2 What Is Data?

2.1 Considering Some Well-Known Options

In data analysis we are dealing with finite collections of finite objects. We may
want to form an opinion on a potentially infinite collection of objects, indeed,
we may even expect a potentially infinite stream of data, but at any point in
time we have only seen information on a finite set of objects. In turn, each
object may be arbitrarily complex and may even be potentially infinite in size
– e.g., the world wide web – but at any point in time we have only access to a
finite description of that object. Given that we have a computational view on
the world, such a finite description of an object can be effectively be given as a
natural number. Hence, our data set can always be seen as a finite set of natural
numbers. In turn, such a set itself can, again, be effectively represented by a
natural number – or a string of natural numbers, if preferred. Indeed, viewing
data as a, potentially infinite, string of bits has proven to be highly successful
in Algorithmic Information Theory [7]. For example, by identifying such a bit
string with the shortest program that generates it, one can distinguish random
data from data with structure. The more the string is compressed, the more
structure it contains.

Knowing whether a data set is random or contains structure is, of course,
the first question any data analyst wants to have answered. But if it contains
structure, intelligent data analysis requires that that structure is brought to
the open. It is not given that that is best done by the program that yields the
best compression of the data. If only because our encoding in bit strings may
hide details that are interesting and the compression may not even respect the
boundaries between the individual objects. So, while Algorithmic Information
Theory yields highly interesting data analysis methods – e.g., the Google distance
[2] – it is not sufficient.

The type of analysis one can meaningfully torture data with depends only on
properties of that data. This is, of course, a well-known fact in Statistics where
it is known as ”theory of measurement” [5]. For example, to perform ordinal
analysis on data, the perceived order in the measurements – the domain of an
attribute – should be meaningful for the objects we are modelling. Clearly, one
can take one’s favourite theory of measurement – yes, there is more than one [5]
– and check what type your new kind of data is and you know which type of
analysis you can perform. This is fine, but often one wants to analyse the data
in a non-classical way. I can’t, e.g., think of a classical analogue of the page rank
problem [12]. That doesn’t mean, however, that page rank is only applicable to a
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linked collection of websites, other kinds of graphs may yield equally interesting
results.

To capture this applicability, a far more detailed theory of measurement is nec-
essary. We need to know which operators are available on the data and which
laws these operators obey; of course, both the operators and their laws have,
again, to be meaningful for the objects – and their characteristics – we are mod-
elling. This is something a computer scientist can understand. It is simply the
requirement that we have a type system such as we have for many program-
ming languages. Type theory allows for pretty complex type structures, using,
e.g., dependent types or – somewhat simpler – polymorphic typing [14]. Then
by type-checking the applicability of an analysis method to a set of data can be
determined. This makes data simply a bag of values of some given type. One ex-
ample of such an approach is given in [8], in which the author develops a theory
for (part of) machine learning based on higher order logic.

Type systems allow reasoning about abstract, complex, types, such as, e.g.,
lists of elements of an arbitrary type. When we want to become more practical,
however, such abstract types have to be grounded. For, type systems usually
build types recursively from a set of basic types. So, if we want to employ type
theory we have to decide what our basic types are. We have to be careful, though.
For, standard basic types are sets such as Integers, Reals, and Booleans. That
choice, would make us end up where we started: data are numbers. Somehow we
need a more abstract starting point.

2.2 Queries as Data

As noted in the Prologue, the fundamental property of data is that it can be
queried. That is true not only for standard databases, but also for, e.g., document
collections or, indeed, the world wide web. We, collectively, maintain sets of data
because we and others can later search that data. So, why not use the query as
our basic data type?

The standard point of view is that queries on data result again in data; in
fact, that is exactly the famous ”closed” property of the relational algebra [3].
In fact, for the practical purposes of querying that is the only sensible point of
view. But that doesn’t make it the only point of view.

Pattern miners have such a different point of view. Patterns are defined by
properties that the objects in the database may or may not satisfy [9]. Patterns
are, e.g., deemed interesting if they occur often – frequent pattern mining – or
not very often, yet – emergent pattern mining. The point is that patterns are
simply binary queries.

It is well-know – c.f., the famous “twenty questions” game – that all queries
can be emulated by a string of binary queries. Clearly, that is not what we
intend here. For, that would lead us straight back to Algorithmic Information
Theory. For the moment we want to stay clear from both Scylla and Charybdis –
Algorithmic Information Theory and Type Theory; or better, data as numbers.

Pattern miners usually count the support of a pattern, that is, the number
of objects that satisfy the query. Rather than using the absolute value for the
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support we opt for the relative variant. This leads us to the following definition
of data.

Definition 1. Let Q be a set of queries, a data set D for Q is given by a function

D : Q→ [0, 1].

The set of all data sets for Q is denoted by DQ.

Note that we could – and perhaps should – be more careful here. As it is defined,
DQ is an uncountable set. Clearly, the intention is that for each q ∈ Q, D(q) is
some computable number.

Furthermore, note that with this definition we, implicitly, assume that each
object can answer each query. For example in a multi-relational case, this as-
sumption doesn’t hold. While it is easy to formulate a more general definition
that doesn’t rely on this assumption, this would complicate our discussion un-
duly. Hence we refrain from doing so.

Example 1. To specify a transaction database, we first need the set of items it
is defined over. Denote this set by I. A transaction database is then given by a
function

D : P(I)→ [0, 1],

which assigns a support to each item set.

Note that such functions may be inconsistent as a database. For example, with
I ⊆ J and D(I) < D(J). Again, this can easily be repaired, but to keep this
paper simple, we refrain from doing so. We simply assume that our data sets are
consistent.

This example may seem the perfect illustration of the naivety of our definition
of data. For rather than simply list all transactions, we opt for the far larger set
of all item sets with their support! This is, however, a feature, not a bug.

2.3 Data in a Metric Space

Given that DQ consists of functions into [0, 1], it is obvious that it is a metric
space. Metrics are simply inherited from more general function spaces. For the
purposes of this paper, we use the well-known �2 metric.

Definition 2. Let Q be a set of queries and let DQ be the set of all data sets
over Q. The distance d on DQ is defined by:

d(D1, D2) =
∑
q∈Q

(D1(q)−D2(q))
2

That is, the more similar the answer to all queries for two data sets is, the
more similar the two data sets are. This highlights that Q determines what is
interesting in the data. If Q cannot distinguish between two data sets, they are
for all practical purposes the same.

It is, of course, possible that not all queries in Q are equally important. For
example, that different answers to q1 are far worse for the user than different
answers to q2. In such cases, a weighted variant of the �2 metric is preferable.
To keep our discussion as simple as possible, we do not use a weighted version.
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3 What Is Data Analysis?

3.1 Structure in Query Space

Structure in the collection of queries means that if we know the answer to some
of the queries, we can compute the answer to other queries. To do this, we need to
know which queries, if any, can be used to compute the answer to a given query.
For this we take our cue from type theory as briefly discussed in section 2.1.
That is we assume that there is structure in the set of queries Q.

More precisely, we assume that we can compute with queries. Which is, of
course, a usual property of query languages. Examples are the algebra from
relational databases [3] or – simpler – the union operator for item sets. Since
we want to keep our discussion as simple as possible, we model ourselves on
this latter example. That is, we assume only one operator, denoted by ⊗. This
operator works purely on a syntactical level, it manipulates the query expressions
– whatever they are – it does not take their result on a data set into account.

Example 2. In our running example, Q = P(I) and, as already suggested above,
⊗ = ∪.

Clearly, the syntactical fact that I = I1 ∪ I2 does not mean that the support of
I can be easily determined from the supports of I1 and I2. In fact, as we will
see later, cases where one can determine the support is the kind of structure we
are after; but for the moment we stay on the syntactical level.

By assuming an operator ⊗ on Q, we implicitly assume a – probably large –
set of equations that hold on Q. Syntactical equations like:

q = q1 ⊗ q2

These equations are immaterial to us, but we do assume that there is some
algebraic structure on Q, associated with ⊗. In line with our running example
we assume a monoid structure which is commutative and idempotent. For the
sake of brevity, we will call this a query monoid.

Definition 3. Q is a query monoid with respect to ⊗ iff it is a commutative
monoid with respect to ⊗ and ⊗ is an idempotent operator on Q. That is,

– ∀q1, q2 ∈ Q : q1 ⊗ q2 ∈ Q;
– ∀q1, q2, q3 ∈ Q : q1 ⊗ (q2 ⊗ q3) = (q1 ⊗ q2)⊗ q3;
– ∃e ∈ Q ∀q ∈ Q : e ⊗ q = q ⊗ e = q;
– ∀q1, q2 ∈ Q : q1 ⊗ q2 = q2 ⊗ q1;
– ∀q ∈ Q : q ⊗ q = q.

The set of expressions in the monoid - i.e., the monoid itself - is denoted by EQ.

Example 3. Our running example is obviously a query monoid, with ∅ as its unit
element. Having ∅ as an item set is slightly unorthodox, for other examples, a
unit element may make more sense.
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The monoid structure on Q gives us two things. Firstly, if we assume an order
≺ on the elements of Q – a lexicographic order – the expressions in EQ have a
normal form; simply by having the factors listed in this order.

Definition 4. An expression qi1 ⊗ · · · ⊗ qin ∈ EQ is in normal form iff e does
not occur in the expression and for any pair qij and qik we have

qij ≺l qik ↔ j < k

Secondly – and more importantly – the monoid structure gives us the concept
of a generator. A generator of Q is a subset that can generate each q ∈ Q.

Definition 5. A subset Q′ ⊆ Q is a generator of Q iff

∀q ∈ Q ∃q1, . . . qn ∈ Q′ : q = q1 ⊗ · · · ⊗ qn

That is, EQ′ ≡ Q. A generator is called a base if it contains no proper subset
which is also a generator.

Clearly, each query monoid has at least one generator – Q generates itself – and
thus at least one base. There is no guarantee, however, that there is exactly one
base. For our running example, however, there is a unique base.

Example 4. The set {{I} | I ∈ I} ∪ ∅ is the unique base of Q. Any superset of
this set is a generator of Q and vice versa.

If Q has two bases, say B = {b1, . . . , bn} and T = {t1, . . . , tm}, B and T differ
in at least one element. Without loss of generality, assume that b1 is such an
element, i.e., b1 ∈ B\T . Since T is a base, we know that there is a J ⊆ {1, . . . ,m}
such that

b1 =
⊗
j∈J

tj

Expressing the ti in the elements of B – which we can do since B is a base – we
get that there is an I ⊆ {1, . . . , n} such that

b1 =
⊗
i∈I

bi

In fact, since B is a base, we must have that:

b1 = b1
⊗

i∈I\{1}
bi

That is, for Q to have two bases, b1 = b1
⊗

i∈I\{1} bi must be possible in EQ.
This, e.g., the case when Q is not only a monoid, but also a group. For example,
if Q has base {x, y, x−1, y−1} then it also has base {xy−1, y, x−1}.

Whenever the equality cannot hold Q has necessarily a unique base. For ex-
ample, whenever Q has a lattice structure which is compatible with ⊗ in the
sense that the following laws hold in EQ:
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– q1  q1 ⊗ q2,
– q1 = q1 ⊗ q2 ↔ q2  q1,

Q has exactly one base.
One could argue that having multiple bases is actually a good thing. For, each

base is a point of view on the data: different bases may discern different structure.
However, such a discussion is beyond our scope. Here we assume that a fixed
base B ⊆ Q has been chosen. Thus, all generators we consider are supersets of
B; we denote this set by GB,Q. The expressions we consider are always in normal
form with regard to the generator G.

3.2 Evaluating Expressions

The monoid structure on Q is purely syntactical. Our goal is, of course, semantic
structure, i.e., structure in D. To extend our syntactic structure to a semantic
one, we first have to define how expressions over a generator G can be evaluated.

The basic idea is that given an evaluation - i.e., a value - for the queries in G,
we want to evaluate - give a value to - expressions over G. That is, we are given
data DG for G, i.e.,

DG : G→ [0, 1]

and we want to extend this to EG using some evaluation function:

ev : EG ×DG → [0, 1].

We have quite some freedom in defining ev. It should, of course, respect the
monoid structure on Q, i.e., it should be some sort of homomorphism. That is,
for e1, e2 ∈ EG we expect something like

ev(e1 ⊗ e2, DG) = g(f(ev(e1, DG)), f(ev(e2, DG)))

to hold for some (computable) functions f and g. As before, we keep it simple
here. That is, no functions just multiplication.

Definition 6. Let e ∈ EG, the evaluation function ev is defined recursively by:

– If e = gi ∈ G, then ev(e,DG) = DG(gi)
– If e = ei ⊗ ej, then ev(e,DG) = ev(ei, DG)× ev(ej, DG)

Clearly, ev on its own doesn’t give us an element of DQ, for the simple reason
that for any q ∈ Q, there may be many expressions e ∈ EG with e = q in the
monoid. Moreover, two such expressions may evaluate differently.

Hence, to extend data for a generator G to data for Q we have to decide which
expression is used for which query. This is done by a cover function:

Definition 7. Let G ∈ GB,Q. A cover of Q by G is a function:

cov : Q→ EG

such that for all g ∈ G, cov(g) = g and for all q ∈ Q, cov(q) = q in EQ, i.e., in
the monoid on Q. The set of all covers of Q by G is denoted by CovG.
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Slightly abusing notation, we also use ev as a function DG × CovG → DQ by

ev(DG, cov)(q) = ev(cov(q), DG)

3.3 Models

The straight forward thing to do may now seem to define models of DQ by a
triple (G,DG, cov) for which

ev(DG, cov) = DQ.

However, this would imply that the only worthwhile structure one can discern
in data faithfully encodes all particularities and details including noise. Using
the metric on DQ we could relax the condition to

d(ev(DG, cov), DQ) = ε

for some acceptable ε. The problem with such a definition is that the cover
function may be badly chosen. That is, G could model DQ using DG much more
faithfully than the chosen structure reveals, if only a different cover function
would be used. It would be best if the cover function was optimal. More in
particular, let G ∈ GB,Q and DG ∈ DG, the optimal cover function covDG is
defined by

covDG = argmin
cov∈CovG

{m(ev(DG, cov), DQ)}

Note that it is by no means given that there is a unique cover function that
achieves this minimum. If there are more, we pick the first in some (lexicographic)
order. Models are then defined as follows.

Definition 8. Let G ∈ GB,Q and DG ∈ DG. The pair (G,DG) is an ε-model of
DQ ∈ DQ iff

d(ev(DG, covD,G), DQ) = ε

The set of ε-models is denoted byMε
Q,D, the set of all models byMQ,D.

Clearly, our models are not necessarily very good. If a models ε is large, one may
question its value. Choosing an appropriate cut-off for an acceptable tolerance
is a task for the – intelligent – data analyst, it has no theoretical solution.
However, it is, of course, possible to design algorithms that return acceptable
models whatever the threshold is.

4 Structure Function

If an acceptable similarity - i.e., threshold for ε - has been determined the task
seems simply to find a model that satisfies this threshold. But this begs the
question: are all models with the same similarity equally good? Surely they are
not. For the purposes of this paper our goal is simple models, where simple is
defined by the size of the generator.
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4.1 Structure in MQ,D

Since for each G ∈ GB,Q we have that B ⊆ G ⊆ Q and vice versa, GB,Q is a
sub-lattice of P(Q). This lattice structure is inherited byMQ,D in the following
sense.

LetG1 ⊆ G2 ∈ GB,Q. Clearly, anyD ∈ DG2 induces data inDG1 , by restricting
it to the queries in G2, abusing notation we denote both by D. Clearly, for any
D′ ∈ DQ we have that

d(ev(D, covD,G2), D
′) ≤ d(ev(D, covD,G1), D

′).

In fact, it is easy to see that

∃q ∈ Q : covD,G2(q) �= covD,G1)(q)⇒
d(ev(D, covD,G2), D

′) < d(ev(D, covD,G1), D
′).

It is not surprising that by making the generator larger we can get more similar
to D. This observation, however, points to structure onMQ,D we can exploit in
our search for good models.

Definition 9

Mk
Q,D = {(G,DG) ∈MQ,D | |G \B| = k}

That is,Mk
Q,D consists of those models whose generator has k elements next to

the base B. The idea is now, of course, that we search level-wise throughMQ,D.
Just as in [15] we will do that using a structure function.

4.2 The Structure Function

For a given k, the question which models in Mk
Q,D are to be preferred has an

obvious answer: those who are most similar to D, of course. As before, it is
not given that there is just one model with this property. However, using the
lexicographical order on the elements of EQ, we can easily define an order on
GB. Given this order, we simply pick the first model that is most similar to D.

Definition 10

Mk
Q,D = argmin

(G,D′)∈Mk
Q,D

{d(ev(D′, covD′,G), D)}

Based on these optimal models, we define the structure function as follows.

Definition 11. The structure function SQ,D : N→MQ,D is given by:

SQ,D(k) = Mk
Q,D

As in [15] we call this a structure function because of its similarity to the cele-
brated Kolmogorov structure function [7].
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4.3 What Is Data Analysis? Revisited

The structure function gives a method to analyse data. Given a data set D we:

– first determine which set of queries Q are important for us on D;
– next we choose a base B ⊆ Q and so determine the set of generators GB,Q;
– then we compute the structure function SQ,D;
– and choose the smallest k for which SQ,D(k) is similar enough – for us – to

D.

Note that we do not imply that all models we have seen before Mk
Q,D are not

interesting. Far from it, we do believe that these models give important insight
in the structure of D. It are the models after Mk

Q,D that are less interesting,
simply because the hide structure by having a too large generator.

If there is more than one base, it is probably good to compute the structure
function for each base. For, each base may shed a different light on the structure
in the data and understanding the data is all what intelligent data analysis aims
to achieve.

How Small Should k Be? Whatever value of ε one chooses, there will always
be a model that is at least ε-close to the data, for the simple reason thatQmodels
itself. Hence, the data analyst has complete freedom in choosing ε. Freedom
brings responsibility: what is a reasonable choice?

Using the structure function, we can turn this question upside down. rather
than limiting ε we can also limit k. That is, the question becomes: what is a
good value for k?

In the traditional view, databases have a domain, Dom. If we disregard mul-
tiples – and multiples can be addressed using weights – a data set is always
smaller than its Dom. Again traditionally, queries return some sort of ”subset”
of the original database. That means that the number of queries is related to
the number of ”subsets” i.e.,

|Q| ∼ 2|Dom|.

So, if k = O(log(|Q|)), our model is roughly equally sized with the data set in
its traditional form. Not much of a reduction and not easily understandable at
all. In other words, one would like k � O(log(|Q|)) to call our model good.

Hence, while it is impossible to give a definitive answer to the question how
small k should be, we can say that

k = O(log log(|Q|))

would be a good demonstration of structure in the data.

5 Algorithms

Computing the structure function means that we have to compute Mk
Q,D which

is defined as:
argmin

(G,D′)∈Mk
Q,D

{d(ev(D′, covD′,G), D)}
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That is, we have to minimize not only over the generators, but also over the
data on this generator. Fortunately, this latter part is easy, for our metric is a
quadratic function. In fact, it is easy to see that the following theorem holds by
simply computing the minimum of the given quadratic expression.

Theorem 1. Let G ∈ GB,Q, cov ∈ CovG and D ∈ DQ. Then there is a unique
Dcov ∈ DG that minimizes

d(ev(Dcov, cov), D)

The consequence of this theorem is that a simple exhaustive search is able to
compute Mk

Q,D:

– for each generator with k non-base elements;
– determine each cover of Q
– determine the data in DG that minimizes d(ev(DG, cov), D);
– choose the generator, cover, and data that lead to the overall minimum.

Unfortunately, this algorithm is infeasible. The search space is far too big. More-
over, there is no structure inMQ,D we can exploit. In fact, it is easy to see that
even if G1 ⊆ G2, there is not necessarily a simple relation between the two
optimal cover functions. Hence, we have to resort to heuristics.

5.1 Heuristic Algorithms

First note that computing Dcov requires us to compute the minimum of a
quadratic function with |Q| terms. The value of this function is completely de-
termined by the values assigned to the g ∈ G, for given a fixed cover

d(ev(D′, cov), D) : DG → R.

Hence, if we assume that D is noise free on the g ∈ G and thus set

∀g ∈ G : Dcov(g) = D(g)

we don’t have to minimize d(ev(D′, cov), D), we only have to compute it. More-
over, this assumption allows us to compute the optimal cover for each q ∈ Q
independently. For the optimal covers for queries q1, q2 ∈ Q are no longer coupled
via the minimization of m(ev(D′, cov), D). As an aside, note that this heuristic
allows us to re-use computations. For, if

G1 = G2 ∪ {g}

and we know the optimal cover for each q ∈ Q from G2, we only have to compute
the optimal cover for those q ∈ Q for which g may be part of the cover, to get
the optimal cover from G1.

Still computing the optimal cover – givenDcov(g) – for all q ∈ Q\G is still a tall
order. The heuristic to sidestep this problem is to compute d(ev(D′, covD′,G), D)
not on Q, but only on a random subset Q′ ⊆ Q; assuming that a model that is
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good on Q′ will also be good on Q. The ”optimal” model computed using these
two heuristics is denoted by M∗

G.
These heuristics alone do not make our algorithm feasible, however. The re-

maining problem is that if G1 = G2 ∪ {g}, M∗
G1

can be both more similar and
less similar to D than M∗

G2
. Hence, we still have to search through all generators

with k non-base elements to find the (heuristically) optimal model. The heuristic
we employ to get around this problem is the beam search. Hence our heuristic
algorithm is as follows.

– We first compute M∗
B and m(M∗

B, D)
– Then we compute M∗

G for all generators that have one non-base element, as
well as m(M∗

G, D). Our set of base models H1 consists of the width models
most similar to D.

– Given Hk, Hk+1 is computed as follows:
• For each M∗

G ∈ Hk

• Extend G with one more query in all possible ways
• For each of these extended generators eG, compute M∗

eG and m(M∗
eG, D)

and add them to the set of candidates Cank+1.
• Hk+1 is the set of width best candidates in Cank+1.

To assess the quality of the chosen model(s) it is, of course, good to compute
d(ev(D′, covD′,G), D) with regard to Q rather than its random subset Q′ used
in the algorithm.

6 Related Work

The original motivation for this research lies in observations we made in our
MDL based pattern set mining research. The goal of the Krimp algorithm is to
find a small set of patterns that together describe the database well, i.e., com-
press the database well [16]. In follow-up research we noted that the resulting
models – known as code-tables – have many more desirable properties. For ex-
ample, the implicitly define a data distribution that characterises the database
rather accurately. This distribution has been used for, e.g., classification [18] and
imputation [19]. It is this same distribution that allows us to answer queries on
the database from the code table only. Hence the question: what if we put this
property central? This paper presents some first steps towards answering this
question.

Another source of inspiration are the non-derivable item sets of Calders and
Goethals [1]. An item set is derivable if its support can be computed from the
support of others using the inclusion-exclusion principle. Given that patterns are
queries, the relation with this paper is obvious. The difference of their approach
with ours is twofold. Firstly, the derived support has to be exactly equal to the
support in the database, we only require a more or less the same answer. The
second difference is that we attempt to abstract from the specific type of data,
we only require a monad structure. In fact, we only use monads as an example
of the kind of structure one may want to impose and discover.
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Our running example is very much related Webb’s self-sufficient item sets
[20]. One of its criteria is independence. Given our monad structure with mul-
tiplication as the sole operator, we also necessarily filter on independence. The
difference is again that for us the monad structure is an example. That is also
why we do not attempt to quantify our similarity using statistical tests – as is
done for self-sufficient item sets – but only use the parameter ε.

Finally, since we only aim to approximate queries there is a clear relationship
with so-called fault tolerant patterns [13]. A fault tolerant pattern is a normal
pattern – i.e., query – but objects that almost satisfy it are also counted in
the result. Both this and our approach aim to reduce the number of patterns.
The difference lies in the way to achieve this reduction. Fault tolerant patterns
do this by ”assigning” objects to patterns, we do it by discovering structure in
patterns.

7 Epilogue

Intelligent or exploratory data analysis is – for me – the search for structure in
data. But, what is structure? In this paper we rely on two types of structure; a
mathematical structure on the syntax of queries and a computational structure
on the semantics of queries. Data analysis takes place in the interaction of these
two types of structure.

7.1 Mathematical Structure

In this exploratory paper we assume a monoidal structure on the set of queries.
This is not a random choice. Monoids are a well-known structure, both in Cat-
egory Theory and in Type Theory.

If mathematics is the science of structure, category theory is its pinnacle [6]. It
is the branch of mathematics were structure is studied in its most abstract form.
In one direction, categorical theorems are theorems in many other branches of
mathematics. In the other direction, category theory links branches of mathe-
matics that are seemingly unrelated.

Since both Category Theory and Type Theory are concerned with structure,
it is not surprising that the former plays a large role in the latter, e.g., to de-
fine semantics. As a further example, monoids are a well-known construction in
functional languages, though often as monad rather than monoid [14].

Closer to our use, in a recent paper it is argued that relational – or SQL
– databases are monads whereas nonSQL databases are co-monads [10]; the
(categorical) dual of a monoids. In fact, there are more attempts to formalize
databases through category, including query languages, schema transformations
[17] etcetera.

The advantage for us of the categorical view – together with queries as func-
tions into [0, 1] – is that our (naive) algorithms are applicable to a wide variety
of data types. Whether they are graphs, or item sets, or document collections,
as long as they have a meaningful monoid structure the structure function is
well-defined.
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7.2 Computational Structure

While perhaps not immediately obvious, our structure function – indeed, our
complete approach – fits nicely in the compression for knowledge approach of
Algorithmic Information Theory. For, we encode Q by EG using the cover func-
tion. Hence, by choosing suitable code words, we are compressing Q much as we
did previously for the Krimp algorithm [16].

There is a major difference with AIT, though. We do not consider all pro-
grams. There are resource bounded variants of Kolmogorov complexity [7] in
AIT, but we are even stricter than that. We only consider very specific pro-
grams. For, we rely on cover functions and expression evaluation. For this reason,
our approach is actually close to the Minimum Description Length principle [4].
MDL is a principle to select a model from a given set of models. This is very
much what we do.

The reason we are doing this is comprehensibility, as we already noted in
Section 2.1. There is actually more to comprehensibility than our note there.
Clearly, by allowing any program, we can discover very rich structure. However,
rich structure is not necessarily easy to grasp. What if computing the answer to
a query takes a very long time? Do we then really understand what is going on?
See the notion of computational depth [7] in Algorithmic Information Theory
for more on this.

One could say that are interest lies in relative complexity C(x | y), in the
sense that we would like to have the complexity of D given a model Mk

Q,D – i.e.,

C(D |Mk
Q,D) – as low as possible – we want to get as much information out of the

data as possible – while having comprehensible and easily computable models.
Our research goal in this respect is to find ”optimal” mathematical (syntactical)
and computational (semantic) structure combinations.

As an aside, note that our use of queries is reminiscent of oracles in com-
putability theory. One form such an oracle can take is that of an (infinite) bit
string. By querying this bit string a Turing machine may compute things it
cannot compute without. For example, if the bit string encodes whether or not
Turing machines halt on inputs. Sequences that are incompressible even given
another incompressible sequence as oracle are more random than ”normal” ran-
dom sequences [11].

Similarly, we give our programs data they can query: the dataDG on generator
G. In AIT, all structure in D should be encoded by the pair (G, covG). However,
as before, we sin against this ideal for simplicity and comprehensibility. For
example, all structure in D that is not captured by Q will necessarily remain
undetected by our models.

7.3 Data Analysis

In this paper we have introduced a form of data analysis where we search for
syntactic structure that is reflected by the semantics. More in particular, a model
allows one to compute the answer to any query on the data approximatively. The
cover function is essential for this computation. Still, a model does not contain
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the cover function. A model is given by a pair (G,DG), i.e., by a generator an a
data set over that generator.

The reason that we leave the generator out is that the pair (G,DG) contains all
the useful information that is present in (Q,DQ). Everything else can be derived
from it. That is, (G,DG) is a reduced form of (Q,DQ). Undoing reductions
automatically – in this case, answering queries on DQ using (G,DG) only –
is often impossible. For example, after a Latent Semantic Analysis part of the
original data is lost.

Still, it would be interesting to find out whether some canonical order on the
expressions in EG could be used to recover the cover functions automatically.
Very much like in the code tables used by Krimp.

The algorithms we introduced in this paper are rather naive. While the struc-
ture function gives you exactly what you want, it is computationally infeasible.
The heuristics come with a cost: we have no guarantees how close our results
will be to the optimal results. Hence, an important open problem is: device
algorithms with guaranteed bounds.

Acknowledgements. I’m grateful to the Chairs of IDA 2012 for inviting me
to talk – and write – about issues I’ve been thinking about for years already.
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Abstract. In this paper we argue that parallel and/or distributed com-
pute resources can be used differently: instead of focusing on speeding up
algorithms, we propose to focus on improving accuracy. In a nutshell, the
goal is to tune data mining algorithms to produce better results in the
same time rather than producing similar results a lot faster. We discuss
a number of generic ways of tuning data mining algorithms and elabo-
rate on two prominent examples in more detail. A series of exemplary
experiments is used to illustrate the effect such use of parallel resources
can have.

1 Introduction

Research in Parallel Data Mining traditionally is focused on accelerating the
analysis process - understandable in times of limited compute power and in-
creasingly complex analysis algorithms. More recently, however, data mining
research has split into two main themes: ”big data” type analyses, where the
goal is still the efficient mining of insights from increasingly large datasets on
the one hand and more elaborate mining algorithms in order to find better and
more representative patterns in not necessarily such large data repositories, on
the other.

With regard to the latter, usage of parallel compute engines has not gained
much attention as the compute time tends to be less critical – especially in times
when computational resources even on desktop computers are available in such
abundance. Nevertheless many if not all relevant algorithms rely on heuristics or
user supplied parameters to somewhat reduce the otherwise entirely infeasible
hypothesis space.

In this paper, we argue that modern architectures, which provide access to
numerous parallel computing resources, emphasized by the recent advance of
multi-core architectures, can also be utilized to reduce the effect of these user
parameters or other algorithmic heuristics. Instead of trying to provide the same
results faster then conventional algorithms we claim that interest in this area of
analysis methods should also consider using parallel resources to provide better
results in similar time. In the following we refer to this use of parallel resources
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as tuning models (in parallel) to distinguish it from the more common attempts
to simply accelerate algorithms.

Obviously a number of algorithms can very easily be extended in such a
manner. Most prominent are, of course, simple ensemble methods. Instead of
sequentially training a bag of models it is embarassingly simple to train those
in parallel. However, for many well known methods this type of straight forward
parallelization is not applicable. Boosting already requires information about
other models predictions and many other, presumably easy algorithms are not
as easily parallelizable. Just try to parallelize a decision tree induction or a
clustering algorithm. In addition, early experiments indicate that simply ran-
domizing the collection of models is suboptimal – steering the parallel search by
controlling diversity offers substantial promise here.

In this paper we propose two generic approaches for this type of parallel
search algorithm. The resulting framework is demonstrated on two well-known
algorithms that form the basis for many data mining methods.

Please note that this paper is meant as a demonstration of how parallel re-
sources can be used for improving the quality of solutions of heuristic data mining
algorithms in general. Therefore the parallel approaches discussed in this paper
are simple and intuitive and do not aim to outperform optimized algorithms
of the same type in practice. We strongly believe that the increasing amount
of available parallel commodity hardware will lead to a rethinking of the design
of heuristic data mining algorithms and the aim of this paper lies on this line of
research.

2 Generic Approaches to Parallel Tuning

In order to better describe the generic approaches we are proposing in order
to tune the accuracy of data mining algorithms let us first look at standard
algorithms and how they search for a matching hypothesis in a given set of
training data. Many of these algorithms (and these are the ones we are interested
in here) follow some iterative scheme, where at each iteration a given model is
refined. We can formalize this as follows:

m′ = s (r(m))

where m is the original model, for instance a neural network or a decision tree
under construction, and m′ is the next intermediate model, e.g. the neural net-
work after one more gradient descent step or after another branch has been
added to the decision tree. The two functions s(·) and r(·) describe a selection
resp. refinement operation. In the case of the neural network, the refinement
operator represents the gradient descent step and there is no real selection op-
erator. For the decision tree, the refinement operator would actually return a
set of expanded decision trees and the selection operator picks the one with the
highest information gain.

As mentioned in the introduction, most existing algorithms employ some sort
of heuristic optimization. Gradient descent performs a local optimization during
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Fig. 1. The classic heuristic (often greedy) search algorithm. On the left (a), the current
model m is depicted in green, the refinement options r(m) are shown grey. The selection
operator s picks the yellow refinement (b) and the next level then continues the search
based on this choice.

the refinement operator. Greedy searches usually embed heuristics in both op-
erators, they only generate a subset of all possible refinements and the selection
operator has usually no way of estimating absolute quality but has to rely on a
local heuristic, i.e. a greedy heuristic, as shown in Figure 1.

The formalization shown above now allows us to motivate the two general
parallelization tuning methods - we can reduce (or – in extreme cases – even
eliminate) the influence of the heuristics affecting either the selection function
s(·) or the refinement operator r(·) or both.

2.1 Widening

This first approach, called Widening invests parallel resources into reducing the
impact of the refinement heuristic by investigating more alternatives in parallel.
In essence, this is similar to a beam search. Using the formalization from above,
we can express widening as follows:

{m′
1, . . . ,m

′
k′} = s ({r(m1), . . . , r(mk)}) .

The refinement operator r(·) does not necessarily change in this context and it
can, as above, also return an entire set of refined models. The main point here
is that we invest our available k parallel resources into running r(·) in parallel
k times resulting in a much larger set of refined models. The selection function
s(·) is now not forced to pick one locally optimal model but instead picks k′

which are then refined again in parallel. In many cases k = k′, i.e. the number
of explored models (or the width of the beam) will remain constant.

It is worth noting that this approach allows us not only to perform a beam
search and explore the currently best k models but also to use a selection function
which rewards diversity of the models and hence supports broader exploration of
the hypothesis space. In recent work on the use of beam search in data mining
algorithms evidence has arisen that such diverse space exploration is actually
beneficial.
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Fig. 2. Widening. From a set of models m (green circles), the refinement operator
creates (in parallel) several sets of models (grey), shown on the left (a). The selection
now picks a subset of the refined models (yellow circles in (b) and the search continues
from those on the right (c).

Figure 2 shows how the widening approach works. At each step, the algorithm
selects the k best models to be explored in the next step.

2.2 Deepening

The second approach, called Deepening focuses on reducing the impact of the
selection heuristic:

m′ = sdeep (r(m)) .

In contrast to the widening approach, here only the selection function changes.
For example, with regard to a decision tree: in order to determine the best split at
each step only the immediate splits are considered. As we will describe in the next
section, one could imagine looking further ahead to better estimate the quality
of each split. In effect, the idea is to look forward and subsequently investigate
how future steps of the refinement and selection process will be affected by the
current choice. One could formalize this as follows:

sdeep (r(m)) = f (s (r(m)) , s (r(s(r(m)))) , . . . )

so the deeper selection operator is a function f of the normal, one-step-look-
ahead selection criteria and the quality of further refinements of the original
model. Figure 3 shows how the deepening approach works. At each step, the
algorithm explores additional future models, selects the currently best model
which, in turn, will lead to the best model in the future.

3 Example One: Tuned Set Covering

To illustrate the potential of the approaches discussed in the previous section,
we chose the set cover problem, a problem that underlies quite a few data mining
algorithms, for instance when trying to find the minimum number of rules or
item sets.
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Fig. 3. Deepening. From one model m (green circles), the refinement operator creates
(in parallel) several sets of models (grey), shown on the left (a). Note how, in order to
apply the selection operator each of those choices is now expanded at a much greater
depth (in parallel) using the classic heuristic search process. The selection then picks
the refined models (yellow circles in (b)) that indicate the best performance at the
deeper level, however the search continues from the models at the first level (c).

Although finding an optimal solution for the set cover problem is an NP-
complete problem [1], a greedy algorithm, which at each step selects the subset
with the largest number of uncovered elements, is widely used. Regardless of its
simplicity, this classic greedy algorithm performs surprisingly well [2]. It can be
shown that it achieves an approximation ratio of H(n), where n is the size of
the set to be covered.

However, please bear in mind that we are not interested in presenting a com-
petitive new parallel set covering algorithm but that we are using this problem
to illustrate how the tuning approaches presented above can be utilised. Hence
we skip reviewing the state of the art in algorithmic improvements for the set
covering problem here.

3.1 The Set Cover Problem

We consider the standard (unweighted) Set Cover problem. Given a universe X
of n items and a collection S of m subsets of X : S = {S1, S2, . . . , Sm}. We
assume that the union of all of the sets in S is X , with |X | = n:

⋃
Si∈S Si = X .

The aim is to find a sub-collection of sets in S, of minimum size, that covers all
elements of X .

3.2 Greedy Set Covering

The greedy algorithm [2] attempts to construct the minimal set cover in the fol-
lowing way. It starts with the empty set being the temporary cover and at each
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step selects and adds a single subset to it. The subset selected is the one, which
contains the most elements that are not yet covered by the temporary cover.
To be consistent with the terminology previously defined: if C is the temporary
cover, a refinement generated by r(C) represents the addition of a single subset,
not yet part of C, to C. From all the possible refinements, generated by r(·),
the one with the largest number of elements is chosen as the new temporary
cover.

3.3 Tuning of Set Covering

Two possible tuning possibilities of the Set Cover algorithm can be derived from
the simple algorithm described above.

Widened Set Covering. In contrast to the greedy algorithm, the widening
of the greedy algorithm builds k temporary covers in parallel. The focus in
this algorithm is to use resources to explore (possibly very) large number of
refinements in parallel, depending on the available resources. Here k is referred
to as “widening” parameter.

A single iteration of the widened algorithm then operates as follows. Let
C1, · · ·Ck represent the k temporary covers. A refinement of Ci is created by
adding a new subset to Ci. For each Ci, the k refinements which contain the
largest number of elements, are selected. This results in k∗k refinements in total.
From those, the top k refinements are selected, resulting in k new temporary
covers C

′

1, · · · , C
′

k. The choice of parameter k depends on the available compute
resources. If k parallel resources (cores, computers) are available the running
time of the algorithm will remain the same as the one for the simple greedy
algorithm. As we will see later, the quality of the solutions will increase with
larger k, due to more options being explored.

Deepened Set Covering. Unlike the widening of the greedy algorithm, the
focus of the deepening is to not explore several options in parallel but use the
additional computing resources to evaluate the quality of the candidates in more
depth. This results in a less greedy algorithm as the choice at each step is based
on more knowledge about the “future” quality of that solution.

At a given step, the algorithm explores the k refinements, which cover the
largest number of elements. From them the algorithm selects only one as a new
temporary cover. To select from the k refinements in the selection stage, the
algorithm builds “deeper covers” for each of them l steps ahead in parallel. The
deeper cover for a refinement i is built by performing the simple greedy selection
l times starting from refinement i. We will refer to this deeper cover as l-deep
cover. The refinement with the largest l-deep cover is selected as a temporary
cover for the next iteration of the algorithm. A breadth parameter k determines
how many refinements will be explored at each stage, and a depth parameter l
determines how many steps “ahead” will the algorithm do to build the future
covers.
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3.4 Experimental Evaluation

In order to compare the greedy heuristic and the two tuning approaches – widen-
ing and deepening, we used a number of publicly available benchmarks. We
explicitly selected data sets, which pose a challenge for the simple greedy algo-
rithm in order to demonstrate the merits of the tuned approaches. The greedy
set covering algorithm is usually at a disadvantage when at many steps it has to
select among many equally good subsets. So we picked data sets exhibiting this
property.

The two data sets discussed here, Rail − 507 and Rail − 582, stem from
the OR library [3] and arose from a real-life railway-crew scheduling problem.
Rail − 507 is based on |X507| = 507 elements and |S507| = 63, 009 sets whereas
Rail − 582 consists of |X582| = 582 elements and |S582| = 55, 515 sets. For
both data benchmarks the sets themselves are fairly small none of them has
a cardinality of more than 12. So the greedy algorithm quite naturally often
encounters cases where different alternatives have exactly the same benefit. In
addition, we ignored the cost information as we are dealing with the unicost
version of the set cover problem here.

To assess a possible improvement achieved by parallelization, we compared
the sizes of the obtained solutions, e.g. the number of sets in the final cover
that each of the algorithm returns. The focus of our experiments lies on how
the quality of the solutions changes, as we vary the number of used parallel re-
sources. To evaluate the average performance of the algorithms with respect to
the parallelization parameter, for each data set each algorithm was run random-
ized 50 times and the mean and the standard deviation of the size of the cover
was reported. If our initial hypothesis is correct, the average performance should
go up (here: the size of the cover should go down) when more parallel resources
are used. Note that for the deepening the depth parameter is set to be maximal
for all experiments. That is, during the selection the look ahead is conducted
until the complete cover is reached.
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Fig. 4. Results for Widening on two data sets from the OR library (see text for details).
As expected, with increasing widening of the search, the performance gets better and
the standard deviation goes down.
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Fig. 5. Results for Deepening on two data sets from the OR library showing a similar
trend to the widening approach

Figures 4 and 5 summarize the results. Note that number of parallel resource
= 1 corresponds to the simple greedy heuristic. From the results one can conclude
that when increasing the parallel resources, the mean of the obtained set cover
decreases. A decrease in standard deviation also indicates that we are indeed
converging towards a optimal solution.

4 Example Two: Tuned Decision Tree Induction

As a second example we investigated the well known decision tree models. The
most prominent examples for decision tree learning are CART [4], ID3 [5],
C4.5 [6] but many variations exist. Typically, however, they all start from a
root node and grow the tree by splitting the data set recursively until a given
stopping criterion is satisfied. The partitioning (or splitting) criterion is usu-
ally based on a greedy approach which picks the locally best attributes at each
node. To determine the quality of a potential split, a measure for the expected
information gain is derived from the available training data.

Mapping this to our representation, the refinement operator would create a
series of possible splits at each node and the selection operator picks the split
with the highest information gain (or another, similar measure of split quality).

4.1 Widening Decision Tree

From the discussion above it is quite obvious that random forests [7] are an
incarnation of our widening approach by creating k trees on random data (and
feature) subsets. However, in the end, the entire ensemble is used which is not
the focus of our work – classic widening will pick the best model from the k
models that were generated.

A straightforward extension would be to simply start with random starting
points but poll the resulting trees (and the various possible refinements from
each model in the current set) and use a selection criteria which rewards both
tree size as well as accuracy estimates.
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4.2 Deepening Decision Tree

Deepening decision tree induction requires more advance algorithmic modifica-
tions. The refinement operator expands candidate refinement solutions in parallel
deeper until a given level k. A greedy selection operator is then employed to se-
lect the best solution to explored at the next iteration based on this deeper split
quality estimate.

This seems an obvious extension of the standard decision tree learning meth-
ods which one would expect intuitively to perform well. However, the impact of
the local, greedy choices on larger decision trees is not quite as dramatic as one
expects. “Missed” opportunities at higher levels can easily be fixed by splitting
(then just in neighboring branches) on that same attribute further down. In [8]
such effects of “look ahead strategies” have been mentioned before and in [9] it
was even reported that applying look-ahead in decision trees can produce trees
that are both larger and less accurate than trees built by the normal algorithm.

In order to emphasize the potential benefit of tuning on this type of model
learning we focused on decision stumps [10] which are essentially trees limited to
a certain depth. Instead of constructing the tree until a certain criterion is met,
these algorithms stop when a certain depth is reached. These types of models
should be more sensitive to suboptimal local greedy choices when selecting splits
and one should expect to see an effect of the deepening procedure described
above.

4.3 Experimental Evaluation

Figure 6 shows results from widening (left) and deepening (right) on the Libras-
Movement Dataset1 with decision stumps limited to a depth of 6. We again ran
50 experiments on randomly chosen subsets of the training data (picking 90%
of the data randomly each time). Also here we can see how the quality of the
decision tree (here measured by the performance on the test data) improves when
we conduct deeper refinements. Also the standard deviation of the accuracy goes
down, indicating that we are converging towards an optimal solution.

5 Related Work

A wealth of literature exists relating to parallelized approaches for data mining
and other algorithms. However to the best of our knowledge, no attempt has been
made to employ parallel resources to improve accuracy in a similarly structured
way. Nevertheless, many of the ideas presented elsewhere can be cast into the
framework presented here one way or the other.

Some strategies, similar to the deepening strategy we discussed here, have
already been proposed as a means to improve the accuracy of existing heuristics
on sequential algorithms. For instance in [11] a “lookahead-search” approach to
improve some greedy algorithms was discussed. With regard to decision trees in

1 UCI Machine Learning Repository, http://archive.ics.uci.edu/ml/index.html

http://archive.ics.uci.edu/ml/index.html
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Fig. 6. Widening and Deepening decision tree induction (see text for details)

particular a number of sequential approaches have employed look-ahead strate-
gies. In [9] the authors compare no lookahead and one-level lookahead and show
the benefit of this type of lookahead were small or even none which confirms our
observations with unstumped decision trees discussed earlier.

In [12] the lookahead approach is used differently. Instead of trying to find the
split that produces the optimal tree, a greedy measure is used to find the locally
optimal binary split. The subtree that is grown after this split is considered for
the split decision. Their results show the algorithm to be useful in many cases.
And finally in [13] two other lookahead-based algorithms for anytime induction
of decision trees are presented. The depth-k look-ahead algorithm tests the effect
of a split further down the tree until level k and in the second algorithm, each
candidate split is evaluated by summing up the estimated size of each subtree,
taking the smallest subtree as the optimal subtree at this stage.

Even more literature exists for the Set Cover problem as this is one of the
most fundamental and best studied problems in optimization. A large amount
of heuristics to solve it are also available, some of which focus on improving the
accuracy of the result, others on the efficiency of obtaining a solution. Many
of those ideas could also be resued for widening or deeping the search. The
performance of the simple greedy algorithm comes very close to the best possi-
ble result for a polynomial-time algorithm, with optimality guarantees of ln(n).
Various sequential algorithms have been developed to improve the bound and
achieve log c factor from the optimal solution, such as [14], where the authors
propose deterministic polynomial time method for finding a set cover in a set
system (X,R) of VC-dimension d such that the size of the solution is at most
O(d log(dc)) of the optimal size, c.

Multiple parallel approaches exist for the set covering problem to improve
the efficiency of the existing sequential algorithms. In [15] parallelization has
been used to improve efficiency by “bucketing” utility values (the number of
new elements covered) by factors of (1 + ε) and processing sets within a bucket
in parallel. The bucketing approach ensures diversity of the explored hypothesis
space, which could be particularly interesting for the purposes discussed in this
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paper. In [16], a similar approach has been employed, again resulting in a linear-
work RNC (1 + ε)Hn-approximation algorithm.

A veritable flood of publications is available on various aspects of other data
mining algorithms for various types of distributed and parallel architectures.
The focus of those papers is almost exclusively on reproducing the same results
as the sequential algorithm but in a much shorter time. However the scope of
this paper is not to present yet another parallel algorithm that outspeeds the
sequential version. Instead, we present a general approach of how increasing
computing power can be used to increase accuracy and reduce the impact of
the underlying heuristics. Nevertheless in order to develop truly useful tuned
algorithms it is worth investigating this literature and learning from the lessons
presented there.

6 Conclusion

We have introduced a generic approach to make use of parallel resources to
improve the accuracy and reduce the heuristic bias of common data mining
algorithms. We demonstrated this concept on two greedy heuristics – the greedy
algorithm underlying the standard solution for the Set Cover problem and the
induction of decision tree stumps. We presented two approaches for this type of
“algorithm tuning”: deepening and widening, both based on relaxing the greedy
criterion for hypothesis refinement and selection.

Again, we emphasize that this type of work is not all that novel – research
in the parallel computing community has already focused quite extensively on
optimizing all sorts of search strategies. However, in the context of data mining,
such approaches have not yet been utilized. In contrast to ensemble or other
set-of-model approaches, we believe it is often still desirable to find a single
(interpretable) model. Utilizing parallel resources to find a better quality model
in similar time to sequential approaches offers potential here, especially when
the tuning approaches presented above are combined with diversity criteria to
enforce a thorough exploration of the hypothesis space.

We believe that this type of approach can also be used to estimate the quality
of a solution, i.e. how close to the optimum the current solution actually is. This
may enable us to build systems that, after a certain time, can provide hints as to
how much more time (and/or computing resources) would be needed to achieve
a certain model quality.
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Abstract. In this paper we introduce the Minkowski weighted partition
around medoids algorithm (MW-PAM). This extends the popular par-
tition around medoids algorithm (PAM) by automatically assigning K
weights to each feature in a dataset, where K is the number of clusters.
Our approach utilizes the within-cluster variance of features to calculate
the weights and uses the Minkowski metric.

We show through many experiments that MW-PAM, particularly
when initialized with the Build algorithm (also using the Minkowski
metric), is superior to other medoid-based algorithms in terms of both
accuracy and identification of irrelevant features.

Keywords: PAM, medoids, Minkowski metric, feature weighting, Build,
L-p space.

1 Introduction

Clustering algorithms follow a data-driven approach to partition a dataset into
K homogeneous groups S = {S1, S2, ..., Sk}. These algorithms can be very useful
when creating taxonomies and have been used in various different scenarios [1–5].

The heavy research effort in this field has generated a number of clustering
algorithms, K-Means [6, 7] arguably being the most popular of them. K-Means
iteratively partitions a dataset I around K synthetic centroids c1, c2, ..., ck, each
being the centre of gravity of its corresponding cluster.

Although popular, there are scenarios in which K-Means is not the best op-
tion. For instance, the clustering of malware [8], countries or physical objects
would require the use of realistic centroids representing each cluster, while K-
Means centroids are synthetic. With this is mind, Kaufman and Rousseeuw [4]
introduced the partition around medoids algorithm (PAM). PAM can provide re-
alistic representations of clusters because it uses medoids rather than centroids.
A medoid mk is the entity with the lowest sum of dissimilarities from all other
entities in the same cluster Sk; so it does represent an actual entity in the cluster.

Because of its widespread use, the weaknesses of PAM are also well-known,
some shared with K-Means. For instance, PAM treats all features equally, ir-
respective of their actual relevance, while it is intuitive that different features
may have different degrees of relevance in the clustering. Another weakness is
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that the outcome of PAM depends heavily on the initial medoids selected. These
weaknesses have been addressed in relation to K-Means by Huang et al. [9–11],
who introduced the weighted K-Means algorithm (WK-Means), which automat-
ically assigns lower weights to less relevant features; and Mirkin [12] with his
intelligent K-Means (iK-Means), a heuristic algorithm used to find the number
of clusters in a dataset, as well as the initial centroids. We have extended both of
these by introducing intelligent Minkowski weighted K-Means (iMWK-Means),
which we have shown to be superior to both WK-Means and iK-Means [13].

In this paper we propose a new algorithm, called Minkowski weighted partition
around medoids (MW-PAM), which produces realistic cluster representations by
using medoids. This also avoids possible difficulties in finding the centre of grav-
ity of a cluster under the Minkowski metric, as finding this centroid is no longer
required. We initialize MW-PAM with medoids obtained with Build [4], a popu-
lar algorithm used to initialize PAM, and present versions using the Minkowski
and Euclidean metrics for comparison. We experimentally demonstrate that our
proposed methods are able to discern between relevant and irrelevant features,
as well as produce better accuracy than other medoid-based algorithms.

2 Related Work

For a dataset I to be partitioned into K clusters S = {S1, S2, ..., SK}, the
partition around medoids algorithm attempts to minimise the K-Means criterion:

W (S,C) =

K∑
k=1

∑
i∈Sk

d(yi, ck), (1)

where d(yi, ck) is a dissimilarity measure, normally the square of the Euclidean
distance, between entity yi and ck, the centroid of cluster Sk. K-Means defines
a centroid ck ∈ C as the centre of gravity of the cluster Sk. This is a synthetic
value and not normally a member of Sk. The partition around medoids algo-
rithm (PAM) takes a different approach by using medoids rather than centroids.
The medoid is defined to be the entity mk ∈ Sk that has the lowest sum of
dissimilarities from all other entities yi ∈ Sk.

PAM minimises (1), with ck replaced by mk, partitioning the dataset I into
K clusters, S = {S1, S2, ..., SK}, as follows:

1. Select K entities at random as initial medoids m1,m2, ...,mK ;
S ← ∅.

2. Assign each of the entities yi ∈ I to the cluster Sk of the closest medoid mk,
creating a new partition S′ = {S′

1, S
′
2, ..., S

′
K}.

3. If S′ = S, terminate with the clustering S = {S1, S2, ..., SK}, and corre-
sponding medoids {m1,m2, ...,mK}. Otherwise, S ← S′.

4. For each of the clusters in S = {S1, S2, ..., SK}, set its medoid mk to be the
entity y′j ∈ Sk with the lowest sum of dissimilarities from all other entities
yi ∈ Sk. Return to step 2.
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The PAM algorithm inherits some of the weaknesses of K-means, including the
necessity of knowing K beforehand, the high dependence on the initial medoids,
and its uniform treatment of all features of the entities in the dataset I. In this
paper we assume K to be known, but deal with the other weaknesses.

We intuitively believe that PAM should benefit from feature weighting, so
that less relevant features have a lower impact on the final set of clusters. In
order to apply feature weights in K-Means and generalize to the Minkowski
metric, we introduced a weighted dissimilarity measure [13]. Equation (2) shows
the weighted dissimilarity between the V-dimensional entities yi and mk.

dp(yi,mk) =

V∑
v=1

wp
kv |yiv −mkv|p, (2)

where p is the exponent of the Minkowski metric and wkv is a cluster and feature
specific weight, accommodating the fact that a feature v may have different
degrees of relevance for different clusters Sk. Our dissimilarity measure in (2)
allowed us to generalise the work of Huang et al. [9–11], which used the Euclidean
metric (i.e. p = 2), and use instead the following Minkowski-metric weighted K-
Means criterion:

Wp(S,C,w) =

K∑
k=1

∑
i∈Sk

V∑
v=1

wp
kv |yiv − ckv|p, (3)

subject to
∑V

v=1 wkv = 1 for each cluster. We use crisp clustering in which an
entity belongs solely to one cluster.

We followed [9–11] and [13] in the calculation of the weightswkv . This takes into
account the within-cluster variance of features. Features with a smaller within-
cluster variance are given a higher weight according to the following equation:

wkv =
1∑

u∈V [Dkv/Dku]1/(p−1)
, (4)

where Dkv =
∑

i∈Sk
|yiv − ckv|p. There are indeed other possibilities, even when

using the Euclidean dissimilarity d(y,m) = (y−m)T (y−m) =
∑V

v=1(yv −mv)
2

(where T denotes the transpose vector). Alternatively one could use one of the
following.

(i) Linear combinations of the original features, extending the inner product
to include a weight matrix W , so that d(y,m) = (y − m)TW (y − m) =∑

ij wij(yi−mi)(yj−mj). There have been different approaches to determin-
ing suitable weights in W , for instance: by making major changes in the K-
Means criterion (1) dividing it by an index representing the ‘between cluster
dispersion’ [14]; by adjusting the feature weights using a heuristic procedure
[15]; or by using extra information regarding pairwise constraints [16, 17].

(ii) Non-linear weights, setting the dissimilarity as below.

d(y,m) = (y −m)TW β(y −m) =

V∑
v=1

wβ
v (yv −mv)

2, (5)
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where W is now a diagonal feature weight matrix. This approach seems to
have been introduced by Makarenkov and Legendre [18], and later extended
by Frigui and Nasraoui [19] to allow cluster-specific weights, both just for
with β = 2 (we note that this is the same as (3) for p = 2). The possibility
of β being a user-defined parameter was introduced by Huang et al. [9–11],
still using the Euclidean metric. It is worth noting that only for β = 2
are the weights feature-rescaling factors, allowing their use in the data-
preprocessing stage regardless of the clustering criterion in use.

For a more comprehensive review, see [13, 11].

3 Minkowski Weighted PAM

The MWK-Means algorithm partitions entities around synthetic centroids in Lp-
space. This presents us with two problems. Firstly, MWK-Means requires the
calculation of the centre of gravity of each cluster. This centre is easy to calculate
only in the cases p = 1 and p = 2, when it is equivalent to the median or mean,
respectively. For other values of p, one can use a steepest descent method [13],
but this only gives an approximation to the real centre.

The second problem we deal with here is that synthetic centroids cannot
always be used. A clustering problem may require the centroids to have realistic
values or even represent real entities in the dataset.

In order to deal with these two problems, we have designed the Minkowski
weighted PAM algorithm (MW-PAM). This partitions entities around medoids
using the weighted dissimilarity defined in (2), adding the constraint of using
medoids rather than centroids in the minimisation of the criterion shown in (3).
The steps of MW-PAM in partitioning the data into K clusters are as follows:

1. Select K entities ∈ I at random for the initial set of medoids M =
{m1,m2, ...,mK}; set a value for p; S ← ∅.

2. Assign each of the entities yi ∈ I to the cluster Sk of its closest medoid mk,
using the dissimilarity in (2), generating the partition S′ = {S′

1, S
′
2, ..., S

′
k}.

3. If S = S′, terminate with the clustering S = {S1, S2, ..., SK} and medoids
{m1,m2, ...,mk}. Otherwise, S ← S′.

4. For each of the clusters in S = {S1, S2, ..., SK}, set its medoidmk to be entity
y′i ∈ Sk with the smallest weighted sum of the Minkowski dissimilarities from
all other entities in the same cluster Sk. Return to step 2.

Because of the non-deterministic nature of MW-PAM, we ran it 50 times in each
of our experiments (discussed in Section 4). Of course, if we were to provide MW-
PAM with good initial medoids rather than use random entities, we could make
MW-PAM deterministic. In an attempt to solve the same problem for PAM,
Kaufman and Rousseeuw [4] presented the Build algorithm:

1. Pick the entity m1 ∈ I with the lowest sum of dissimilarities from all other
entities in I as the first medoid. Set M = {m1}.
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2. The next medoid is the farthest entity from M . Select an entity m for which
Ey is the maximum over y ∈ I −M , where Ey =

∑
m∈M d(y,m). Add m to

M .
3. If the cardinality of M equals K stop, otherwise go back to Step 2.

It is intuitively consistent to use the Minkowski dissimilarities in Build with the
same exponent p as we use in MW-PAM.

4 Setting of the Experiments and Results

Our experiments aim to investigate whether MW-PAM is able to discern between
relevant and irrelevant features, as well as produce better accuracy than other
popular algorithms.

It is very difficult to quantify the relevance of features in real-world datasets,
so we have added extra features as uniformly distributed random noise to each
dataset we use. These features will clearly be irrelevant for clustering purposes.

We have performed experiments on 6 real-world-based datasets and 25 Gaus-
sian mixture models (GM). The 6 real-world-based datasets were derived from
two popular real-world datasets downloaded from the UCI repository [20]. These
datasets were:

(i) Iris dataset
This dataset contains 150 flower specimens described over four features, parti-
tioned into three clusters. From this dataset, we generated two others by adding
two and four extra noise features.
(ii) Hepatitis dataset
This dataset is comprised of 155 entities representing subjects with hepatitis
over 19 features, partitioned into two clusters. From this standardized dataset,
we generated two others by adding 10 and 20 noise features.

The GMs were generated with the help of Netlab [21]. Each mixture contains K
hyperspherical clusters of variance 0.1. Their centres were independently gener-
ated from a Gaussian distribution with zero mean and variance unity.

We generated 20 GMs, five in each of the following four groups: (i) 500 entities
over 6 features, partitioned into 5 clusters, to which we added two noise features,
making a total of 8 features (500x6-5 +2); (ii) 500 entities over 15 features,
partitioned into 5 clusters, to which we added 10 noise features, totalling 25
features (500x15-5 + 10); (iii) 1000 entities over 25 features partitioned into 12
clusters, to which we added 25 noise features, totalling 50 features (1000x25-12
+25); (iv) 1000 entities over 50 features, partitioned into 12 clusters, to which
we added 25 noise features, totalling 75 features (1000x50-12 +25).

After generating all datasets, we standardized them. The hepatitis dataset,
unlike all the others, contains features with categorical data. We transformed
these features into numerical features by creating a binary dummy feature for
each of the existing categories. A dummy feature would be set to one if the
original categorical feature was in the category the dummy feature represents,



40 R.C. de Amorim and T. Fenner

and zero otherwise. At the end, the original categorical features were removed
and each dummy features had its values reduced by their average. All other
features were standardized by Equation (6).

ziv =
yiv − Īv

0.5 ∗ range(Iv)
, (6)

where Īv represents the average of feature v over the whole dataset I. This
process is described in more details in [12]. We chose it because of our previous
success in utilizing it for K-Means [8, 22, 13].

Regarding the accuracy, we acquired all labels for each dataset and computed
a confusion matrix after each experiment. With this matrix we mapped the
clustering generated by the algorithms to the given clustering and used the Rand
index as the proportion of pairs of entities in I for which the two clusterings agree
on whether or not the pairs are in the same cluster. Formally:

R =
a+ b

a+ b+ c
, (7)

where a is the number of pairs of entities belonging to the same cluster in
both clusterings, b is the number of pairs belonging to different clusters in both
clusterings, c is the number of remaining pairs of entities.

Here we compare a total of 8 algorithms: (i)PAM: partition around medoids;
(ii)WPAM: a version of PAM using the feature weighting method of Huang
et al. [9–11] in which, in (2), p is used as an exponent of the weights, but the
distance is Euclidean; (iii) MPAM: PAM using the Minkowski metric with an ar-
bitrary p; (iv)MW-PAM: our Minkowski weighted PAM; (v)Build + PAM: PAM
initialized with the medoids generated by Build; (vi)Build + WPAM: WPAM
also initialized with Build; (vii)M Build + MPAM: MPAM initialized using the
Minkowski dissimilarity-based Build; (viii)M Build + MW-PAM: MW-PAM also
initialized using the Minkowski dissimilarity-based Build.

We discarded results for any of the algorithms in two cases: (i) if the number
of clusters generated by the algorithm was smaller than the specified number K;
(ii) if the algorithm failed to converge within 1,000 iterations. We ran each of the
non-deterministic algorithms, PAM, WPAM, MPAM and MW-PAM, 50 times.

4.1 Results Given a Good p

In this first set of experiments we would like to determine the best possible
accuracies for each algorithm. With this in mind, we provide each algorithm
that needs a value for p with the best we could find. We found this by testing all
values of p between 1 and 6 in steps of 0.1, and chose the one with the highest
accuracy, or highest average accuracy for the non-deterministic algorithms.

Table 1 show the results for each of the three iris-based and hepatitis-based
datasets. Regarding the former dataset, these are the original, and the ones with
two and four extra noise features. We observe that the highest accuracy of 97.3%
was achieved by Build + WPAM and M Build + MW-PAM for the original



Weighting Features for Partition around Medoids 41

dataset and the version with four extra noise features. We are not aware of any
unsupervised algorithm having attained such high accuracy for this dataset. The
set of medoids obtained from the Build algorithm was not the same in the two
cases.

Although the accuracy of both Build + WPAM and M Build + MW-PAM
was the same for all three datasets, Table 2 shows that M Build + MW-PAM
generated lower weights than Build + WPAM for the irrelevant features in the
version of iris with four extra noise features.

Our experiments with the hepatitis dataset show that, this time, M Build +
MW-PAM had higher accuracy than Build + WPAM for two out of the three
datasets and the same accuracy for the third. This was again higher that of the
other deterministic algorithms. Even though the same or slightly better max-
imum accuracy was obtained by the non-deterministic algorithms, the average
accuracy was always less than that of M Build + MW-PAM.

The results of the experiments with the GMs in Table 3 were more variable.
They show that PAM had the lowest average performance of 32.1% over the 20
GMs, while M Build + MW-PAM had the best with 65.4% accuracy, closely
followed by Build + WPAM with 64.7%.

Our tables show that increasing the number of noise features has resulted in
slightly better results for a few datasets. As the increase appeared in only some
experiments, this may not have statistical significance. We intend to address this
in future research.

The processing time presented in all tables relates to a single run. The non-
deterministic algorithms tended to have lower processing times; however, these
were run 50 times.

Table 1. Experiments with the iris and hepatitis datasets. The results are shown
per row for the original iris dataset, with +2 and +4 noise features, and the original
hepatitis dataset, with +10 and + 20 noise features. The algorithms marked with a *
use the value of p solely as the exponent of the weights, the distance is Euclidean.

Iris Hepatitis
Accuracy Accuracy

avg sd Max p Time (s) avg sd Max p Time (s)

PAM 78.8 16.7 90.7 - 0.05±0.01 68.5 5.0 79.3 - 0.08±0.02
70.0 10.3 90.0 - 0.04±0.01 66.1 8.0 74.8 - 0.06±0.01
66.6 8.5 77.3 - 0.04±0.01 62.7 9.2 81.3 - 0.06±0.01

WPAM* 91.0 10.4 96.0 2.1 0.10±0.04 78.8 0.9 80.0 1.0 0.06±0.002
81.8 13.8 96.0 3.1 0.10±0.04 78.7 0.7 80.0 1.0 0.07±0.002
82.6 10.9 96.0 4.8 0.10±0.05 78.4 0.8 80.0 1.0 0.07±0.003

MPAM 85.4 12.2 92.0 1.2 0.09±0.03 70.2 4.9 81.3 1.1 0.14±0.05
75.4 11.8 93.3 1.2 0.08±0.03 69.0 6.9 76.1 1.1 0.18±0.04
73.0 10.6 88.0 1.3 0.08±0.02 67.6 9.5 81.3 1.4 0.24±0.04

MW-PAM 90.6 9.9 96.0 4.2 0.12±0.05 78.7 0.8 80.0 1.0 0.08±0.0043
83.0 13.8 96.0 2.7 0.20±0.08 78.8 0.7 80.0 1.0 0.08±0.004
81.8 15.3 97.3 3.0 0.25±0.08 78.8 0.9 80.0 1.0 0.08±0.005

Build + PAM - - 90.0 - 0.56 - - 69.7 - 0.45
- - 78.0 - 0.51 - - 72.9 - 0.37
- - 77.3 - 0.51 - - 52.9 - 0.38

Build + WPAM* - - 97.3 1.1 0.56 - - 78.7 1.0 0.41
- - 96.7 1.2 0.56 - - 80.0 1.0 0.42
- - 97.3 1.7 0.56 - - 76.8 1.0 0.42

M Build + MPAM - - 92.0 1.0 0.52 - - 70.3 1.0 0.41
- - 90.7 1.1 0.54 - - 76.8 1.0 0.39
- - 82.0 1.0 0.51 - - 75.5 1.5 0.56

M Build + MW-PAM - - 97.3 1.1 0.60 - - 80.0 1.0 0.42
- - 96.7 1.2 0.65 - - 80.0 1.0 0.42
- - 97.3 1.1 0.64 - - 80.0 1.0 0.46
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Table 2. Final weights given by the experiments with the iris dataset. It shows one
row per cluster for each dataset and algorithm. NF stands for noise feature.

Features
Sepal Sepal Petal Petal

Original iris length width length width NF 1 NF 2 NF 3 NF 4

Build+WPAM 0.000 0.000 0.544 0.456 - - - -
0.000 0.000 1.000 0.000 - - - -
0.000 0.001 0.995 0.004 - - - -

M Build+MWPAM 0.000 0.001 0.525 0.474 - - - -
0.000 0.000 0.967 0.033 - - - -
0.000 0.045 0.922 0.032 - - - -

+2 Noise features

Build+WPAM 0.000 0.002 0.832 0.166 0.000 0.000 - -
0.000 0.000 0.990 0.010 0.000 0.000 - -
0.002 0.018 0.932 0.049 0.000 0.000 - -

M Build+MWPAM 0.004 0.011 0.499 0.486 0.000 0.000 - -
0.001 0.000 0.884 0.116 0.000 0.000 - -
0.013 0.164 0.690 0.133 0.000 0.000 - -

+4 Noise features

Build+WPAM 0.044 0.071 0.435 0.425 0.008 0.009 0.007 0.001
0.028 0.007 0.759 0.204 0.000 0.000 0.001 0.001
0.099 0.093 0.468 0.250 0.025 0.027 0.022 0.016

M Build+MWPAM 0.000 0.001 0.525 0.474 0.000 0.000 0.000 0.000
0.000 0.000 0.967 0.033 0.000 0.000 0.000 0.000
0.000 0.045 0.922 0.032 0.000 0.000 0.000 0.000

4.2 Learning p

We have shown in the previous section, that, given a good p, the M Build +
MW-PAM algorithm provides accuracy and detection of irrelevant features that
is competitive or superior to that given by other algorithms. Of course this raises
the question of how one can obtain a good value for p.

Table 3. Results of the experiments with the Gaussian mixtures dataset. The re-
sults are shown per row for the 500x6-5 (+2), 500x10-5 (+15), 1000x25-12 (+25) and
1000x50-12 (+25), respectively. The algorithms marked with a * use the value of p
solely as the exponent of the weights, the distance is Euclidean.

Algorithms Accuracy
avg sd Max p Time (s)

PAM 38.8 6.3 62.6 - 0.14±0.04
35.7 5.5 51.4 - 0.15±0.02
19.6 1.9 26.3 - 0.37±0.08
34.5 5.0 47.5 - 0.46±0.09

WPAM* 50.3 5.0 58.1 4.96±0.79 12.05±0.98
62.0 5.0 67.4 4.86±0.83 17.08±2.96
57.3 3.1 61.4 3.58±0.13 122.70±7.71
76.7 1.1 77.9 3.30±0.43 114.60±4.17

MPAM 43.3 3.8 50.8 1.10±0.15 11.37±1.06
40.8 2.7 44.6 1.06±0.13 11.65±2.0822
25.8 1.0 27.0 1.00±0.00 103.06±1.04
45.0 1.9 47.1 1.08±0.08 113.06±10.7

MW-PAM 44.0 4.2 51.5 4.71±0.81 11.93±1.28
52.6 4.8 58.3 3.86±0.25 14.43±1.96
50.8 3.3 55.3 3.98±0.19 118.70±3.11
74.1 1.7 76.0 3.14±0.30 110.92±3.84

Build + PAM 39.0 8.6 54.4 - 9.90±0.15
37.5 3.2 42.4 - 9.86±0.02
20.3 1.2 22.1 - 99.21±0.32
47.1 3.8 51.9 - 99.61±0.47

Build + WPAM* 43.5 8.2 61.4 4.48±0.97 12.19±0.88
65.8 5.3 71.2 4.46±1.09 15.16±1.40
54.9 6.0 64.0 3.80±0.69 118.92±7.95
94.6 3.4 97.5 2.60±0.43 112.42±6.41

M Build + MPAM 48.5 7.8 62.6 1.12±0.25 11.07±0.76
48.5 7.7 62.0 1.00±0.0 10.86±0.39
26.2 2.7 30.9 1.02±0.04 105.78±6.02
68.4 6.5 75.9 1.08±0.13 114.80±14.36

M Build + MW-PAM 43.3 7.7 60.2 2.89±1.36 12.20±0.71
67.0 8.5 76.2 4.06±1.07 15.42±2.18
55.1 5.4 63.0 3.88±0.63 118.70±3.69
96.4 1.8 98.2 1.84±0.48 121.07±15.46
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From our experiments, it is clear that the best value depends on the dataset.
We have solved the same issue for MWK-Means using a semi-supervised ap-
proach [13] and suggest here a similar solution for the medoid-based algorithms.
We repeated the following procedure 50 times.

1. Select 20% of the entities in the dataset I, at random, keeping a record of
their cluster indices.

2. Run M Build + MW-PAM on the whole dataset I.
3. Choose as the optimal p that with the highest accuracy among the selected

entities.

Table 4 shows the results we obtained using the above algorithm, as well as the
optimal results of Tables 1 and 3. These clearly show that it is possible to closely
approximate the optimal accuracy of M Build + MW-PAM when p is unknown
by using semi-supervised learning.

Table 4. Results of the experiments using the semi-supervised learning to find p for
the M Build + MW-PAM algorithm

Datasets Learnt Optimal
p avg Max p avg Max

Iris 1.16±0.34 96.67±0.40 97.33 1.1 - 97.33
1.25±0.18 95.25±1.84 96.67 1.2 - 96.67
1.05±0.05 96.33±1.01 97.33 1.1 - 97.33

Hepatitis 1.44±0.85 77.57±2.90 80.00 1.0 - 80.00
1.09±0.46 79.08±2.89 80.00 1.0 - 80.00
1.10±0.37 79.12±2.04 80.00 1.0 - 80.00

500x6-5 +2 2.81±1.22 41.19±2.81 60.20 2.89±1.36 43.3±7.7 60.20
500x15-5 + 10 3.78±0.81 65.26±8.37 76.20 4.06±1.07 67.0±8.5 76.20
1000x25-12 + 25 4.00±0.60 54.09±5.10 63.00 3.88±0.63 55.1±5.4 63.00
1000x50-12 + 25 1.84±0.45 96.18±1.77 98.20 1.84±0.48 96.4±1.8 98.20

5 Conclusion

In this paper we have presented a new medoid-based clustering algorithm that
introduces the use of feature weighting and the Minkowski metric.

We have performed extensive experiments using both real-world and synthetic
datasets, which showed that the Minkowski weighted partition around medoids
algorithm (MW-PAM) was generally superior or competitive in terms of both
accuracy and detection of irrelevant features to the 7 other PAM algorithms
considered. In terms of future research, we intend to replace the semi-supervised
algorithm by finding a method for generating a suitable value for p from the data,
as well as perform experiments with datasets with many more noise features.
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Abstract. Minkowski Weighted K-Means is a variant of K-Means set
in the Minkowski space, automatically computing weights for features at
each cluster. As a variant of K-Means, its accuracy heavily depends on
the initial centroids fed to it. In this paper we discuss our experiments
comparing six initializations, random and five other initializations in the
Minkowski space, in terms of their accuracy, processing time, and the
recovery of the Minkowski exponent p.

We have found that the Ward method in the Minkowski space tends to
outperform other initializations, with the exception of low-dimensional
Gaussian Models with noise features. In these, a modified version of
intelligent K-Means excels.

Keywords: Minkowski K-Means, K-Means Initializations, Lp Space,
Minkowski Space, Feature Weighting, Noise Features, intelligent
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1 Introduction

The aim of any taxonomy is the difficult task of accurately grouping N en-
tities into K homogeneous clusters. There are a number of algorithms seek-
ing to cluster data; of these, perhaps the best-known is K-Means [1, 2]. K-
Means partitions a dataset into K non-overlapping clusters, so that an entity
yi ∈ Y = {y1, y2, ..., yN} is assigned to a single cluster Sk ∈ S = {S1, S2, ..., SK}
through the iterative minimisation of the criterion in Equation (1).

W (S,C) =

K∑
k=1

∑
i∈Sk

d(yi, ck) (1)

where d(yi, ck) is the dissimilarity between yi and its respective centroid ck ∈
C = {c1, c2, ..., cK}, the centre of gravity of cluster Sk. The K-Means crite-
rion allows the use of any distance function. In this paper, we focus on the
Minkowski metric, which between the V-Dimensional entities yi and ck is de-
fined by dp(yi, ck) = (

∑V
v=1 |yiv − ckv|p)1/p. The Minkowski metric is at p = 1

and 2 equivalent to the Manhattan and Euclidean metrics, respectively.

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 45–55, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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The K-Means algorithm treats all features in a dataset in equal terms, being
particularly inaccurate when clustering datasets contaminated by noise features.
Taking this into account, Huang et al. [3–5] have devised Weighted K-Means
(WK-Means) with the aim of assigning lower weights to less relevant features.
We further improved their algorithm creating the Minkowski Weighted K-Means
method (MWK-Means) [6], which iteratively minimises the criterion shown in
Equation (2).

Wp(S,C,w) =

K∑
k=1

∑
i∈Sk

V∑
v=1

wp
kv|yiv − ckv|p (2)

where wkv is the weight of feature v in cluster k, and p is a user-defined pa-
rameter that may be found through semi-supervised learning (see Section 6).
MWK-Means inherites some of the weaknesses of K-Means, among them: (i)
its accuracy depends heavily on the initial centroids it is fed; (ii) K, has to be
known beforehand; (iii) there is no guarantee the criterion will reach a global
minimum.

Here we focus solely on the weakness (i). Previously we presented a par-
tial solution by initializing MWK-Means with a modified version of Intelligent
K-Means (iK-Means) [7], also in the Minkowski space. We showed Intelligent
Minkowski Weighted K-Means (iMWK-Means), together with MWK-Means, to
be superior to the Euclidean-based WK-Means [6]. The decision to use iK-Means
as the foundation rather than another initialization algorithm in the previous
publication [6] was mainly based on research by Chiang and Mirkin [8] in the Eu-
clidean space. IMWK-Means performed well in datasets with a small-to-modest
number of features, but not as well in datasets with a large number of features.

In this paper, we compare six initializations, including random, for MWK-
Means in terms of accuracy, processing time and recovery of the Minkowski
exponent p. There has been a considerable amount of research comparing the
K-Means algorithm under different initializations [9, 8, 10, 11], but to our knowl-
edge this is the first study to compare five of these in Minkowski space.

2 The Minkowski Metric in WK-Means

MWK-Means [6] extends Huang et al.’s [3–5] work of applying feature weights
to K-Means in two ways: (i) transforming these feature weights into feature-
rescaling factors and (ii) introducing the Minkowski metric. In order to accom-
plish this, we adjusted the Minkowski distance metric to take into account feature
weights. Equation (3) computes the distance between an entity yi and a centroid
ck, both with V features v, where p is a given parameter.

dp(yi, ck) =

V∑
v=1

wp
kv |yiv − ckv|p (3)

From Equation (3) we derived the new criterion shown in Equation (2), subject

to
∑V

v=1 wv = 1 with no partial membership. The weight wkv was set in terms of
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features and clusters, allowing a feature v to have different weights at different
clusters. The actual calculation of a weight followed Equation (4), where Dkv =∑

i∈Sk
|yiv − ckv|p was also cluster-specific.

wkv =
1∑

u∈V [Dkv/Dku]1/(p−1)
(4)

The algorithm used to iteratively minimise Equation (2) is very similar to the
original K-Means algorithm and we formalised as follows:

1. Acquire an initial set of K centroids and V weights per centroid (or set
vik = 1/V ).

2. Assign all entities to the closest centroid using the minimum distance rule
and Equation (3).

3. Update all centroids to the Minkowski centres of their respective clusters.
Should the centroids not move, stop.

4. Update the feature weights using Equation (4); Go back to Step 2.

The Minkowski centre stated in the above algorithm can be found with a steepest
descent algorithm, as described in our previous work [6]. In the next section, we
describe seven popular algorithms normally used to find the initial centroids for
K-Means, four expanded to Minkowski space.

3 Initializations

The output of the MWK-Means criterion shown in Equation (2) varies according
to p. This restricted us in terms of the initializations on which we could experi-
ment. Nevertheless, we performed a series of experiments with six initializations
that did not need the criterion output to find the centroids.

We consider it intuitive that initializations performing their search for cen-
troids in Minkowski space may outperform those that work only in Euclidean
space, when these centroids are used in MWK-Means. Taking this into account,
we have applied the Minkowski metric to all initialization but the random, since
the later is not distance based. We present these six initializations in their orig-
inal form below.

Random. In this experiment we ran MWK-Means 100 times with random initial
centroids taken from the entities in the dataset. Cluster areas are likely to have
a higher density; therefore, there is a higher likelihood that a random initial
centroid will come from an actual cluster.

Hartigan [12] introduced an algorithm hopping it would avoid the formation
of empty clusters after the initial assignment of entities to centroids:

1. Sort all N entities in relation to their centre of gravity.
2. For each cluster k = {1, 2, ...,K} set its centroid as the 1+(k−1)∗ [N/K]th

entity.
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Ward. Hierarchical algorithms take a different approach than K-Means not gener-
ating a single set of labels, but a hierarchy of clusters also known as a dendogram.
Ward [13] introduced the hierarchical agglomerative Ward algorithm that was
later used by Milligan and Cooper [14] to find the initial centroids for K-Means:

1. Set each entity as a singleton.
2. Calculate the Ward distances between all clusters and merge clusters Sw1

and Sw2, which are the closest.
3. Substitute the references of each of the merged clusters Sw1 and Sw2, with

that representing a newly created cluster Sw1∪w2.
4. Should K > K∗, K∗ being the desired number of clusters, return to step 3.

The Build algorithm. Centroids are not entities belonging to the dataset, but
synthetic elements. The Partition Around Medoids (PAM) algorithm takes a
different approach; instead of using synthetic centroids, it uses medoids, which
are the entities themselves. Of course, such an algorithm still needs an initial-
ization, and the Build algorithm [15] is commonly used for this.

1. Pick the entity c1, which should be closest to the centre of gravity of the
dataset and put it in C
2. Set the following centroid as the farthest from c1. An entity c, for which Ey

is the maximum over y ∈ Y −C,Ey =
∑

y∈Sy
d(j, c1)− d(y, j) > 0 where j is an

entity that has not been selected. Add c to C.
3. If the cardinality of C = K terminate, otherwise go to Step 2.

Astrahan [16] picks centroids taking into account the density of the areas in the
dataset:

1. Set d1 = 1
n(n−1)

∑n−1
i=1

∑n
j=i+1 ||yi − yj||.

2. Pick the yi ∈ Y entity with the largest density within the d1 radius; there
should be at least a distance of d1 between yi and all the other centroids.
3. If the number of centroids is smaller than K, return to Step 2.

iMWK-Means. IK-Means [7] is a heuristic modification of K-Means that can be
used to obtain the number of clusters in a dataset, as well as initial centroids. This
is a successful algorithm [8, 17, 18] that we modified to work in the Minkowski
space and perform feature weighting, introducing the iMWK-Means [6].

1. Sort all entities in relation to the Minkowski centre of the dataset, cc, using
Equation 3 and 1/V for each weight.
2. Select the farthest entity from the Minkowski centre, ct, as a tentative cen-

troid.
3. Cluster all entities to one of the centroids, cc or ct, using the minimum

distance rule and Equation (3).
4. Update ct to the Minkowski centre of its cluster.
5. Update the weights, using Equation 4. If ct moved in step 4, return to step 3.
6. Remove all entities assigned to ct from the dataset. If there are still entities

to be clustered, return to step 2.
7. Output the K centroids with the largest cardinality.
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Having performed a number of experiments [6], we have found that the iMWK-
Means is considerably superior in terms of cluster recovery than the original
WK-Means.

The Minkowski versions of the above algorithms are equivalent to their origi-
nals when p = 2. The iMWK-Means method already uses the Minkowski metric
to find the initial centroids and does not require modification.

4 Setting Up the Experiments

The purpose of our experiments was to compare the behaviour of MWK-Means
under six different initializations, five in Minkowski space and random. In order
to accomplish this, we performed a number of experiments on synthetic and
real-world datasets. The real-world datasets were originally obtained from the
UCI machine learning repository1. The synthetic datasets are Gaussian Models
generated with Netlab software2.

We calculate accuracies by mapping the clusters generated by MWK-Means to
the original labels of the datasets using a confusion matrix. We ran the algorithms
on a 64 bits Intel dual core computer of 2.4GHz using Matlab R2010a and
measured the processing time in seconds.

When using real-world datasets, it is difficult to be certain about the quantity
of the features affected by noise and the degree of this noise. To facilitate our
experiments, we opted to add a different amount of noise features in all datasets.

We chose to utilise the real-world datasets, described below, because of their
wide use in research:

Iris contains 150 entities over four numerical features, partitioned into three
clusters of equal cardinality. We derived two datasets from it by adding two and
four noise features to each.
Wine contains 178 entities over 13 features, partitioned into three clusters of

cardinalities 59, 71 and 48. We generated two datasets from it by adding seven
and 13 noise features to each.
Hepatitis contains 155 entities over 19 features, partitioned into two clusters

with cardinalities 32 and 123. We derived other two datasets, by adding 10 and
20 noise features to each.
Pima Indians diabetes contains 768 entities over eight features, partitioned

into two clusters of cardinalities 500 and 268. We derived one dataset from it by
adding four noise features.

Our synthetic datasets had spherical clusters of variance 0.1, with mixture coef-
ficients equal to 1/K. Their centres’ components were generated independently
from a Gaussian distribution N(0, 1) of zero mean and unity variance. We have
referenced these GMs as NxV − K(+NF ), hence 500x6-5 (+2) is a GM with
500 entities originally over six features partitioned into five clusters to which
we added two noise features, making a total of eight features. We generated a

1 http://archive.ics.uci.edu/ml/
2 http://www.ncrg.aston.ac.uk/netlab/

http://archive.ics.uci.edu/ml/
http://www.ncrg.aston.ac.uk/netlab/
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total of 25 GMs, 10 500x6-5 (+2) GMs and five for each of the configurations:
500x15-5 (+10), 1000x25-12 (+25), 1000x50-12 (+25).

All datasets were standardised using ziv = yiv−Ȳv

0.5∗range(Yv)
, where Ȳv is the aver-

age of a feature v over all entities, and yiv the value of feature v in a given entity
yi ∈ Y . The standardisation process did not use the standard deviation as a scal-
ing factor. Such a standardisation would have biased the data towards unimodal
distributions: in clustering, bimodal distributions should make a higher contri-
bution [7]. The use of the range rather than standard deviation in clustering has
considerable empirical support [14, 19].

In our first set of experiments, we analysed howMWK-Means performed under
the discussed initializations given a good p; as pwas unknown, we ran experiments
with ps from 1.0 to 5.0 in steps of 0.1. In our second set of experiments (Section 6),
we analysed how the different initializations impactedMWK-Meanswhenwe tried
to learn the best p under a semi-supervised approach using only 20% of the data.

5 Results for Accuracy and Processing Time

We performed experiments with 36 datasets, 11 real-world-based and 25 solely
synthetic. The details of the results obtained using the real-world and synthetic
datasets can be found in Sections 5.1 and 5.2 respectively.

All of the initialization algorithms, but the random initialization were set in
the Minkowski space and provided centroids to MWK-Means. Under the random
initialization we considered the optimal p to be the one with the highest average
accuracy.

5.1 Experiments with Real-World Data

The results of our experiments with the iris, wine, hepatitis and Pima Indian
Diabetes datasets are shown in Tables 1 and 2. These two tables show the results
of our experiments for a total of 11 datasets.

Taking first the perspective of the accuracy, the Minkowski Ward method
presented clearly the best results. Its accuracy was the highest for 8 of the 11
datasets and it was competitive to the best result in the other three cases.

The processing time highly depends on the value of p. Experiments in which
the optimal found p was equal to one or two were much faster than those with
other values, for the simple reason that the Minkowski centre in these cases were
equivalent to the median and mean respectively. When an algorithm reached its
maximum accuracy with more than one p, we used the lowest p to calculate its
processing time. This dependence on p does not invalidate our experiments. We
wanted to know whether an initialization could reach an optimal result at a fast p.

For instance, the random initialization is intuitively the fastest initialization to
generate the initial K centroids for MWK-Means, but in our experiments it was
the fastest in only three cases as we also take into account the time that MWK-
Means takes to converge. The Minkowski Ward method achieved good results
providing the lowest processing time in 5 of the 11 datasets. It was followed by
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Table 1. Experiments with the iris dataset to which we added none, two and four
extra noise features, and the wine dataset to which we added none, 10 and 20 extra
noise features (top, middle and bottom, respectively)

Iris Wine
Accuracy Accuracy

μ σ Max p Time (s) μ σ Max p Time (s)

Random 93.3 8.3 96.7 1.2 0.40±0.2 92.6 1.3 96.1 2.3 2.40±1.0
88.0 16.9 96.0 1.2 0.89±0.5 92.2 6.8 95.5 1.6 5.54±2.4
90.0 12.8 96.0 1.2 1.32±0.7 88.3 10.6 94.4 1.4 6.79±3.3

Hartigan and Wong - - 96.7 1.1, 1.2 0.12 - - 94.9 1.9, 2.2 4.74
- - 96.0 1.1, 1.2 0.72 - - 94.9 1.6, 2.1 4.67
- - 94.7 1.3 2.32 - - 94.4 1.2 6.34

Minkowski Ward - - 96.7 1.1 0.43 - - 95.5 1.9, 2.0 1.19
- - 95.3 1.4 0.69 - - 95.5 1.8, 2.1 2.58
- - 96.7 1.1 0.35 - - 93.8 1.6, 1.8, 2.2 2.56

Build - - 96.7 1.1, 1.2 0.70 - - 94.9 2.6 2.0
- - 96.0 1.1-1.3 1.05 - - 95.5 2.3, 2.4 6.67
- - 96.0 1.1, 1.2 1.19 - - 94.4 1.1 5.76

Astrahan∗ - - 96.7 1.2 0.99 - - 95.5 2.5 3.29
- - 96.7 1.1 1.17 - - 94.4 1.6 4.28
- - 96.0 1.1, 1.2 2.28 - - 93.8 1.6, 1.7 5.73

iMWK-Means - - 96.7 1.2 0.51 - - 94.9 1.2 2.16
- - 96.0 1.1-1.3 0.94 - - 95.5 2.2 3.77
- - 96.0 1.1, 1.3 1.40 - - 94.9 1.1 6.94

Table 2. Experiments with the hepatitis dataset to which we added none, 10 and 20
extra noise features (top, middle and bottom, respectively). And Pima Indian dataset
to which we added none and four extra noise features (top and bottom, respectively).

Hepatitis Pima Indians
Accuracy Accuracy
μ σ Max p Time (s) μ σ Max p Time (s)

Random 79.0 0.8 80.0 1.0 0.02±0.001 68.2 2.8 71.3 3.9 11.05±4.7
78.8 0.8 80.0 1.0 0.02±0.002 63.6 5.4 68.4 2.0 0.10±0.1
80.2 3.6 85.2 1.9 4.2±1.9 - - - - -

Hartigan and Wong - - 82.6 2.0 0.13 - - 71.2 3.5 10.31
- - 85.2 2.3, 2.8 4.17 - - 68.5 1.8, 2.9 21.40
- - 85.8 2.8, 4.1 3.10 - - - - -

Minkowski Ward - - 85.2 1.6 1.65 - - 70.3 4.2 13.51
- - 85.2 2.0 0.17 - - 68.7 1.8 25.45
- - 86.6 3.7 3.24 - - - - -

Build - - 83.9 1.5-1.8 1.51 - - 72.0 4.8 16.92
- - 85.2 1.4, 1.8, 1.9, 3.91 - - 57.9 1.3 19.55

2.1-2.3
- - 84.5 1.6 6.57 - - - - -

Astrahan - - 78.7 1.0 0.34 - - 71.0 3.7, 3.8 20.84
- - 84.5 1.9 7.86 - - 66.8 1.6, 1.7 34.37
- - 85.2 2.4, 2.5 4.92 - - - - -

iMWK-Means - - 84.5 2.3 3.23 - - 69.4 4.9 18.22
- - 83.2 4.5 5.24 - - 67.2 4.1 38.77
- - 79.3 1.2, 4.1, 4.5 9.72 - - - - -

the random initialization with the best performance in three datasets and the
Hartigan and Wong method also with the best performance in three datasets.

5.2 Experiments with Synthetic Data

We present the results for our experiments with 25 synthetic datasets in Table 3.
In our experiments, we observed that iMWK-Means had the highest accuracy

in the experiments with the low dimensional GMs (total of 8 features) and it
was competitive in the dataset with a total of 25 features. In the other hand,
iMWK-Means had low accuracy in the high-dimensional datasets (50 and 75
features). This is aligned with our previous findings [6]. The Minkowski version
of the Ward method performed very well in the high-dimensional GMs (with
totals of 25, 50 and 75 features), being the sole achiever of 100% accuracy in the
dataset with the largest number of features.



52 R.C. de Amorim and P. Komisarczuk

We find interesting that iMWK-Means and the Minkowski Ward seem to
complement each other in terms of accuracy. It appears that while the former
works better at a small number of features, the latter works better in GMs with
a high number of features.

The Minkowski Ward was the fastest algorithm in the three GM groups with
the highest number of features (totals of 25, 50 and 75). We acknowledge that
hierarchical algorithms such as the Minkowski Ward are not known to scale
well, and perhaps further experiments would be needed to set its performance
in larger datasets.

We find our results to be very promising, particularly those obtained with
the iMWK-Means and the Minkowski Ward algorithms. In order to quantify the
algorithms’ ability to recover a good p, we experimented with semi-supervised
in the next section.

Table 3. Experiments with 10 GMs 500x6-5 (+2), five GMs 500x8-5 (+2), five GMs
1000x25-12 (+25) and five GMs 1000x50-12 (+25)

Algorithms Accuracy p Processing Time
μ σ Max μ σ μ σ Min/Max

Random 60.3 6.4 90.2 1.5 0.1 11.9 7.5 3.1/55.0
78.8 6.6 97.8 1.4 0.1 21.3 8.2 8.9/50.0
68.4 3.1 86.0 1.3 0.05 115.5 41.2 51.4/253.6
85.2 8.2 100.0 1.2 0.05 102.1 43.2 43.0/275.3

Hartigan and Wong 69.5 8.5 78.4 1.9 0.3 10.5 5.4 0.2/17.6
68.5 39.3 98.0 1.4 0.7 22.6 9.6 6.7/31.8
68.9 6.7 76.2 1.4 0.1 114.6 25.2 83.3/147.3
89.8 3.0 92.7 1.5 0.2 137.4 61.0 89.2/242.0

Mikowski Ward 58.3 7.1 67.6 1.6 0.3 10.6 7.6 2.4/27.7
91.2 8.7 98.6 1.8 0.3 21.2 13.2 0.5/35.9
89.2 2.7 90.9 1.3 0.04 78.1 11.5 68.6/97.9
100.0 0 100.0 1.3 0.1 26.6 5.7 20.3/31.6

Build 58.3 8.2 70.8 1.4 0.2 22.3 4.0 17.0/30.3
70.0 40.3 97.8 1.3 0.7 29.1 16.3 11.2/52.3
83.1 11.6 97.2 1.3 0.1 215.7 13.9 201.0/238.1
98.5 3.2 100.0 1.2 0.1 163.4 7.7 154.4/173.6

Astrahan 65.3 12.4 88.4 1.6 0.2 12.3 7.3 1.7/26.2
67.0 38.5 97.8 1.2 0.6 28.9 14.9 11.0/45.6
60.0 9.8 75.7 1.4 0.05 151.4 43.0 119.2/220.0
82.4 10.6 93.2 1.4 0.2 124.1 36.5 89.9/182.0

iMWK-Means 70.3 11.9 87.6 1.8 0.5 10.9 4.7 0.3/17.8
88.8 9.2 97.6 1.6 0.3 23.0 13.1 0.4/33.1
54.9 3.3 59.5 1.5 1.8 203.9 54.7 143.0/278.3
70.8 9.8 84.6 1.9 0.5 121.5 76.8 1.7/187.3

6 Learning p

In this section, we discuss our aim of verifying whether the initializations that
performed well in our previous experiments would be capable of recovering a
good value for p. To do so, we ran the algorithm below on all datasets 50 times
with ps from 1.0 to 5.0, in steps of 0.1.

1. Randomly pick 20% of the data and respective labels.
2. Run experiments on the whole of the dataset.
3. Pick the p with the highest accuracy in the known labels.

The above algorithm closely approximates the optimal p and/or the maximum
accuracy in all of the algorithms and datasets in the experiments. The results
for Minkowski Ward and iMWK-Means are in Tables 4 and 5, respectively.

We did not apply this semi-supervised algorithm to the random initialization
because its maximum accuracy, obtained in our experiments in section 5 showed
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that even if we could have recovered a good p for it, its accuracy would have
been less than what we could achieve with other initializations.

The pattern in the result is rather similar to our previous experiments.
Minkowski Ward has performed quite well in the real-world-based datasets, with
iMWK-Means being rather competitive. The experiments with the GMs again
showed a much clearer picture, with iMWK-Means being the best performer in
the GMs with a total of eight features, and the Minkowski Ward having better
results in datasets with a higher number of features (25, 50 and 75 in total).

Table 4. Experiments using semi-supervised learning to find p using the agglomerative
Ward algorithm and the Minkowski distance

Datasets Accuracy Optimals
p μ Max p μ Max

Iris 1.2±0.4 94.53±3.2 96.7 1.1 - 96.7
Iris +2 1.3±0.1 94.87±0.3 95.3 1.4 - 95.3
Iris +4 1.1±0.05 95.33±1.7 96.7 1.1 - 96.7
Wine 1.6±0.5 94.07±1.7 95.5 1.9, 2.0 - 95.5
Wine +7 1.6±0.6 94.35±0.9 95.5 1.8,2.1 - 95.5
Wine +13 1.5±0.5 92.58±1.4 93.8 1.6,1.8,2.2 - 93.8
Hepatitis 1.4±0.4 82.52±2.5 85.2 1.6 - 85.2
Hepatitis +10 1.8±1.0 82.10±3.0 85.2 2.0 - 85.2
Hepatitis +20 2.5±1.2 82.64±3.2 86.4 3.7 - 86.6
Pima 3.8±0.8 69.13±1.7 70.3 4.2 - 70.3
Pima +4 1.8±0.2 66.91±2.2 68.7 1.8 - 68.7
500x6-5 +2 1.5±0.2 56.34±7.4 67.6 1.6±0.3 58.3±7.1 67.6
500x15-5 +10 1.7±0.3 90.80±7.8 98.6 1.8±0.3 91.2±8.7 98.6
1000x25-12 +25 1.3±0.05 89.18±2.4 90.9 1.3±0.04 89.2±2.7 90.9
1000x50-12 +25 1.2±0.03 99.99±0.03 100.00 1.3±0.1 100.0±0.0 100.0

Table 5. Experiments with semi-supervised learning to find p using the iMWK-Means
algorithm

Datasets Accuracy Optimals
p μ Max p μ Max

Iris 1.3±0.6 95.2±1.8 96.7 1.2 - 96.7
Iris +2 1.3±0.5 93.7±3.4 96.0 1.1-1.3 - 96.0
Iris +4 1.1±0.3 94.5±1.6 96.0 1.1, 1.3 - 96.0
Wine 2.2±1.2 93.6±0.9 94.9 1.2 - 94.9
Wine +7 1.5±0.6 93.0±1.6 95.5 2.2 - 95.5
Wine +13 1.7±1.4 93.6±2.0 94.9 1.1 - 94.9
Hepatitis 1.8±0.6 81.8±3.0 84.5 2.3 - 84.5
Hepatitis +10 3.1±1.6 80.2±4.1 83.2 4.5 - 83.2
Hepatitis +20 2.2±1.4 76.7±8.1 79.3 1.2, 4.1, 4.5 - 79.3
Pima 3.5±1.2 68.1±0.9 69.4 4.9 - 69.4
Pima +4 2.9±1.0 66.6±0.6 67.2 4.1 - 67.2
500x6-5 +2 1.7±0.5 69.3±12.1 87.6 1.8±0.5 70.3±11.9 87.6
500x15-5 +10 1.5±3.2 88.2±8.6 97.6 1.6±0.3 88.8±9.2 97.6
1000x25-12 +25 1.5±0.2 54.5±3.3 59.5 1.5±1.8 54.9±3.3 59.5
1000x50-12 +25 1.9±0.2 68.9±9.8 84.6 1.9±0.5 70.8±9.8 84.6

7 Conclusion and Future Work

We previously introduced MWK-Means [6] and initialized it with a version of
iK-Means [7] in the Minkowski space, the iMWK-Means. IMWK-Means was in
most cases superior to MWK-Means initialized with random centroids, but had
a poor accuracy in high-dimensional GMs.

In this paper, we have discussed our extensive experiments comparing six
initializations for MWK-Means, five in the Minkowski space plus a random ini-
tialization. We have used 36 datasets, real-world-based and synthetic to which we
have added different amounts of noise features. We compared the initializations
in terms of accuracy, processing time and the recovery of p.
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Perhaps the most interesting outcome is the complementary accuracies of
iMWK-Means with Minkowski Ward. While the former finds the optimal accu-
racy in GMs with eight features and is quite competitive in the group of datasets
with 25 features, the latter tends to excel only in high-dimensional GMs, with
25, 50 and 75 features.

Our future research will address the development of a Minkowski version of a
hierarchical algorithm as well as an application in malware clustering, following
our previous publication [18].
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Abstract. Modelling replicated genomics time series data sets is chal-
lenging for two key reasons. Firstly, they exhibit two distinct levels of
variation — the between-transcript and, nested within that, the between-
replicate. Secondly, the typical assumption of normality rarely holds.
Standard practice in light of these issues is to simply treat each tran-
script independently which greatly simplifies the modelling approach, re-
duces the computational burden and nevertheless appears to yield good
results. We have set out to improve upon this, and in this article we
present a multi-level reduced-rank functional PCA model that more ac-
curately reflects the biological reality of these replicated genomics data
sets, retains a degree of computational efficiency and enables us to carry
out dimensionality reduction.

1 Introduction

The analysis of replicated genomics time series data sets is greatly complicated
by the two nested levels of variation that they exhibit. On the one hand, for
a given gene transcript, the replicates (e.g. human patients or laboratory mice,
whatever the fundamental biological unit of the experiment is) display hetero-
geneous responses to the experimental conditions due to their unique genetic
makeups. On the other hand, the mean expression levels across all replicates
for a given gene transcript can evolve in markedly different ways depending
upon the biological function that their corresponding gene fulfills. Furthermore,
a great many of these transcripts will, in fact, be unaffected by the experimental
conditions under study and therefore present with unchanging expression levels
over the range of the time course, with observations varying due to measurement
error alone. This characteristic leads to genomics time series data being highly
non-normal which introduces significant additional complexity to the modelling
process.

In this article we present a flexible multi-level reduced-rank functional PCA
model that is capable of simultaneously modelling both levels of variation present
in replicated genomics time series data sets while accounting for the departure
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from normality. Functional models such as these have established themselves as
the single most popular modelling approach for ‘omics time series data analysis
(Bar-Joseph et al., 2003; Luan and Li, 2003; Storey et al., 2005; Ma et al., 2006;
Berk et al., 2011) as they are well suited to dealing with the few time points, few
replicates, high degree of replicate heterogeneity, propensity for missing observa-
tions and high degree of noise that typify these experiments. Taking a functional
PCA approach allows us to perform dimensionality reduction which is criti-
cal for visualising such high dimensional data sets and can aid with clustering.
Furthermore, the reduced-rank approach to functional PCA, first introduced
by James et al. (2000), greatly improves the computational efficiency of this
process.

The model that we present here offers significant advantages over existing
methods, as the ‘state-of-the-art’ within replicated genomics time series data
analysis is to deal with the multi-level aspect by simply ignoring it and fitting
each transcript independently with a single-level functional model (Storey et al.,
2005; Berk et al., 2011). While these models have proven to be practically use-
ful, this assumption is biologically implausible as it is well-known that genes
interact in complex ways due to being coregulated. Furthermore, as these ex-
periments generally involve very few replicates due to experimental costs, fitting
each transcript in isolation greatly limits the available observations, allowing
outlying measurements to have greater influence than if they were considered
in the context of other transcripts. Taking a multi-level approach therefore en-
ables better estimates of each transcript’s temporal behaviour to be obtained,
which should lead to increased power to detect those transcripts with significant
changes in expression levels over time.

Multi-level functional PCA models already exist in other domains (Di et al.,
2009; Zhou et al., 2010) yet they cannot be directly applied to replicated ge-
nomics time series data. In the case of Di et al. (2009), they use the method of
moments to estimate the covariance surfaces at each level, which is unlikely to
yield good results with the limited number of time points (≤ 10) and replicates
(≤ 10) in a typical genomics experiment. In comparison, the data set on which
Di et al. (2009) illustrate their method has 3, 000 replicates and 960 time points.

The model of Zhou et al. (2010) is more closely related to ours; however, it
differs in the following key ways. Firstly, due to the specific characteristics of
their motivating data set, their model accounts for spatial correlations between
the variables (gene transcripts in our setting) which are typically not present in
genomics experiments. Secondly, they assume that the second-level variance (the
between-replicate in our case) is the same for all variables, which lacks biological
plausibility in the genomics setting. Thirdly, their model fits a common error
variance for all variables which, again, is known not to be valid for microarray
technology (Tusher et al., 2001; Bar-Joseph et al., 2003) due to, for example,
the way in which the slides are printed. Fourthly, they assume that the principal
component loadings are normally distributed at both levels — an assumption
which is invalid for genomics data, as we noted above and will demonstrate in
due course.
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We have structured this article in the following way. In Section 2 we introduce
our reduced-rank multi-level functional PCA model. In Section 3 we describe
our distributional assumptions and the process of parameter estimation using a
Monte Carlo EM (MCEM) algorithm.We conclude with a discussion in Section 4.

2 The Skew-t-Normal Multi-level Functional PCA Model

A suitable model that accounts for the unique characteristics of replicated ge-
nomics time series data is to treat the expression level for replicate j for gene
transcript i at time t as the sum of four components:

yij(t) = μ(t) + fi(t) + gij(t) + εi(t) (1)

where μ(t) is the ‘grand mean’ function representing the average gene expression
levels over time across all transcripts in the data set, fi(t) is gene transcript i’s
deviation from that grand mean, such that μ(t) + fi(t) gives the mean expres-
sion levels over time for transcript i across all replicates, gij(t) is replicate j’s
deviation from the transcript mean function, and εi(t) is an error process.

In order to achieve computational efficiency, adhere to the principal of parsi-
mony, and carry out dimensionality reduction, we take a reduced-rank approach
(James et al., 2000) by replacing fi(t) and gij(t) in (1) with their truncated
Karhunen-Loève decompositons yielding

yij(t) = μ(t) +

K∑
k=1

ζk(t)αik +

Li∑
l=1

ηil(t)βijl + εij(t)

where ζk(t) is the k-th principal component function at the transcript level, αik

is transcript i’s loading on the k-th principal component function, ηil(t) is the
l-th principal component function at the replicate level, specific to transcript i
and βijl is replicate j’s loading on the l-th principal component function specific
to transcript i. The number of principal components retained at each level are
given by K and Li. Representing the functions μ(t), ζk(t) and ηil(t) using an
appropriately orthogonalised p-dimensional B-spline basis (Zhou et al., 2008)
and collecting all Nij observations on replicate j for transcript i in the vector
yij yields

yij = Bijθμ +

K∑
k=1

Bijθαk
αik +

Li∑
l=1

Bijθβil
βijl + εij

whereBij is theNij×p orthogonalised B-spline basis matrix, θμ is a p-length vec-
tor of fitted spline coefficients for the grand mean function μ(t), θαk

is a p-length
vector of fitted spline coefficients for the k-th principal component function at
the transcript level and θβil

is a p-length vector of fitted spline coefficients for
the l-th principal component function at the replicate level.
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Defining the p×K matrix Θα = [θα1 · · ·θαK ] and the p× Li matrix Θβij =
[θβi1 · · ·θβiLi

] allows the summations to be simplified using matrix algebra as

yij = Bijθμ +BijΘαk
αi +BijΘβiβij + εij (2)

where αi = [αi1 · · ·αiK ]T is the K-length vector formed by collecting all of the
αik terms together and similarly for βij . By collecting the observations on all
replicates j = 1, · · · , ni for transcript i, in the vector yi = [yi1 · · ·yini ]

T , we can
write

yi = Biθμ +BiΘααi + B̃iΘ̃βiβi + εi

where Bi = [BT
i1 · · ·BT

ini
]T is the Ni × p basis matrix formed by stacking

each Bij matrix on top of one another. There are ni such matrices, each with
Nij rows and so the matrix Bi has Ni rows where Ni =

∑ni

i=1 Nij is the to-
tal number of observations on transcript i across all replicates. In contrast,

the matrix B̃i = diag(Bi1, · · · ,Bini) is a block diagonal matrix of dimen-
sion Ni × (nip) where the blocks correspond to the Bij matrices. Similarly,

Θ̃βi = diag(Θβi , · · · ,Θβi) is a block diagonal matrix of dimension (niLi)×(niLi)
where each block is identical and equal to Θβi . Finally, βi = [βi1 · · ·βini ]

T and
εi = [εi1 · · · εini ]

T .

3 Parameter Estimation

In order to estimate the spline coefficients θµ, Θα and Θβi , i = 1, · · · ,M where
M is the total number of transcripts in the data set, standard practice with
existing methods is to first assume that the principal component loadings αik

and βijl are multivariate normally distributed, and then to treat them as missing
data and employ the EM algorithm (Zhou et al., 2010). In our experience of
working with real genomics data sets however, the transcript level loadings αik

are not normally distributed, as can clearly be seen in the histograms given in
Figure 2, which display many outliers and varying degrees of skewness. The high
levels of kurtosis arise because many thousands of transcripts in the data set are
more or less flat over the range of the time course and hence have very small
loadings. The outliers correspond to those transcripts which exhibit significant
changes in expression levels.

In fact, this misspecification can have dramatic consequences for the plausibil-
ity of the resulting model fit. We illustrate this issue in Figure 1 where we have
plotted model fits obtained under the assumption of normality and under our
proposed skew-t-normal alternative for an example transcript, which is typical
of many others in the data set.

To deal with this issue, we propose to instead adopt the assumption that the
transcript level loadings follow a skew-t-normal distribution, which is flexible
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Fig. 1. Plots illustrating an unexpected phenomenon we observed when fitting a Gaus-
sian multi-level reduced-rank functional PCA model to a real data set. Transcript mean
curves are given as solid lines, replicate-level curves as dashed lines. The Gaussian
model fit, on the left hand side, has produced an implausible transcript mean curve
which is flat over the range of the time course and ignores the underlying temporal
behaviour suggested by the single time point observations. On the other hand, the
replicate-level curves fit the data well. This phenomenon is a result of the extreme
departure from normality that genomics data sets exhibit as described in the main
text. On the right hand side we show the model fit obtained under our proposed skew-
t-normal model which produces a much more plausible transcript-level curve. This
example is typical of other transcripts in the data set.

enough to account for the heterogenous departures from normality. Formally, we
assume that:

αik
i.i.d.∼ StN(ξαk

, σ2
αk

, λαk
, ναk

)

αik ⊥ αik′ , k �= k′ αik ⊥ αi′k, i �= i′

E[αik] = 0

(3)

where ⊥ denotes independence. We retain the assumption that βij and εij are
multivariate normally distributed with zero means and covariance matrices Dβi

and σ2
i I respectively. z ∼ StN(ξ, σ2, λ, ν) denotes that the random variable z

follows a skew-t-normal distribution (Gómez et al., 2007) where ξ is a location
parameter, σ2 is a scale parameter, λ is a skewness parameter and ν is the
degrees of freedom controlling the kurtosis. The density of z is given by

f(z|ξ, σ2, λ, ν) = 2tν(z; ξ, σ
2)Φ

(
z − ξ

σ
λ

)
(4)

where tν(z; ξ, σ
2) denotes the Student-t density with ν degrees of freedom, loca-

tion parameter ξ and scale parameter σ2, and Φ denotes the normal cumulative
distribution function.
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It can be shown that under these distributional assumptions, the parameter
estimates which maximise the complete log likelihood are

θ̂μ = (

M∑
i=1

σ−2
i BT

i Bi)
−1

M∑
i=1

σ−2
i BT

i

[
yi −BiΘααi − B̃iΘ̃βiβi

]
θ̂αk

= (
M∑
i=1

α2
ik

σ2
i

BT
i Bi)

−1×

M∑
i=1

αik

σ2
i

BT
i

⎡⎣yi −Biθμ −Bi

∑
k′ �=k

[θαk
αik′ ]− B̃iΘ̃βiβi

⎤⎦
θ̂βil

= (

ni∑
j=1

β2
ijlB

T
ijBij)

−1×

ni∑
j=1

βijlB
T
ij

⎡⎣yij −Bijθμ −BijΘααi −Bij

∑
l′ �=l

[θβil′βijl′ ]

⎤⎦
̂[Dβi ]ll =

1

ni

ni∑
j=1

β2
ijl

σ̂2
i =

1

Ni
εTi εi

where θ̂αk
is the kth column of the matrix Θ̂α, similarly for θ̂βil

and ̂[Dβi ]ll is

the lth diagonal element of the matrix D̂βi . For the parameters of the skew-t-
normal distributions, these can be estimated using Newton-Raphson (NR) as in
Gómez et al. (2007) or the EM algorithm as in Ho and Lin (2010). Alternatively,
we have found that a simplex optimisation (Nelder and Mead, 1965) is simpler
and works very well in practice.

Under the distributional assumptions given above, the observed likelihood, as
the sum of skew-t-normal and multivariate normally distributed random vari-
ables, has no known form. As a result of this, the conditional expectations of the
sufficient statistics of the maximum likelihood estimators required by the EM
algorithm are challenging to obtain. Given that the skew-t-normal distribution
admits a convenient hierarchical representation, we suggest the use of the Monte
Carlo EM (MCEM) algorithm (Wei and Tanner, 1990) and the Gibbs sampler
for drawing samples from the joint conditional distribution f(αi,βij |yi) in order
to approximate the conditional expectations. Specifically, following Ho and Lin
(2010), if τik ∼ Γ (ναk

/2, ναk
/2) then

γik|τik ∼ TN

(
0,

τik + λ2
αk

τik
; (0,∞)

)
αik|γik, τik ∼ N

(
ξαk

+
σαk

λαk

τik + λ2
αk

γαk
,

σ2
αk

τik + λ2
αk

) (5)
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where TN(μ, σ2; (a, b)) denotes the truncated normal distribution lying within
the interval (a, b). It can then be shown that

γik|αik ∼ TN((αik − ξαk
)
λαk

σαk

, 1; (0,∞)) (6)

τik|αik ∼ Γ

(
ναk

+ 1

2
,
ναk

+ (αik − ξαk
)2/σ2

αk

2

)
(7)

Therefore we introduce additional latent variables, τi = [τi1 · · · τiK ]T and γi =
[γi1 · · · γiK ]T , and the target density for the Monte Carlo E-step becomes the
joint conditional distribution f(αi,βi, τi,γi|yi) whose form is still unknown.
However, each of the individual conditional distributions follow known forms
that are easy to sample from and hence the Gibbs sampler can be used to
efficiently generate samples that are approximately distributed according to the
target full joint conditional density.

4 Discussion

Another key way that our model differs from that of Zhou et al. (2010), aside
from the skew-t-normal assumption for the distribution of the first-level principal
component loadings, is that we treat the second-level variance as dependent on
the first-level, by fitting a separate covariance matrix Dβi for each transcript, as
indicated by the i in the subscript. Furthermore, we choose a different number
of principal components, Li, to retain for each transcript. This is well motivated
by real data sets, where it is clear to see that the between-replicate variation
is transcript specific. We have provided an example of this in Figure 3 and 4
where we have plotted raw data for two transcripts taken from a real data set.
Although both plots show data observed on the same replicates, the responses
are much more heterogeneous for the transcript corresponding to IFNG than the
transcript for TNF.

We highlight the fact that we retain the normality assumption at both the
replicate and error levels, as we have found little evidence that it is necessary to
change this. Some authors have proposed robust mixed-effects models in which
both the random-effects and error terms are jointly skew-t-normally distributed
with a common degrees of freedom paramter ν (Ho and Lin, 2010). However,
this approach is motivated more by computational tractability than it is justi-
fied by the data characteristics. It is attractive because it allows exact analytical
expressions for the conditional expectations required for the EM algorithm to
be derived; however, there is no justification that the distribution of the errors
should have any relation to that of the random-effects, and the assumption of a
common degrees of freedom parameter seems overly restrictive, possibly coun-
tering any additional flexibility that might be offered by adopting a heavy tailed
error distribution.
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Fig. 2. Initialised transcript-level loadings for our example BCG genomics data set.
Note the departure from normality in all instances with many outliers and varying
levels of skewness.
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Fig. 3. Raw data for expression levels of interferon-gamma measured in blood sam-
ples from nine human patients to which the BCG vaccine for tuberculosis was added.
Interferon-gamma is well-known to play an important role in the immune response to
tuberculosis infection. Note the heterogeneous response with patients two, three, seven
and eight exhibiting flat profiles, while the other patients end the time course with
elevated levels of gene expression. Furthermore, these latter patients respond at vary-
ing rates, with patient one not responding until after twelve hours, patients four and
five responding after six hours, and patient six responding early after only two hours.
Compare this to the much more homogeneous profiles for tumour necrosis factor-alpha
given in Figure 4.
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Fig. 4. Raw data for expression levels of tumour necrosis factor-alpha measured in
blood samples from nine human patients to which the BCG vaccine for tuberculosis was
added. Tumour necrosis factor-alpha is well-known to be associated with tuberculosis
infection. Note the subtle differences between the profiles such as the expression level at
which the time course begins, the level to which they peak, and whether they plateau,
continue to rise or start to fall by the end of the time course. However, compared
with the data given in Figure 3 for interferon-gamma, these profiles are much more
homogeneous across the different patients.
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Abstract. Current researches in sign language computer recognition, aim to 
recognize signs from video content. The majority of existing studies of sign 
language recognition from video-based scenes use classical learning approach 
due to their acceptable results. HMM, Neural Network, Matching techniques or 
Fuzzy classifier; are very used in video recognition with large training data. Up 
to day, there is a considerable progress in animation generation field. These 
tools contribute to improve the accessibility to information and to services for 
deaf individuals with low literacy level. They rely mainly on 3D-based content 
standard (X3D) in their sign language animation. Therefore, signs animations 
are becoming common. However in this new field, there are few works that try 
to apply the classical learning techniques for sign language recognition from 
3D-based content. The majority of studies rely on positions or rotations of vir-
tual agent articulations as training data for classifiers or for matching tech-
niques. Unfortunately, existing animation generation software use different 3D 
virtual agent content, therefore, articulation positions or rotations differ from 
system to other. Consequently this recognition method is not efficient.  

In this paper, we propose a methodological foundation for future research to 
recognize signs from any sign language 3D content. Our new approach aims to 
provide an invariant to sign position changes method based on 3D motion  
trajectory analysis. Our recognition experiments were based on 900 ASL signs 
using Microsoft kinect sensor to manipulate our X3D virtual agent. We have 
successfully recognized 887 isolated signs with 98.5 recognition rate and 0.3 
second as recognition response time.  

Keywords: X3D, 3D content Recognition, 3D Motion Trajectory Analysis. 

1 Introduction and Motivation 

In the world, there are around 70 million people with hearing deficiencies (informa-
tion from World Federation of the Deaf http://www.wfdeaf.org/). There are varying 
degrees of deafness: hard of hearing, "profoundly" deaf, and completely deaf. Deaf  
or profoundly deaf people may wear no hearing aid. Some will be able to lip read  
and understand you nearly perfectly. But some have problems with verb tenses,  
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concordances of gender and number, etc., and they have difficulties when creating a 
mental image of abstract concepts. Consequently, many communicate with sign lan-
guage rather than with written and spoken language (Wheatley, M. and Annika P., 
2010) [ 17]. For example, the American Sign Language (ASL) is the primary means of 
communication for about one-half million deaf people in the US (Charles A. and Re-
becca S.) [ 2]. However, sign Language is a distinct language from spoken languages. 
In fact, the majority of hard of hearing people have many difficulties in reading writ-
ten text (Charles A. and Rebecca S.)[ 2]; consequently, they find it difficult to use 
technology such as computers. There are some solutions to make accessible textual 
information by providing a generated animation of sign language based on virtual 
agent (Kennaway, J. and Glaubert)[ 9], (Fotinea, S. and al.)[ 5] and (Stein, D. and al.) 
[ 14] works. These systems are based on X3D standard to describe the generated 3D 
scene. Therefore, signs animations are becoming common. 

However, hard of hearing person can create his sign animation using existing gene-
rating animation software (Annelies B. and al.]) [ 1]. Unfortunately, the majority of 
hearing persons cannot communicate with sign language. Consequently, there is a 
communication gap with hearing impairment people. Using the recognition process, 
we can generate automatically the equivalent text according to 3D content animation. 
Therefore, the animation will be understandable for hearing person. There are many 
researches in the recognition field. The majority of existing studies rely on sign lan-
guage recognition from video-based scenes. The machine learning approach used in 
this domain is not adapted to 3D-based scene or requires a very big training data to 
provide an efficient recognition result. Moreover, this is due to the consideration of 
articulations positions as a training data. If we want to apply this solution, we must 
introduce all different 3D articulations positions to the system and this is a very pain-
ful task.  

In our context, we rely on the 3D motion trajectory analysis of virtual agent articu-
lations. Moreover, we propose an invariant to position changes solution that contri-
butes on the improvement of the recognition rate from 3D-Based content. In Sign 
Language, there are many specificities related to sign creation such as hands shape, 
palms orientation, hands movement and no manual signal that includes Facial expres-
sion and body expression. We are based on Microsoft kinect motion capture data for 
sign creation that allows feature extraction of 20 joints per person. Unfortunately, this 
tool does not allow hand shape recognition. Moreover, we built an application that 
allows to user to record and to add sign language specificities according to the 3D 
recorded motion (as shown in Figure1). Our application enables a real time virtual 
agent animation from kinect data stream. Based on the 3D recorded scenes, we built 
an approach invariant to position changes to recognize isolated signs. 

Our methodology relies on the 3D motion analysis to extract the signature of the 
sign. We are based on the 3D non linear regression and polygonal approximation to 
analyze the 3D motion trajectory. Furthermore, this study aims to learn the trajectory 
of both hand to our Support Vector Machine and this is more useful compared to 
hands positions learning. 
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The remainder of this paper is organized as follows. In section 2, we present some 
related works. Section 3 is devoted to describe our approach. Section 4 introduces our 
experimental results. Finally, we conclude by a conclusion and some perspectives. 
 

 

Fig. 1. Our tool to manipulate and to create virtual agent animation using Microsoft Kinect 

2 Related Works 

Up today, there are many researches in Sign Language recognition. However, these 
studies rely mainly on two fields. The first one is based on sign recognition from vid-
eo support. In this domain, (Omer rashid & al.) [ 13] used Support Vector Machine to 
recognize static one hand finger spellings of American Sign Language ASL but only 
static alphabets and numbers in ASL are recognized. (Chung huang & al.) [ 3] have 
used SVM to recognize static signs in Taiwanese Sign Language with 89% as average 
correct recognition rate. Fuzzy classifier with colored gloves was used for the recog-
nition of alphabets of PSL by (Sumaira kausar & al.) [ 15] . (Yang & al.) [ 18] use 
Dynamic programming to recognize ASL. (Kelly & al.) [ 8] used movement epenthe-
sis and Hidden Markov Model to recognize Eight two handed gesture with 95,6% of 
detection accuracy and 93.2% of recognition accuracy. (Gao W. & al.) [ 7] used self-
organizing feature maps (SOFM) as different signers feature extractor for continuous 
hidden Markov models (HMM) with 82.9% word recognition rate over a 5113-sign 
vocabulary. (Zahoor & al.) [ 19] performed real time ASL word verification using 
HMM with 73.72 % as word verification accuracy. 

In other word, learning techniques of classifiers, give acceptable results using  
video support. For this reason, there are a few works which tried to apply these tech-
niques on 3D content. That led to the second field which concerns sign language rec-
ognition from 3D content. However, we have used a Longest Common Subsequence 
method to recognize sign language from 3D based content. This method is based on 
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the alignment of articulations rotations and this is not efficient. In other meaning, if 
we change rotation angle, the same sign will be not recognized. In sign language, the 
sign can be signed by right hand, by left hand or by both hands. However, there are 
some signs that use both hands but there is no symmetry between right hand rotations 
and left hand rotations. For instance, in figure 2 the sign BELIEVE can be signed by 
right hand as dominant hand (Figure 2A) or left hand as dominant hand (Figure 2B). 
We deduce that the LCS applied to 500 different signs lexicon is not efficient and this 
is due to the non consideration of sign variation. The LCS applied to 500 lexicon sign 
cannot reach real time recognition; it depends a lot to alignment time. The recognition 
process takes quite a long time 20 second to recognize one sign, 42 second to recog-
nize 2 signs to reach 120 second for 7 signs. 
 
 
 
 
 
 
 
 

Fig. 2. Left hand and Right hand of ASL sign “BELIEVE” 

In general, when only isolated motions are considered and multiple examples for 
each motion are available, classification can have higher recognition rate than tem-
plate matching with certain similarity or distance measure (Vapnik 1998) [ 16] and (Li 
et al. 2005) [ 10]. The majority of animation generation systems such as, Vsigns [ 11] 
and eSign [ 4], use rotation angle to animate their avatars. Certainly, for the same sign, 
rotation angle differ from system to another. Therefore, alignment approach based on 
rotation will be not useful. However, (Kin Fun Li and al.) [ 6] work is based respec-
tively on HMM training and matching techniques of 3D skeleton articulation position. 
These approaches depend on 3D position to create signs. Consequently, for the same 
sign, the 3D positions of articulations changes from animation to other. Therefore, 
this technique is very sensitive to 3D position variation and requires a large training 
data to reach a useful result. 

3 Our Approach 

Since, classifiers and matching techniques based on articulation positions or rotations 
are not efficient to recognize the sign motion signature. We propose to analyze the 3D 
motion trajectory by using approximation techniques of motion data matrices. In sign 
language, both hands are mainly used to describe the sign gesture. To create signs, the 
hand motion trajectory can be linear, zigzag, wave, circular or arc. For example, the 
ASL movement of LETTER is described as bring right hand down with linear move-
ment ending with thumb on left palm. The ASL sign OPEN makes arc movement, 
ATTITUDE makes small circular movement, PIZZA makes zigzag movement hand 

Believe 
Left hand 

Right hand 
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down, etc. Moreover, to analyze the different signs motions, we rely on 3D non linear 
regression and polygonal approximation to extract the major geometric structures of 
motion data matrices. Classification is then applied to recognize/reject the original 
test motion candidates. We choose support vector machine (SVM) classifiers for clas-
sification, considering that SVM is one of the most powerful classification techniques 
(Vapnik 1998; Platt 2000) [ 16] [ 12]. 

3.1 3D Non Linear Regression 

In Sign language, motion trajectory of hand is related generally to complex move-
ment. Therefore, we use the 3D non linear regression to extract the major geometric 
structures of motion data matrices. Our motion data can be represented by matrices 
with 3 columns (X, Y, Z) and multiple rows (as shown in Table1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Original and approximation curve of ASL sign “PLAY CARDS” using right hand  
motion 

Table 1. “PLAY CARDS” initial data matrix of right hand 3D position 

M X Y Z 
 P1 0.34120460 0.22410810 1.7277089 
P2 0.34011780 0.22498119 1.7229939 
P3 0.27939429 0.21080360 1.6885829 
P4 0.13962289 0.21463050 1.5534800 
P5 0.04621779 0.19547529 1.5337940 
P6 -0.06523611 0.19663230 1.531191 
P7 -0.09348568 0.1954235 1.537533 

 

PLAY CARDS 
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In our approach, we choose conic as approximation curve of motion data. We tried 
to find the conic nature and the conic parametric equation. However, we start by cal-
culating the Eigen values and the Eigen vectors of the M Matrix. 
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The Symbolic form of the previous system: ][ ] [ ][ S K σ= − ; 1] ] [ ][[ SK σ−= −  

which gives the coefficients of the conic equation. The parametric equation of the 
conic in the initial axes system and the conic nature and characteristics:  
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In other words, we can approximate motion data according to the conic nature. There-
fore, hand movement can take the form of Ellipse, parabola or hyperbola. Complex 
movement can be formed by combining different conic forms. Figure 3 shows the 
right hand motion trajectory of the ASL sign "PLAY CARDS". The purple color de-
scribes the initial motion trajectory and the red color describes the 3D non-linear re-
gression of the motion trajectory. In our case, the approximation curve of the right 
hand motion of the sign "PLAY CARDS", takes HYPERBOLA curve form with -
742203,079076 as a conic value. 

3.2 Multi-window 3D Non-linear Regression 

Figure 4 shows a discrepancy between the original curve and the approximation curve 
of the ASL sign "PLAY". This discrepancy is due to that the motion trajectory of the 
sign "PLAY" is composed of several curves. However, our approach can be useful if 
we rely our multi-window 3D non-linear regression application. We are based on the 
polygonal approximation approach to decompose the motion trajectory to several 
curves. We apply then the 3D approximation to each sub curve. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Motion analysis applied to both right hand and left hand of ASL sign “PLAY” 
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The polygonal approximation aims to find the greatest distance between the curve and 
the straight line formed by the first and the last points of the curve. This point is the Max 
curve (in figure5) which serves to approximate the original curve. Unfortunately using 
this approach, we have no indication about the curve nature. However, we rely on this 
idea to decompose our motion trajectory. We propose a multi-window 3D non-linear 
approximation to analyze motion trajectory. This new approach relies on the application 
of the 3D curve approximation to the entire motion data matrix. We compare then the 
Euclidian distance between the original curve and our approximation curve. If this value 
is greater than the threshold, our algorithm calculates automatically the greatest peak 
related to this curve (Max curve) and decomposes the motion curve into two sub curves. 
Our system applies then the 3D non-linear approximation to the two sub curves and re-
peats this operation recursively until the threshold condition will be verified. 

 

 

 

Fig. 5. Our multi-window approximation applied to “PLAY” sign 

3.3 Motion Trajectory Classification 

SVMs have demonstrated good classification performance and widespread successful 
uses in many pattern recognition problems. These classifiers rely mainly on the hyper 
plane optimization that maximizes the margin, or the distance between separating 
hyper plane and the training examples nearest to the hyper plane. In our context, we 
rely on SVM to classify signs through data motion. The training data used by SVM is 
the conic curves obtained through our 3D multi-window non-linear regression. Our 
algorithm prepares automatically the training data composed by hand shape coordi-
nate ( as shown in figure 5, Y hand shape at first 3D coordinates), curves values 
(shown in figure 5 four hyperbola values for right hand and four values for left hand) 
and geodesic distance of  right and left hand motion. 
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Fig. 6. Curves appearance according to different “ATTITUDE” positions 
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4 Experiment Evaluation 

Figure 6 shows 4 different positions of the ASL sign "ATTITUDE" using the right 
hand and 4 different positions of the same sign using left hand. In figure 6, white 
points describe the original motion, blue and pink points are respectively the left hand 
approximation and the right hand approximation. Moreover, we can see that curves 
approximation have the same appearance for the same sign "ATTITUDE". Table 2, 
shows also the curves values variation that is considered as training data for our SVM 
classifier. 

Table 2. Part of SVM training data (Curves values of motion analysis of sign “ATTITUDE”) 

 Position 1 Position 2 Position 3 Position 4 
Right hand -411055.7 -3634650.9 -100714.6 -110934.8 
Left hand -26002.9 -288907.2 -9655.5 -223134.1 
 
Our SVM training data include motion direction, hand shape, palm orientation (as 

shown in figure 6 “A” hand shape and “Left” palm orientation at the first location of 
motion), geodesic distance (as shown in figure 5), motion velocity and motion curves 
(as shown in table 2). The proposed solution has proven very good results for motion 
signature extraction. We have tested this approach on 900 ASL signs generated from 
our tool (shown in figure 1) using Microsoft kinect sensor to manipulate our virtual 
agent. We have successfully recognized 890 isolated signs with 98.5% recognition 
rate and 0.3 second as recognition response time compared to our previous results that 
require 20 seconds to recognize one sign and compared to 73.72% as word recogni-
tion rate of ( Zahoor zafroula and al.) [ 19] work. 

5 Conclusion and Future Works 

The research described in this paper is the first attempt to analyze the motion trajecto-
ry in sign language. In other word, this paper has laid a methodological foundation for 
future research in the 3D-based content recognition process based on data motion 
analysis. We proposed a 3D motion trajectory approximation approach inspired from 
2D hand signature analysis to extract 3D sign signature. Our aim is to provide an 
efficient recognition which supports sign position changes and allows real time rec-
ognition. We managed to achieve 98.5 as a recognition rate using 900 ASL signs with 
a 0.3 second response time. The ultimate goal of our future research is to provide real 
time recognition of sign language phrases. Also, we plan to exploit this approach 
using different generated animation form existing software such as diva, e-sign, and 
sign smith studio using different sing language. 
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Abstract. Since Hebb’s work on the organization of the brain [16] find-
ing cell assemblies in neural spike trains has become a vivid field of
research. As modern multi-electrode techniques allow to record the elec-
trical potentials of many neurons in parallel, there is an increasing need
for efficient and reliable algorithms to identify assemblies as expressed
by synchronous spiking activity. We present a method that is able to
cope with two core challenges of this complex task: temporal imprecision
(spikes are not perfectly aligned across the spike trains) and selective
participation (neurons in an ensemble do not all contribute a spike to all
synchronous spiking events). Our approach is based on modeling spikes
by influence regions of a user-specified width around the exact spike
times and a clustering-like grouping of similar spike trains.

Keywords: spike train, ensemble detection, Hebbian learning, continu-
ous data, multidimensional scaling.

1 Introduction and Motivation

Modern multi-electrode arrays (MEAs) allow to record electrical potentials si-
multaneously at many positions in a brain area [5]. In the raw recordings spikes
(i.e. brief, sharp increases in the extracellular electrical potentials recorded by
the MEAs, also called action potentials) are detected and processed by so-called
spike sorting [18] into the spikes of individual neurons according to their shapes
and amplitudes. The result is formally a set of point processes (lists of spike
times, one per neuron), which is called parallel spike trains.

Recordings of parallel spike trains are essential if one tries to understand how
a (biological) neural network encodes and processes information. One of many
competing theories is that information is encoded and processed by temporal
coordination of spiking activity, in particular, synchronous spiking activity, a
theory that was introduced by D.O. Hebb [16]. If it is correct, groups of neurons,
called cell assemblies, can be expected to emit spikes in a fairly synchronized

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 78–89, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Assembly Detection in Continuous Neural Spike Train Data 79

time (0–10s)

n
e
u
r
o
n
s

(
1
–
1
0
0
)

time (0–10s)

n
e
u
r
o
n
s

(
1
–
1
0
0
)

Fig. 1. Two sets of parallel spike trains, one of which shows only random noise (in-
dependent stationary Poisson processes, left), while the other (right) exhibits several
occurrences of synchronous activity of an assembly of 20 (randomly selected) neurons
(stationary Poisson processes with injected coincident spiking events, cf. [14,13,3]).

fashion. In order to be able to test this theory, efficient and reliable algorithms
are needed that can detect such synchronous spiking activity in MEA recordings.

To demonstrate that this is a challenging task, Figure 1 shows dot displays
of two sets of artificially generated parallel spike trains, one of which exhibits
synchronous activity: by pure visual inspection it is essentially impossible to
discover the assembly, because the 20 assembly neurons are randomly selected
from the total of 100 neurons. However, detection algorithms face two even
harder challenges, which are not present in the data shown in Figure 1: temporal
imprecision, that is, spikes cannot be expected to be perfectly aligned across
the spike trains, and selective participation, that is, the neurons in an assembly
cannot all be expected to contribute a spike to all synchronous spiking events
of the assembly. The most common approach to deal with the former problem
is to discretize the originally continuous signal into time bins of equal length
and to consider spikes as synchronous if they lie in the same time bin [12]. This
allows further analysis by means of, for example, cross-correlograms [21], with
which the correlation of two (discretized) time series is measured and graphically
displayed.

However, time binning has severe disadvantages: depending on how the time
bin boundaries fall between the spikes, two spikes that are actually very close
together in time may be considered as not synchronous (because they end up in
different time bins) [12]. On the other hand, spikes that are almost as far apart
as the time bin length may still be considered as synchronous if they happen
to fall into the same time bin. This can lead to a severe loss and distortion of
synchrony information [12]. In this paper, we try to overcome this problem by
avoiding time binning. We rather model each spike by an influence region in
which other spikes (of other neurons) may be considered as synchronous to it.
Based on this model, we then extend the approach presented in [4], which is
based on time-binning the data, to a continuous time treatment of spike trains,
thus making much better use of the time resolution of the recordings.
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2 Related Work

Using pairwise comparisons of neurons or their corresponding spike trains with
each other has been shown to yield promising results in several publications over
the last years (such as in [10,8,25]).

A classical approach to detect joint spiking patterns in parallel spike trains is
the so-called accretion method [11], which works with time-binned data. Starting
from single neurons, this method iteratively accretes neurons into sequences as
long as another neuron shows significantly correlated activity (χ2 test) with the
already accreted neurons. However, accretion suffers from several drawbacks: it
works on sequences instead of sets, thus incurring high costs from redundant
detections (memory consumption, speed), but at the same time may miss as-
semblies due to a restriction of the branching factor of the search. Alternatives
consist in improved approaches that exploit ideas from frequent item set mining
(such as [2]) and enumerate all subsets of neurons as long as a certain quality
criterion (e.g. minimum support, significant statistical test result) is met. How-
ever, the need to enumerate large numbers of sets of neurons (exponential in the
number of neurons in the worst case) still makes them computationally costly.

In order to overcome this problem, we proposed a method that interprets time-
binned spike trains as binary vectors in a high-dimensional space (one dimension
per time bin) [4]. Dimensionality reduction techniques such as Sammon’s Map-
ping [24] or multi-dimensional scaling [6] onto a single dimension (placing new
data points onto the real line such that the pairwise distances of the new points
resemble the original distances as closely as possible) yield a sorting criterion
for the spike trains. Thus, instead of testing all pairs and subsets of neurons, a
single traversal of the sorted set of spike trains suffices to identify assemblies.

Still, this method still suffers from a problem called temporal jitter. The spikes
produced by the neurons may neither be perfectly timed nor does the record-
ing process ensure that they are recorded at the same time. The previously
mentioned methods can cope with this problem only as long as two originally
coincident events fall into the same time bin. In [12] a method is proposed that
shifts the spike trains against each other to cope with that problem. Several shifts
of integer multiples of the sampling resolution are performed and each time the
number of (exact) coincidences is counted. The sum over all these coincidences
is used as a measure of synchronicity between two trains. Yet, this approach still
requires an the spike train to be binned, making this method prone to effects
such as clipping. Also we may argue that although a coincidence may have been
found in this way, its significance may be less when the offset between the two
original spikes is larger.

A different approach considering the likelihood that a spike has been gener-
ated as the result of spikes in different spike trains can be found in [19]. Here
a maximum-likelihood approach is used to calculate the influence strengths be-
tween several spike trains at once. This comes at the cost of an increased com-
putational need, that we want to avoid.
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Table 1. Contingency table for two binary vectors A and B

B = 0 B = 1

A = 0 n00 n01 n0∗
A = 1 n10 n11 n1∗

n∗0 n∗1 N = n∗∗

Table 2. Different distance measures used for binary vector comparison

Jaccard [17] dJaccard = n10+n01
n11+n10+n01

Tanimoto [23,26] dTanimoto = 2(n10+n01)
n11+n00+2(n10+n01)

Dice [7] dDice = n10+n01
2n11+n10+n01

Correlation [9] dCorrelation = 1
2
− n11n00−n01n10

2
√

(n10+n11)(n01+n00)(n11+n01)(n00+n10)

Yule [27] dYule = n01n10
n11n00−n01n10

Hamming [15] dHamming = n01+n10
n∗∗

3 Finding Assemblies in Continuous Spike Train Data

Most of the previously mentioned methods rely on time-binning the spike trains
and thus suffer from the disadvantages (loss of synchrony information) pointed
out above. To cope with this problem, [22] introduces the notion of so-called
influence maps: intervals in which a spike may have influence. This approach is
similar to convolving spike trains with a kernel and using the overlap of such
convolved spike trains as a synchrony measure (see, e.g. [20]), but relies on
different kernels and can be generalized to more than two spike trains. The
overlap of two influence maps measures the amount or degree of synchrony of
the two spikes the influence maps were generated from. The highest degree of
synchrony can obviously be achieved by two perfectly aligned spikes. The sum
of the degrees of synchrony of individual spikes may be used as an indicator for
the correlation between two spike trains. We exploit this idea to improve our
approach [4].

In the discrete, time-binned case, the (dis-)similarity between two given spike
trains, represented as binary vectors with one element per time bin, is computed
from the elements of a 2× 2 contingency table (see Table 1). This table records
how often both, neither, or only one of two considered neurons produce a spike
in a time bin. There is an abundance of (dis-)similarity measures that can be
defined on such a table, from which we selected the ones listed in Table 2. They
cover some of the most interesting features of common binary distance measures.

3.1 Generalized Contingency Tables

The measures listed in Table 2 are designed for binary vectors. However, none
of them actually requires the implied restriction to integer entries in the contin-
gency table. Therefore we may generalize them by computing contingency tables
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Time [s]
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Time [s]

Fig. 2. Continuous spike train with three spikes at 0.2T , 0.6T and 0.825T , without
and with influence maps (r = 0.05T )

0T 0.1T 0.2T 0.3T 0.4T 0.5T 0.6T 0.7T 0.8T 0.9T 1T
Time [s]

Fig. 3. Two continuous spike trains, one with three spikes at 0.2T , 0.6T and 0.825T
(solid) and one with spikes at 0.35T , 0.525T and 0.9T (dash-dotted). Overlap of influ-
ence maps in darker gray.

with real-valued entries by exploiting the influence maps introduced in [22]. The
fundamental idea may also be viewed as using binary vectors with a super-
countably infinite number of elements, one for each time in the recording period.

Formally, let t = {t1, t2, . . . , tn}, 0 ≤ ti ≤ T , be a sequence of spike times for a
given neuron, where T is the recording period. A user now chooses an influence
map, that is, a function f : R → R+

0 , which describes an influence region in
which spikes of other neurons may be considered as synchronous (possibly only
to some degree). In principle, these maps may have any shape, but for reasons
of simplicity we confine ourselves here to symmetric rectangular functions of a
user-specified width r. That is, we consider ∀t ∈ t :

ft : R→ {0, 1}, x �→ ft(x) =

{
1, if |x− t| ≤ r

2 ,
0, otherwise,

as illustrated in Figure 2. This effectively turns the sequence of spike times into
a set of intervals MT = {[a, b] | ∃t ∈ t : a = max(0, t− r

2 ) ∧ b = min(t+ r
2 , T )}.

However, we have to take care of the fact that these intervals may overlap,
which makes the function view easier to handle. Instead of merging intervals, we
combine the functions ft for all t ∈ t, which yields the function

ft : R→ {0, 1}, x �→ ft(x) = max
t∈t

ft(x) =

{
1, if ∃t ∈ t : |x− t| ≤ r

2 ,
0, otherwise.

This function describes where spikes of the considered neuron have influence and
can be considered synchronous with spikes of other neurons.

Consider now two neurons a and b with their sets ta and tb of spike times,
which give rise to functions fta and ftb . From these we derive the four functions

f
(i,j)
ab : R→ {0, 1}, x �→ f

(i,j)
ab (x) =

{
1, if fta = i and ftb = j,
0, otherwise,
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(a) dJaccard (b) dRogers, scaled (c) dDot, scaled

(d) dCorrelation (e) dYule (f) dHamming, scaled

Fig. 4. Distance matrices obtained from the respective distance measures. Distances
are encoded on a gray scale, where items have a lower distance the blacker the corre-
sponding square. 100 neurons with an injected assembly of size 20. Data points have
been pre-sorted such that the assembly appears in the lower right corner of the plot.
Distance measures marked as scaled have dmin = 0 and dmax = 1.0.

for all (i, j) ∈ {0, 1}2, which describe whether the argument x is inside the
influence region of a spike for both (if (i, j) = (1, 1)), neither (if (i, j) = (0, 0))
or only one of the neurons (if (i, j) = (0, 1) or (i, j) = (1, 0)). An example for
(i, j) = (1, 1) is shown in Figure 3. Intuitively, these four functions indicate where
in a (infinitely dimensional) binary vector with one element for each x ∈ [0, T ]
we have a situation that corresponds to an element of the 2 × 2 contingency
table shown in Table 1. Note that for all x ∈ [0, T ] exactly one of the four

functions f
(i,j)
ab (x), (i, j) ∈ {0, 1}2, has the value 1, while the other three are 0.

Therefore we can easily derive the elements of a generalized contingency table
as

nij =
1

r

T∫
0

f
(i,j)
ab (x)dx

for all (i, j) ∈ {0, 1}2. Note that it is n00 + n01 + n10 + n11 = n∗∗ = T
r . This

shows how one can solve the counting problem, which consists in the fact that the
entries of a standard contingency table are counters of vector elements, but we
cannot count elements of a binary vector with super-countably many elements.
Note that the solution chosen here is in line with a time-binned approach, where
the width of the time bins, which corresponds to the width of the influence maps
in our approach, determines the total count n∗∗ in exactly the same way.
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3.2 Evaluating Distance Measures

Being able to efficiently calculate distances between continuous spike trains,
we can evaluate the distance measures. As we want to discriminate between
neurons belonging to an assembly and those that exhibit only random noise, we
take a first look at plots of the distance matrices. In these plots large distances
correspond to whiter cells, while darker cells indicate a high similarity between
two data points. Figure 4 shows example plots for different distance measures.

As can be seen, only Jaccard, Dot, Correlation and Yule allow for a (visually)
clear discrimination of the assembly from the rest of the neurons. In addition,
Yule’s distance suffers from many small distances between neurons exhibiting
random noise, which can impede the detection. The remaining two distance
measures show no significant differences between neurons belonging to the in-
jected assembly and other neurons. Obviously the possible values for the distance
measure is in both cases not fully exhausted such that a visual inspection may
not be sufficient to reject these two distance measure at this stage. But even
normalizing the values in the distance matrix so that they lie in the range [0, 1]
does not lead to better result. Hence we will only consider the four distance
measures Jaccard, Dot, Correlation and Yule in the following.

3.3 Sorting by Non-linear Mapping and Assembly Detection

To find a suitable ordering of the neurons for further testing it is necessary to
choose a sorting criterion. In [4] we already proposed to use Sammon’s non-linear
mapping [24] to reduce the dimensionality of the data set to only one dimension.
The resulting scalar can then be used to sort the neurons. In a linear traversal
of the sorted list the final tests are performed and the assemblies are detected.

Originally, in the discrete case, we performed χ2 tests for independence to
distinguish between correlated and non-correlated neurons. However, this test is
only properly applicable if we have actually countable events like coincidences,
which in the discrete case is the number of time bins. Only in this case the χ2

value is properly interpretable. In our current setup, however, even though we
can achieve an analogous sum of the contingency table entries (see Section 3.1),
applying the test in the same way appears to be a somewhat dubious procedure.

Similarly, choosing a time resolution (other than the width r of the influence
maps) to give a unit to the entries in the contingency table does not appear to
be appropriate, since the result of the χ2 test (whether it is significant or not)
depends directly on this choice. Suppose, for instance, that we have a recording
of one second length and choose one second as the time unit. As a consequence,
no entry in the contingency table can be higher than 1 (if measured in this unit).
Thus, for a χ2 distribution with one degree of freedom, we would have to lower
the level of significance to 0.68 in order to be able to reject the null hypothesis
of independence. On the other hand, using a millisecond resolution for the same
data may enable us to reject the null hypothesis, because of the wider range of
possible χ2 values. Hence we refrain from such an approach.

However, as the calculation of the χ2 value and the corresponding p-value is
only used to accept or reject whether a neurons is correlated with its neighbor
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(in the sorted list of neurons), we can also argue that the distance measure itself
provides all relevant information. Neurons belonging to the same assembly have
lower distances between each other than to the rest of the neurons. This leads to
the following simple idea: we sort the neurons w.r.t. the value that is assigned to
them by Sammon’s non-linear mapping (or some other multi-dimensional scaling
method) to one dimension. Then we find the index k of the neuron such that

k = argmax
1≤i≤n

|xi − xi+1|,

which indicates the largest gap between two consecutive neurons (all indices refer
to the sorted list of neurons). We set the decision boundary in this gap and thus
obtain the two sets of neuron indices

A = {i | i ≥ 1 ∧ i ≤ k} and B = {i | i > k ∧ i ≤ n}.

We then report the set as assembly that has the least average inner-set distance:

dA =
1

k − 1
|xk − x1| and dB =

1

n− k − 1
|xn − xk+1|

4 Evaluation

To evaluate our method we artificially generate a set of n = 50 spike trains
(independent stationary Poisson processes with a firing rate of λ = 20Hz, which is
similar to the frequency with which cortical neurons fire) of T = 10s length, into
which synchronous spiking activity of 10 neurons was injected (coincidence firing
rate λc = 5Hz, background rate appropriately adapted to obtain equal overall
firing rates of 20Hz). Coincident spikes are copied from a mother process into
the spike trains with different copy probabilities p. In addition, the spike times
are uniformly dithered by ±5ms (independently for each neuron) to simulate
temporal imprecision as it may be present in a real life data set. The width of
the influence maps was chosen to be 15ms to be able to capture a jittered spike
at least partially if the dithering moved the coincidences far away from each
other. The possible outcomes that may occur in our test setup are:

1. The assembly has been correctly detected. No neuron is missing, no addi-
tional neuron has been found (depicted as perfect). These are true positives.

2. The whole assembly has been found, but at least one additional neuron was
found (depicted as too many).

3. Only a subset of the assembly’s neurons has been found. At least one neuron
was missing (depicted as too few).

4. Only a subset of the assembly’s neurons has been found. At least one neuron
was missing. In addition at least one neuron has been found to belong to the
assembly that is actually independent (depicted as too few/too many).

5. Every neuron that has been reported belongs to the group of independent
neurons and not a single neuron of the true assembly has been reported
(depicted as wrong). These are false positives.
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For each test 100 trials were run and the number of each type of error was
recorded. The results of these tests are shown in Figure 5.

We obtained no results for the dot product distance measure because during
the first run the test was canceled due to the surprisingly bad quality of the
results (see Figure 5, bottom) even if the copy probability is one. Further inves-
tigation showed that the quality is only bad if the dimensionality reduction is
performed to produce only one dimension. Two dimensional plots reveal, that an
algorithm which calculates decision boundaries at arbitrary angles would very
well be able to distinguish between assembly and noise neurons in case of a dot
product distance measure (see Figure 7).

To compare the results obtained with the binned approach we conducted
exactly the same experiments for half of the copy probability settings as well.
The distance measures used are exactly the same, only that the spike trains
are treated as binary vectors. The numbers nij , i, j ∈ {0, 1} are calculated in
the usual way. What we can see is that the binning method is slightly more
prone to not finding the whole assembly or considering too many neurons while
never reporting any assembly that has to be labelled as wrong. The later may be
attributed to the fact that spikes that fall into the same time bin are counted as
if they were perfectly aligned, thus leading to a higher density of the assembly
as such, while the continuous calculation uses a more differentiated view on such
coincidences.
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Fig. 5. Assembly detection quality under varying conditions for the selective partici-
pation of neurons in synchronous spiking activity. The horizontal axis shows the prob-
ability with which a spike is copied from the coincidence mother process. For the dot
product as the distance measure, experiments for lower copy probabilities were not
conducted, because of the disappointing results for a copy probability of 1.

In contrast the method proposed by used is able to detect the assembly as a
whole even when the copy probability is decreasing. Perfect findings are much
more common but only at the cost of reports of totally wrong assemblies. Having
a closer look at those false positives revealed that these were mostly single noise
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neurons that were so different from all other neurons that the multidimensional
scaling placed them farther apart from the rest of all neurons than the gap
between assembly and noise neurons was.
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Fig. 6. Assembly detection quality under varying conditions for the selective partici-
pation of neurons in synchronous spiking activity. The horizontal axis shows the prob-
ability with which a spike is copied from the coincidence mother process. The spike
trains have undergone a binning before being analysed with the same procedure to
compare results.

Fig. 7. Two dimensional plots of 50 neurons, assembly of size 10 (yellow) and dot
product as distance measure. Classification has been performed with only the x-axis
available. The upper left image shows the case where an assembly was completely
found. The upper right image shows the case, where only a single (noise) neuron was
reported. The lower left image shows the case, where some neurons were missed. The
lower right image shows the case, where too many neurons were found. On the right
hand side the distribution of error types for a copy probability of 1.0 is shown.

5 Conclusion and Future Work

In this paper we presented a simple and efficient method for detecting assem-
blies of neurons in continuous spike train data, which avoids the otherwise al-
most exclusively applied time binning. As a consequence, the loss and distortion
of synchrony information resulting from binning the data can be avoided. The
additional challenges of temporal imprecision (imperfect spike alignment) and
selective participation (copy probabilities less than 1) can be handled with this
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method while still recovering most of the assemblies at least partially. Although
the performance of our algorithm is fairly good, there are still many open prob-
lems that need to be addressed. In the first place, additional tests on different
types of data need to be performed. Compared to algorithms that work on dis-
cretized data the rate of false positives is significantly higher. This is partly due
to the multi-dimensional scaling that increases the likelihood of neighboring data
points having a small distance to each other. On the other hand a lot of infor-
mation about the structure of the data is lost, if multi-dimensional scaling to
only one dimension is performed. First tests have shown that this one dimension
contains about three times as much information as the next best dimensions, but
keeping two or more dimensions and finding assemblies with common clustering
methods or support vector machines may be worth looking into.
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Universitat Politècnica de Catalunya
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Abstract. Concept drift is an important concern for any data analysis
scenario involving temporally ordered data. In the last decade Process
mining arose as a discipline that uses the logs of information systems in
order to mine, analyze and enhance the process dimension. There is very
little work dealing with concept drift in process mining. In this paper we
present the first online mechanism for detecting and managing concept
drift, which is based on abstract interpretation and sequential sampling,
together with recent learning techniques on data streams.

1 Introduction

Process Mining is a relatively novel discipline which has received a lot of atten-
tion in the last decade [16]. Although it shares many features with Data Mining,
it has originated from different concerns and communities, has a set of distinctive
techniques, and produces slightly different outcomes. Historically, process min-
ing arises from the observation that many organizations record their activities
into logs which describe, among others, the real ordering of activities of a given
process, in a particular implementation. Software engineering techniques have
mainly focused on the specification part of the processes within an information
system. In reality, this may cause a big gap between a system specification’s and
the final implementation, hampering the use of the models that specify the main
processes of an information system. As another example, designers of hardware
or embedded, concurrent systems, need to compare behavior and specifications;
typically they can passively or actively generate large amounts of logs from their
target system and/or their prototypes, so a logical approach is to use these logs
for the verification task.

By using the logs as source of information, processmining techniques are meant
to discover, analyze, and enhance formal process models of an information sys-
tem [17]. Process discovery is probably the main and most challenging discipline
within process mining: to discover a formal process model (a Petri net [15], an
automaton, etc.) that adequately represents the traces in the log. Several process
discovery algorithms exist in the literature (the reader can find a good summary
in [17]). In this paper, we concentrate on the control-flow part, i.e., the causal rela-
tions between the events of a process. Let us use an example to illustrate control-
flow discovery. The example shown in Figure 1 is taken from [18] and considers
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1  r,s,sb,p,ac,ap,c
2  r,sb,em,p,ac,ap,c
3  r,sb,p,em,ac,rj,rs,c
4  r,em,sb,p,ac,ap,c
5  r,sb,s,p,ac,rj,rs,c
6  r,sb,p,s,ac,ap,c
7  r,sb,p,em,ac,ap,c

 8 r,em,s,sb,p,ac,ap,c
 9 r,sb,em,s,p,ac,ap,c

12 r,em,sb,s,p,ac,rj,rs,c
13 r,em,sb,p,s,ac,ap,c
14 r,sb,p,em,s,ac,ap,c

11 r,em,sb,p,s,ac,ap,c

(a)

10 r,sb,em,s,p,ac,rj,rs,c

(b)

Fig. 1. Control-flow process discovery: (a) log containing a drift from trace 8 on, (b)
Petri net discovered from part of the log (traces 1 to 7)

the process of handling customer orders. In the example, the log contains the
following activities: r=register, s=ship, sb=send bill, p=payment, ac=accounting,
ap=approved, c=close, em=express mail, rj=rejected, and rs=resolve. The goal
of process discovery is to obtain a formal model such as the Petri net shown in
Figure 1(b)1.

The problem of concept drift is well known and well studied in the data min-
ing and machine learning communities, but hardly addressed so far in process
mining, where it has important particularities. Three main problems regarding
concept drift can be identified in the context of process mining [5]:

1. Change Detection: detect when a process change happens. This is the most
fundamental problem to solve.

2. Change Localization and Characterization: characterize the nature of one
particular change, and identify the region(s) of change in a process.

3. Unraveling Process Evolution: discover the evolution of process change over-
all, and how change affects the model over time.

Current process discovery algorithms behave poorly when a log incorporates a
drift: causal relations between events may appear and disappear, or even reverse,
and therefore cannot be resolved. For instance, in the example of Figure 1, in
the first part of the log (traces 1–7) activities em and s are in conflict, i.e., only
one of them can be observed in a process execution. However, from trace 8 on,
both activities occur with em always preceding s. Thus, the whole log contains
both behaviors and therefore process discovery techniques fail at determining the
causal relationship between em and s. In that case, no arcs connecting activities
s and em with the rest of activities in the model are discovered.

1 For the reader not familiar with Petri nets: a transition (box) is enabled if every input
place (circle) holds a token (black dot). If enabled, the transition can fire, removing
tokens from its input places and adding tokens to its output places.
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This paper presents an online technique to detect concept drift by sequential
monitoring of the logs of a system. It is a multi-stage technique that uses the
theory of abstract interpretation [10] to learn an internal representation (in terms
of a polyhedron or an octagon), that is afterwards used to estimate the faithfulness
of the representation in including the traces in the log. For the estimation and
concept drift detection, we use an adaptive window technique [1] which has been
proved to be very effective for similar purposes [2–4]. Remarkably, the techniques
presented in this paper are automatic by nature, e.g., no user-intervention is
required.

To our knowledge, the only work in the literature that addresses concept drift in
process mining is [5], where statistical hypothesis testing is applied to detect post-
mortem the drifts present in a log. Our approach, by contrast, is intended detect
and react to changes in an online, almost real-time way. The technique may be
used in different scenarios, such as: (i) for an a posteriori analysis, as in [5]; ii) as a
preprocessor in an online setting, to segment the log and apply process discovery
techniques separately to drift-free segments; (iii) to monitor a system in order to
detect deviations from the expected behavior (embodied in an existing model).

2 Background

Given a set of activities T , an event log over T is a multiset L : T ∗ → IN . A
sequence σ ∈ T ∗ is a called trace. A trace σ is contained in a log if L(σ) ≥ 1.
Given a trace σ = t1, t2, . . . , tn, and a natural number 1 ≤ k ≤ n, the sequence
t1, t2, . . . , tk is called the prefix of length k in σ. Given a log L, we denote by
Pref(L) the set of all prefixes of traces in L. Finally, #(σ, e) is the number of
times that activity e occurs in sequence σ.

2.1 Abstract Interpretation

Intuitively, abstract interpretation defines a procedure to compute an upper
approximation for a given behavior of a system that still suffices for reasoning
about the behavior itself. An important decision is the choice of the kind of
upper approximation to be used, which is called the abstract domain. For a given
problem, there are typically several abstract domains available. Each abstract
domain provides a different trade-off between precision (closeness to the exact
result) and computational efficiency.

There are many problems where abstract interpretation can be applied,
several of them oriented towards the compile-time detection of run-time errors
in software. For example, some analysis based on abstract interpretation can
discover numeric invariants among the variables of a program. Several abstract
domains can be used to describe the invariants: intervals [9], octagons [14],
convex polyhedra [11], among others. These abstract domains provide different
ways to approximate sets of values of numeric variables. For example, Figure 2
shows how these abstract domains can represent the set of values of a pair of
variables x and y. For space reasons, we focus on the abstract domain of convex
polyhedra. In the experiments, the domain of octagons is also used.
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Fig. 2. Approximating a set of values (left) with several abstract domains

Convex Polyhedra. This domain can be described as the sets of solutions of
a set of linear inequality constraints with rational (Q) coefficients. Let P be a
polyhedron over Qn; then it can be represented as the solution to some system
of m inequalities P = {X |AX ≤ B} where A ∈ Qm×n and B ∈ Qm.

The domain of convex polyhedra provides the operations required in abstract
interpretation. In this paper, we will mainly use the following two operations:

y

x

P QP Q

Meet (∩): Given convex polyhedra P and
Q, their meet is the intersection P ∩ Q.
Notice that this operation is exact, e.g.,
the meet or intersection of two convex
polyhedra is always a convex polyhe-
dron.

y

x

P Q

P

Q

Join (∪): Given convex polyhedra P and Q, we
would like to compute the union of P and Q.
Unfortunately the union of convex polyhedra is
not necessarily a convex polyhedron. Therefore,
the union of two convex polyhedra is approxi-
mated by the convex hull, the smallest convex
polyhedron that includes both operands, denoted

by P ∪Q. The example on the left shows P ∪Q in gray.

2.2 Estimation, Drift, and Change Detection

In a stream setting one receives a potentially infinite stream of objects X1, X2,
. . .Xt . . . to be analyzed, where object Xt becomes available only at time step
t. The underlying assumption is that there is some distribution D on the set of
all objects generating the Xi’s, often together with the assumption that some
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degree of independence among the draws exist. The concept drift problem occurs
when the distribution D cannot be assumed to be stationary, but there is in fact
a distribution Dt for every t, which change gradually or abruptly over time.

There are two common strategies for dealing with concept drift: in the sliding
window approach, one keeps a window of the last W elements, and the change
detection approach, where one estimates or monitors some statistics of the Xi’s
and when some large enough deviation from past behavior is detected, change
is declared. These two strategies can, of course, be combined too.

In this paper we will use for estimation and change detection the ADWIN
(ADaptive WINdowing) method proposed in [1]. This choice is not the essential
to the paper, and other methods (such as CUSUM or Page-Hinkley). Roughly
speaking, ADWIN reads a real number Xt at each time step t, outputs an esti-
mation of the current average of E[Xt] in Dt, and also outputs a bit indicating
whether drift has been detected in the recent observations. Internally, it keeps
a window of the most recent Xt’s whose length varies adaptively. It requires no
parameters such as window length, delivering the user from the difficult tradeoff
in such choices, and is efficient in the sense that it simulates a window of length
W using O(logW ) memory (rather than the obvious O(W )) and amortized O(1)
time per item. Furthermore, unlike most methods which are heuristics, ADWIN
has rigorous guarantees (theorems) on its change detection performance. See [1]
and the extended version of this paper for details2.

3 Concept Drift Detection via Abstract Interpretation

This section describes the technique for concept drift detection in process mining.
It first learns a process model using abstract interpretation (Section 3.1), which
will be the main actor for the concept drift detection method in Section 3.2.

3.1 Learning via Abstract Interpretation

We now introduce the element to link traces from a log and abstract interpreta-
tion, which was initially presented in [7]:

Definition 1 (Parikh vector). Given a trace σ ∈ {t1, t2, . . . , tn}∗, the Parikh
vector of σ is defined as σ̂ = (#(σ, t1),#(σ, t2), . . . ,#(σ, tn)).

Any component of a Parikh vector can be seen as a constraint for the n-
dimensional point that it defines. Hence, the Parikh vector defined by σ̂ =
(#(σ, t1),#(σ, t2), . . . ,#(σ, tn)), a point, can be seen as the polyhedron Pσ̂ =⋂n

i=1(xi = #(σ, ti)), where each variable xi denotes the number of occurrences
of activity ti in σ, i.e., xi = #(σ, ti)

3. For each prefix σ of a trace in L, a poly-
hedron Pσ̂ can be obtained. Given all possible prefixes σ1, σ2, . . . , σm of traces

2 Extended version of the paper:
http://www.lsi.upc.edu/~jcarmona/ida2012ext.pdf

3 Hence a point σ̂ is represented as the polyhedron Pσ̂ that defines it.

http://www.lsi.upc.edu/~jcarmona/ida2012ext.pdf
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in L, the polyhedra Pσ̂1
, Pσ̂2

, . . . , Pσ̂k
can be found4. Finally, the polyhedron

P =
⋃

i∈{1...m} Pσ̂i
can be learned as the convex-hull of the points represented

by the polyhedra Pσ̂1
, Pσ̂2

, . . . , Pσ̂m
, and taken as the representation of the log.

Computing the convex hull of a large set of points
may be expensive, so subsampling has been suggested
[7] as a way to speed-up the process. The figure on
the right shows an example: when the polyhedra of
all the points are united, it may derive a polyhedron
that covers large areas void of real points. If instead,
a random sample of five points is used (denoted by
points with white background), a smaller polyhedron is
derived which, although not including the complete set
of Parikh vectors from the log, represents a significant
part of it and therefore the percentage of areas void of real points may be reduced.
The mass of the polyhedron is the probability that a Parikh vector from the log
belongs to the polyhedron; obviously, mass close to 1 is desired.

3.2 Online Algorithm for Concept Drift Detection

The technique is described as Algorithm 1. The input of the algorithm is the
sequence of points or Parikh vectors produced from the traces received. The
algorithm is divided into three stages: Learn (lines 2-8), Mean estimation (lines 9-
15) and Mean monitoring (lines 16-25). Notice that the algorithm iterates over
these three stages each time a drift is detected (Line 23).

In the learning stage, a set of m points is collected for training. The larger the
m, the less biased the sampling is to a particular behavior, since the distribution
of points will be more diverse. The outcome of the learning stage is a polyhedron
P̂ that represents the concept underlying the set of points from the input.

In the mean estimation stage, the mass (fraction of points) belonging to P̂ is
estimated using an ADWIN instance W . This process is iterated until a conver-
gence criteria is met, e.g., the mean is stabilized to a given value. Notice that in
this stage the algorithm, as written, may not converge to a stationary value if
change keeps occurring. One could prevent this problem by using e.g. Chernoff
bounds to bound on the number of iterations to reach a given approximation, as-
suming stationariness. In the monitoring stage, the same estimation is continued,
but now with the possibility to detect a drift by detecting a change in the mass
of P̂ . In the simplest version, when a drift is detected, the three-stage technique
is re-started from scratch; better strategies will be discussed in Section 5.

As explained in Section 2.2, an ADWIN instance W can be used to moni-
tor a data sequence in order to determine drifts. In our setting, the data se-
quence will be produced by the outcome of the following question performed
on each point from the traces in the log: does the learned polyhedron include
the point? If it does, we will update W with a 1, and otherwise with a 0.

4 Here k is in practice significantly smaller than
∑

σ∈L |σ| since many prefixes of
different traces in L share the same Parikh vector.
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Algorithm 1. Concept Drift Detection algorithm

Input: Sequence of Parikh vectors σ̂1, σ̂2, . . .
1 begin
2 Select appropriate training size n;
3 Collect a random sample of m vectors out of the first n;

// m < n if required for efficiency

// Stage 1: Learning the current concept P̂

4 P̂ = ”empty domain” ;
5 for j ← 1 to m do
6 let σ̂j be the jth randomly selected vector; compute Pσ̂j

;

7 P̂ = P̂ ∪ Pσ̂j
;

8 end

// Stage 2: Estimating the average of points included in P̂
9 W =InitADWIN;

10 i = m+ 1;
11 repeat

12 if σ̂i ∈ P̂ then W = W ∪ {1};
13 else W = W ∪ {0};
14 i = i+ 1;

15 until convergence criteria on W estimation;

// Stage 3: Monitoring the average of points included in P̂
16 while true do

17 if σ̂i ∈ P̂ then W = W ∪ {1};
18 else W = W ∪ {0};
19 i = i+ 1;
20 if Drift detected on W then
21 Declare “drift!”;
22 Throw away the current set of points;
23 Jump to line 2;

24 end

25 end

26 end

After the driftBefore the drift

μ̂′

P̂

σ̂m+1 . . .σ̂1 . . . σ̂m

μ̂

P̂

This way, W will estimate the mass
of current polyhedron, denoted μ̂. The
figure next illustrates the approach:
a polyhedron P̂ which (maybe par-
tially) represents the Parikh vectors
of the traces in the log is learned,
and we estimate μ̂, the fraction of the
points falling into the polygon. When
a change occurs (in the figure, more
points are added), chances are that

this quantity changes to a new value μ̂′ (this assumption will be discussed in
Section 5).
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3.3 Rigorous Guarantees

Using the rigorous guarantees of ADWIN given in [1], one can give a rigorous
statement on the ability of the method above to detect drift in its input. The
proof can be found in the extended version.

Theorem 1. Suppose that for a sufficiently long time T0 . . . T1 the input
distribution has remained stable, and that the learn phase has built a polyhe-
dron P̂ , with mass μ1. Suppose that by time T2 (> T1) the input distribu-

tion has changed so that the mass of P̂ is μ2 from then on. Then by time at
most T2 +O(ln(T2 − T0)/(μ2 − μ1)

2) the method will have detected change and
restarted.

Note that the case of abrupt change is when T2 = T1+1, and that larger changes
in the mass of the current polyhedron imply shorter reaction times.

4 Experiments on Concept Drift Detection

To test the detection technique of Section 3, a set of models (in our case, Petri
nets) have been used. For each model M , a log has been created by simulating
M . The first six models in Table 1 are taken from [8], and represent typical
behaviors in a concurrent system. Model Cycles(X,Y) represents a workflow
of overlayed cyclic processes. Finally, the models a12f0n00 ... t32f0n00 are
originated from well-known benchmarks in the area of process mining.

To derive logs that contain a drift, each model has been slightly modified in
four different dimensions:

– Flip: the ordering of two events of the model has been reversed.
– Rem: one event of the model has been removed
– Conc: two sequential events have been put in parallel
– Conf: two sequential or concurrent events have been put in conflict

These transformations represent a wide spectra of drifts for control-flow models.
Each transformation leads to a new model, which can be simulated to derive
the corresponding log5. An assumption of this work, which is inherited from the
use of the techniques in [7], is that a drift causes a modification in the spectra
of Parikh vectors representing a model. Although this assumption is very likely
in most practical cases, it does not cover the drifts which neither incorporate
nor remove Parikh vectors to the current spectra. However, using an alternative
technique to [7] in Algorithm 1 which is sensitive to this type of drifts can be
the cure for this particular problem. Notice that only a single transformation
is applied to a model to introduce drift. In general, however, drift may arise from

5 All the models and logs used in this paper can be obtained at the following url:
http://www.lsi.upc.edu/~jcarmona/benchsIDA2012.tar

http://www.lsi.upc.edu/~jcarmona/benchsIDA2012.tar
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Table 1. Concept drift detection: number of points to detect the drift

benchmark |Σ| |P laces| |L1| Flip Rem Conc Conf

SharedRes(6) 24 25 4000 115 54 183 37
SharedRes(8) 32 33 4000 165 73 381 83
ProdCons(8) 41 42 4000 337 550 262 266
ProdCons(9) 46 47 4000 256 136 323 489
WeightMG(9) 9 16 4000 101 16 75 16
WeightMG(10) 10 18 4000 147 28 53 18
Cycles(4,2) 14 11 4000 563 23 664 22
Cycles(5,2) 20 16 4000 554 22 845 21

a12f0n00 12 11 620 83 76 117 15
a22f0n00 22 19 2132 340 56 99 198
a32f0n00 32 32 2483 67 79 258 162
a42f0n00 42 46 3308 178 41 185 37
t32f0n00 33 31 3766 143 28 394 36

several transformations, either simultaneous or spaced out in time. However, if
the technique is able to identify drift from a single transformation, it should also
be able to detect these more drastic drifts.

The experiment performed is to use the concatenation of two logs L1, L2 with
different distribution, so that abrupt change occurs at the transition from L1
to L2. Using the Apron library [13], an octagon/polyhedra P is obtained from
L1 by sampling a few points, and an ADWIN is then created to estimate the
fraction of points in the input (still from L1) that are covered by P . When the
estimation converges, the input is switched to points from L2. If the drift is not
sporadic, the fraction of points covered by P will change, ADWIN will detect
change in this quantity, and drift will be declared.

In Table 1 the results of the experiment are provided. The second column
in the table reports the number of different events (which also represents the
number of transitions in the Petri net), and the third column reports the number
of places. Column |L1| provides the number of points used in the stages 1 and
2 of the algorithm (we have set a maximum of four thousand points in the
simulation)6. The following columns denote the logs corresponding to the models
with each one of the aforementioned transformations. In each cell from column
five on we provide the number of points needed to sample in order to detect a
drift. For instance, for the SharedRes(8) benchmark, it only needs to sample
73 points in order to detect a drift when a single event is removed, and needs
to sample 381 points to detect that two events became concurrent. In terms of
CPU time, all drifts have been detected in few seconds7.

6 |L2| is particular to each drift. In general it is of the same magnitude as |L1|.
7 In the experiments the domain of octagons has been used when |Σ| > 20, to bound
the time and memory requirements in the learning stage.
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A second experiment was performed on a log with another kind of drift. The
detailed description can be found in [6]. It is a real log containing the processing
of copy/scan jobs on a digital copier. The log contains 1050 traces and 35 event
classes, with a drift introduced after 750 traces, consisting in the addition of
a new functionality to the copier (zooming function for image processing). For
the first part of the log (traces 1 – 750), there are 34.427 points, whereas for
the second part (traces 751 – 1050), 13.635 points. The technique of this paper
identifies the drift by sampling only 504 points.

5 Change Location and Unraveling Process Evolution

So far, we have focused into explaining how to apply the theory of abstract
interpretation together with estimation and change detection in order to detect
concept drifts in the area of process mining. In this section we will briefly address
the two other problems highlighted in [5]: change location and characterization,
and unravel process evolution; this is ongoing work.

Change Location and Characterization. A polyhedron P is the solution to
the system of m inequalities P = {X |AX ≤ B} where A ∈ Qm×n and B ∈ Qm

(see Section 2.1). A subset C of these inequalities called causal constraints can
be used to derive the corresponding process model (see [7] for details). A causal
constraint satisfies particular conditions that makes it possible to be converted
into a process model element, e.g., a place and its corresponding arcs in a Petri
net. Since the adaptive windowing technique described in Section 2.2 requires
few resources, one can use one adaptive window for monitoring each causal
constraint in C. Thus, after the learning stage of Algorithm 1, |C| instances
of ADWIN are used to estimate the average satisfaction for each constraint.
Finally, in stage three these ADWIN’s can detect drift at each of the constraints.
When global or partial drift occurs, its location is exactly characterized by
the causal constraints that have experienced drift, which can be mapped to
the corresponding places in the process model. Remarkably, this provides a
fine-grain concept drift detection version of the technique presented in Section 3.

Unraveling Process Evolution. After change has been localized and charac-
terized as above, the new process model can be then produced. This is crucial
to unravel the process evolution [5]. Two sets of causal constraints will be used
to derive the new process model: i) the causal constraints which still are valid
after the drift, and ii) the new set of causal constraints that may appear in the
new polyhedron learned by revisiting stage one of Algorithm 1. For the former
set, both drifting and non-drifting causal constraints detected in the previous
iteration of Algorithm 1 will be considered. For drifting causal constraints, a
threshold value may be defined to determine when drift is strong enough to
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invalidate it. As for the complexity of the model revision, for example the method
in [7] for deriving Petri nets from polyhedra is well-behaved in the sense that
a change in some of the inequalities can be translated to a local change in the
Petri net, with proportional computational cost.

The same idea can be used to alleviate a problem with the change detection
strategy described in Section 3. Recall that there we were only detecting changes
where new points appeared in regions outside the learned polyhedron. Drift may
also mean that points previously in the log, or in its convex hull, do no longer
appear (e.g., if some behaviors disappear and the polygon becomes larger than
necessary). We can detect many such changes by monitoring many aspects of
the stream of points, instead of just the mass of the learned polyhedron. For
example, we could use an array of ADWIN instances to monitor the average
distance among points, distance to their centroid or set of designated points,
distance to each constraint, projection to a set of random hyperplanes, etc.

6 Conclusions and Future Work

Concept drift is an important concern for any data analysis scenario involving
temporally ordered data. Surprisingly, there is very little work (in fact, possibly
only [5]) in dealing with concept drift within process mining techniques.

In this paper we have presented the first online mechanism for detecting and
managing concept drift, combined with the process mining approach in [7] based
on abstract interpretation and Petri net models. Our experiments on process
mining benchmark data twisted to incorporate drift show that our method de-
tects abrupt changes quickly and accurately. We have also described how to ap-
ply the mechanism for a richer set of tasks: characterizing and locating change,
unraveling the process change, and revising the mined models.

Future work includes experimenting with different forms of change, particu-
larly, gradual, long term changes and those discussed at the end of Section 5;
implementing the fine-grain detection mechanisms for change location and un-
raveling; and using our approach in a real scenario with a high volume of data,
so sampling becomes essential, and with strong requirements on time and mem-
ory. Also, investigating tailored techniques that can deal with logs that contain
noise is an interesting future research direction. A possibility will be to adapt
Algorithm 1 to use some of the few process discovery techniques that can handle
noise in the log [12, 19, 20].
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Abstract. In this paper, in order to address the well-known ‘sensitivity’ prob-
lems associated with K-means clustering, a real-coded Genetic Algorithms 
(GA) is incorporated into K-means clustering. The result of the hybridisation is 
an enhanced search algorithm obtained by incorporating the local search capa-
bility rendered by the hill-climbing optimisation with the global search ability 
provided by GAs. The proposed algorithm has been compared with other clus-
tering algorithms under the same category using an artificial data set and a 
benchmark problem. Results show, in all cases, that the proposed algorithm 
outperforms its counterparts in terms of global search capability. Moreover, the 
scalability of the proposed algorithm to high-dimensional problems featuring a 
large number of data points has been validated using an application to compress 
field data sets from sub-15MW industry gas turbines, during commissioning. 
Such compressed field data is expected to result in more efficient and more  
accurate sensor fault detection.  

Keywords: hybridised clustering algorithm, genetic algorithms, K-means algo-
rithms, data compression, sensor fault detection. 

1 Introduction 

Knowledge in some sense can be defined as the ability that distinguishes the similar 
from the dissimilar. However, given the amount of information (in other words, data) 
encountered in the real life, such ability is sometimes limited, which in turn gives rise 
to limited knowledge. Without further abstraction, more information may simply lead 
to more difficulties for human beings or even for computational algorithms to uncover 
the underlying structure. The key to the success of handling ample data lies in the 
capability of retrieving representatives or prototypes from anfractuous information via 
a certain level of abstraction. Representing the data by fewer prototypes necessarily 
loses certain fine details, but achieves simplification and interpretability. One of the 
vital means which allows the abstraction of this kind is data clustering, which can be 
employed to compress a large data set into a few representative points that can be 
more easily handled in practice.   
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In recent decades significant effort has been directed towards hybridizing GAs 
with conventional partition-based clustering algorithms (J. C. Bezdek, et al., 1994;  
L. O. Hall, et al., 1999; K. Krishna, et al., 1999; S. Bandyopadhyay, et al., 2002;  
W. Sheng, et al., 2006). The rationale behind hybridization is based on the fact that 
most optimization techniques used in partition-based clustering are inherently hill-
climbing techniques which are very sensitive to the initial settings and may lead to 
convergence to local optima. One of the earliest GA-based clustering implementations 
was made by J. C. Bezdek, et al. (1994) by hybridizing a GA with Fuzzy C-Means 
(FCM), in which a binary coded chromosome was adopted to represent cluster centres 
so that a GA can be used to iteratively search for the optimal fuzzy partitions. L. O. 
Hall, et al. (1999) improved the efficiency of such a GA-based fuzzy clustering algo-
rithm by coding the centres with a binary Gray code representation in which any two 
adjacent numbers are different by one bit. The authors of both works argued that cod-
ing centres in the chromosome is more efficient than coding the membership matrix. 
Similar efforts have been made to hybridize GAs with K-means clustering. Instead of 
coding centres in the chromosome, C. A. Murthy, et al. (1996) proposed to code the 
cluster identity number which is assigned to each data point. Hence, the length of the 
chromosome is the same as the number of data points, which makes the algorithm 
vulnerable to the large data set. K. Krishna, et al. (1999) proposed to code the hard 
membership matrix in a binary form so that a GA framework can be applied to find 
the optimal hard membership matrix which minimises the ‘within-cluster variance’. S. 
Bandyopahyay, et al. (2002) acknowledged the comments made earlier by J. C. Bez-
dek (1994) and noticed that the clustering problem under a GA framework is actually 
a real-valued optimization problem. Hence, a real-valued GA was adopted in their 
work. Cluster centres are encoded in the chromosome with floating-point values. Re-
cently, W. Sheng, et al. (2006) incorporated GAs into K-medoids clustering using an 
integer encoding scheme.   

Despite of the great achievements reported in the aforementioned works, several 
related problems deserve more attention: 

1. In most of the previous implementations, binary-coded GAs were widely adopted. 
However, applying binary-coded GAs to such a continuous optimisation problem 
will result in a so-called ‘Hamming cliffs’ difficulty associated with certain strings 
(K. Deb, 2001, p. 110). 

2. Binary-coded GA-based clustering suffers from the problems of imprecision and 
the ‘curse of dimensionality’. In both cases, a longer chromosome is needed which 
increases the search space. It also means that a large population size is required in 
order to have an effective search.  

3. Although S. Bandyopahyay, et al. (2002) adopted a real-valued GA, a so-called 
Naïve crossover (single-point crossover) was used in their work, which as men-
tioned by K. Deb (2001, p. 112) does not have an adequate search power for expe-
rimental cases. Hence, it relinquishes it search responsibility to the mutation opera-
tors, which is less effective.  



Clustering Algorithm Applied to Dada Compression for Industrial Systems 105 

 

In light of the above problems, in this paper, a novel clustering algorithm, termed 
G3Kmeans (J. Chen, 2009), is proposed, which chooses a real-coded GA, namely 
G3PCX (Deb et al., 2002), as its optimisation method. G3PCX is then incorporated 
into K-means clustering, which only encodes cluster centres in the chromosome. 
Hence, the length of the chromosome rests only with the number of the cluster cen-
tres. The search power of G3Kmeans is significantly enhanced by combining the Par-
ent-Centric Recombination (PCX) operator with the hill-climbing operator. Such a 
combination takes full advantage of global search capability mainly attributed to the 
PCX recombination operator and local search ability rendered by the hill-climbing 
operator. As a result, G3Kmeans is more robust to the initialisation compared to other 
conventional partition-based clustering and is more efficient than other algorithms of 
the same class.  

The paper is organised as follows: Section 2 details the implementation of 
G3Kmeans; in order to show the superiority of G3Kmeans, in Section 3, one synthetic 
data set and iris data set are utilised to validate the proposed algorithm; the results are 
then compared to those of FCM, K-means, Subtractive Clustering (Chiu, 1994), GA-
clustering (C. A. Murthy, et al., 1996) and KGA (S. Bandyopadhyay, et al., 2002); in 
Section 4, the algorithm is applied to compress field data sets from sub-15MW indus-
try gas turbines, during commissioning, which is envisaged to result in more efficient 
and more accurate sensor fault detection; finally, Section 5 draws conclusions and 
gives future research direction.  

2 Description of G3Kmeans 

The detailed steps involved in G3Kmeans are described as follows: 

─ Step1: Initialisation: the randomly generated ‘k’ cluster centres are encoded in 
each chromosome in a concatenated form. P initial chromosomes are generated in 
the initial population.  

─ Step 2: Assigning data points: Each data point is assigned to one cluster with the 
centre of  using Eq. (1): : 1,2, … , ; , 1,2, … , ;  (1) 

where, || || is the Euclidean norm,  is the mth data point,   is the ith cluster 
centre,  is the pre-specified number of cluster centres, and N is the number of 
data samples. After the assignment, cluster centres encoded in the chromosome 
are updated by calculating the mean value of each cluster. 

─ Step 3: Fitness computation: the fitness of each individual is calculated using Eq. (2): , , … , ∑ ∑     1, … ,  (2) 

where,  is a within-cluster-distance metric to be optimised (minimised) and , , … ,  are k cluster centres.  
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─ Step 4: Parent-Centric Crossover (PCX): Generate  offspring from the  par-
ents using the PCX recombination as described in Eq. (3): +  · + ∑ , · ·  (3) 

PCX operator first calculates the mean vector  of the chosen  parents so that 
for each offspring, one parent  is chosen with equal probability. The direction 

vector  is then calculated. Afterwards, from each of the other 1  parents, perpendicular distances  to the vector  are computed and 
their average  is found.  are the 1  orthonormal bases that span the 

subspace perpendicular to the vector . The parameters  and  are zero-
mean normally distributed variables with variance  and  respectively.  
Detailed description of PCX is referred to K. Deb, et al. (2002). 

─ Step 5: Fitness computation: the cluster centres and fitness values of the offspring are 
updated and calculated again as in the Step 2 and 3 accordingly.  

─ Step 6: Parents to be replaced: choose two parents at random from the population P. 
─ Step 7: Replacement: from the combined subpopulation of two chosen parents and 

 created offspring, choose the best two solutions and replace the chosen two par-
ents (in Step 6) with these solutions. 

─ Step 8: Iteration: the aforementioned steps from Step 2 are repeated for a speci-
fied generations or until the standard deviation of the fitness values of the last five 
iterations becomes less than a threshold stable, and the final solution is the one 
with the smallest fitness value at the end of the execution.  

It is worth mentioning that in the following experiments all the user-specified parame-
ters are set as those suggested by Deb, et al. (2002) unless otherwise stated. Hence, 0.1, 100, 2, 3, 0.001.  

3 Experimental Studies 

3.1 An Artificial Data Set 

The first test problem consists of 4 randomly generated Gaussian clusters around the 
nominal cluster centre1. Each cluster contains 100 data points. In order to test the 
robustness of the proposed algorithm to the data contaminated by random noise, these 
100 data points are then mixed with 200 randomly distributed noisy data. Figure 1 
shows an example data set. 

In order to obtain a quantitative comparison with different clustering algorithms, 
objective values are calculated using Eq. (2) and are served as the measure to  
distinguish the algorithms’ efficacy. The objective value of the original clusters is also 
computed using the nominal centres as the baseline to see if a specific clustering algo-
rithm can approach the nominal centres as close as possible.  

                                                           
1  Termed nominal centres since the objective value of the clusters generated around 

these centres may not represent the minimum objective value compared to those of 
the identified clusters (see Table 1 for more details). 
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Fig. 1. 4 Gaussian clusters contaminated by 200 noise data points 

The difficulties of this test problem lie in the facts that the classes are not well se-
parated and the search space presents many local optima due to the presence of noise.  
Table 1 summarises the results of FCM, Subtractive clustering, K-means and 
G3Kmeans algorithms respectively. The results are the average values of 20 indepen-
dent runs. Standard deviation of the results is also calculated to show if the algorithm 
is robust to different initialisation and runs.  

Table 1. Comparisons Of The Objective Values Between Different Clustering Algorithms* 

Methods Max. 
 

Min. 
 

Mean 
 

Standard 
Deviation 

Time 
(second) 

Original Clusters** 13.8697 13.8697 13.8697 0 - 
FCM 13.1898 13.1895 13.1897 1.038e-004 0.0269 

K-means 18.3056 13.0382 13.5173 1.5881 0.0130 
Subtractive Clustering 16.2954 16.2954 16.2954 0 0.2000 

G3Kmeans 13.0382 13.0382 13.0382 0 0.8008 
*    The objective values are calculated using the normalised data. 
** The objective value of the original clusters is obtained using nominal centres. 

 
For this problem, both FCM and K-means are sensitive to the initialisations. Due to 

the presence of noise, this problem contains several local optima, which corresponds 
to the non-zero standard deviations produced by these two algorithms. In fact,  
K-means algorithm misclassifies clusters 2 out of 20 runs. The larger the standard 
deviation, the more likely an algorithm depends on the initial condition. Figure 2 de-
monstrates the distribution of the identified cluster centres via different clustering 
algorithms and the nominal centres and the nominal centres. It can be seen from  
Table 1 and Figure 2 that the K-means algorithm not only depends on its initial condi-
tion but also gives higher objective values which implies that the centres found by  
K-means may be far from the nominal ones.  
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Fig. 2. The distribution of the identified cluster centres 

Figure 3 shows the evolution curve of the G3Kmeans. G3Kmeans takes 11 genera-
tions to terminate. However, the algorithm has already converged to the minimum 
objective within 6 generations. 

 

Fig. 3. The evolution curve of the problem using G3Kmeans 

3.2 Iris Data 

In order to compare with other GA-based K-means algorithms, e.g. GA-Clustering (C. 
A. Murthy, et al., 1996) and KGA (S. Bandyopadhyay, et al., 2002) and to justify the 
rationale of the proposed hybridisation, the Iris data set is employed (R. A. Fisher, 
1936), which consists of 10 patterns belonging to three categories of Iris. Each of the 
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patterns is described by four real-valued features in centimetres, which are the sepal 
length, sepal width, petal length and width. Each of the categories consists of 50 pat-
terns. The difficulties of the Iris data lie in the fact that the problem possesses two over-
lapped classes and presents many local optima. Figure 4 shows the evolution curve of 
G3Kmeans. It can be seen from tis graph that G3Kmeans takes 11 generations to termi-
nate. However, the algorithm converged to the minimum objective value (6.9981) with-
in 5 generations. It is noteworthy that the other GA-based K-means algorithms require 
longer computation times than the G3Kmeans.  

 

Fig. 4. The evolution curve of the Iris data using G3Kmeans 

Table 2 summarises the results over 20 independent runs. The results of GA-
clustering and KGA are extracted from S. Bandyopadhyay, et al. (2002). It is worth 
noting that the objective values included in Table 2 are calculated using the original 
data rather than the normalised one.  

Table 2. Comparasions Of Different Clustering Algorithms On The Iris Data 

Methods Max. Min. Mean 
 

Standard 
Deviation 

Time  
(second) 

FCM 79.4566 79.4516 79.4557 1.6000e-3 0.0252 

K-means 142.9149 79.0031 95.0244 27.4598 0.0052 
Subtractive Clustering 84.6800 84.6800 84.6800 0 0.0114 

GA-clustering  139.7782 124.1274 135.4048 - - 

KGA 97.1008 97.1008 97.1008 0 - 

G3Kmeans 79.0031 79.0031 79.0031 0 0.4623 

 
For this problem, K-means algorithm misclassified clusters 4 out 20 runs, which 

corespond to its maximum objective value shown in Table 2. A large standard 
deviation associated with K-means algorithm indicates that the Iris data consists of 
many local optima and confirms that the K-means algorithm is vulnerable to such a  
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Fig. 6. The structure of 20 sensors on a twin shaft industrial gas turbine 

4.2 G3Kmeans for Data Compression 

In the previous studies, such as the one conducted by Zhang, et al. (2012), the Prin-
cipal Component Analysis (PCA) Based Y-distance Indexes were utilised to distin-
guish the abnormal from the normal. However, it is highly restricted by the number of 
data points that the PCA can process. Large data sets normally require large storage 
space in order to form the PCA matrix. Given the fact that abundant monitoring data 
from different time periods is available, it is desirable to use all the information cov-
ered by a wide range of time rather than a fraction of them. Hence, G3Kmeans is 
applied, in this case, for the purpose of reducing such a large data set whilst still pre-
serving ‘sufficient’ information contained in the original data. This has been achieved 
by utilising all clustered centres as the compressed data set to represent the original 
data set. It is envisaged that by combining several such compressed data sets regis-
tered during different periods of time, more information will be unveiled at the same 
time to the fault detection algorithm and more accurate and efficient fault detection 
could thus be achieved. Figure 7 and 8 give examples of the compressed data sets for 
the original two data sets.  

 

Fig. 7. Compressing 42098 normal test data into 100 data points via G3Kmeans (yellow circle: 
the original data set; black asterisk: the compressed data set) 
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Fig. 8. Compressing 49047 abnormal test data into 100 data points via G3Kmeans (yellow 
circle: the original data set; black asterisk: the compressed data set) 

It can be seen from Figure 7 that for the normal test data, the values of the sensors 
are very close to each other, which forms a narrow range regarded as the norm. 
Hence, the compressed data points are also close to each other, and are already good 
enough to capture all the information contained in the set. Figure 8 represents a dif-
ferent scenario where the values of the sensors are spread across wider ranges, with 
some outside the normal range. It is thus very crucial that a compression algorithm 
can capture not only the normal range but also the abnormal ranges. Visual inspection 
of Figure 8 confirms that all important features across different ranges have been 
carefully preserved by G3Kmeans. The compression ratios in both cases are 420.98:1 
and 490.47:1, respectively.   

5 Conclusions  

In this chapter, an evolutionary based clustering algorithm, namely G3Kmeans, is in-
troduced. The proposed algorithm is tested extensively through the artificial and real 
data sets. The results show that the proposed algorithm is superior to other more tradi-
tional clustering algorithms in that: 1) it is robust to different initial settings; 2) it can 
approach very closely to the global optimal partitions, especially for high-dimensional 
problems; 3) it is computationally more efficient compared to other evolutionary based 
clustering algorithms. Such superiority is mainly attributed to the combined local and 
global search operators adopted in G3Kmeans, which are specially designed for the 
real-valued optimisation. The encoding scheme of the proposed method also ensures a 
reasonable search space as opposed to GA-clustering algorithm.  Due to its robustness 
to noisy and high dimensional scenarios, the algorithm is used for compressing large 
monitoring data. Results show that G3Kmeans can achieve high compression ratio 
whilst ‘preserving’ all important features contained in the original data set. As one 
future investigation, several compressed data sets will be joined together in order to 
provide more information to the fault detection algorithms at the same time in a bid to 
generating more accurate and more efficient fault detection.  
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Abstract. The straightforward approach to multi-label classification is
based on decomposition, which essentially treats all labels independently
and ignores interactions between labels. We propose to enhance multi-
label classifiers with features constructed from local patterns representing
explicitly such interdependencies. An Exceptional Model Mining instance
is employed to find local patterns representing parts of the data where
the conditional dependence relations between the labels are exceptional.
We construct binary features from these patterns that can be interpreted
as partial solutions to local complexities in the data. These features are
then used as input for multi-label classifiers. We experimentally show
that using such constructed features can improve the classification per-
formance of decompositive multi-label learning techniques.

Keywords: Exceptional Model Mining, Multi-Label Classification, LeGo.

1 Introduction

Contrary to ordinary classification, in multi-label classification (MLC) one can
assign more than one class label to each example [1]. For instance, when we have
the earth’s continents as classes, a news article about the French and American
interference in Libya could be labeled with the Africa, Europe, and North Amer-
ica classes. Originally, the main motivation for the multi-label approach came
from the fields of medical diagnosis and text categorization, but nowadays multi-
label methods are required by applications as diverse as music categorization,
semantic scene classification, and protein function classification.

Many approaches to MLC take a decompositive approach, i.e., they decom-
pose the MLC problem into a series of ordinary classification problems. The
formulation of these problems often ignores interdependencies between labels,
implying that the predictive performance may improve if label dependencies are
taken into account. When, for instance, one considers a dataset where each label
details the presence or absence of one kind of species in a certain region, the food
chains between the species cause a plethora of strong correlations between labels.
But interplay between species is more subtle than just correlations between pairs
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Fig. 1. The LeGo framework

of species. It has, for instance, been shown [2] that a food chain between two
species (the sponge Haliclona and the nudibranch Anisodoris) may be displaced
depending on whether a third species is present (the starfish Pisaster ochraceus),
which is not directly related to the species in the food chain. Apparently, there
is some conditional dependence relation between these three species. The ability
to consider such interplay is an essential element of good multi-label classifiers.

In this paper we propose incorporating locally exceptional interactions be-
tween labels in MLC, as an instance of the LeGo framework [3]. In this frame-
work, the KDD process is split up in several phases: first local models are found
each representing only part of the data, then a subset of these models is selected,
and finally this subset is employed in constructing a global model. The crux is
that straight-forward classification methods can be used for building a global
classifier, if the locally exceptional interactions between labels are represented
by features constructed from patterns found in the local modeling phase.

We propose to find patterns representing these locally exceptional interac-
tions through an instance of Exceptional Model Mining [4]; a framework that
can be seen as an extension of traditional Subgroup Discovery. The instance
we consider [5] models the conditional dependencies between the labels by a
Bayesian network, and strives to find patterns for which the learned network
has a substantially different structure than the network learned on the whole
dataset. These patterns can each be represented by a binary feature of the data,
and the main contribution of this paper is a demonstration that the integration
of these features into the classification process improves classifier performance.

We refer the interested reader to a longer version of this paper covering addi-
tional aspects which could not be treated here due to space restrictions [6].

2 Preliminaries

In this section, we recall the cornerstones of our work: the LeGo framework for
learning global models from local patterns (Section 2.1) and multi-label classifi-
cation (Section 2.2). We conclude with the problem formulation (Section 2.3).

2.1 The LeGo Framework

As mentioned, the work in this paper relies heavily on the LeGo framework [3].
This framework assumes that the induction process is not executed by running a
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single learning algorithm, but rather consists of a number of consecutive phases,
as illustrated in Figure 1. In the first phase a local pattern discovery algorithm is
employed in order to obtain a number of informative patterns, which can serve as
relevant features to be used in the subsequent phases. These patterns can be con-
sidered partial solutions to local complexities in the data. In the second and third
phase, the patterns are filtered to reduce redundancy, and the selected patterns
are combined in a final global model, which is the outcome of the process.

The main reason to invest the additional computational cost of a LeGo ap-
proach over a single-step algorithm, is the expected increase in accuracy of the
final model, caused by the higher level of exploration involved in the initial lo-
cal pattern discovery phase. Typically, global modeling techniques employ some
form of greedy search, and in complex tasks, subtle interactions between at-
tributes may be overlooked as a result of this. In most pattern mining methods
however, extensive consideration of combinations of attributes is quite common.
When employing such exploratory algorithms as a form of preprocessing, one
can think of the result (the patterns) as partial solutions to local complexities in
the data. The local patterns, which can be interpreted as new virtual features,
still need to be combined into a global model, but potentially hard aspects of the
original representation will have been accounted for. As a result, straightforward
methods such as Support Vector Machines with linear kernels can be used in the
global modeling phase.

The LeGo approach has shown its value in a range of settings [3], particularly
regular binary classification [7,8], but we have specific reasons for choosing this
approach in the context of multi-label classification (MLC). It is often mentioned
that in MLC, one needs to take into consideration potential interactions between
the labels, and that simultaneous classification of the labels may benefit from
knowledge about such interactions [9, 10].

In a previous publication [5], we have outlined an algorithm finding local
interactions amongst multiple targets (labels) by means of an Exceptional Model
Mining (EMM) instance. The EMM framework [4] suggests a discovery approach
involving multiple targets, using local modeling over the targets in order to find
subsets of the dataset where unusual (joint) target distributions can be observed.
In [5], we presented one instance of EMM that deals with discrete targets, and
employs Bayesian Networks in order to find patterns corresponding to unusual
dependencies between targets. This Bayesian EMM instance quenches the thirst
in MLC for representations of locally unusual combinations of labels.

2.2 Multi-label Classification

Throughout this paper we assume a dataset Ω. This is a bag of N elements (data
points) of the form x = {a1, . . . , ak, �1, . . . , �m}, where k and m are positive
integers. We call a1, . . . , ak the attributes of x, and �1, . . . , �m ∈ L the labels of
x. Each label �i is assumed to be discrete, and the vectors of attributes are taken
from an unspecified domain A. Together we call the attributes and labels of x
the features of x. When necessary, we distinguish the ith data point from other
data points by adding a superscript i to the relevant symbols.
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Fig. 2. Decomposition of multi-label training sets into binary (BR) or multiclass prob-
lems (LP). Yi = {yi

1, . . . , y
i
|Yi|| yi

j ∈ L} denotes the assigned labels {�j | �ij = 1}
to example xi. In LP the (single) target value of an instance xi is from the set
{Yi| i = 1 . . .m} ⊆ 2L of the different label subsets seen in the training data.

The task of multi-label classification (MLC) is, given a training set E ⊂ Ω, to
learn a function f(a1, . . . , ak)→ (�1, . . . , �m) which predicts the labels for a given
example. Many multi-label learning techniques reduce this problem to ordinary
classification. The widely used binary relevance (BR) [1] approach tackles a
multi-label problem by learning a separate classifier fi(a1, . . . , ak)→ �i for each
label �i, as illustrated in Figure 2c. At query time, each binary classifier predicts
whether its class is relevant for the query example or not, resulting in a set of
relevant labels. Obviously, BR ignores possible interdependencies between classes
since it learns the relevance of each class independently. One way of addressing
this problem is by using classifier chains (CC) [10], which are able to model
label dependencies since they stack the outputs of the models: the prediction of
the model for label �i depends on the predictions for labels �1, . . . , �i−1.

An alternative approach is calibrated label ranking (CLR) [11], where the key
idea is to learn one classifier for each binary comparison of labels. CLR learns
binary classifiers fij(a1, . . . , ak) → (�i � �j), which predict for each label pair
(�i, �j) whether �i is more likely to be relevant than �j . Thus, CLR (implicitly)
takes correlations between pairs of labels into account. In addition, the decompo-
sition into pairs of classes has the advantage of simpler sub-problems and hence
commonly more accurately performing models. Finally, a simple way to take
label dependencies into account is the label powerset (LP) approach [1], treating
each combination of labels occuring in the training data as a separate label of a
classification problem (Figure 2b).

We will use each of these techniques for decomposing a multi-label problem
into an ordinary classification problem in the third LeGo phase (Section 4).
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2.3 Problem Statement

The main question this paper addresses is whether a LeGo approach can improve
multi-label classification, compared to existing methods that do not employ a
preliminary local pattern mining phase. Thus, our approach encompasses:

1. find a set P of patterns representing local anomalies in conditional depen-
dence relations between labels, using the method introduced in [5];

2. filter out a meaningful subset S ⊆ P ;
3. use the patterns in S as constructed features to enhance multi-label classifi-

cation methods.

In this paper we will use sophisticated methods in phases 1 and 3. In phase 2, we
simply draw S as a random sample of P . Alternative methods were investigated
in [6] but they did not provide relevant insights for our purpose. The following
two sections will explore what we do in phases 1 and 3.

3 Local Pattern Discovery Phase

To find the local patterns with which we will enhance the MLC feature set,
we employ an instance of Exceptional Model Mining (EMM). This instance is
tailored to find subgroups in the data where the conditional dependence relations
between a set of target features (our labels) is significantly different from those
relations on the whole dataset. Before we recall the EMM instance in more detail,
we will outline the general EMM framework.

3.1 Exceptional Model Mining

Exceptional Model Mining is a framework that can be considered an extension
of the traditional Subgroup Discovery (SD) framework, a supervised learning
task which strives to find patterns (defined on the input variables) that satisfy
a number of user-defined constraints. A pattern is a function p : A → {0, 1},
which is said to cover a data point xi if and only if p

(
ai1, . . . , a

i
k

)
= 1. We refer

to the set of data points covered by a pattern p as the subgroup corresponding
to p. The size of a subgroup is the number of data points the corresponding
pattern covers. The user-defined constraints typically include lower bounds on
the subgroup size and on the quality of the pattern, which is usually defined on
the output variables. A run of an SD algorithm results in a quality-ranked list
of patterns satisfying the user-defined constraints.

In traditional SD, we have only a single target variable. The quality of a
subgroup is typically gauged by weighing its target distribution deviation and its
size. EMM extends SD by allowing for more complex target concepts defined on
multiple target variables. It partitions the features into two sets: the attributes
and the labels. On the labels a model class is defined, and an exceptionality
measure ϕ for that model class is selected. Such a measure assigns a quality
value ϕ(p) to a candidate pattern p. EMM algorithms traverse a search lattice
of candidate patterns, constructed on the attributes, in order to find patterns
that have exceptional values of ϕ on the labels.
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3.2 Exceptional Model Mining Meets Bayesian Networks

As discussed in Section 2, we assume a partition of the k + m features in our
dataset into k attributes, which can be from any domain, and m labels, which
are assumed to be discrete. The EMM instance we employ [5] proposes to use
Bayesian networks (BNs) over those m labels as model class. These networks are
directed acyclic graphs (DAGs) that model the conditional dependence relations
between their nodes. A pattern has a model that is exceptional in this setting,
when the conditional dependence relations between the m labels are significantly
different on the data covered by the pattern than on the whole dataset. Hence
the exceptionality measure needs to measure this difference. We will employ the
Weighed Entropy and Edit Distance measure (denoted ϕweed), as introduced
in [5]. This measure indicates the extent to which the BNs differ in structure.
Because of the peculiarities of BNs, we cannot simply use traditional edit dis-
tance between graphs [12] here. Instead, a variant of edit distance for BNs was
introduced, that basically counts the number of violations of the famous theorem
by Verma and Pearl on the conditions for equivalence of DAG models [13]:

Theorem 1 (Equivalent DAGs). Two DAGs are equivalent if and only if
they have the same skeleton and the same v-structures.

Since these two conditions determine whether two DAGs are equivalent, it makes
sense to consider the number of differences in skeletons and v-structures as a
measure of how different two DAGs are. For more details on ϕweed, see [5].

After running the EMM algorithm, we obtain a set P of patterns each rep-
resenting a local exceptionality in the conditional dependence relations between
the m labels, hence completing the Local Pattern Discovery phase.

4 Global Modeling Phase

As stated in Section 2.3, we do nothing sophisticated in the Pattern Set Selection
phase. Instead, we filter out a pattern subset S ⊆ P by taking a random sample
from P . In the current section, we use this subset S to learn a global model.

For the learning of the global multi-label classification models in the Global
Modeling phase, we experiment with standard approaches including binary rele-
vance (BR) and label powerset (LP) decompositions [1], as well as effective recent
state-of-the-art learners such as calibrated label ranking (CLR) [11], and classi-
fier chains (CC) [10]. The chosen algorithms cover a wide range of approaches
and techniques used for learning multi-label problems (see Section 2.2), and are
all included in Mulan, a library for multi-label classification algorithms [1].

For each classifier configuration, we learn three classifiers based on different
feature sets. The first classifier uses the k features that make up the original
dataset, and is denoted CO (Figure 3a). The second classifier, denoted CS , uses
features constructed from our pattern set S. Each of these patterns maps each
record in the original dataset to either zero or one. Hence they can be trivially
transformed into binary features, that together make up the feature space for
classifier CS (Figure 3b). The third classifier employs both the k original and
|S| constructed features, in the spirit of LeGo, and is hence denoted CL.
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Fig. 3. A multi-label classification problem (a), its representation in pattern space (b)
given the set of patterns p1, . . . , p|S|, and the LeGo combination (c)

5 Experimental Setup

To experimentally validate the outlined LeGo method, we will compare the per-
formance of the three classifiers based on different feature sets CO, CS , and CL.
We refer the reader to the longer version of the paper for a differentiating anal-
ysis of the results regarding the performance of the decomposition approaches,
the impact on the different multi-label measures and the beneficial effect of using
the binary LeGo patterns on efficiency [6].

For the experiments we selected three multi-labeled datasets from different
domains. Statistics on these datasets can be found in Table 1. The column Car-
dinality displays the average number of relevant labels for a data point.

We combine the multi-label decomposition methods mentioned in Section 4
with several base learners: J48 with default settings [14], standard LibSVM [15],
and LibSVM with a grid search on the parameters. In this last approach, mul-
tiple values for the SVM kernel parameters are tried, and the one with the best
3-fold cross-validation accuracy is selected for learning on the training set (as
suggested by [15]). Both SVM methods are run once with the Gaussian Ra-
dial Basis Function as kernel, and once with a linear kernel using the efficient
LibLinear implementation [16]. We will refer to LibSVM with the parameter
grid search as MetaLibSVM, and denote the used kernel by a superscript rbf
or lin.
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Table 1. Datasets used in the experiments, shown with the number of examples (N),
attributes (k), and labels (m), as well as the average number of labels per example

Dataset Domain N k m Cardinality

Emotions Music 593 72 6 1.87
Scene Vision 2407 294 6 1.07
Yeast Biology 2417 103 14 4.24

5.1 Experimental Procedure

All statistics on the classification processes are estimated via a 10-fold cross-
validation. To enable a fair comparison of the LeGo classifier with the other
classifiers, we let the entire learning process consider only the training set for
each fold. This means that we have to run the Local Pattern Discovery and
Pattern Subset Discovery phase separately for each fold.

For every fold on every dataset, we determine the best 10,000 patterns, mea-
suring the exceptionality with ϕweed as described in Section 3.2. The search space
in EMM cannot be explored exhaustively when there are numerical attributes
and a nontrivial quality measure, and both are the case here. Hence we resort
to a beam search strategy, configured with a beam width of w = 10 and a max-
imum search level of 2 (for more details on beam search in EMM, see [5]). We
specifically select a search of modest depth, in order to prevent producing an
abundance of highly similar patterns. We further bound the search by setting
the minimal coverage of a pattern at 10% of the dataset.

For each dataset for each fold, we train classifiers from the three training sets
CO, CS , and CL for each combination of a decomposition approach and base
learner. We randomly select |S| = k patterns (cf. Section 4), i.e. exactly as many
pattern-based features for CS and CL as there are original features in CO.

5.2 Evaluation Measures

We evaluate the effectiveness of the three classifiers for each combination on the
respective test sets for each fold with five measures: Micro-Averaged Precision
and Recall, Subset Accuracy, Ranking Loss, and Average Precision (for details
on computation cf. [11] and [1]). We find these five measures a well balanced
selection from the vast set of multi-label measures, evaluating different aspects of
multi-label predictions such as good ranking performance and correct bipartition.

From a confusion matrix aggregated over all labels and examples, Preci-
sion computes the percentage of predicted labels that are relevant, and Recall
computes the percentage of relevant labels that are predicted. Subset Accuracy
denotes the percentage of perfectly predicted label sets, basically forming a multi-
label version of traditional accuracy. We also computed the following rank-based
loss measures. Ranking Loss returns the number of pairs of labels which are not
correctly ordered, normalized by the total number of pairs. Average Precision
computes the precision at each relevant label in the ranking, and averages these
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Table 2. Average ranks ri of the three classifiers Ci, i ∈ {O, S, L}, with critical differ-
ence CD, over all test configurations, and over all test configurations barring J48

rO rS rL CD

Overall 1.863 2.340 1.797 0.191
Without J48 1.971 2.296 1.733 0.214

percentages over all relevant labels. These two ranking measures are computed
for each example and then averaged over all examples.

All values for all settings are averaged over the folds of the cross-validation.
Thus we obtain 300 test cases (5 evaluation measures × 5 base learners × 4
decomposition approaches × 3 datasets). To draw conclusions from these raw
results, we use the Friedman test with post-hoc Nemenyi test [17].

6 Experimental Results

Table 2 compares the three different representations CO, CS , and CL over the
grand total of 300 test cases in terms of average ranks.1 We see that both CO

and CL perform significantly (α = 5%) better than CS , i.e. the pattern-only
classifier cannot compete with the original features or the combined classifier.
However, when we consider only the LibSVMrbf base learner, we find that the
pattern-only classifier outperforms the classifier trained on original features.

The difference in performance between CO and CL is not significant. Although
the average rank for the LeGo-based classifier is somewhat higher, we cannot
claim that adding local patterns leads to a significant improvement. However,
when splitting out the results for the different base learners, we notice a striking
difference in average ranks between J48 and the rest. When we restrict ourselves
to the results obtained with J48, we find that rO = 1.433, rS = 2.517, and
rL = 2.050, with CD = 0.428. Here, the classifier built from original features
significantly (α = 5%) outperforms the LeGo classifier.

One reason for the performance gap between J48 and the SVM approach
lies in the way these approaches construct their decision boundary. The SVM
approaches draw one hyperplane through the attribute space, whereas J48 con-
structs a decision tree, which corresponds to a decision boundary consisting of
axis-parallel fragments. The patterns the EMM algorithm finds in the Local Pat-
tern Discovery phase are constructed by several conditions on single attributes.
Hence the domain of each pattern has a shape similar to a J48 decision boundary,
unlike a (non-degenerate) SVM decision boundary. Hence, the expected perfor-
mance gain when adding such local patterns to the attribute space is much higher
for the SVM approaches than for the J48 approach.

Because the J48 approach results in such deviating ranks, we investigate the
relative performance of the base learners. We compare their performance on the

1 The results were consistent over all 5 measures with respect to the used feature sets
so we did not further differentiate, cf. also [6].
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Table 3. Average ranks of the base learners, with critical difference CD

Approach MetaLibSVMrbf MetaLibSVMlin LibSVMlin LibSVMrbf J48 CD

Rank 1.489 2.972 3.228 3.417 3.894 0.455

three classifiers CO, CS , and CL, with decomposition methods BR, CC, CLR,
and LP, on the datasets from Table 1, evaluated with the measures introduced in
Section 5.1. The average ranks of the base learners over these 180 test cases can
be found in Table 3; J48 performs significantly worse than all SVM methods.

We have determined that the performance difference between CO and CL is
not significant. In order to see if we can make a weaker statement of signifi-
cance between CO and CL, and having just established that this is the worst-
performing base learner, we repeat our comparison of the classifiers CO, CS , and
CL on the four base learner approaches that perform best: the SVM variants.
The average ranks of the three classifiers on these 240 test cases can be found in
the last row of Table 2. On the SVM methods, the LeGo classifier is significantly
(α = 5%) better than the classifier built from original features.

As stated in Section 2.2, to predict label �i the CC decomposition approach
allows using the predictions made for labels �1, . . . , �i−1. Hence we can view CC
as a feature enriching approach, adding a feature set C. We find that adding
C has an effect on performance similar to adding S, which is amplified when
both are added, particularly for BR. Hence the patterns in S provide additional
information on the label dependencies which is not covered by C. This aspect is
also treated in more detail in the longer version of this paper [6].

7 Conclusions

We have proposed enhancing multi-label classification methods with local pat-
terns in a LeGo setting. These patterns are found through an instance of Ex-
ceptional Model Mining, a generalization of Subgroup Discovery striving to find
subsets of the data with aberrant conditional dependence relations between tar-
get features. Hence each pattern delivered represents a local anomaly in con-
ditional dependence relations between targets. Each pattern corresponds to a
binary feature which we add to the dataset, to improve classifier performance.

Experiments on three datasets show that for multi-label SVM classifiers the
performance of the LeGo approach is significantly better than the traditional
classification performance: investing extra time in running the EMM algorithm
pays off when the resulting patterns are used as constructed features. The J48
classifier does not benefit from the local pattern addition, which can be at-
tributed to the similarity of the local decision boundaries produced by the EMM
algorithm to those produced by the decision tree learner. Hence the expected
performance gain when adding local patterns is lower for J48 than for approaches
that learn different types of decision boundaries, such as SVM approaches.

The Friedman-Nemenyi analysis also shows that the constructed features gen-
erally cannot replace the original features without significant loss in classification
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performance. We find this reasonable, since these features are constructed from
patterns found by a search process that is not at all concerned with the poten-
tial of the patterns for classification, but is focused on exceptionality. In fact,
the pattern set may be highly redundant. Additionally it is likely that the less
exceptional part of the data, which by definition is the majority of the dataset,
is underrepresented by the constructed features.

To the best of our knowledge, this is a first shot at discovering multi-label
patterns and testing their utility for classification in a LeGo setting. Therefore
this work can be extended in various ways. It might be interesting to develop
more efficient techniques without losing performance. One could also explore
other quality measures, such as the plain edit distance measure from [5], or
other search strategies. In particular, optimizing the beam-search in order to
properly balance its levels of exploration and exploitation, could fruitfully pro-
duce a more diverse set of features [18] in the Local Pattern Discovery phase.
Alternatively, pattern diversity could be addressed in the Pattern Subset Selec-
tion phase, ensuring diversity within the subset S rather than enforcing diversity
over the whole pattern set P .

As future work, we would like to expand our evaluation of these methods.
Recently, it has been suggested that for multi-label classification, it is better to
use stratified sampling than random sampling when cross-validating [19]. Also,
experimentation on more datasets seems prudent. In this paper, we have exper-
imented on merely three datasets, selected for having a relatively low number of
labels. As stated in Section 3.2, we have to fit a Bayesian network on the labels
for each subgroup under consideration, which is a computationally expensive op-
eration. The availability of more datasets with not too many labels (say, m < 50)
would allow for more thorough empirical evaluation, especially since it would al-
low us to draw potentially significant conclusions from Friedman and Nemenyi
tests per evaluation measure per base classifier per decomposition scheme. With
three datasets this would be impossible, so we elected to aggregate all these
test cases in one big test. The observed consistent results over all evaluation
measures provide evidence that this aggregation is not completely wrong, but
theoretically this violates the assumption of the tests that all test cases are inde-
pendent. Therefore, the empirically drawn conclusions in this paper should not
be taken as irrefutable proof, but more as evidence contributing to our beliefs.
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Abstract. Discriminative dimensionality reduction aims at a low di-
mensional, usually nonlinear representation of given data such that in-
formation as specified by auxiliary discriminative labeling is presented
as accurately as possible. This paper centers around two open problems
connected to this question: (i) how to evaluate discriminative dimen-
sionality reduction quantitatively? (ii) how to arrive at explicit nonlin-
ear discriminative dimensionality reduction mappings? Based on recent
work for the unsupervised case, we propose an evaluation measure and
an explicit discriminative dimensionality reduction mapping using the
Fisher information.

1 Introduction

The amount of electronic data available today increases rapidly, such that hu-
mans rely on automated tools which allow them to intuitively scan data volumes
for valuable information. Dimensionality reducing data visualization, which dis-
plays high dimensional data in two or three dimensions, constitutes a popular
tool to directly visualize data sets on the computer screen, see e.g. [2,14,19].
Dimensionality reduction is an inherently ill-posed problem, and the result of
a dimensionality reduction tool largely varies depending on the chosen technol-
ogy, the parameters, and partially even random aspects for non-deterministic
algorithms. Often, the reliability and suitability of the obtained visualization for
the task at hand is not clear at all since a dimensionality reduction tool might
focus on irrelevant aspects or noise in the data. Thereby, mathematical objec-
tives of dimensionality reduction techniques which guide the final output of the
algorithms are often unintuitive and not accessible for users outside the field.

Discriminative dimensionality reduction, i.e. the integration of auxiliary in-
formation by an explicit labeling of data can help to partially overcome these
problems: in discriminative dimensionality reduction, the aim is to visualize those
aspects of the data which are particularly relevant for the given class informa-
tion. Thus, the information which is neglected by the dimensionality reduction
method is no longer arbitrary but directly linked to its relevance for the given
classes. Since auxiliary labels or classes are often available and directly inter-
pretable by humans, this offers a natural interface for applicants to shape the
focus of the dimensionality reduction as required by the respective application.
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Several linear supervised projection methods exist, such as Fisher’s linear
discriminant analysis (LDA), partial least squares regression (PLS), informed
projections [4], or global linear transformations of the metric to include aux-
iliary information [8,3]. Modern techniques extend these settings to nonlinear
projections of data. One way is offered by kernelization such as kernel LDA
[16,1]. Alternative approaches incorporate auxiliary information to modify the
cost function of dimensionality reducing data visualization. One such technique
is the supervised multidimensional scaling (SMDS), which optimizes two terms
simultaneously, one being classical MDS cost function and the second depending
on the distances between labels [22]. Thus, being a globally linear mapping, it
modifies the local structure to ensure class separation. The approaches intro-
duced in [10,17] can both be understood as extensions of stochastic neighbor
embedding (SNE), the latter minimizing the deviation of the data distributions
in the original data space and projection space. Parametric embedding (PE)
substitutes these distributions by conditional probabilities of classes, given a
data point, this way mapping both, data points and class centers at the same
time. Multiple relational embedding (MRE) incorporates several dissimilarity
structures in the data space. Colored maximum variance unfolding (MVU) in-
corporates auxiliary information into MVU by substituting the raw data by the
combination of the data and the covariance matrix induced by the given auxiliary
information. Interesting locally linear, globally linear dimensionality reduction
approaches based on prototype based techniques have recently been proposed in
[2]. In [5], an ad hoc adaptation of the metric is used which also takes given class
labeling into account. Many of these techniques are somewhat ad hoc, and they
depend on critical parameters such as e.g the used kernel. Further, only few of
these approaches provide an explicit dimensionality reduction mapping.

A principled way to extend dimensionality reducing data visualization to aux-
iliary information is offered by an adaptation of the underlying metric according
to information theoretic principles. The principle of learning metrics has first
been introduced in [11,18]. Here, the standard Riemannian metric is substituted
by a form which measures the information of the data for the given classification
task. The Fisher information matrix induces the local structure of this metric
and it can be expanded globally in terms of path integrals. This metric is in-
tegrated into the self-organizing map (SOM), multidimensional scaling (MDS),
and a recent information theoretic model for data visualization [11,18,21]. A
drawback of the proposed method is its high computational complexity and its
restriction to the given data only.

In this contribution, we propose to learn an explicit mapping of the data space
to the low-dimensional projection space which takes the given class information
into account in terms of the Fisher information. Thereby, we rely on recent
extensions of the powerful unsupervised visualization technique t-distributed
SNE (t-SNE) to kernel mappings [19,7,6]. Since the resulting technique, Fisher
kernel t-SNE, can be trained on a subset of all data only, it scales well to large
or streaming data sets by means of an out-of-sample extension using the explicit
embedding function.
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The principled approach to focus on the Fisher information opens another
perspective to design and evaluate discriminative dimensionality reduction. So
far, it has not yet been clear how to quantitatively evaluate discriminative di-
mensionality reduction. In the literature, evaluation often relies on human visual
inspection only as reported e.g. in [20]. The virtually single quantitative mea-
sure used so far in applications relies on an evaluation of the classification error
of the data in low dimensions, as measured e.g. by a simple k-nearest neighbor
technique in the projection space [21]. Albeit this can give some hint in how far
priorly known semantically meaningful clusters are preserved while projecting,
this technique cannot evaluate in how far relevant topological structures of the
original data are preserved. Indeed, the evaluation technique would rank those
methods as best which achieve the highest classification accuracy e.g. by simply
mapping the data to simple points corresponding to their labels. This way, rele-
vant structure such as multi-modality or overlap of classes would be disrupted,
such that the usefulness of the classification error as evaluation measure for dis-
criminative dimensionality reduction is questionable. Here, we argue that recent
quantitative evaluation measures for unsupervised dimensionality reduction as
introduced in [13] can be transferred to discriminative dimensionality reduction
by means of the Fisher information, displaying intuitive results in typical cases.

Now, we first shortly recall the Fisher information and a way of its estimation.
Then we address quantitative evaluation measures for dimensionality reduction
and show in illustrative cases that this evaluation measure in combination with
the Fisher information provides intuitive results for the evaluation of discrim-
inative dimensionality reduction. Afterwards, we provide an extension of the
popular dimensionality reduction method t-SNE to give an explicit discrimi-
native dimensionality reduction mapping of the data: Fisher kernel t-SNE. We
demonstrate the approach and its generalization ability on benchmark examples.

2 The Fisher Metric

The Fisher information is a way of measuring the information of an observable
variable for an unknown parameter. In our case, observables are given by the data
in high dimensional space, the additional parameter is given by the auxiliary class
labeling. The explicit class labeling should be used to specify which information
of the data is relevant and, consequently, should be displayed in dimensionality
reduction techniques. Interestingly, the Fisher information can serve as a uni-
versal bound for any unbiased estimator of the parameter, as specified by the
Cramér-Rao bound. The Fisher distance is a Riemannian metric based on the
local Fisher information in which the labeling information is used to emphasize
the directions of the manifold according to the class distribution. It has been
proposed e.g. in [11,18] as a technique to enhance visualization techniques such
as the SOM or MDS to learning metrics induced by auxiliary information.

We assume data x are sampled leading to points xi. These are equipped with
auxiliary class information ci which are instances of a finite number of possible
classes c. The data manifold is equipped with a Riemannian metric which takes
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this class labeling into account. For this purpose, the tangent space at position
xi is equipped with the quadratic form

d1(xi,xi + dx) = (dx)TJ(xi)(dx).

Here J(x) denotes the Fisher information matrix

J(x) = Ep(c|x)

{(
∂

∂x
log p(c|x)

)(
∂

∂x
log p(c|x)

)T
}
.

to quantify the information contained in the data which is relevant for the given
labeling. As usual, a Riemannian metric on the data manifold is induced by
minimum path integrals using these quadratic forms locally.

For practical applications, the Fisher information has to be estimated based
on given data. In this work we estimate conditional probabilities p(c|x) from the
data (xi, ci) using the Parzen nonparametric estimator

p̂(c|x) =
∑

i δc=ci exp(−‖x− xi‖2/2σ2)∑
j exp(−‖x− xj‖2/2σ2)

.

The Fisher information matrix becomes

J(x) =
1

σ4
Ep̂(c|x)

{
b(x, c)b(x, c)T

}
where

b(x, c) = Eξ(i|x,c){xi} − Eξ(i|x){xi}

ξ(i|x, c) = δc,ci exp(−‖x− xi‖2/2σ2)∑
j δc,cj exp(−‖x− xj‖2/2σ2)

ξ(i|x) = exp(−‖x− xi‖2/2σ2)∑
j exp(−‖x− xj‖2/2σ2)

.

Here, the operator E denotes the empirical expectation, i.e. weighted sums with
weights depicted in the subscripts. If large data sets or out-of-sample extensions
are dealt with, we will use a subset of the data only for the estimation of the
Fisher matrix, i.e. the sums run over a fixed subset of labeled data (xi, ci).

In addition, path integrals have to be approximated in practical computations.
Different ways to approximate these values have already been discussed in [18].
Since local information is most relevant in our applications, we can rely on the
approximation of the Fisher distance by T -point distances as proposed in [18].
That means, we sample T equidistant points on the line from xi to xj and we
approximate the Riemannian distance on the manifold by the term

dT (xi,xj) =

T∑
t=1

d1

(
xi +

t− 1

T
(xj − xi),xi +

t

T
(xj − xi)

)
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where d1(xi,xj) is the standard distance as evaluated in the tangent space of xi.
Locally, this approximation gives good results such that a faithful dimensionality
reduction of data can be based thereon.

This Fisher distance or its approximation, respectively, specifies the topology
of the data space measured according to its relevance for the specified class
labeling. It can now be integrated into dimensionality reduction techniques to
extend the latter to discriminative variants, as proposed e.g. in [18] for SOM
and MDS.

3 Evaluation of Discriminative Dimensionality Reduction

One crucial aspect of machine learning tools is how to evaluate the obtained re-
sults. Dimensionality reduction and data visualization being inherently ill-posed,
evaluation measures eventually depend on the context at hand. Nevertheless,
quantitative evaluation methods are necessary to automatically compare and
evaluate dimensionality reducing data visualization on a large scale. Interest-
ingly, as reported in [20], a high percentage of publications on data visualization
evaluates results in terms of visual impression only – about 40% out of 69 papers
referenced in [20] did not use any quantitative evaluation criterion. In the last
years, a few formal mathematical evaluation measures of dimensionality reduc-
tion have been proposed in the literature. In this contribution, we will use the
co-ranking framework proposed in [13,15] as a highly flexible and generic tool to
evaluate the preservation of pairwise relationships when projecting data to low
dimensions, which is accepted as a standard evaluation measure for unsupervised
dimensionality reduction.

Assume points xi are mapped to projections yi using some dimensionality
reduction technique. The co-ranking framework essentially evaluates, in how far
neighborhoods in the original space and the projection space correspond to each
other. Let δij be the Euclidean distance of xi and yi and dij be the Euclidean
distance of yi and yj . The rank of xj with respect to xi is given by ρij = {k|δik <
δij or (δik = δij and k < j)}|. Analogously, the rank of rij for the projections
can be defined based on dij . The co-ranking matrix Q [13] is defined by Qkl =
|{(i, j) | ρij = k and rij = l}|. Errors of a dimensionality reduction correspond
to rank errors, i.e. off-diagonal entries in this matrix. Usually, the focus of a
dimensionality reduction is on the preservation of local relationships. Therefore,
small rank errors corresponding to neighborhood preservation for small ranks
are considered. In [13], an intuitive sum has been proposed, the Quality

QNX(K) =
1

KN

K∑
k=1

K∑
l=1

Qkl.

where N denotes the number of points. This summarizes all ‘benevolent’ points
which change their rank only within a fixed neighborhoodK. To display the qual-
ity, usually the quality curve is plotted for a range K > 1. A good visualization
results corresponds to a curve with high values QNX(K) for small neighborhood
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sizes K, i.e. a locally faithful preservation of ranks while projecting the data.
Interestingly, this framework can be linked to an information theoretic point of
view as specified in [21] and it subsumes several previous evaluation criteria [13].

Note that an evaluation of the coranking matrix is quite costly for large data
sets. Therefore, a sampling strategy has recently been proposed and tested in
[7]: The quality curve is repeatedly evaluated for a random subsample only, and
the results are averaged. The resulting curve (if rescaled to the original range of
1 ≤ K ≤ N) can be considered as good approximation of the original one.

In discriminative dimensionality reduction, data are accompanied by an ex-
plicit class labeling. An evaluation of a dimensionality reduction technique by
means of the quality QNX(K) does not take these labels into account, i.e. loss of
information in terms of rank errors is considered as error regardless of whether
this information has an influence on the label or not. Typically, supervised di-
mensionality reduction techniques are currently either evaluated only by visual
inspection, or they are evaluated by referring to the classification error of the
data in the projection space. In this way, it can be tested in how far the pro-
jections are conform with the labeling. Typically, the error of simple classifiers
such as k-nearest neighbor classifiers in the low dimensional projection space is
measured for this purpose, see e.g. [21]. Naturally, this evaluation is meaningful
only if all aspects relevant for visualization are contained in the class labels itself,
and dimensionality reduction is basically turned into a supervised classification
problem: Indeed, a visualization is considered as optimum if data are mapped di-
rectly to their labels in this context, neglecting all other topological information
such as e.g. overlapping classes or multimodal classes.

Therefore, we propose to integrate the Fisher metric into this framework. Ob-
viously, it is directly possible to compute QNX based on the distance dT in the
original space instead of the standard Euclidean distance. This way, the quality
measures in how far rankings as induced by the information which is relevant
for the given labeling are preserved when projecting the data to low dimension-
ality. This evaluation measure, which we refer to as QFisher−NX, thus combines
both aspects: is the original topology of the data preserved to a sufficient extent,
and, if not, is the information which is marked as relevant by the label informa-
tion preserved. In particular, information such as overlap of given classes and
multimodality is preserved by this evaluation measure.

Fig. 1. Toy data used as a demonstration of the behavior of the quality evaluation
based on the Fisher distance
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(a) MDS on Fisher distance (b) resolve cluster overlap (c) single modes
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(d) evaluation of MDS
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(e) evaluation overlap
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(f) evaluation single modes

Fig. 2. ‘Projection’ of data using the Fisher metric and its evaluation

We demonstrate this claim in an intuitive example, see Fig. 1. Two-dimen-
sional data contained in three classes with two modes each are considered. We
evaluate three mappings using QNX and QFisher−NX. These are mapped to two
dimensions using classical multidimensional scaling where the distance of the
original data is given by the Fisher metric, see 2a. In consequence, a distortion
of the classes takes place such that multimodality, cluster separation, and cluster
overlap are preserved, but cluster widths are shrinked locally in the direction
which is not relevant for the class label. Based on this MDS projection, we
replace some of the modes by hand such that the overlap of two clusters is
resolved (see 2b), or data of every class are mapped to one mode only (see 2c. We
evaluate all settings using QNX and QFisher−NX. Note that a value close to 1 for
a given neighborhood K corresponds to the fact that the corresponding measure
regards neighborhoods of sizeK as perfectly preserved by the projection method.
Unlike QNX, the measure QFisher−NX accepts distortions of the data which do
not affect the labeling information (see 2d). Still, it takes care that topological
distortions of the projection are counted as error if they do affect the relationship
of data and labels, such as a change of the number of modes of a class (see 2f)
or a display of originally overlapping classes as non overlapping (see 2e). Both
changes lead to a decrease of the measureQFisher−NX as well as the originalQNX.
Note that, for both settings, the classification accuracy of the projection would
be increased, i.e. an evaluation of the discriminative projection by means of the
classification error only is not capable of detecting these topological distortions.
Hence QFisher−NX seems a good way to quantitatively evaluate discriminative
dimensionality reduction results.
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4 Discriminative Kernel t-SNE

The t-distributed stochastic neighbor embedding (t-SNE) has been proposed in
[19] as a highly flexible dimensionality reduction technique. It preserves prob-
abilities as induced by pairwise distances in the data and projection space.
Data points xi in the original space induce pairwise probabilities pij = (p(i|j) +
p(j|i))/(2N) where N is the number of data points and

pj|i :=
exp(−‖xi − xj‖2/2σ2

i )∑
k �=i exp(−‖xi − xk‖2/2σ2

i )
.

The bandwidth parameter is set locally such that the effective number of neigh-
bors corresponds to a reasonable fraction of the data set. Projections yi induce
pairwise probabilities

qij :=
(1 + ‖yi − yj‖2)−1∑
k �=l(1 + ‖yk − yl‖2)−1

.

t-SNE aims at finding projections yi such that the difference of these proba-
bilities as measured by the Kullback-Leibler divergence is minimized, using a
gradient technique [19]. Obviously, this technique does not provide an explicit
mapping x → y = y(x). Hence, when dealing with novel data points, a new
optimization problem has to be solved. Another problem of t-SNE is given by its
computational costs which are quadratic. Therefore, the technique can hardly
be applied to large data sets.

Therefore, it has been proposed to extend t-SNE to an explicit kernel mapping,
kernel-t-SNE, in [7]. This mapping is characterized by the function:

x �→ y(x) =
∑
j

αj ·
k(x,xj)∑
l k(x,xl)

with parameters αj ∈ Rd. The points xj are taken from a fixed sample of data
points used to train the mapping. k is an appropriate kernel function such as the
Gaussian kernel, which we will use in the following. The parameters αj of the
mapping have to be determined based on a given training sample xi of points.
In [7], different techniques have been tested, a very simple one usually leading
to competitive results, which we will use in the following: First, the sample
points xi are mapped to projections yi by means of standard t-SNE. Then,
mapping parameters αj are determined to minimize the sum squared error of
these projections yi and the function values y(xi). An explicit solution of the
matrix A of parameters αj can be obtained as

A = K−1Y,

where K is the normalized Gram matrix with entries k(xi,xj)/
∑

j k(xi,xj). Y

denotes the matrix of projections yi, and K−1 refers to the pseudo-inverse.
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It has been demonstrated in [7,6] that this technique offers a possibility which
extends the excellent behavior of t-SNE from a small training set to the full data
space, thereby usually displaying very good generalization ability. A problem
occurs, however, if regularities of the data such as e.g. clusters are not yet clearly
pronounced if the data are represented by a small subset only. In these cases,
t-SNE does not show the characteristics of the data if trained for a small subset
only. Here auxiliary information by explicit class labeling can help to provide
this missing information without the necessity to use a larger training set for
the dimensionality reduction mapping kernel-t-SNE.

Note that it is possible to extend kernel-t-SNE mapping to a discriminative
dimensionality reduction mapping by referring to the Fisher distance, provided
the kernel k(x,xj) is of the form k(x,xj) = f(d(x,xj)) with Euclidean distance d
such as the Gaussian kernel. Then, we can substitute d by the Fisher distance or
its approximation dT , respectively, using an estimation of the Fisher information
J(x) based on a finite training sample xi. This directly leads to a parameterized
dimensionality reduction mapping where the given class labels are taken into
account. Note that we only need class labels for the given training set since
the Fisher information J(x) can be evaluated based on the distances of x to the
training set only. As before, we use an initial training set to train the parameters
αj of discriminative kernel-t-SNE, whereby the training set is obtained mapping
the training points xi to low dimensional data points based on their Fisher
information.

Thus, to visualize N data points, we first sample m points, where typically
m � N , and compute the Fisher distances between them. These distances are
then used to obtain an explicit mapping via kernel-t-SNE, which in turn allows
to map the remaining points. In doing so, we additionally need to compute the
Fisher distances between the m training points and the N −m new points. The
described procedure leads to a complexity of O(m3+mN), which is an improve-
ment in comparison to the complexity O(N2) of t-SNE, as well as a reduction
in needed computations of the expensive Fisher distances, again O(N2).

5 Experiments

For the experiments we use two data sets, both representing ten handwritten
digits. The USPS data set, which consists of 11.000 points with 256 dimensions
[9] and the MNIST data set, which consists of 60,000 points with 768 dimensions
[12]. Each data set is projected to 30 dimensions using PCA. For training and
the representation of the kernel mapping we take 10% and 2% of the data for
USPS and MNIST respectively. The remaining data is treated as the test set. For
the estimation of the Fisher information 1% of the data are used for both data
sets. Quality evaluation is done by repeated sampling over 100 points as detailed
above. We compare kernel t-SNE, discriminative kernel t-SNE and supervised
MDS [22]. Due to the limitation of the available code 1 to only two classes, we
restrict the setting to digits 5 and 8 for SMDS.

1 cran.r-project.org, package superMDS

cran.r-project.org
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(a) t-SNE for the training
set

(b) discriminative t-SNE for
the training set

(c) supervised MDS for the
training set

(d) kernel t-SNE mapping
for the test set

(e) discriminative kernel t-
SNE mapping for test set

(f) supervised MDS for the
test set

Fig. 3. Comparison of the visualization of USPS for kernel t-SNE, discriminative kernel
t-SNE and supervised MDS on the test and training sets
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Fig. 4. Comparison of the visualization of MNIST for kernel t-SNE, discriminative
kernel t-SNE and supervised MDS on the test and training sets
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Fig. 5. Quality evaluation of the USPS map using the (Fisher-)quality measure
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Fig. 6. Quality evaluation of the MNIST map using the (Fisher-)quality measure

The visualizations of USPS and MNIST are shown in Fig. 3 and Fig. 4 re-
spectively, with the corresponding qualities depicted in Fig. 5 and Fig. 6.

Unlike SMDS, both, kernel t-SNE and discriminative kernel t-SNE display a
good generalization towards novel data, as can be observed when inspecting the
visualizations or quality measures of the training and test sets. This is probably
because SMDS is lacking of an explicit mapping function and needs to opti-
mize a cost function for the new data points. Furthermore, while the cluster
structure is not yet apparent for kernel t-SNE due to the small fraction of data
used for training, it is clearly visible for discriminative kernel t-SNE due to the
additional explicit label information. This difference becomes clearly apparent
when inspecting the Fisher quality. Similarly, SMDS is able to utilize the auxil-
iary information to produce an improved mapping, although on a different scale.
Considering the Fisher quality, discriminative kernel t-SNE preserves the local
structure, whereas SMDS preserves the global structure. This is because t-SNE
takes into account the local neighborhoods, but ignores the global relations. On
contrary, SMDS is a combination of a linear mapping, which retains the global
structure, and a mapping, which separates the classes, thus tearing apart the
local neighborhoods.
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6 Discussion

We have addressed the topic of discriminative data visualization as a technique to
intuitively solve ambiguities of the ill-posed problem of dimensionality reduction
by auxiliary information. Based on the Fisher information, we have proposed a
formal evaluation measure to evaluate discriminative dimensionality reduction
and we have demonstrated that this measure offers an evaluation which focuses
on topographic characteristics of the data as concern the labeling rather than
a simple classification error only. In addition, we have proposed a framework of
how popular t-SNE can be extended to a discriminative dimensionality reduction
mapping which provides good results when trained on a small subset of the
given data only. The obtained results also display the perspective to speed up
visualization techniques based on explicit mapping functions. Methods such as
t-SNE possess squared complexity such that they are not suitable for the display
of large data sets. Thus, an explicit mapping offers the possibility to train the
mapping on a small subsample only, providing extensions to the full data set
by means of the mapping function. However, depending on the situation it can
happen that a small subset of the data does not contain enough information to
infer a good t-SNE mapping e.g. because cluster structures are not yet clearly
visible in this subset only. We have demonstrated the potential of auxiliary
information in form of class labels to enhance the generalization ability in such
settings.

Funding. This work has been supported by the German Research Foundation
(DFG) under grant number HA2719/7-1 and by the Cluster of Excellence 277
Cognitive Interaction Technology funded in the framework of the German Ex-
cellence Initiative.
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Abstract. In this paper we study the deviation of bus trip duration
and its causes. Deviations are obtained by comparing scheduled times
against actual trip duration and are either delays or early arrivals. We
use distribution rules, a kind of association rules that may have contin-
uous distributions on the consequent. Distribution rules allow the sys-
tematic identification of particular conditions, which we call contexts,
under which the distribution of trip time deviations differs significantly
from the overall deviation distribution. After identifying specific causes
of delay the bus company operational managers can make adjustments
to the timetables increasing punctuality without disrupting the service.

Keywords: Bus trip duration deviations, distribution rules.

1 Introduction

In the last two/three decades, passenger transport companies have made impor-
tant investments in information systems, such as Automatic Vehicle Location
(AVL), automatic passenger counting, automated ticketing and payment, multi-
modal traveler information systems, operational planning and control software
and data warehouse technology, among others. As a consequence of this effort in
Advanced Public Transportation Systems, passenger transport companies have
been able to collect massive amounts of data. However, as in other areas of activ-
ity, the data collected are not being used as much as they could be in supporting
public transport companies to accomplish their mission, despite the potential of
both data and existing knowledge.

The planning of public transport companies is a complex task. It has as major
goal: the achievement of the adequate offer of trips using the resources at a
minimal cost. The two main resources are drivers and buses. The uncertainty of
trip duration [14] must be taken into account in the definition of schedules, in
order to obtain an adequate offer of trips at minimal costs. The problem is that
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it is not known how much uncertainty should be assumed because it is difficult
to evaluate the trade-off between the operational costs (due to the amount of
resources used) and client satisfaction. Additionally, the metrics used to measure
client satisfaction vary according to the type of routes. For example, in highly
frequent urban routes with a five minutes headway (where headway is the time
gap between two consecutive vehicles) client satisfaction assessment is based on
the stability of the headway. On low frequent suburban routes (e.g. 60 minutes
headway) a metric based on the deviation from departure time is preferred.

In this paper we present a study on how to take advantage of stored AVL
data in order to promote adjustments to existing timetables. For that we use the
data mining technique of distribution rules [9]. We intend to detect systematic
deviations between the actual and the scheduled trip duration and identify the
causes of such deviations. Such tool can be integrated in a decision support tool
for timetable adjustments [13].

We start by describing distribution rules, the data mining technique that we
use to study trip duration deviation. We then present the datasets used and
their preparation. Next, we provide details and results of the data mining step.
Results are discussed both from a data mining and an operational point of view.

2 Distribution Rules

Distribution rules (DR) [9] are constructs similar to association rules (AR), but
having a distribution of an attribute of interest A on the consequent. Whereas the
antecedent of a DR is similar to the one of an AR, its consequent is a distribution
of A under the conditions stated in the antecedent. In the DR setting, all the
antecedents Ant which correspond to an interesting distribution DA|Ant (read as
“the distribution of A given Ant”) are found. In this case, interesting means that
the distribution of A under Ant is significantly different from the distribution of
A without any constraints (a priori).

Definition 1. A distribution rule (DR) is a rule of the form Ant → A =
DA|Ant, where Ant is a set of items as in a classical association rule, A is a
property of interest (the target attribute), and DA|Ant is an empirical distribu-
tion of A for the cases where Ant is observed. This attribute A can be numerical
or categorical. DA|Ant is a set of pairs Aj/freq(Aj) where Aj is one particular
value of A occurring in the sample and freq(Aj) is the frequency of Aj for the
cases where Ant is observed.

In Figure 1 we can see one distribution rule derived from “Auto MPG”, a data
set with descriptions of cars where the property of interest (P.O.I.) is their fuel
consumption in miles per galon (MPG) [6]. The antecedent is shown above the
chart. The darker curve shows the density of MPG|Ant, the grey curve shows
the density of MPG overall. We can also see some measures characterizing the
rule: KS-interest, a measure of interest of the rule given by 1 − pKS , where
pKS is the p-value of the Kolmogorov Smirnov test; the support (Sup) of the
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Fig. 1. Distribution rule for the “Auto MPG” data set

antecedent; the mean of MPG|Ant and its standard deviation. The represented
densities are estimated using kernel density estimation [8].

Given a dataset, the task of distribution rule discovery consists in finding
all the DR Ant → A = DA|Ant, where Ant has a support above a determined
minimum σmin and DA|Ant is statistically significantly different (w.r.t. a pre-
defined level of significance) from the default distribution DA|∅. The default
distribution is the one obtained with all the values of A for the whole dataset or
a distribution obtained from a holdout data set. To compare the distributions
we use Kolmogorov-Smirnov (KS) [4], a statistical goodness of fit test. The value
of the KS statistic is calculated by maximizing |Fs(x)−F (x)|, where F (x) is the
empirical cumulative distribution function for the whole domain of A and Fs(x)
is the cumulative distribution function for the cases covered by Ant.

3 Trip Time Deviation

The ultimate aim of this work is to improve the quality of urban bus service.
One important aspect is adjusting schedules to operational conditions and vice
versa. For that, we need to know what are the factors, or combination of factors,
that are associated with deviations in trip duration. That can be done using
descriptive data mining techniques [7]. The extracted patterns can then be used
to help operational managers taking measures. In this paper we use the case of
urban line 205 of STCP, the main Oporto bus operator.

Our property of interest is “trip duration deviation”, named Deviation in this
paper. This is defined as the difference, in seconds, between the time the bus
actually takes from departure point to destination and the published scheduled
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duration. Its a priori distribution corresponds to the whole population. Our
operational problem of finding relevant factors of deviation will be translated,
as a data mining problem, into discovering contexts that are associated with
statistically significant changes in the distribution of the variable Deviation.
Below, we formally define the notion of context.

Definition 2. A context is a combination of conditions that can be observed at
a given moment and influences operation. In logical terms, and in this work, a
context is a conjunction of logical literals Cond1 ∧ . . . ∧ Condn.

The descriptive data mining technique of distribution rule discovery presented
in section 2 is able to find relevant contexts, given one property of interest. This
discovery problem is also related to the problem of subgroup discovery [10][11].
What we do is: given a dataset with the description of trips (operational condi-
tions and deviation), we obtain all interesting distribution rules. Each rule covers
a subgroup of trips and associates one particular context with one particular dis-
tribution of the variable Deviation which is sufficiently different from its a priori
distribution. To discover the rules we use the program Caren [1].

4 Data Preparation

From the data collected by the company, we analyse two different periods. The
first period spans from January to September 2007 (dataset1 with 14169 records)
and the second from November 2007 to March 2008 (dataset2 with 9203 records).
The attributes of the datasets are described in Table 1. Each dataset line de-
scribes one bus trip from departure to destination. Along with static descriptors
we have the actual time taken in that journey. From the published schedule
we obtain the scheduled duration. The difference between actual duration and
scheduled duration gives us the deviation.

We start by analyzing trip duration. The two boxplots in Figure 2 show that
we have a very high number of outliers corresponding to extreme durations,
mostly for the first period. However, our experience indicates that most of these
outliers are caused by operational errors. In particular, bus drivers must press
a button at the end of each trip so that arrival time is recorded. However, this
operation may fail for different reasons. As a consequence, the recorded arrival
time will be the next arrival time (or the one after that) which multiplies trip
duration. Simple observation suggests a cut above 6000, for dataset1, and a
cut above 5000 for dataset2. With this data cleaning operation we reduce the
possibility of artificial deviations.

The attribute StartTime, originally in seconds elapsed on that day, has been
discretized to 24 values ({0, 1, . . . , 23}, where the value of k represents the in-
terval between hour k and k+ 1. This hourly discretization aims to capture the
effects of different times of the day on trip time deviation.
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Table 1. Attributes of the datasets, including derived attributes

Attribute Description

Date Date of trip
DepartureS Departure time (in seconds)
Departure Departure time discretized in 24 values (by hour)
Model Vehicle model
Driver Driver number. Zero means driver shift
DayOfYear 1st January is 1, 1st Feb is 32, etc.
WeekDay From Monday to Sunday
DayType Normal days, holidays, etc.
Duration Duration of trip in seconds
SchDeparture Scheduled time of departure
SchArrival Scheduled time of arrival
SchDuration Scheduled trip duration (seconds)
Deviation Duration-SchDuration (seconds)

5 Discovering Interesting Contexts

We now look at the variable Deviation and use distribution rules to see how its
distribution varies with the context. Our aim is to find combinations of condi-
tions (contexts) that are associated with tendencies for positive and negative
deviations, respectively delays and early arrivals.

From dataset1, using a level of significance of 0.05 on the Kolmogorov-Smirnov
test and a minimum support of 2%, we obtained 30 rules. To avoid the genera-
tion of redundant rules we have also used a statistical significance filter. A rule
Antl → Dl is added to the set of discovered rules only if there is no immediately
simpler rule Ants → Ds, such that Ants has exactly one item less than Antl
and the distributions Dl and Ds are not significantly different. This latter test is
performed using the same level of significance used for rule generation. We will
examine some of the rules in more detail. We will use dataset2 to check the find-
ings in dataset1. From dataset2, under the same conditions, we have obtained
25 rules.

5.1 Delays

In Fig. 3 we can see four of the top rules wrt positive deviation from dataset1.
Positive deviation is associated with situations of frequent delays.

An emergent context is departure time between 2 and 3 P.M (Departure=14).
Other contexts involving departure time around and immediately after lunch
time also appear. This is an interesting information which implies that perhaps
more care should be taken on that period, either by changing behavior (in order
to observe defined schedules) or by adjusting schedules to operational conditions.
The second rule shown indicates that a top cause of delay is the combination of
driver’s shifting (Driver=0 indicates change of driver) with the use of a particular
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Fig. 3. Four top distribution rules for dataset1. The lighter line represents the a priori
distribution of Deviation. The darker line represents the distribution in the context
described by the condition or conditions above the box.

model of articulated vehicles. This draws the attention for the possibility of
inefficiency in the process of transferring one vehicle from one driver to another.
On the other hand, articulated vehicles may have difficulties in complying to the
schedule. This may be caused by difficult manouvres in face of abusive street
parking or narrow streets. The third context shown is Saturdays with another
model of articulated vehicles. The fact that Saturdays are associated with delays
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must also be studied by operational management. We can see that in these three
contexts the distribution of trip duration deviation is clearly shifted to the right,
with means over 300 seconds (5 minutes). Another interesting context for positive
deviation is related to departure time between 8 and 9 A.M. These top rules cover
from 3% to 7.6% of the trips.

The rules obtained from dataset2 confirm the importance of departure time.
Early afternoon hours have a tendency for positive deviations. These are top
rules here too. Driver change is also a cause for delay. The association between
articulated vehicles and positive deviations is not observed. However, there is an
association between the non-articulated model “MAN-3s” and negative devia-
tions. A simple explanation for not having the model “MAN-art” as an inter-
esting context here is that in this case this model represents more than 90% of
the vehicles, whereas in dataset1 it is about 56%. Thus, the context “MAN-art”
does not have a significantly different distribution of the whole set of trips.

5.2 Early Arrivals

From the same set of rules (dataset1) we obtain contexts that are related to
negative deviations, in particular deviation distributions that are to the left of
the a priori distribution (Fig. 4). Negative deviation is associated with early
arrivals. In this case we observe that buses leaving after 7 P.M and before 8 tend
to arrive earlier than in general. Moreover, there is a large majority of cases
when these buses arrive before scheduled time. This is clear by observing the
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Fig. 4. Four top distribution rules with negative deviation for dataset1



146 A.M. Jorge et al.

resulting distribution for that context. Buses leaving beween 5 and 7 P.M. also
have this tendency, but not as much. The use of vehicle model “Man-3s” is also
associated with decreased delays. It is interesting to observe this association with
this particular model, which is not articulated.

Another interesting context is related to departure time between 10 and 11
P.M. In this case there is a very good behavior with a high concentration around
scheduled times (not shown in the Figure), i.e., practically no deviation is ob-
served. This concentration effect is not surprising for this time of the day. The
same behavior would also be expected for Sundays and holidays. Instead, how-
ever, Sundays appear as a day of many early arrivals, which can be very incon-
venient for passengers. Similarly to Sundays, holidays have a large tendency for
early arrivals. In fact, we can observe that early arrivals are also a tendency for
departure between 8 and 9 P.M. but not for departures after 9 P.M.

With the rules obtained from dataset2 we confirm that early arrivals are
associated with the early evening period (starting at 5 P.M. but mostly between
7 and 9 P.M.). As we have said above we can associate a non-articulated model
with a lower tendency to delay. Regarding days of week and type of day, we also
have Sunday as an interesting context.

6 Discussion

The use of distribution rules shows some advantages with respect to simple
regression. With DRs we are able to find interesting contexts, or subgroups of
trips, and look at the distribution of values instead of only having one or two pa-
rameters (typically mean and standard deviation). The discovery strategy based
on the Kolmogorov-Smirnov test does actually look for interesting distributions.
These may be shifted to the right, indicating a delay tendency, shifted to the left,
indicating an early arrival tendency. By visually observing the discovered inter-
esting distributions, we find particular situations of interest, as it was the case
of Sundays and departures after 10 P.M. Moreover, we can distinguish between
these two contexts which would, at a first sight, be similar. This exploratory
visual inspection of relevant contexts provides the operational manager with
hints for service improvement. The information thus obtained can be used to
ameliorate the schedules. Next, we discuss some situations based on the results
presented in Fig. 3 and 4.

In low frequency routes the planning should encourage timely departure times.
For this type of routes, slack times (the time gap between the end of one trip
and the beginning of the next for the same vehicle) should be used in order
to accommodate trip time variation. The amount of variance assumed by the
schedule should be a given percentage of the sample trip time distribution given
by DR. It defines the trade-off between operational costs and client satisfaction.
This choice is done by the planner. We use the right bottom plot of Fig. 4 to
exemplify. The headway of this route on Sundays goes from 20 to 30 minutes
(low frequency). We observe that a meaningful percentage of the trips have
deviations lower than 0. This means that there is a high probability that the
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bus will pass, at least in the last stops of the route, before the scheduled passing
time. Considering the low frequency of this route on Sundays, this may imply
that some clients lose the bus causing dissatisfaction. It would be advisable to
reduce the scheduled trip time in this case or to communicate with drivers.

Situations like the one presented in the right bottom plot of Fig. 3 should be
analyzed according to the slack time used. That is, if the slack time does not
cover the majority of cases where the trip exceeded the scheduled trip duration,
the slack time should be increased. On the other hand, if the planned slack time
covers all the cases, it could be reduced in order to avoid waste of resources.
Alternatively, bus driver scheduling could be optimized by including shifts at
the end of trips that are expected to have higher slacks, in order to maximize
driving time. The amount of delays covered by the slack time is, once more,
something that must be defined by the planner.

There are other situations that should also be taken into account, such as
the identification of problems with a particular vehicle model that should be
considered during vehicle rostering; or measures to reduce delays due to the
occurrence of driver’s shifting during the trip.

6.1 Using DR to Determine Slack Time

The obtained distribution rules can be used to adjust slack times (ST ) in order
to optimize resources. Given a context Con we find the rule Ant → D whose
conditions best apply to it. Then, we can determine the minimal duration tmin

of ST that fails to cover at most a given percentage puncov of the trips. In this
case, covering means that the slack time is sufficient to avoid delay. The value of
tmin is the solution of the equation below, where fdCtxt is the density function
given by the DR which applies to the context Ctxt.

t such as puncov =

∫ t

−∞
fdCtxtdx (1)

If the value of tmin is negative then there is space to reduce trip time for the
particular context considered. The rule that applies to a context is the one with
the largest antecedent made true by the context. Ties are resolved by preferring
rules with higher support.

6.2 Related Work

This paper discusses a tool that can be used to: (1) detect deviations between
actual and scheduled trip duration and its causes; (2) support the definition of
scheduled trip durations, slack times or frequencies.

As far as we know, the only existing study that addresses the first objective
[5] uses classification based on association [12]. The authors discretize deviation
into four classes. All discovered association rules have discretized deviation as
consequent. This approach does not give useful information in order to address
the second objective, as DR do (as described in Sect. 5).
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Other works address only the second objective [3,15]. Using an economic per-
spective, [3] defines as objective function, the cost expressed in terms of scheduled
trip durations, lateness and earliness unit costs. Using this approach it is possi-
ble to define the optimal scheduled trip durations and slack times (time between
trips) for given ratios between the unit cost of scheduled trip durations and both
the lateness and earliness unit costs. Another contribution of this work is the in-
clusion in the model of the effect of relaxation when the slack time is larger. I.e.,
it is known that when the schedule is tight, the actual trip duration is shorter
than when it is large. Carey calls it the behavioral response. What Carey shows
is that the timetable definition should be neither too tight, to avoid delays in
departures, nor too large, to avoid behavioral inefficiency.

Under certain conditions, slack times can be optimized [15]. Using this ap-
proach, the shorter the slack time is, the shorter the scheduled headway is. The
function to optimize defines the passengers’ expected waiting time in terms of
the scheduled headway and the variance of the delay. By using the function de-
fined in [2] for the passengers’ arrival at the bus stops, it is possible to adapt the
solution to problems with large headways. These are analytic simplified general
models. We can use distribution rules to model and estimate waiting time based
on collected data. Moreover, this estimation can be done with respect to well
defined emerging contexts instead of all the trips.

Our approach differs from these two [3,15] by leaving to the planner the de-
cision on how to deal with the trade-off between operational costs and clients’
satisfaction. Moreover, it is not made any assumption about the distribution
of the data. The only assumption is about the sample. It is assumed that the
sample is representative of the population.

7 Conclusion and Future Work

In this paper we have exploited distribution rule discovery to study deviations in
bus trip duration. We have used real data collected from an urban bus company.
Distribution rules allowed us to discover operational contexts that are, with high
significance, statistically associated with relevant deviations in trip duration.
Discovered rules can also be used to support the adjustment of timetables and
schedules (e.g. redefining slack times).

Our next steps are to integrate these findings with bus operation in an ongoing
collaboration with the bus company. Some of the discovered relevant contexts
are already known by operational managers. Some others may yield suggestions
that are not practical, due to the complexity of the processes. Some may even go
against legally established principles. However, this work has shown that sched-
ules must be brought closer to operational conditions. Moreover we can identify
paths for addressing the problem of trip duration deviation. In particular, we
will incorporate this tool in a decision support system for timetable adjustments
[13]. The application of this approach to the tens of lines of the bus company
can have a great impact in the reduction of inefficiency and the increase of client
satisfaction.
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Abstract. Modern high-throughput technologies like microarray, mass spectro-
metry or next generation sequencing enable biologists to measure cell products
like metabolites, peptides, proteins or mRNA. With the advance of the technolo-
gies there are more and more experiments that do not only compare the cell prod-
ucts under two or more specific conditions, but also track them over time. These
experiments usually yield short time series for a large number of cell products,
but with only a few replicates. The noise in the measurements, but also the of-
ten strong biological variation of the replicates makes a coherent analysis of such
data difficult. In this paper, we focus on methods to correct measurement errors or
deviations caused by biological variation in terms of a time shift, different reac-
tion speed and different reaction intensity for replicates. We propose a regression
model that can estimate corresponding parameters that can be used to correct the
data and to obtain better results in the further analysis.

1 Introduction

Modern biology is interested in better understanding mechanisms within cells. For this
purpose, products of cells like metabolites, peptides, proteins or mRNA are measured
and compared under different conditions, for instance healthy cells vs. infected cells. In
recent years, there is also a stronger focus on time series data to analyse the behaviour
of the cell products over time. Since the experiments yielding the data are usually quite
expensive and time consuming, often measurements from only a few time points are
available. Such experiments usually yield regulation or expression values – the abun-
dance or absence of a cell product compared to the initial measurement or a control
experiment – for a large number of cell products, but with only a few replicates.

There are various specific challenges in the analysis of expression time series data. A
categorisation of the challenges and an overview on various approaches in the specific
context of gene expression data can be found in [1]. In this paper, we focus on what is
called the data analysis level of analysing gene expression time series data.

One of the main problems in the analysis of such data for deriving models of the
behaviour of the cell products is the high variance of the data due to noisy measurements
and differences in the metabolism of the individual biological organisms.
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In order to detect cell products with common behaviour over time, simple models
need to be fitted to the data taking into account that apart from the noisy measurements
there might also be a phase shift as well as variations of the speed and the reaction in-
tensity of the biological process. This leads to a non-linear fitting problem for which we
propose a solution based on methods from linear regression and alternating optimisation
[2].

The problem of time shift and stretch has also been addressed in [3] and applied to
identify differentially expressed genes in time series expression data [4]. However, our
approach differs significantly from the ideas presented in [3,4] where the focus is put
on the alignment of pairs of time series. We assume that the alignment of time series
must be consistent for the whole replicate.

Furthermore, we do not restrict our approach to gene expression data, but explicitly
use it for proteomics data. In contrast to gene expression data that are usually based on
microarrays, proteomics relies on mass spectrometry which tends to produce a much
higher number of missing values compared to microarrays.

We first give a formal definition of the problem we consider in terms of a regres-
sion problem in Section 2 and describe our algorithm to estimate the parameters of the
regression problem in Section 3. Section 4 discusses practical aspects including the re-
quirements of our approach and how to apply it correctly. An evaluation of our method
based on artificial and real data is provided in Section 5 where we also provide a visu-
alisation of the results, an essential part of the analysis of such data [5].

2 Problem Formalisation

Table 1 shows the principle structure of the data, we have to deal with. We consider N
cell products (genes, proteins, peptides or metabolites) that are measured at T different
time points s1, . . . , sT . The intervals between time points can vary. We also have R
replicates. In the ideal case, the replicates are (almost) identical, i.e. we would expect

x
(1)
n,t ≈ . . . ≈ x

(R)
n,t

for all n ∈ {1, . . . , N} and all t ∈ {s1, . . . , sT }. The table might also contain missing
values.

Table 1. General structure of the data

Time point s1 . . . sT

Cell product Replicate 1 . . . Replicate R . . . Replicate 1 . . . Replicate R

i1 x
(1)
1,1 . . . x

(R)
1,1 . . . x

(1)
1,T . . . x

(R)
1,T

...
...

...
...

...
...

...
...

iN x
(1)
N,1 . . . x

(R)
N,1 . . . x

(1)
N,T . . . x

(R)
N,T
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There are two influences that need to be taken into account.

– Noise that comes from the measurement procedure and
– general variations of the biological organism that is investigated.

The noise coming from the measurement procedure and devices is not expected to have
any specific bias or systematic structure. Part of the variations in the replicates might
be caused by small errors in the experimental setting or differences in the metabolism
of the organism under investigation. A (small) shift can occur when the start of the
measurement of the organism differs slightly. For instance, although a systematic virus
infection in a mouse experiment will try to ensure that all mice get the same dose of
the virus and that the infection is effective. However, since this cannot be guaranteed
completely, the actual reaction to the infection – for instance due to the effective amount
of virus intake – might start earlier or later for some individuals. Apart from this time
shift, the speed of the metabolism of organisms can lead to different speeds of the
process that is measured. Finally, the strength of the reaction of the organims might
vary.

In order to take these aspects into account, we consider the following model. We
assume that the behaviour of the measured values of a single cell product n can be
described by some parametric function fn(t; cn). cn denotes a parameter vector that
determines the function. For reasons of simplicity, we usually choose a low degree
polynomial for fn(t; cn). Of course, other functions like regression splines or other
more complex parametric functions as in [6] could also be used. This would, however,
make sense only, when there are sufficiently many time points.

We assume that for each replicate there might be a time shift, a different speed for the
process and a different strength of the reaction, i.e. different heights of the amplitudes.
Therefore, we would expect x(r)

n,t ≈ hr · fn(art+ br; cn) where

– br compensates the time shift,
– ar is for the correction of the different speeds of the metabolisms and
– hr accounts for the variation in strength of the reaction.

In order to determine the parameters ar, br, hr and the parameter vectors cn, we min-
imise the following error function.

E =

R∑
r=1

N∑
n=1

T∑
t=1

δ
(
hr · fn(arst + br; cn)− x

(r)
n,t

)
(1)

where δ is a suitable error measure. The classical least squares approach would use
δ(e) = e2. But robust regression (see for instance [7,8]) that can better cope with
outliers can also be used as an alternative to the least squares approach. In addition, the
weights calculated within robust regression could be used to detect outliers in terms of
a single measurement or a complete cell product.

3 Parameter Estimation

The nonlinear minimisation problem posed by the error function (1) is solved in the
following way.
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1. We assume replicate r = 1 to be the “standard” and do not adjust the parameters
a1, b1, h1 and set them to a1 = 1, b1 = 0 and h1 = 1.

2. The parameter sets cn and (ar, br, hr) are adapted alternatingly.
3. We first initialise the parameters (ar, br, hr) (r = 2, . . . , R) by ar = 1, br = 0 and

hr = 1. This means that the initialisation starts with no time shift for all replicates
(br = 0), identical speed (ar = 1) and identical strength of the reaction (hr = 1)
for each replicate.

4. The parameter vectors cn can be updated independently. If the functions fn are
polynomials of degree K

fn(t) =

K∑
k=0

c(k)n tk,

the regression problem for fn (n = 1, . . . , N ) is

En =

R∑
r=1

T∑
t=1

δ

(
K∑

k=0

c(k)n ·
[
hr · (arst + br)

k
]
− x

(r)
n,t

)
. (2)

Since the values ar, br and hr are assumed to be fixed in this step and the values st
and x

(r)
n,t are given anyway, the determination of the coefficients c(k)n is a standard

linear regression problem that can be solved in the usual way, depending on the
choice of δ, i.e. by the standard least squares approach for δ(e) = e2 or by the
corresponding algorithm for robust regression for other choices of δ.

5. The parameters ar, br and hr can be updated independently for each replicate r
(r = 2, . . . , R) when the parameter vectors cn are assumed to be fixed. However,
here a strategy for nonlinear optimisation must be applied, but each time only for a
problem with three variables.

Steps 4. and 5. are repeated alternatingly until convergence is reached, i.e. until the
change of the parameters drops below a pre-specified threshold ε > 0 or until a maxi-
mum number of iteration steps has been carried out.

In order to avoid overfitting, we only assume K to be the maximum degree of the
poloynomial for representimg the behaviour of a cell product. The regression problem
in step 4 is also carried out with polynomials of degree lower than K . For cell product,
the degree of the polynomial is chosen based on the Akaike information criterion [9].

The above described algorithm has been implemented within the open source statis-
tics software R [10], using standard least squares regression as well as robust regression
based on Huber’s ρ and Tukey’s biweight. The nonlinear optimisation problem for the
adaptation step of the parameters ar, br and hr exploits the R function optim. There is
definitely potential to find an optimisation strategy that is better tailored to this specific
problem.

4 Practical Aspects

An important restriction for our method is that we must assume that the replicates are re-
ally replicates over the whole time scale. In some experiments, it is necessary to destroy
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or kill the organism to take the measurements at each time point. In such experiments,
one would start initially with R∗T replicates in remove R replicates at each time point.
This, however, means that the replicates measured at time point st are not at all related
to the replicates measured at time point st+1. In such a setting, it does not make sense
to adjust the shift and the time and intensity scale parameters ar, br and hr. Therefore,
our approach is only applicable when the same replicates are measured over the whole
set of time points.

For the estimation of parameters ar, br and hr, one could in principle use all all
measured cell products. However, very often only a small fraction of these cell products
is involved in the biological process of interest. Most of the other cell products might
do “nothing” or something completely unrelated to the specific conditions or process
of interest. For these cell products, it cannot be expected that their behaviour over time
can be aligned over the replicates.

Therefore, not all measured cell should be used to estimate the parameters ar, br
and hr, but only those where an observable effect is expected, i.e. those ones that are
known to be involved in the process that is stimulated in the experiment. Otherwise, cell
products with random fluctuations that are not involved in the process of interest could
cause difficulties for the estimation. Note that it is not necessary to use all cell products
that are involved in the process of interest for the estimation of the parameters ar, br
and hr. It is sufficient to use some. Then, in a second step, the parameter vectors cn of
the functions fn(t; cn) for the cell products that have not been considered so far can be
estimated assuming the shift and scale parameters ar, br and hr to be fixed.

One should be aware of the problem of overfitting. When polynomials of degree K
are used to represent the time series, then the number of parameters to be adjusted is

K ·N + 3 · R.

The number of values in the table on which the estimation is based is

N · T · R

minus the number of missing values.
In order to judge whether the estimation of the parameters ar, br and hr is meaning-

ful at all, we recommend to carry out simulations with random data sets. The measured
values in the Data Table 1 are replaced by independent random values, for instance
from a standard normal distribution, so that there is no connection between the repli-
cates at all. One can compare the fitting error, when only the coefficients cn are used
and when in addition the parameters ar, br and hr are adjusted. The fitting error will
always be smaller in the latter case. The comparison of the reduction of the fitting error
for such complete random data set gives an indication of an improvement achieved by
the additional parameters ar, br and hr. When the improvement for the real data set is
in the same range, then the fitting of these parameters is not meaningful for the data
set. This strategy to estimate the improvement achievable by the parameters ar, br and
hr is similar to the idea of using the corrected R2 measure for regression problems that
also takes into account how much the R2 measure would reduce for a random data set
without any linear dependency.
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Fig. 1. An example for a result with an artificial data set

5 Examples

In order to visualise the results of our fitting algorithm, we use the following graphical
representation. For each item one could plot r separate curves, one for each replicate that
incorporates the factor hr which accounts for the strength of the reaction of the item and
also a modification of the time axis based on the estimated parameters a and b. Instead,
we plot only one curve for each item and transform the data points correspondingly. The
corrected time value for the time point st of replicate r is ar · st + br. The corrected
regulation factor of item n in replicate r at time point st is x(r)

n,t/hr instead of x(r)
n,t.

Figure 1 shows the results for one “cell product” of a data set that was generated
in the following way. For each of the N (here N = 12) cell products, we generate a
polynomial of degree K (here K = 2) with random coefficients from a normal dis-
tribution. We also generate random values for the parameters ar, br and hr. We have
chosen R = 3 here. These parameters were chosen to be in accordance with the data
from the real experiment that we also consider in this paper, except for the number of
time points. The parameters ar, br and hr are not chosen completely randomly, since
we would not expect arbitrary shifts in time and arbitrary scaling of the speed and the
intensity of the reaction. Therefore, we generate the values by

ar = 1 + ε(a)r ,

br = ε(b)r ,

hr = 1 + ε(h)r
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where the values ε(a)r , ε
(b)
r and ε

(h)
r are random values from a normal distribution with

mean zero and a small standard deviation. Then the entry in the data table at time point
st for cell product n of replicate r is then chosen as

x
(r)
n,t = hr ·

K∑
k=0

c(k)n (arst + br)
k + εn,t,r (3)

where εn,t,r is random (noise) value from a normal distribution with mean zero.
The values for the three replicates in Figure 1 are displayed by squares, triangles

and circles. The filled symbols depict the original entries in the data table according
to Equation (3). The nonfilled symbols are the corrected values taking the estimated
parameters ar, br and hr into account as described in the beginning of this section. Note
that the filled and nonfilled squares are identical, since they correspond to replicate 1
which is taken to be the “standard” and the parameters are fixed to a1 = 1, b1 = 1 and
h1 = 1.

One can see in Figure 1 that after the correction based on the estimated parameters
ar, br and hr, the estimated curve fits the data very well. It should be noted that this is
just one example out of 12 “cell products”. For the other “cell products” the results are
very similar. Also the comparison of the randomly generated polynomial coefficients
and randomly generated parameters ar, br and hr with their estimates shows that the
original values can be recovered quite well.

We have also repeatedly tested our algorithm on an artificial data set where we have

– generated random coefficients for the polynomials that were used in all repetitions,
– chosen the values for the parameters ar, br, hr for the three replicates as indicated

in the second column of Table 2 and
– added random noise.

We have repeated this experiment 100 time where the coefficients of the polynomials
and the parameters ar, br, hr have not been changed. Only the noise values were gen-
erated again in each of the 100 trials. We have carried out this experiment for almost

Table 2. Median absolute error of the parameters ar, br and hr

Noise a, b and h Median error

σ = 0.0001 a = (1.00, 0.85, 1.17) Median(max(
â

a
,
a

â
)) = 1.021601

b = (0.00,−0.18, 0.18) Median(|̂b− b|) = 0.09684161

h = (1.00, 0.78, 1.28) Median(max(
ĥ

h
,
h

ĥ
)) = 1.014896

σ = 0.6 a = (1.00, 0.85, 1.17) Median(max(
â

a
,
a

â
)) = 1.052601

b = (0.00,−0.18, 0.18) Median(|̂b− b|) = 0.1335851

h = (1.00, 0.78, 1.28) Median(max(
ĥ

h
,
h

ĥ
)) = 1.120215
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Fig. 2. An example for a good fit for the real data set

no noise (σ = 0.0001) and more significant noise (σ = 0.6). Table 2 shows the median
absolute error for these experiments. Note that for the parameters ar and hr we mea-

sure the median absolute error in terms of the quotients max(
â

a
,
a

â
) and max(

ĥ

h
,
h

ĥ
),

repsectively, since these coefficients are multiplicative factors and not additice terms
like the coefficients br.

We now consider a real proteomics data set. For a time-resolved analysis of growth
receptor signalling, human prostate cancer cells were stimulated for 3, 6, and 20 min-
utes and compared to a non-stimulated sample. Proteins were isolated, digested and
phosphopeptides were enriched as described in [11]. Peptides of the four samples were
quantitatively labeled with iTRAQ according to the manufacturer’s protocol (Applied
Biosystems), purified for MS (mass spectrometry) and separated via the nano-LC-
MS/MS technology. Subsequently, the generated peptide spectra were queried against
the UniProtKB/Swiss-Prot database using Mascot Daemon. More than 2000 proteins
were measured in this experiment.

As mentioned earlier already, most of these proteins will not be directly involved in
the growth receptor signalling process and it would therefore not make sense to estimate
the parameters ar, br and hr based on all measured proteins. Instead, we have based the
estimation of these parameters on 12 proteins which are known to be involved in the
process with high probability. Figure 2 shows a typical example for the fitting result for
these 12 proteins. After the correction based on the parameters ar, br and hr, the data
(nonfilled symbols and the filled squares) fit quite well to the curve.
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Fig. 3. An example that shows a deviating behaviour of the replicate represented by the squares

Fig. 4. Based on the Akaike information criterion a regression line instead of a polynomial of
degree two is chosen
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Fig. 5. Without the Akaike information criterion a polynomial of degree two is fitted to this pro-
tein showing inconsistent behaviour

But could this just be an effect of overfitting? In order to check this, we have gener-
ated 100 data sets which were filled with random numbers and have applied our method
with and without estimating the parameters ar, br and hr. In average, the additional
estimation of the parameters yielded a reduction of the mean squared error by 10% for
the random data set. For our real data set, the reduction of the mean squared error was
almost 60%.

Figure 3 shows an example with a good fit for two replicates, but one deviating repli-
cate. The two replicates represented by the triangles and circles show at least the same
tendency in regulation over time. However, replicate 1 (the squares) shows a completely
different behaviour.

There is also an example where a regression line was preferred to the polynomal of
degree two according to the Akaike information criterion. Figure 4 shows this example
with quite incoherent behaviour of the three replicates.

Without the application of the Akaike information criterion one would always obtain
a polynomial of degree two for all proteins. Figure 5 shows the result for the same
protein as in Figure 4 when the Akaike information criterion is not applied. Note that
without applying the Akaike information criterion the resulting value for the parameters
ar, br, hr will also differ, since different fits of the course will also influence the choice
of these parameters in the alternating optimisation procedure.
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It is out of the scope of this paper to discuss the biological role of the 12 proteins and
to discuss why the protein in Figure 4 deviates from what we expect. The parameters
ar, br and hr derived from the 12 proteins where also used for the estimation of the
curves for the other more than 2000 proteins. Those proteins that show a good fitting for
the estimated curves are candidates that might also be involved in the growth receptor
signalling process of prostate cancer. They can be filtered automatically, by choosing
only those plots where the mean squared error for the fitted curve is small enough.

6 Future Work

We have presented a method to correct time shift, time scale and different intensities
of reactions for short time series data from high-throughput experiments as they are
common in genomics, proteomics and metabolomics. The work is still in an initial
phase and needs more thorough evaluation with artificial data sets and real world data
sets. More robust results can be obtained with robust regression and outliers – like
the one in Figure 4 – could be detected automatically based on the weights that robust
regression provides. It could also be useful to limit the range of the parameters ar, br, hr

in order to avoid unrealistic changes like an extremely large time shift. This would lead
to a constraint optimisation problem.

The computed curves can be used for cluster analysis to find groups of cell products
with similar profiles in their behaviour over time.
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Abstract. In this paper, we are concerned with the problem of mod-
elling prior information of a data miner about the data, with the purpose
of quantifying subjective interestingness of patterns. Recent results have
achieved this for the specific case of prior expectations on the row and
column marginals, based on the Maximum Entropy principle [2,9]. In the
current paper, we extend these ideas to make them applicable to more
general prior information, such as knowledge of frequencies of itemsets,
a cluster structure in the data, or the presence of dense areas in the
database. As in [2,9], we show how information theory can be used to
quantify subjective interestingness against this model, in particular the
subjective interestingness of tile patterns [3]. Our method presents an ef-
ficient, flexible, and rigorous alternative to the randomization approach
presented in [5]. We demonstrate our method by searching for interesting
patterns in real-life data with respect to various realistic types of prior
information.

1 Introduction

Defining subjectively interesting patterns has quickly become an important sub-
field of Frequent Itemset Mining (FIM). In this context the interestingness of
discovered patterns is associated not only with objective criteria, such as the
support, but also with the user’s prior knowledge about the data.

In particular the notion of ‘surprisingness’ [11] of an itemset has received a
lot of attention. According to this definition, an itemset is deemed interesting if
it significantly contrasts with the user’s prior knowledge or expectations about
the dataset. However, formalizing users’ expectations and incorporating them
into the data mining procedure gave rise to new challenges.

To meet these challenges two major approaches have been developed so far.
The first was proposed in [4] and relies on creating randomized versions of the
database using operators (swaps) which preserve the required dataset charac-
teristics. The interestingness of an itemset can then be quantified by its p-value
using empirical hypothesis testing. The method was initially designed for pre-
serving the sums along rows and columns (Row-Column marginals) of the
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database and it was later extended to more complicated prior knowledge, such
as row clusters and itemset frequencies [5].

The second approach [2] is based on creating explicit probabilistic models
(MaxEnt models) for the database, which encode the user’s prior knowledge.
In particular the Maximum Entropy principle [6] is employed for encoding the
user’s expectations about the dataset and the InformationRatio of a tile, an
information-theoretic measure, was defined to quantify interestingness. Row and
column marginals were used again as prior knowledge at the initial stage.

Despite the fact that randomization techniques broke new ground in quanti-
fying interestingness they suffer from some drawbacks. First of all the MCMC
processes which they employ are computationally intensive. In addition there is
no theoretical guarantee that the resulting database sample is indeed a sample
from the uniform distribution of databases under the specified prior knowledge.
Most importantly, the scope of the method is limited to empirical hypothesis
testing. The use of p-values may not be appropriate to some settings. Further-
more, the resolution of an empirical p-value is limited to one divided by the
number of samples taken, such that patterns with small p-values (the ones that
are interesting) cannot be ranked reliably.

In contrast, MaxEnt models subject to row and column sum constraints can be
fitted using a very efficient polynomial-time algorithm. In addition these models
are amenable to other uses besides empirical hypothesis testing. Furthermore,
they can also be used for mining interesting pattern sets by employing set cover-
ing algorithms. Lastly, the preservation of the prior knowledge as expected values
on certain statistics of the data, instead of the exact preservation, may often be
more suitable, due to random fluctuations and errors in the dataset.

The main drawback of the MaxEnt approach for assessing the interestingness
of itemsets is the limited number of types of prior knowledge it has been de-
veloped for. Because of this, the approach cannot yet be used for dealing with
complex prior knowledge, or for iterative data mining schemes such as proposed
in [5]. In this paper we address this problem by examining how different kinds of
prior knowledge can be imposed on a MaxEnt model. In particular, we show that
the MaxEnt modeling approach is able to deal with all types of prior knowledge
that were considered earlier in [5] using swap randomization approaches.

In Section 2, we formalize the different types of prior knowledge considered
in this paper, and we define some specific problem settings of potential practical
interest by considering combinations of these. Section 3 is devoted to the presen-
tation of the solutions of these problems. In Section 4, we recapitulate the details
of the InformationRatio, a subjective interestingness measure for tiles [3] based
on the MaxEnt model that was introduced in [2,9]. Finally, in Sec. 5 we report
the empirical results of our methodology applied to two real-life databases.

2 Prior Knowledge in Itemset Mining

In this section, we will discuss various types of prior knowledge that may be of
interest in practical (and possibly iterative) data mining applications. First we
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consider specific types, and subsequently we define three problem settings based
on certain combinations of these types that may be of particular interest.

2.1 Notation

Let D ∈ {0, 1}m×n denote a m×n binary database. The columns of the database
are considered items and the rows transactions containing sets of items. The
set of items/columns is denoted as I and the set of transactions/rows as T .
Individual items will be denoted by i, and transactions by t. An itemset i is a
subset of the set of columns/items, i.e. i ⊆ I. A transaction set will be denoted
as t ⊆ T . A transaction t ∈ T supports an itemset i ⇐⇒ D(t, i) = 1, ∀i ∈ i .
The number of transactions supporting an itemset is called the support of an
itemset and it is denoted supik for the itemset ik.

2.2 Prior Knowledge

The types of prior knowledge considered in this paper are the following.

Type 1: Marginals. The marginal of row t, denoted drt , is the sum of all values
in row t in database D. Column marginals are defined similarly (denoted by dci
for column i).

Row and column marginals have been used extensively in the past as prior
knowledge [4,5,2,9,12] due to their intuitive meaning in a large variety of appli-
cations and datasets.

Type 2: Tile Sums. A tile τ is a pair of an itemset i and a set of transactions
t. A tile sum dτk of tile k is the sum of the |t||i| values of database elements
indexed by the tile components.

Knowledge of a tile sum is a very general type of prior knowledge. It is easy
to see that row/column marginals can be expressed as tile sums (each row and
column corresponds to a tile). In addition, a set of ‘tile sum’ constraints can
encompass the RowCluster prior knowledge examined in [5].

Type 3: Itemset Frequencies. The frequency of an itemset is the number of
the transactions that support the itemset.

Tiles and itemset frequencies as prior knowledge are similar to each other.
Their difference is that in the case of tiles a specific submatrix in the database
model is targeted by the modelling procedure and the frequency of the corre-
sponding itemsets is modelled implicitly. Quite usefully, tile sums can be used
conveniently for modelling both exact and noisy itemset frequencies. On the
other hand modelling itemset frequencies captures a global view of the dataset,
as transactions are not specified. However this comes with an additional com-
putational cost, as will be shown later. Both tile and itemset constraints can
be well suited for an iterative data mining scheme, depending on the kind of
patterns being mined (tiles or itemsets).
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2.3 Problem Statements

It is our objective to create a probabilistic database model that encodes the
user’s prior knowledge about the data, by means of constraints the model must
satisfy. In Section 3, we will examine how this can be done efficiently in the
case where the prior knowledge can be expressed as constraints on the database
statistics considered in Section 2.2. In particular, we will consider the following
three problem settings:

We wish to highlight the following three modelling problems, combining dif-
ferent kinds of prior knowledge:

Problem 1: Marginals (Type 1). Given a binary database D, construct a
probabilistic model P for D that preserves in expectation the row and column
marginals.

Problem 2: Tile sums and Marginals (Types 1+2).Given a binary database
D and a set of tiles, construct a probabilistic model P for D that preserves in
expectation the row and column marginals and tile sums.

Problem 3: Itemset frequencies and Column marginals (Types 1+3).
Given a binary database D and a set of itemsets with their frequencies, construct
a probabilistic model P for D that preserves in expectation the column marginals
and itemset frequencies.

3 Modelling Prior Knowledge Using the Maximum
Entropy Principle

We have now formalized some simple but powerful types of prior knowledge, and
discussed three problem settings of practical interest. Space restrictions do not
permit us to provide full detail about how these problems are solved. However,
in this section, we will give indications as to how this is done, and show the
mathematical shape of the resulting distribution for each of the Problem types
discussed. Detailed solutions for Problems 2,3 and proofs of Theorems 2 and 3
are given in the accompanying technical report [10] of this paper.

3.1 Maximum Entropy Modelling

Each of the problems defined in Sec. 2.3 searches for a probability distribution
that satisfies a number of constraints. These constraints are defined in terms
of database properties that need to be preserved in expectation. Let us denote
these properties as functions fs defined over the space of possible values for the
database. Then, these constraints can be written in terms of the expected value
of these properties, where the expectation is taken with respect to P :∑

D

P (D)fs(D) = ds ∀s. (1)
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Here the sum is over all possible values of the database. To define a valid prob-
ability distribution, additionally P needs to be constrained to be positive and
normalized (summing to one).

In general, this set of constraints uniquely determines P only for the most
trivial cases. Consequently, an additional inductive bias is needed for determin-
ing the whole set of model parameters. In [2] the case was made to use the
distribution of maximum entropy as the least biased distribution among those
satisfying the constraints [6]. Finding this MaxEnt distribution consists of solv-
ing the optimization problem:

max
P
−

∑
D

P (D) log(P (D)), (2)

subject to the constraints specified in Eq.(1), complemented with the normal-
ization and positivity constraints.

In the following subsection this general formulation is specified for each of the
three problem settings from Section 2.2 by defining the constraint functions fs
for each of them and the resulting distributions are presented.

3.2 Problem 1: Modelling Marginals

For the Marginals problem the constraints fs can be expressed as:

fst(D) =
∑
i

Dt,i = drt ∀t ∈ T, fsm+i(D) =
∑
t

Dt,i = dci ∀i ∈ I. (3)

Theorem 1. The Maximum Entropy distribution for Problem 1 is given by [2]:

P (D) =
∏
t,i

exp{Dt,i(−λr
t − λc

i )}
1 + exp{−λr

t − λc
i}

,

where λr
t and λc

i are the Lagrange Multipliers for row t and column i respectively.

The resulting distribution factorizes in a product of m×n independent Bernoulli
distributions. Each of them defines the distribution for a particular entry in the
binary database. It is noted that the success probability of the (t,i) entry depends
only on the Lagrange Multipliers of the row t and column i.

3.3 Problem 2: Modelling Tile Sums and Marginals

To solve Problem 2 the formulation of Problem 1 is used again for modelling the
marginals and only one additional set of constraints for the tiles τk is required.
The additional set of constraints for modelling tiles is:

fsm+n+k
(D) =

∑
t,i∈τk

Dt,i = dτk ∀k.
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Theorem 2. The Maximum Entropy distribution for Problem 2 is given by:

P (D) =
∏
t,i

exp{Dt,i(−λr
t − λc

i −
∑

k λkIk(Dt,i))}
1 + exp{−λr

t − λc
i −

∑
k λkIk(Dt,i)}

,

where λr
t , λ

c
i and λτ

k are the Lagrange Multipliers for row t, column i and tile τk
respectively, and Ik(Dt,i) an indicator function with Ik(Dt,i) = 1 if (t, i) ∈ τk

This solution presents some similarities with the one obtained for the Marginals
problem. Again the resulting distribution is a product of independent Bernoulli
trials, one for each entry in the database. In this case however, the success
probability depends not only on the corresponding row and column multiplier
but also on the Lagrange Multipliers for the tiles that the entry participates in.

3.4 Problem 3: Modelling Itemset Frequencies and Column
Marginals

For the column marginal information in Problem 3, the constraints in Eq.(3) are
reused. Additionally, a set of constraints for the itemset frequencies is used:

fsm+k
(D) =

∑
t

Iik(t) = supik ∀ik ⊂ I,

where Iik(t) is an indicator function with Ii(t) = 1 if transaction t supports
itemset i.

Since we do not impose a constraint on row marginals in this Problem, the
resulting P is a product distribution of identical distributions for each single
transaction. Thus, it suffices if we compute a model for a transaction, rather
than for the entire database as we did for the other Problems.

In general the MaxEnt optimization problem produces probability distribu-
tions that belong to the exponential family. In particular, for all the problems
examined so far the resulting distribution is a product of Bernoulli distributions.

In addition, for all choices of the functions fs considered in this paper, the
distribution factorizes as a product of factors, which are called potential functions
in the Graphical Models(GM) or Markov Networks (MN) literature [8]. Thus,
we can rely on existing techniques developed in this research community for
inferring the parameters of the distributions.

The difference between Problems 1 and 2 with Problem 3 is that for the former
cases the distribution factorizes as a product of functions over a single variable
only. The corresponding MN representation is a graph with no edges between
the variables/nodes and employing sophisticated MN techniques for parameter
fitting is not necessary.

In contrast, the dependencies between items imposed by the constraints on
the itemset frequencies lead to a factorization of P over sets of variables, namely
those that are jointly in such an itemset. The MN representation will contain a
clique for each of the itemsets, and each itemset gives rise to a potential function
in the factorized probability distribution corresponding to this MN.
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Theorem 3. The Maximum Entropy distribution for Problem 3 is given by:

P (D) =
∏
w

1

Zw(λc, λi)
· exp{−

∑
k∈w

λik
k

∑
t

Iik(t)−
∑
i∈w

λc
i

∑
t

Dt,i},

where Zw is the partition function for every connected component in the tree.

The shape of the solution presented above reveals the dependencies between
items that belong to the same itemset constraint. Due to these dependencies,
computing the gradient here is less easy than in Problems 1 and 2. In each iter-
ation of the gradient descent method, the computation of the partition function
is required, for which MN techniques are necessary. In this paper, we opted to
use the Junction Tree algorithm for this purpose [8], a well-known technique for
performing probabilistic inference. While this method is only exact for cliques
that form a junction tree, it is sufficiently general for the experiments we car-
ried out. For cliques that do not form a clique tree, approximate techniques are
available [8]. More details can be found in the accompanying report [10].

4 Finding the Most Interesting Set of Tiles

So far we have described the computation of MaxEnt models that encode the
user’s prior knowledge about the database. These models can be exploited in a lot
of different ways. In this section we explain how they can be used to compute the
most subjectively interesting set of patterns. Like in [3,9], we focus on quantifying
interestingness of sets of tiles instead of individual tiles in isolation, in order to
limit the redundancy between the results. In particular, we recapitulate here the
main parts of the method proposed in [2,9] to assess the interestingness of tile
patterns given a background model and we discuss the adaptations needed to
deal with the more complex MaxEnt models in this paper. To this end, for each
tile its InformationContent, DescriptionLength and finally InformationRatio are
defined.

4.1 The Information Ratio of a Tile

Since a probabilistic model for the database is at hand, a natural choice for
defining interestingness of tiles is using concepts from Information theory. In
particular the definition of SelfInformation of a random variable given in [1] is
extended in order to encompass tiles. The InformationContent of a tile is defined
as IC(τ) = − log(P (τ)). For Problems 1 and 2, the InformationContent can
be calculated efficiently as the sum of |Iτ ||Tτ | log probabilities of independent
Bernoulli variables, where Iτ and Tτ are the items and transactions in tile τ .
For Problem 3, the (log-) probability can be computed efficiently by performing
inference for the variables Iτ using the Junction Tree algorithm.

In [2,9], it was pointed out that not only the information content is relevant
in defining interestingness, but also the description complexity of the tile itself.
Indeed, the only way to convey the information to the data miner captured by
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the tile would be to communicate the tile, which comes at a cost itself. This
raises however the question of how the description complexity of a tile can be
measured. Here we use the approach from [9], i.e.:

DL(τ) = −
∑
t∈Tτ

log(pt)−
∑
t/∈Tτ

log(1− pt)−
∑
i∈Iτ

log(pi)−
∑
i/∈Iτ

log(1− pi),

where pi =
column marginal
number of rows and i ∈ I (correspondingly for pt, t ∈ T for columns).

The ratio between the InformationContent and the DescriptionLength is there-
fore a representation of the compression ratio of information embedded in the
tile: it is the ratio of the amount of information the data miner gets about the
database by seeing the tile, and the number of bits needed to transmit this infor-
mation. This ratio is the interestingness measure proposed in this paper, named
InformationRatio.

4.2 Calculating the Most Interesting Set of Tiles

The InformationRatio measure allows the ranking of individual tiles. Finding the
most interesting set of tiles (tiling), however, can not be trivially calculated by
this ranking as the itemsets at the top of the list are usually highly redundant.
A natural option is employing a set covering algorithm. Indeed, the problem of
finding the tiling with the largest overall InformationContent subject to an upper
bound on the overall DescriptionLength can be reduced to a Budgeted Maximum
Set Coverage Problem. This problem is well known and a greedy approach is
sufficient for solving it with a good approximation [7,2,9].

5 Experiments

Datasets. We tested our approach on two real-world datasets, the KDDcoau-
thors and KDDabstracts datasets.

To create the KDDcoauthors dataset, entries regarding the authors of all the
main conference and workshop papers and posters from both the research and
industrial track of KDD conference were collected. A transactional database in-
volving 1669 transactions over 3058 items was formed by considering each paper
a transaction involving different authors. A common phenomenon in academic
publications is that students publish often with their supervisors. These relations
are well-known and can be retrieved from various sources. In this paper, we used
the student-supervisor data kindly provided to us by Chi Wang [13]. For some-
one aware of this fact, the student-supervisor collaborations are less interesting
in comparison to other collaborations e.g. cross-departmental or between the
academia and the industry. Following this rationale, the prior knowledge for the
experiments on Tile sums-Marginals and Itemset frequencies-Column marginals
modelling are formed by student-supervisor pairs.

The KDDabstracts dataset [2,9] was created by collecting abstracts from pa-
pers published in KDD. Each abstract forms a transaction in the binary database
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and each stemmed word an item. The formed database consists of 843 transac-
tions over 6159 words. It is reasonable to believe that the associations between
words making up a keyword are known to a domain expert, such that he is not
interested in patterns that can be explained by these associations. Consequently
a ‘prior knowledge’ dataset consisting of 228 keywords is formed.

Experimental Settings. For each dataset a table with the top-5 most inter-
esting results is presented. Each table contains subtables with results obtained
using the different kinds of prior knowledge as in Problems 1-3 from Section 2.3
in order of increasing information when possible. The aim of this treatment is to
give an example how the results evolve under different kinds of prior knowledge
rather than presenting per se the most interesting set of tiles for the particular
datasets, as this depends on the actual prior knowledge of the user.

Results. Regarding the KDDcoauthors dataset, the first list in Table 1(a)
presents most of the drawbacks in using frequency as an interestingness mea-
sure. First of all, the itemsets are very small in cardinality. Furthermore, a
large amount of redundancy is observed, with variations of the itemset {Yiming
Ma,Wynne Hsu,Bing Liu} appearing often. Furthermore, individual authors
with a large number of publications in KDD dominate the resulting list.

The second list presents the most interesting itemsets using the Information-
Ratio measure and Marginals modelling. The absence of the disadvantages of
the previous list is evident. The itemsets are larger, due to InformationRatio
preferring approximately square tiles. In addition, the redundancy is removed.
Modelling marginals results in excluding itemsets of small cardinality that con-
tain individual authors with a large number of publications in KDD. The list,
however, contains student - supervisor pairs in eight itemsets, with many of
them containing only such relations. Modelling tile sums and itemset frequen-
cies is aiming to refine such results.

Indeed, the itemsets deemed interesting using additional tile sum constraints,
while sharing all the advantages of their counterparts in the second list, contain
no student-supervisor pairs recorded in our database. The fourth list (Problem
3 ) contains three such relations, but they are only part of larger itemsets. In
particular one of these itemsets, {Eddie C. Shek, Richard R. Muntz, Edmond
Mesrobian}, form a chain of supervisor-student relations.

Table 1(b) presents the corresponding results for the KDDabstracts dataset.
Similar conclusions as above can be drawn. The first list is extremely redun-
dant with common knowledge set of words exclusively. The redundancy is re-
moved in the second list and the sets of words are interesting since most of
them describe subareas or tasks from the KDD community. The keywords in
prior knowledge are filtered with the next experiments. Interestingly, it is ob-
served that the itemset {unlabelled, labelled, supervised, learn} which contains
the itemset {supervised, learn} is removed and another variant enters the top-5
list ({unlabelled, labelled, data}). Itemsets from the second list not in the prior
knowledge database are in general retained.
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Table 1. Top-5 most interesting itemsets for the KDDcoauthors dataset (a) and
KDDabstracts dataset (b) using Frequency (upper table), Information Ratio with con-
straints on Marginals (second table), Information Ratio with constraints on Marginals
and Tile sums (third table) and Information Ratio with constraints on Column
marginals and Itemset frequencies (lower table). The second column contains the corre-
sponding support, the third the conditional Information Ratio [2,9] and the last column
indicates whether the itemset or its subitemsets are contained in the Prior knowledge
database

(a) KDDcoauthors dataset

Itemsets Support IR Prior Knowl.

Frequency

W. Hsu, B. Liu 9 - No
Y. Ma, B. Liu 8 - No
M. Ester, H.P. Kriegel 7 - No
C.C. Aggarwal, P.S. Yu 7 - No
H. Tong, C. Faloutsos 7 - No

Inf. Ratio - Constraints on Marginals

R. Bhaumik, C. Williams, R. D. Burke, B. Mobasher 3 1.2482 Yes
Y. Ma, W. Hsu, B. Liu 6 1.2414 No
J. Wu, J. Chen, H. Xiong 4 1.2116 No
W. Perrizo, W. Jockheck, A. Perera, D. Ren, W. Wu, Yi Zhang 2 1.1744 Yes
K. Zhang, B.A. Shaphiro, J. Tsong-Li Wang, D. Shasha 3 1.1353 Yes

Inf.Ratio - Constraints on Marginals and Tile sums

Y. Ma, W. Hsu, B. Liu 6 1.2223 No
S. Tao, N. Anerousis, X. Yan 2 0.9804 No
M.L. Antonie, A. Coman 3 0.9530 No
A. Gershman, G. Wei, T. Gardinier 2 0.9273 No
N. Ahmed Syed, K. Kay Sung, H. Liu 2 0.9037 No

Inf.Ratio - Constraints on Column marginals and Itemset frequencies

W. Jockheck, A. Perera, D. Ren, W. Wu 2 2.0327 No
K. Zhang, B.A. Shaphiro, J. Tsong-Li Wang 3 2.0279 No
C. Williams, R. Bhaumik, R.D. Burke 3 2.0120 No
E.C. Shek, R.R. Muntz, E. Mesrobian 2 1.8981 Yes
D. Kumar, M. Potts, R.F. Helm 2 1.6687 No

(b) KDDabstracts dataset

Itemsets Support IR Prior Knowl.

Frequency

data, paper 389 - No
data, algorithm 334 - No
data, mine 312 - No
data, propos 308 - No
data, result 305 - No

Inf.Ratio - Constraints on Marginals

svm, machin, vector, support 25 0.8801 Yes
art, state 39 0.7954 No
unlabelled, labelled, supervised, learn 10 0.7261 Yes
gene, express 25 0.7243 Yes
rule, associ, mine 36 0.7187 Yes

Inf.Ratio - Constraints on Marginals and Tile sums

art, state 39 0.7918 No
row, column, algorithm 12 0.6876 No
unlabelled, labelled, data 14 0.6808 No
answer, question 18 0.6634 No
recal, precis 14 0.6496 No

Inf.Ratio - Constraints on Column marginals and Itemset frequencies

labelled, unlabelled, semi, supervised 8 2.0996 No
svm, vector, train, support, machin 12 2.0708 Yes
outlier, detect, high, show, base, propos 9 2.0597 No
privaci, individu, mine, result 8 1.9762 No
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6 Conclusions

In this paper, we have shown how the MaxEnt modelling strategy [2,9] can be
extended for use with flexible types of prior information. This makes the MaxEnt
modeling approach a complete alternative to the swap randomization approaches
[5]. In contrast with swap randomizations, the MaxEnt approaches presented
here do not suffer from convergence issues. Indeed, with the possible exception
of itemset constraints, when they do not form a junction tree, fitting each of
the MaxEnt models discussed can be done in polynomial time. Furthermore,
their analytical form makes them easy to use in the definition of analytically
computable measures of interestingness, as we demonstrated for tiles.
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Abstract. The multi-label classification is a frequent task in machine
learning notably in text categorization. When binary classifiers are not
suited, an alternative consists in using a multiclass classifier that pro-
vides for each document a score per category and then in applying a
thresholding strategy in order to select the set of categories which must
be assigned to the document. The common thresholding strategies, such
as RCut, PCut and SCut methods, need a training step to determine the
value of the threshold. To overcome this limit, we propose a new strat-
egy, called MCut which automatically estimates a value for the thresh-
old. This method does not have to be trained and does not need any
parametrization. Experiments performed on two textual corpora, XML
Mining 2009 and RCV1 collections, show that the MCut strategy results
are on par with the state of the art but MCut is easy to implement and
parameter free.

1 Introduction

Recently, multi-label classification has attracted much attention from the re-
searchers in pattern recognition as well as in data mining and more generally
in machine learning, caused by an increasing number of applications like for
example text categorization which is considered in this article. Given a set of
pre-defined categories (or classes) and a training set of pre-classified documents,
the task consists in learning the categories’ descriptions in order to be able to
classify a new document into the categories [18,23]. In the context of multi-label
classification, each document is associated with one or more labels whereas each
document is associated with exactly one label in the single-label classification.
Moreover, when the classifier has three or more categories to choose from, it is
a multiclass classification whereas it is a binary classification when the number
of categories is limited to two, usually a category and its complement. With the
imbalance between the labels, their overlapping, in the case of multi-label clas-
sification, pose new challenges and give opportunities to design new algorithms
more suited for document mining. Among the methods developed to solve this
problem, Tsoumakas distinguished two main approaches [20].

In the first one, the multi-label classification problem is transformed into one
or more single-label classification problems. The most common transformation
consists in learning one binary classifier per label [9]. However, this approach does
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not consider the correlations between the different labels of each instance. In fact,
as noted by Sebastiani, it requires that categories are stochastically independent
of each other but this hypothesis is not necessarily verified, in particular when
the categories are organized in hierarchy, as for instance for web pages hosted
by Internet portals [18].

The second approach includes usual methods, called algorithm adaptation
methods [20], which have been extended in order to handle multi-label data. We
can cite, for instance, the C4.5 algorithm adapted by Clare and King [1], the
Adaboost.MH and Adaboost.MR developed by Schapire et al. [17] and its exten-
sion adaboost.MH [3], the algorithm, based on the SVMs principle, proposed by
Elisseeff [7] or the MMP [4] and the BP-MLL [25] algorithms derived from neu-
ral networks. Similarly, several improvements have been designed for the kNN
classifier, as for example, those developed by [13] or the ML-kNN adaptation of
the kNN lazy learning algorithm [24]. However, in this case, the solution brought
to the multi-label problem is dependant of the classification algorithm.

In the general case, the result obtained for a new document with a multiclass
classifier is not a set of categories but a ranked list of the categories, eventually
associated with a score corresponding to the estimated probability of the cate-
gory and the user must decide which categories must be retained. Unfortunately,
in many real applications, the number of categories for a new document is un-
known in such a way that the choice of the number of categories is not obvious.
In this case, the selection of the final categories assigned to the document re-
quires a post-processing. Some approaches, as the Metalabeler proposed by Tang
et al. [19], learn the number of labels to associate with documents, while others,
which we will consider in the following, consist in determining a threshold such
that only categories with higher scores are selected.

This threshold can be defined using two main approaches. In the first one,
called probability thresholding [18], the threshold is inferred, by a theoretical
result, from probabilities computed by the classifier. However, this approach can
be only applied when on the one hand the probabilities of class membership
are estimated by the classifier and on the other hand, the effectiveness of the
classification is evaluated by decision measures. The second approach, called
experimental thresholding [18], consists in testing different values as thresholds
on a validation set and choosing the value which maximizes the effectiveness.
Different algorithms have been reported in the literature. The most common are
the RCut method [15,22] also called t-per-doc thresholding [10], the PCut or
proportional thresholding used in [10,11,15,23,22] and finally, the SCut or CSV
thresholding [2,15,22]. In these three methods as well as in their variants like
RTCut or SCutFBR [22], the threshold must be fixed by a user or estimated
from a training set. To overcome this drawback, we propose in this article a
method, called Maximum Cut (MCut) which automatically determines, without
a learning step, the set of categories to which a new document belongs to, from
the categories’ scores of this document. We also present a comparative study of
these different methods on several corpora. These experiments have been done on
usual benchmarks composed of short documents such as the well known Reuters
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Collection [12] but also on a large collection of XML documents extracted from
the Wikipedia encyclopedia: the INEX XML Mining collection [5].

In the aim of introducing our notations, a brief presentation of the vector space
model (VSM - [16]), used to represent the documents, is given in section 2. The
usual thresholding strategies RCut, SCUt, PCut as well as the Maximum Cut
strategy are respectively described in detail in sections 3 and 4. The following
sections 5 and 6 present the comparative experiments and the results obtained
on different datasets.

2 Document Model for Categorization

The vector space model, introduced by Salton et al. [16], has been widely used to
represent textual documents as vectors which contain the terms weights. Given
a collection D of documents, an index T , where |T | denotes the cardinality of
T , gives the list of terms (or features) encountered in the documents of D. In
order to calculate weights, the TF.IDF formula can be used [16]. TF (Term
Frequency) corresponds to the relative frequency of a term tj in a document di
and IDF (Inverse Document Frequency) measures the discriminatory power of
the term tj .

3 Thresholding Strategies

In the context of multi-label classification, one score φ(
−→
di , ck) is produced by the

multiclass classifier for each document di and each category ck where ck ∈ C with
C = {c1, . . . , cr} denotes the set of categories. Given these scores, the problem
consists in determining the set of categories L̂(di) ⊆ C which must be attributed
to the document di.

To solve this problem, three main algorithms have been proposed: RCut,
PCut and SCut. They are based on the same principle: given a previous chosen
threshold, they compare the scores returned by the classifier at this threshold in
order to select the categories with scores higher than the threshold. The value
of the threshold can be either specified by the user or it can be learned from a
training set. These common strategies are described below.

3.1 RCut or t-per-document Thresholding

The RCut strategy, also called t-per-document thresholding, classifies each doc-
ument in exactly t categories [10,15,22]. Indeed, given a document di, the scores

(φ(
−→
di , ck), k = 1, . . . , r) are ranked and the t top ranked categories are assigned

to di.
Note that if t equals 1, RCut is equivalent to the argmaxk(φ(

−→
di , ck), k =

1, . . . , r) which predicts the most probable category. Moreover, as RCut is doc-
ument pivoted, it is well-suited for online applications where the decisions for a
document are independent from those for the others.
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In view to distinguish categories with the same ranking, [22] introduced
RTCut, an extension of RCut which combines the categories ranks and the
scores {φ(−→di , ck), k = 1, . . . , r} but like RCut, this improvement requires the
choice of a threshold.

However, RCut, as well as RTCut, is global since it affects the same number
of categories to each document. From this point of view, it can suffer from
inconsistency in so far as a document di can be classified in the category ck and
di′ not assigned to ck when φ(

−→
di , ck) < φ(

−→
di′ , ck).

3.2 PCut or Proportional Thresholding

If RCut is document-pivoted, PCut is category-pivoted. Indeed, PCut, also
called proportional thresholding, assigns to the category ck a number of docu-
ments nk in function of the percentage of documents belonging to this cate-
gory in the training set [15,22]. More precisely, given a category ck, the scores

(φ(
−→
di , ck), i = 1, . . . , |D|) are ranked and the nk top ranked documents are as-

signed to the category with nk = P (ck)× x× r where P (ck) is the prior proba-
bility for a document to belong to ck, r, is the number of categories, and x is a
parameter which must be estimated using a training set.

Contrary to RCut, PCut is not suitable for online applications because the
decision for a new instance requires the scores for all the others. Moreover, it is
clear that its performance depends on the stability of the categories distribution
in the training set and in the rest of the corpus.

3.3 SCut or CSV Thresholding

At the difference of PCut and RCut which are global strategies, SCut, also
called CSV thresholding, is local in the sense that a threshold is fixed per cate-
gory [2,15,22]. For each category, different values are tested and the value which
maximizes the effectiveness of the classifier on a training set is chosen. But, due
to the risk of overfitting, there is no guarantee that the optimum value deter-
mined on the training set will be the best one in the whole collection. Moreover,
as noted by Yang [22], many false alarms result from a too low threshold while
many misses for the category result from a too high threshold, notably when
there are few instances associated with the label. The extension SCutFBR was
introduced to limit the affect of the threshold on the effectiveness measure for
rare categories [22].

However, SCutFBR, like the previous strategies, requires a value for the
parameter, which can be either specified by the user or learned using a training
set, eventually with a risk of overfitting. To avoid such selection, we propose in
this article the Maximum Cut Strategy, noted MCut.

4 The Maximum Cut Thresholding (MCut)

The Maximum Cut thresholding MCut determines automatically a threshold
for each document in order to select a subset of categories from the scores
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(φ(
−→
di , ck), k = 1, . . . , r) for the document di. The underlying idea consists in

assigning to di the subset of categories corresponding to scores really higher
than the others. This leads to identify the highest difference between successive
scores and to select as threshold the middle of the interval defined by these last
scores.

This method is based on the following principle. Given a document di, the
scores (φ(

−→
di , ck), k = 1, . . . , r) are ranked in decreasing order. The sorted list

obtained is denoted S = (s(l), l = 1, . . . , r) where s(l) = φ(
−→
di , ck) if φ(

−→
di , ck)

is the lth highest value in S. Let t be the highest difference between successive
scores (i.e. the maximum gap for S) defined by:

t = argmax{(s(l)− s(l + 1)), l = 1, . . . , r − 1} (1)

The value mcut retained as threshold is then defined by:

mcut =
s(t) + s(t+ 1)

2
(2)

The categories assigned to di are those corresponding to a score φ(
−→
di , ck) higher

than mcut:
L̂(di) = {ck ∈ C|φ(−→di , ck) > mcut} (3)

TheMCut algorithm is presented in Algorithm 1 while Figure 1 gives a graphical
illustration of this method. A curve of the scores in their decreasing order (i.e.
s(l), l = 1, . . . , r in function of l) is drawn for two documents: d1 (on the left
side) and d2 (on the right one). With MCut, the document d1 is assigned to one
category (on the left) while the document d2 is assigned to three categories (on
the right).

Fig. 1. Illustration comparing RCut and MCut thresholding strategies

MCut presents the advantage to be local: the number of categories assigned
to a document is not the same for all the documents. Moreover, MCut requires
neither a training set in order to select a threshold nor to know the scores
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computed by the classifier over the whole collection. So it is suited for online
application. It does not suppose that the distribution of the categories stays
stable. Finally, it does not depend on a specific algorithm but its performance
depends on the discriminative power of the classification algorithm. MCut is

Data: Tab[k] = φ(
−→
di , ck) : k = 1 . . . r

Result: L̂(di)
L̂(di) = ∅;
S = sort(Tab);
Sdiff [ind] = (S[ind]− S[ind + 1]) : ind = 1 . . . r − 1;
t = index(max(Sdiff));

mcut = S[t]+S[t+1]
2

;
for k ← 1 to r do

if Tab[k] > mcut then

L̂(di) = L̂(di) ∪ ck;
end

end

return L̂(di)
Algorithm 1. MCut algorithm

compared with the RCut strategy in Figure 1. For RCut1 (resp. RCut2), the
t parameter is set up to 1 (resp. 2). The same set of categories is affected to
d1 by RCut1 and MCut, while RCut2 assigns one category more (see Figure 1
: left side). In the second case, the set of categories is different (see Figure 1 :
right side). d2 belongs to three categories with MCut strategy while it is still
associated to one category (resp. two categories) with the RCut1 (resp. RCut2)
strategy.

5 Experiments

In order to compare the proposed MCut thresholding strategy with the usual
thresholding strategies RCut and PCut, we performed several experiments on
two text categorization collections. As indicated by Yang [22], we will not con-
sidered SCut strategy which does not provide good results. After presenting the
collections, we will define criteria used for the evaluation and the experimental
protocol.

5.1 Collections Description

Two collections are used to evaluate the thresholding strategies. These collections
are split into a training set and a testing set that are described in Table 1.

The first collection is the XML Mining collection 20091 [6]. It is composed
of 54 632 XML documents extracted from the Wikipedia XML Corpus. This

1 http://www.inex.otago.ac.nz/tracks/wiki-mine/wiki-mine.asp

http://www.inex.otago.ac.nz/tracks/wiki-mine/wiki-mine.asp
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Table 1. Training and testing sets description

XML Mining RCV1 (topics) RCV1 (regions)
train test train test train test

Number of documents 10 978 43 654 23 149 781 265 23 149 781 265

Number of categories 39 39 101 103 228 296

Number of documents
with only one label

9053 36 042 734 23 871 18 638 616 762

Average of number of
categories per document

1.46 1.45 3.18 3.24 1.28 1.32

Variance of number of
categories per document

3.15 2.96 1.84 1.98 0.53 0.65

subset of Wikipedia represents 39 overlapping categories, each corresponding to
one subject or topic (for example: American civil war, Baseball, Politics, World
War I). Each document belongs to at least one category. The training set is
composed of about 20% of the collection which corresponds to 10 978 documents.
On the training set, the mean of the number of categories per document is 1.46
and 82% of the documents belongs to only one category. Documents are rather
long with 2103.47 words in average per document. In Table 1, we can see that
the variance of the number of categories per document is important. Several
Wikipedia documents can be considered as link pages and thus, they belong to
a great number of categories.

The second collection is the well known Reuters Corpus Volume I (RCV1)
collection2 [12]. RCV1 collection is an archive of 800 000 manually categorized
newswire stories made available by Reuters, Ltd. Documents are shorter than in
the XML Mining collection with 75.73 words per document on average. Different
subsets are defined in this collection (topics, regions and industries). The first
one is the subset of topics where documents are assigned to 103 topic codes. On
average, about 3 topics are associated with each document. The second subset
is the subset of regions where documents are associated with 296 codes of region
with about one region per document on average. The last one is the industries
subset which categorizes documents into 350 codes of industry. Contrary to the
two first subsets (topics and regions), in the subset of industries, some documents
are not categorized and for this reason, experiments are performed using only
the subsets of topics and regions. As shown in Table 1, contrary to the XML
Mining collection, in the RCV1 collection, some categories are not represented
in the training set. Moreover categories are organized in hierarchy.

5.2 Evaluation Criteria

In order to evaluate multi-label classification results, we used three common
criteria : Exact, Micro and Macro. Exact is the exact match ratio which cor-
respond to the proportion of correct predictions in the documents to classify.

2 http://www.jmlr.org/papers/volume5/lewis04a/lyrl2004_rcv1v2_README.htm

http://www.jmlr.org/papers/volume5/lewis04a/lyrl2004_rcv1v2_README.htm
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A document is well classified if and only if all associated labels are correctly
predicted. This Exact criteria is very restrictive and is not necessarily the most
suited to measure the performance of the classification as it does not take into
account the partial matches. Thus, we also used the Micro and Macro criteria
which are the micro and macro average of the F1-measure. These two criteria
are, for example, used to evaluate performance in the XML Mining competition
[6]. The F1-measure is a well-known criteria which corresponds to the harmonic
mean of precision and recall.

5.3 Experimental Protocol

The documents belonging to the XML Mining collection are provided while
only the TF.IDF description vectors are given for RCV1 collection. So, we will
describe how we process the XML Mining collection before explaining how we
perform the classification.

The first step of the definition of the TF.IDF description vectors of the XML
Mining collection consists in a pre-processing of the documents. Indeed the orig-
inal number of terms that appear in the documents is very important with
1 136 737 terms. In order to reduce the size of the index, we applied the Porter
Algorithm [14]. We also remove a large number of irrelevant terms that could
degrade the categorization, e.g.: the numbers (2311, -1224, 0d254c, etc.), terms
that appear less than three times, or terms that appear in almost all the docu-
ments of the training set corpus. After their deletion, the index size is reduced
to 295 721 terms on all the documents. All the documents are represented with
a TF.IDF description vector representation presented in section 2.

The categorization is performed using a Support Vector Machines (SVM) clas-
sifier. SVM was introduced by Vapnik for solving pattern recognition problems
using Structural Risk Minimization principal [21]. In our experiments, the mul-
ticlass SVM algorithm available in the Liblinear library [8] has been used (L2
loss support vector machine primal with default parameters).

In order to compare the different approaches, we first perform the classical
binary categorization (denoted binary in the following sections) that consists
in the training of a classifier for each category. As previously pointed out, this
approach supposes that categories are independent of each other. Then, in con-
sidering all categories simultaneously, we apply a multiclass SVM providing a
score for each document-category pair (di, ck) and we compare the sets of cate-
gories L̂(di) attributed to the document di respectively by the MCut, RCut and
PCut thresholding strategies. For the RCut strategy, we perform 4 runs with
values of t varying from 1 to 4. All obtained results are detailed in section 6.

6 Results

6.1 XML Mining Collection

Table 2 shows all the obtained results on the XML Mining collection. As we can
see on this table, the binary run obtains the poorest results if we compare with
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Table 2. Results for the XML Mining and RCV1 collection

XML Mining RCV1 (topics) RCV1 (regions)

Exact Micro Macro Exact Micro Macro Exact Micro Macro

binary 0.330 0.402 0.324 0.509 0.799 0.494 0.746 0.835 0.407

MCut 0.524 0.600 0.560 0.443 0.627 0.306 0.765 0.670 0.289

RCut1 0.594 0.597 0.536 0.030 0.444 0.179 0.756 0.823 0.433

RCut2 0.037 0.535 0.515 0.193 0.671 0.378 0.101 0.683 0.490

RCut3 0.006 0.460 0.454 0.325 0.750 0.482 0.017 0.554 0.464

RCut4 0.002 0.401 0.398 0.041 0.710 0.491 0.003 0.461 0.423

PCut 0.438 0.544 0.513 0.378 0.655 0.355 0.722 0.774 0.363

those obtained with the MCut, RCut1 and PCut thresholding strategies. The
RCut1 strategy assigns only one category to documents and obtains the best
result in considering the exact match ratio criteria. As we have seen on Table 1,
82% of documents have only one label. This is the reason why this thresholding
strategy works well on this collection. The MCut strategy slightly decreases
the exact match ratio from 0.594 to 0.524 but also slightly improves the micro
(respectively the macro) average F1-measure from 0.597 to 0.600 (respectively
from 0.536 to 0.560). The PCut strategy obtains quite good results while the
RCut2, RCut3 and RCut4 thresholding obtain poor results because the average
of categories per document is 1.46 (Table 1).

6.2 RCV1 Collection (Topics)

Obtained results on the RCV1 collection for the topic codes, are summarized in
Table 2. For the thresholding strategies, depending on the considered evaluation
criteria, the MCut and the RCut strategies are better than the PCut strategy.
Indeed, the best results for the exact match ratio are obtained with the MCut
strategy, while the RCut3 (resp. RCut4) obtains the best results for the micro
(resp. macro) average F1-measure. As shown by Table 1, the variance of the
number of categories per document is low. This relative stability of the num-
ber of categories assigned to documents is consequently in favour of the RCut
thresholding strategy.

6.3 RCV1 Collection (Regions)

The results for the RCV1 collection with the subset of region codes are presented
in Table 2. The binary run, as for the topics subset, obtains very good results
but, with the exact match ratio criteria, the MCut strategy has better results
while the RCut2 gets the best for the macro average F1-measure. The RCut1
thresholding strategy is globally the best strategy according to the different
criteria. As for the RCV1 topic codes, the RCut strategy is favoured by the low
variance of the number of categories per document as presented on Table 1.
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6.4 Discussion

When categories are independent, learning binary classifiers for each category is
a good strategy. However this hypothesis of independency is very restrictive and
can not be considered for all collections. When it is not verified, thresholding
strategies are good alternatives. The RCut thresholding strategy works well
when the number of categories that must be assigned to each document is roughly
the same over all the collection. In that case, the parameter that corresponds to
the number of categories that must be assigned to document is easy to calculate.
For instance, in our experiments RCut1 gives good results on the XML Mining
and on the RCV1 regions collections in which the percentage of single-label
documents is important.

Concerning the PCut strategy, this solution is not suited for online applica-
tions as it is a category-pivoted strategy. Moreover, it can only provide good
results when the categories’ proportion stay the same in the training set and in
the testing set.

Finally, the MCut thresholding strategy seems to be a interesting alternative
to these existing algorithms that can be used in all cases. This is a well suited
strategy when the number of categories is very different between documents. In
the other cases, it obtains comparable results for the micro and macro average
F1-measures with the other thresholding strategies and it often provides the best
result in considering the exact match ratio. It offers also the advantage to be
easy to apply.

7 Conclusion

The multi-label classification is a challenging problem. In this article, we focused
our attention on thresholding strategies that aim to select a number of categories
for each document. Comparatively to common thresholding strategies which need
to select a value for the parameter, the MCut strategy, proposed in this article,
is completely automatic. It does not have to be trained and it does not need any
parametrization. Moreover, MCut strategy does not require assigning a same
number of categories to each document as the RCut strategy and it does not
suppose that the distribution of categories is known and stays stable like in the
PCut strategy. In experiments done on several datasets, it provides good results
in comparison with RCut and PCut even when the characteristics of the dataset
were in favour of these last methods. For all these reasons, among the methods,
simple to implement, the MCut strategy offers an interesting solution that can
be used with large corpora that are currently available.
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3. De Comité, F., Gilleron, R., Tommasi, M.: Learning multi-label alternating decision
trees from texts and data. In: Perner, P., Rosenfeld, A. (eds.) MLDM 2003. LNCS,
vol. 2734, pp. 251–274. Springer, Heidelberg (2003)

4. Crammer, K., Singer, Y., Jaz, K., Hofmann, T., Poggio, T., Shawe-taylor, J.: A fam-
ily of additive online algorithms for category ranking. Journal of Machine Learning
Research (JMLR) 3, 1025–1058 (2003)

5. Denoyer, L., Gallinari, P.: The wikipedia xml corpus. Special Interest Group on
Information Retrieval Forum (SIGIR 2006) 40(1), 64–69 (2006)

6. Denoyer, L., Gallinari, P.: Report on the xml mining classification track at inex
2009. In: INitiative for the Evaluation of XML Retrieval 2009 Workshop Pre-
proceedings (INEX 2009), pp. 339–343 (2009)

7. Elisseeff, A., Weston, J.: A kernel method for multi-labelled classification. In: Ad-
vances in Neural Information Processing Systems 14 (NIPS 2001), pp. 681–687
(2001)

8. Fan, R.-E., Chang, K.-W., Hsieh, C.-J., Wang, X.-R., Lin, C.-J.: LIBLINEAR:
A library for large linear classification. Journal of Machine Learning Research
(JMLR) 9, 1871–1874 (2008)

9. Har-Peled, S., Roth, D., Zimak, D.: Constraint Classification: A New Approach
to Multiclass Classification. In: Cesa-Bianchi, N., Numao, M., Reischuk, R. (eds.)
ALT 2002. LNCS (LNAI), vol. 2533, pp. 365–379. Springer, Heidelberg (2002)

10. Lewis, D.D.: An evaluation of phrasal and clustered representations on a text
categorization task. In: Proceedings of the 15th ACM Special Interest Group on
Information Retrieval Conference on Research and Development in Information
Retrieval (SIGIR 1992), pp. 37–50 (1992)

11. Lewis, D.D., Ringuette, M.: A comparison of two learning algorithms for text cat-
egorization. In: Third Annual Symposium on Document Analysis and Information
Retrieval (SDAIR 1994), pp. 81–93 (1994)

12. Lewis, D.D., Yang, Y., Rose, T.G., Dietterich, G., Li, F.: Rcv1: A new benchmark
collection for text categorization research. Journal of Machine Learning Research
(JMLR) 5, 361–397 (2004)

13. Luo, X., Zincir-Heywood, A.N.: Evaluation of Two Systems on Multi-class
Multi-label Document Classification. In: Hacid, M.-S., Murray, N.V., Raś, Z.W.,
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15. Montejo-Ráez, A., Ureña-López, L.A.: Selection Strategies for Multi-label Text

Categorization. In: Salakoski, T., Ginter, F., Pyysalo, S., Pahikkala, T. (eds.) Fin-
TAL 2006. LNCS (LNAI), vol. 4139, pp. 585–592. Springer, Heidelberg (2006)

16. Salton, G., McGill, M.: Introduction to Modern Information Retrieval. McGraw-
Hill (1983)

17. Schapire, R.E., Singer, Y.: Boostexter: A boosting-based system for text catego-
rization. Machine Learning 39(2-3), 135–168 (2000)

18. Sebastiani, F.: Machine learning in automated text categorization. ACM Comput-
ing Surveys 34(1), 1–47 (2002)

19. Tang, L., Rajan, S., Narayanan, V.K.: Large scale multi-label classification via
metalabeler. In: Proceedings of the 18th International Conference on World Wide
Web (WWW 2009), pp. 211–220 (2009)



MCut: A Thresholding Strategy for Multi-label Classification 183

20. Tsoumakas, G., Katakis, I.: Multi-label classification: An overview. International
Journal of Data Warehousing and Mining (IJDWM 2007) 3(3), 1–13 (2007)

21. Vapnik, V.: The Nature of Statistical Learning Theory. Springer (1995)
22. Yang, Y.: A study of thresholding strategies for text categorization. In: Proceedings

of the 24th ACM Special Interest Group on Information Retrieval Conference on
Research and Development in Information Retrieval (SIGIR 2001), pp. 137–145
(2001)

23. Yang, Y., Liu, X.: A re-examination of text categorization methods. In: Proceedings
of the 22nd ACM Special Interest Group on Information Retrieval Conference
on Research and Development in Information Retrieval (SIGIR 1999), pp. 42–49
(1999)

24. Zhang, M.-L., Zhou, Z.-H.: A k-nearest neighbor based algorithm for multi-label
classification. In: Proceedings of the 1st IEEE International Conference on Gran-
ular Computing (GrC 2005), pp. 718–721 (2005)

25. Zhang, M.-L., Zhou, Z.-H.: Multilabel neural networks with applications to func-
tional genomics and text categorization. IEEE Transactions on Knowledge and
Data Engineering (TKDE 2006) 18, 1338–1351 (2006)



Improving Tag Recommendation

Using Few Associations

Matthijs van Leeuwen1,2 and Diyah Puspitaningrum1

1 Dept. of Information & Computing Sciences, Universiteit Utrecht, The Netherlands
2 Dept. of Computer Science, KU Leuven, Belgium

matthijs.vanleeuwen@cs.kuleuven.be, diyah@cs.uu.nl

Abstract. Collaborative tagging services allow users to freely assign
tags to resources. As the large majority of users enters only very few
tags, good tag recommendation can vastly improve the usability of tags
for techniques such as searching, indexing, and clustering. Previous re-
search has shown that accurate recommendation can be achieved by us-
ing conditional probabilities computed from tag associations. The main
problem, however, is that enormous amounts of associations are needed
for optimal recommendation.

We argue and demonstrate that pattern selection techniques can im-
prove tag recommendation by giving a very favourable balance between
accuracy and computational demand. That is, few associations are chosen
to act as information source for recommendation, providing high-quality
recommendation and good scalability at the same time.

We provide a proof-of-concept using an off-the-shelf pattern selection
method based on the Minimum Description Length principle. Experi-
ments on data from Delicious, LastFM and YouTube show that our pro-
posed methodology works well: applying pattern selection gives a very
favourable trade-off between runtime and recommendation quality.

1 Introduction

Online collaborative tagging platforms allow users to store, share and discover
resources to which tags can be freely assigned. Well-known examples include
Delicious (bookmarks), Flickr (photos), LastFM (music), and YouTube (videos).
Tags can be chosen completely freely, allowing both generic and very specific tags
to be assigned. As a result, tags enable very powerful tools for e.g. clustering
[2,8] and indexing [9] of resources.

Tagging systems also have their downsides though. Apart from linguistic prob-
lems such as ambiguity and the use of different languages, the most apparent
problem is that the large majority of users assign only very few tags to resources.
Sigurbjörnsson and Van Zwol [14] did an analysis of tag usage on photo sharing
platform Flickr, and showed that 64% of all tagged photos are annotated with
3 or less tags. Obviously, this severely limits the usability of tags for the large
majority of resources.

As a solution to this problem, methods for a wide range of tag recommen-
dation tasks have been proposed. In this paper we consider the most generic

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 184–194, 2012.
� Springer-Verlag Berlin Heidelberg 2012
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tag recommendation task possible. That is, we only assume a binary relation
between resources and tags. Because it is so generic, it can be applied in many
instances, e.g. on platforms where heterogeneous resource types co-exist, making
it impossible to use resource-specific methods. Also, many collaborative tagging
platforms maintain only a single set of tags per resource, irrespective of which
user assigned which tag.

Sigurbjörnsson and Van Zwol [14] were the first to propose a recommendation
method for this setting, based on pairwise tag co-occurrences in the tagsets
previously assigned to resources. Using these existing tag assignments, referred
to as collective knowledge, candidate tags are generated and subsequently ranked
by (aggregated) conditional probabilities. LATRE, introduced by Menezes et al.
[11], builds upon this by using larger sets of co-occurring tags, in the form
of association rules, instead of only pairwise co-occurrences. To avoid mining
and caching enormous amounts of associations, LATRE mines the needed rules
for each query individually. The empirical evaluation showed that it is indeed
beneficial to use tag associations consisting of more than just two tags.

The big problem, however, is that although ‘on-demand’ mining circumvents
the need to cache millions of associations, the online mining of association rules
is computationally very demanding. As such, LATRE provides better recom-
mendations at the cost of scalability.

1.1 Aims and Contributions

Although recommendation using pairwise associations [14] is both accurate and
very fast, exploiting associations with more than two tags can improve accu-
racy even further [11]. Unfortunately, this comes at the cost of memory space
and computational complexity. In this paper, we demonstrate that the balance
between accuracy and computational complexity can be improved by using a
carefully selected small set of associations. To be more precise, we will show how
pattern selection can positively contribute to association-based recommendation.

In Section 2, we will first provide the notation that we will use throughout
the paper, and formally state the recommendation problem that we consider.
After that, Section 3 will explain association-based recommendation in more
detail. First, the above mentioned method using pairwise associations will be
detailed. Second, both our own generalisation to larger associations and LATRE
will be discussed. Third, we will introduce FastAR, for Fast Association-based
Recommendation, which needs only few associations to achieve high accuracies,
making it much faster than its competitors. For this, FastAR uses associations
selected by the Krimp algorithm [13], a pattern selection method based on the
Minimum Description Length principle. Given a database and a large set of
patterns, it returns a set of patterns that together compresses the database well.
These so-called code tables have been shown to provide very accurate descriptions
of the data, which can be used for e.g. tag grouping [8].

After all methods have been introduced, they will be empirically compared in
Section 4. Finally, we round up with related work and conclusions in Sections 5
and 6.
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2 Tag Recommendation

We consider binary relations between a set of resources S and a set of tags T , i.e.
S × T . That is, each tag can be assigned to any number of resources, and each
resource can have any number of tags assigned. In the following, each resource
is represented solely by its set of associated tags, simply dubbed a transaction.

Let database D be a bag of transactions over T . A transaction t ∈ D is a
subset t ⊆ T , and |D| denotes the number of transactions in D. A tagset X is a
set of tags, i.e. X ⊆ T , X occurs in a transaction t iff X ⊆ t, and the length of X
is the number of tags it contains, denoted by |X |. Maximum length parameter
maxlen restricts the number of tags a tagset X may contain, i.e. |X | ≤ maxlen.
The support of a tagset X in database D, denoted by supD(X), is the number
of transactions in D in which X occurs. That is, supD(X) = |{t ∈ D | X ⊆ t}|.
A tagset X is frequent if its support exceeds a given minimum support threshold
minsup, i.e. supD(X) ≥ minsup. Due to the A Priori property, all frequent
tagsets can be mined efficiently [3].

2.1 The Problem

Informally, we consider the following tag recommendation task. Assume given a
database D consisting of tagsets that have previously been assigned to resources.
When a user assigns a new tagset I to a resource, the recommendation algorithm
is invoked. Using source databaseD and query I as input, it recommends a tagset
R(D, I) ⊆ (T \I) to the user. Unlike the use of the word ‘set’ may suggest, order
is important; R(D, I) has to be ranked according to relevance to the user.

In practice, query I consists of very few tags in the large majority of cases, since
most users do not manually specify many tags. Therefore, high-quality tag recom-
mendation is of uttermost importance for resources annotatedwith 3 or fewer tags.
All the more so, since these input sizes potentially benefit most from recommenda-
tion when more than 3 tags are given, recommendation is probably less necessary.

Apart from the quality of the recommendations, performance from a computa-
tional point of view is also important. Tag recommendation is often implemented
in online web services and thus needs to be fast. Although we do not formalise
this in the problem statement, we will evaluate this in the Experiment section.
The tag recommendation problem can be stated as follows.

Problem 1 (Tag Recommendation). Given a source database D over tag vocabu-
lary T , and an input tagset I, recommend a set of tags R(D, I) ⊆ (T \ I) ranked
by relevance.

3 Association-Based Tag Recommendation

3.1 Pairwise Conditional Probabilities

Sigurbjörnsson and Van Zwol [14] were the first to propose a method for tag
recommendation that uses only the tagsets previously assigned to resources,
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which they referred to as collective knowledge. The method is based on pairwise
tag co-occurrences in this collective knowledge. In short, given a query I, all tags
co-occurring with an i ∈ I are ranked based on their conditional probabilities.

In more detail, it works as follows. Given an input tagset I and source database
D, a candidate list Ci of the top-m most frequently co-occurring tags (with i)
is constructed for each i ∈ I (where m is a parameter). For each candidate tag
c ∈ Ci, its empirical conditional probability is then given by

P (c | i) = supD({c, i})
supD({i})

. (1)

For any singleton input tagset I = {i}, the candidate tags in Ci are simply
ranked according to P (c | i) and then returned as recommendation. For any
longer I, however, the rankings obtained for each individual input tag will have
to be aggregated. The authors proposed and tested two different strategies for
this, i.e. voting and summing, but we will focus on the latter as this was shown
to perform better. First, a set C containing all candidate tags is constructed:
C =

⋃
i∈I Ci. Next, individual conditional probabilities are simply summed to

obtain a score s(c) for each candidate tag c ∈ C. This is given by

s(c) =
∑
i∈I

P (c | i). (2)

Finally, all candidate tags are ranked according to score function s, providing the
final recommendation. In the original paper [14], the concept of promotion was
introduced to weigh certain tags, which slightly improved recommendation qual-
ity. However, this requires parameter-tuning and to avoid unfair comparisons,
we do not consider any tag weighing schemes in this paper.

The principle of using conditional probabilities is very strong, and maybe it is
for that reason that very few improvements on this technique have been proposed
since (considering only methods that assume exactly the same task). We will
compare to this baseline method in Section 4. For this purpose, we will dub it
PairAR (or PAR for short), for Pairwise Association-based Recommendation.

3.2 Many Associations

An obvious generalisation of PAR is to use not only pairwise associations between
tags, but associations of any length. This may lead to better recommendation
whenever the input tagset contains more than one tag, because we can compute
more accurate empirical conditional probabilities. Suppose for example that we
have an input tagset I = {x, y} and a candidate tag z. With PAR we would
compute s(c) = P (z | x) + P (z | y) and use this for ranking, but with longer
associations we could also compute P (z | xy) and exploit this information.

The most näıve approach to do this would be to compute and use all as-
sociations of length |I| + 1, which would be sufficient to compute all needed
conditional probabilities. Unfortunately, were we to cache all associations, this
would come down to mining all frequent tagsets up to maximum length |I|+ 1,
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with a minimum support threshold of 1. In practice, this is infeasible due to the
so-called pattern explosion, and larger minsups are also problematic for realisti-
cally sized datasets. Even if it is at all possible to mine the desired associations,
using all of them for recommendation is likely to be slow.

Nevertheless, we adopt this approach to see how it performs in practice and
dub it NaiveAR (or NAR for short). First, it mines all frequent tagsets F , with
maxlen = |I| + 1 (hence a different set of associations for each input length is
required) and a specified minsup. Additionally, the top-m co-occurrences per tag
are computed as is done by the PairAR baseline. This to ensure that there are
always candidate tags, even for rare input tags.

As candidates, all tags that co-occur with any of the input tags in any F ∈ F
are considered, augmented with the top-m tags for each individual input tag.
Conditional probabilities and scores s(c), as defined in Equation 2, are computed
as before, except that F is consulted for any conditional probabilities that cannot
be obtained from the top-m’s. There is a good reason for using the summing
strategy of s(c) despite having access to the ‘exact’ conditional probability P (z |
xy). That is, this exact probability is not always available due to the minsup
parameter, and for those cases the summing strategy has the same effect as with
PAR. Preliminary experiments showed this to be a good choice.

As discussed, LATRE, introduced by Menezes et al. [11], is a very similar
method that also uses longer associations. To overcome the pattern explosion,
LATRE uses on-demand mining of association rules for each individual query.
Three parameters can be used to reduce the number of rules: 1) a maximum
number of tags per rule, 2) minimum support, and 3) minimum confidence. Note
that the main difference with NAR is that NAR uses a higher minsup to mine
associations once beforehand and augments these with the top-m co-occurring
tags for each input tag. We will empirically compare to LATRE in Section 4.

3.3 From Many to Few Associations

Although experiments will show that NaiveAR and LATRE can improve on
PairAR in terms of precision, the downside is that both methods are rather
slow. Unfortunately, most users would rather skip recommendations than wait
for them. The question is therefore whether a small set of associations could
already improve precision, such that recommendation is still (almost) instant.

That is, we are looking for a pattern set that provides a complete description
of (the associations contained in) source database D. In previous work [13,8] we
have shown that code tables, such as produced by e.g. the heuristic algorithm
Krimp [13], provide such descriptions.

A code table CT consists of two columns and describes a dataset by encoding
it. The first column contains tagsets, while the second column contains their
replacement codes. To encode a transaction t, CT is scanned for the first tagset
X ∈ CT such that X ⊆ t. X is then replaced by its code and the encoding
continues for t \X until t = ∅. Since a code table contains at least the singleton
tagsets, the encoding of a transaction always succeeds.
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Analogue to NaiveAR, the set of tagsets provided by the first column of a
code table is augmented with the top-m pairwise co-occurrences for each input
tag. Also, the set of candidate tags is obtained in exactly the same way: each
tag that co-occurs with any of the input tags in the code table is considered a
candidate tag, as are the top-m tags for each input tag.

Although the code table does not store tagset supports, we can infer informa-
tion from its codes. The actual codes used are immaterial to us here. What is
important is their lengths. While encoding D with CT we maintain a list that
records how often each X ∈ CT is used in encoding, which is called the usage
of X , denoted by usageD(X). The code for X is chosen such that its length is

− log

(
usageD(X)∑

Y ∈CT usageD(Y )

)
.

The Minimum Description Length (MDL) principle states that the best code
table is the one that compresses D best. Given this optimal code table CT ,
one can compute a tagset’s support by summing the usages of all code table
elements that are a superset of the tagset. Unfortunately, computing the optimal
code table is infeasible. However, from previous research we know that the code
tables computed by the heuristic algorithm Krimp are rather accurate. Hence,
we estimate the support of any tagset X by

ˆsupD(X) =
∑

Y ∈CT,X⊆Y

usageD(Y ),

which can be easily computed from the code table.
Again, computing the scores for the candidate tags is done as by PAR and

NAR, except that code table CT is consulted for any conditional probabilities
that cannot be obtained from the top-m’s. In these cases, the support of a tagset
X is estimated by ˆsupD(X).

Note that the code table itself can be computed offline. While computing
recommendations, we only need to estimate supports. Given that a code table is
significantly smaller than the set of all (frequent) tagsets, this algorithm should
be much faster than both NAR and LATRE. We therefore dub it FastAR (or
FAR for short), for Fast Association-based Recommendation.

4 Experiments

In this section we evaluate PairAR, NaiveAR, FastAR, and LATRE on three
datasets collected from online collaborative tagging services.

EvaluationCriteria.To assess recommendation quality, we resort to themost
commonly taken approach, i.e. 5-fold cross-validation. The dataset is partitioned
into 5 equal-sized parts and for each of 5 folds, four parts are concatenated into a
training databaseDtrain and the remaining partDtest is used for testing. All results
are averaged over all 5 folds (except for runtime, which is averaged per query).

Dtrain is used as source databaseD for all methods. From each tagsetX ∈ Dtest,
a query I ⊂ X is randomly selected. The remaining tags in the tagset, X \ I,
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Table 1. Datasets. The number of transactions and distinct tags, as well as average
and maximum transaction lengths are given. |Dk| represents the number of transactions
used for testing after removing transactions that are too short, for k ∈ {2, 3}.

Dataset Properties Effective test data
|D| |T | avg(|t|) max(|t|) |D2| |D3|

Delicious 526,490 19,037 9.6 30 338,284 308,832
LastFM 91,325 7,380 20.3 152 61,701 56,904
YouTube 169,290 7,785 8.3 74 97,591 83,450

are used for validation. The size of query I is parametrised by k and fixed for a
given experiment, s.t. k = |I|. Since small queries aremost prominent in real world
situations, we consider k ∈ {2, 3}. Note that we do not consider k = 1, because the
proposed methods are equivalent toPairAR for this setting. To ensure that there
are always at least five validation tags that can be used to measure precision, we
exclude all transactions that contain less than k + 5 tags from Dtest.

As evaluation criteria, we use precision, mean reciprocal rank and runtime,
denoted by P@x, MRR and time. P@x denotes precision of the x highest ranked
tags, with x ∈ {1, 3, 5}, and is defined as the average percentage of the first x
recommended tags that occur in validation tags X \ I. Mean reciprocal rank
represents the average rank of the first correctly recommended tag. It is defined
as MRR = 1

|Dtest|
∑

X∈Dtest
1

first(X) , where first(X) is the rank of the first

correctly recommended tag for test case X .
To quantify computational demand we measure runtime, which reflects the

time needed for the online computation of a recommendation for a single query
(on average). Note that this excludes the time needed for generating the associ-
ations needed by PAR/NAR/FAR, as this can be done offline beforehand.

Datasets.We use the pre-processed datasets crawled from Delicious1, YouTube2,
and LastFM3 by Menezes et al. [11]. Some basic properties are presented in Ta-
ble 1; see their paper for more details on the collection and pre-processing. Note
that we experiment on the complete datasets, which contrasts their setup.

PAR, NAR and FAR. In all cases, m = 50, i.e. the top-50 most frequent
co-occurring tags for each tag are collected. For NAR, tagset collection F is
obtained by mining all closed frequent tagsets with minsup as given in Table 2
and maxlen = k+1 (as was already specified in the previous section). For FAR,
Krimp is used to obtain a code table CT from all frequent closed tagsets for the
specified minsup (no maxlen).

LATRE. For comparison to LATRE, we use the original implementation and
the same settings as in the original paper: minsup = 1, minimum confidence
= 0.00001, and αmax = 3 (implying that association rules with antecedent up to
the length 3 are allowed). Note that strictly speaking we compare to LATNC,

1 www.delicious.com
2 www.youtube.com
3 www.last.fm

www.delicious.com
www.youtube.com
www.last.fm
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a variant of LATRE without ‘calibration’, a tag weighing scheme like PAR’s
promotion. We decided to refrain from such schemes to keep comparison fair.
Promotion and/or calibration could be applied to all methods described in Sec-
tion 3, but require fine-tuning.

Implementation. Prototypes of PAR, NAR and FAR were implemented in
C++. Each experiment was run single-threaded on a machine with a quad-core
Intel Xeon 3.0GHz CPU and 8Gb RAM running Windows Server 2003.

4.1 Results

A complete overview of the results is presented in Table 2. PairAR performs
quite well in terms of precision and it is extremely fast, requiring up to 5 seconds
for the online recommendation phase. We chose the minsups for NaiveAR such
that the number of resulting tagsets in F was in the order of the 100 000s; these
amounts of tagsets could be kept in memory and recommendation was compu-
tationally feasible. Looking at the precision of the highest ranked recommended
tags, we observe that NAR provides improvements up to 2.71% over PAR. Only
for LastFM with k = 3 precision slightly decreases. Due to the large numbers of
tagsets to be considered, runtimes increase up to 428.91 milliseconds per query.

To demonstrate the effect of pattern selection, we ran FastAR with the same
minsups as NAR. This shows that Krimp significantly reduces the number of
tagsets. For LastFM with k = 2, for example, F contains 540 697 tagsets, whereas
the code table used by FAR contains only 9 513 tagsets. With this decrease in
the number of tagsets, runtime is reduced from 1229.32 to only 2.16 milliseconds
per query, while an –admittedly small– increase in precision with respect to PAR
is still attained. When we consider YouTube with k = 2 (or similarly k = 3),
running NAR with a minsup lower than 13 was not feasible, while FAR could
easily be applied with a minsup of 1. This resulted in a code table consisting of
only 14 981 tagsets. Despite the modest number of tagsets, this gave an increase
in P@1 of 4.73%, which is substantially better than the 2.71% improvement
obtained by NAR.

The relative performance of LATNC varies from setting to setting: precisions
and MRR are subpar for Delicious, for LastFM with k = 2 and for YouTube
with k = 2. For LastFM with k = 3, the scores are better than those of any other
method, and LATNC is only beaten by FAR for YouTube with k = 3. LATNC
is always much slower than FAR though.

4.2 Analysis

The overall good performance of PairAR shows that the idea of summing pair-
wise conditional probabilities is hard to beat. It very much depends on the data
at hand whether associations consisting of multiple tags can be exploited to
improve recommendation quality. This is not the case for the Delicious dataset
that we used, which is probably due to the relative large number of tags, of
which many occur only very rarely. For the YouTube data, however, recommen-
dation can be substantially improved using FastAR. That is, for this dataset
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Table 2. Results. For each combination of dataset, query size k, method, and minsup,
the obtained precisions, MRR and runtime are given. For NaiveAR and FastAR, the
number of tagsets in F resp. CT are given. Runtime is given per query, on average in
milliseconds.

Dataset k method minsup #tagsets P@1 P@3 P@5 MRR time (ms)

Delicious 2 PAR - 45.93 35.19 29.20 56.95 0.01
NAR 37 142,185 46.80 35.79 29.64 55.68 59.07
FAR 37 25,736 46.28 35.42 29.36 55.26 6.89
LATNC 1 39.39 29.82 24.47 50.34 129.88

Delicious 3 PAR - 51.13 39.27 32.53 62.35 0.02
NAR 37 219,832 51.33 39.35 32.60 60.59 428.91
FAR 37 25,736 50.86 39.18 32.54 60.43 11.83
LATNC 1 49.14 37.98 31.60 59.77 606.06

LastFM 2 PAR - 52.18 41.38 35.11 63.02 0.03
NAR 51 540,697 53.49 42.60 36.18 62.41 1229.32
FAR 51 9,513 52.70 42.04 35.78 61.63 2.16
LATNC 1 46.36 37.75 32.17 58.43 156.41

LastFM 3 PAR - 52.59 42.40 36.31 64.22 0.05
NAR 146 132,103 52.16 41.97 36.11 61.88 415.44
FAR 146 5,111 52.46 42.84 36.86 62.59 1.02
FAR 51 9,513 52.91 43.27 37.41 62.90 4.20
LATNC 1 55.42 45.15 38.83 66.49 596.18

YouTube 2 PAR - 50.10 39.86 34.05 58.69 0.04
NAR 13 324,696 52.81 42.48 36.29 59.03 300.26
FAR 13 10,159 52.12 41.81 35.73 58.34 3.30
FAR 1 14,981 54.84 44.86 38.78 60.46 19.08
LATNC 1 38.86 31.00 26.54 48.29 63.50

YouTube 3 PAR - 54.90 43.83 37.42 63.53 0.06
NAR 40 183,228 55.73 44.32 37.66 62.17 562.79
FAR 40 4,933 55.63 44.37 37.72 62.29 1.69
FAR 1 14,981 59.20 48.44 41.83 64.87 45.37
LATNC 1 55.81 46.20 40.15 63.71 150.68

our method based on pattern selection beats the more ‘exhaustive’ methods with
respect to both precision and runtime.

Whenever NAR and/or LATNC achieve higher precisions than PAR, FAR
provides a much better trade-off between precision and runtime. The downside is
that it does not always give the highest possible precision. Mining all association
rules on demand, such as LATNC does, does not seem to be a good idea for
realistically sized datasets, as this comes at the cost of long runtimes.

Using pattern selection, on the other hand, comes at the cost of longer offline
pre-processing times. Krimp requires up to 15 minutes to obtain code tables for
Delicious and YouTube, and up to 10 hours for LastFM. However, this is mostly
due to the fact that it needs to generate and test a large set of candidates, which
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could be avoided by using different heuristics to construct code tables [15]. In
the end, performing pattern selection once beforehand is well worth the effort if
this results in much faster yet high-quality recommendation.

Finally, note that we here focused on relatively small query sizes (k) because
these are both realistic and the most useful. However, exploiting longer asso-
ciations can clearly be even more beneficial when k grows. This explains why
LATRE performed much better than PAR in Menezes et al. [11].

5 Related Work

Many variants of tag recommendation have been studied in recent years [1].
Based on the used information, we split existing methods into three categories.

The first category is the most generic, and the one we consider in this paper:
methods that only assume a binary relation between resources and tags. We
already introduced and experimented with the methods in this category [14,11].

The second category aims at tagging systems that allow users to individually
assign their own tagset to each resource. The resulting ternary relation is often
called a folksonomy. One of the first methods for folksonomies was Folkrank [5],
based on the same principles as PageRank, and outperforms baseline approaches
like collaborative filtering [6]. Also, a system composed of several recommenders
that adapts to new posts and tunes its own parameters was proposed [10].

The third category is characterised by its use of resource-specific information.
These systems use the resources themselves to improve recommendation. Exam-
ples include methods specifically designed for documents [9,16], web pages [4],
YouTube videos [17], and songs [7]. Finally, Rae et al. proposed to use social
network information to improve tag recommendation [12].

Note that we cannot compare to methods from the latter two categories, as
they all make additional assumptions about the recommendation task.

6 Conclusions

Conditional probabilities based on pairwise associations allow for high-quality
tag recommendation, and this can be further improved by exploiting associations
between more than two tags. Unfortunately, doing this näıvely is infeasible in
realistic settings, due to the enormous amounts of associations in tag data.

To overcome this problem, we propose to use the strengths of pattern se-
lection. Using an off-the-shelf pattern selection method based on the Minimum
Description Length principle, we have demonstrated that our FastAR method
gives a very favourable trade-off between runtime and recommendation quality.

FastAR uses Krimp, an existing pattern selection technique, to pick a small
set of tagsets. However, the used coding scheme is not specifically designed for
selecting associations that are useful for recommendation. Despite this, the pre-
sented results are encouraging. By modifying the selection process to better
reflect the needs of tag recommendation, e.g. by allowing overlapping tagsets,
we believe that the results can be further improved.
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Abstract. Mobile proximity information provides a rich and detailed
view into the social interactions of mobile phone users, allowing novel
empirical studies of human behavior and context-aware applications. In
this study, we apply a statistical anomaly detection method based on
multivariate binomial mixture models to mobile proximity data from
106 users. The method detects days when a person’s social context is
unexpected, and it provides a clustering of days based on the contexts.
We present a detailed analysis regarding one user, identifying days with
anomalous contexts, and potential reasons for the anomalies. We also
study the overall anomalousness of people’s social contexts. This analysis
reveals a clear weekly oscillation in the predictability of the contexts and
a weekend-like behavior on public holidays.

Keywords: anomaly detection, social context, mobile proximity data,
mixture models.

1 Introduction

Smartphones collect an unprecedented amount of objective information about
their users’ surroundings, providing a rich source of information about the users’
behavior and social interactions. Reality mining refers to the collection and anal-
ysis of this kind of data [1]. We focus on mining Bluetooth (BT) data which serves
as an indicator of the social context since it tells about the people and devices
nearby which a user is potentially interacting with.

Modeling social contexts allows us to detect occasions when the user is in an
abnormal social environment. The detection of this kind of anomalous events is
commonly referred to as anomaly detection (also outlier or novelty detection).
Detection of simultaneous anomalous contexts for different persons can reveal
interesting collective phenomena, such as demonstrations or traffic jams. On the
individual level, we may discover surprising events, such as a person getting into
an accident or a mobile phone being stolen. All this contributes to the building
of context-aware applications that may help us in unpredictable situations.
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For the anomaly detection, we take a statistical approach using multivariate
binomial mixture models. Our objective is to address the following questions

– On which days is a user in an anomalous social context and what specifically
makes this context anomalous?

– Which days are similar so that they can be clustered together?

In the next subsection, we discuss the related work. In Section 2, we describe
the data and the preprocessing steps. The anomaly detection algorithm is pre-
sented in Section 3 and the experimental results in Section 4. Finally, we draw
conclusions in Section 5.

1.1 Related Work

Univariate binomial mixtures have been used for density estimation, e.g., by
Snipen et al. [2]. In statistical anomaly detection, mixture models have been
used, e.g., for new physics searches [3], network intrusion detection [4] and for
medical signal processing [5]. In the context of mobile data, anomaly detection
problems have been studied by Zhang et al. [6] where the authors study anoma-
lous collective call patterns using a method based on Voronoi diagrams. However,
their study only considers univariate data. The same data set we use is analyzed
in the work by Do and Gatica-Perez [7] where the authors propose a probabilistic
method for discovering interaction types in BT data. Unlike their method, we
model all devices in a scan at once rather than individual links between devices.

2 Data Set

The data set we analyze contains Bluetooth records from 115 users who par-
ticipated the Lausanne data collection campaign [8] which spanned a period
over two years. During the campaign, other records, such as GPS and applica-
tion usage were also collected. However, in this work, we focus on analyzing the
Bluetooth records since they carry information about the user’s social context
and how it changes over time.

The Bluetooth records describe scans made by the smartphones in intervals
ranging typically from one to three minutes. The observed BT devices are other
people’s cell phones and other devices equipped with BT. For each user, there is
a list of scans made by the user’s smartphone. Each scan contains a time stamp
and a list of MAC addresses of the observed devices. Some data is missing as
people occasionally switch off their phones. More specifically, there may be longer
than three minute gaps between the scans if the user has switched off his or her
own smartphone or alternatively, a scan might be lacking some of the devices
that are present if their owners have switched off the devices.

The Lausanne data set has similarities to the extensively analyzed Reality
Mining data set [1]. In comparison, the Lausanne data set has a more hetero-
geneous sample of participants and it extends over a longer period [8]. Before
analyzing the data, some preprocessing steps described in Section 2.1 are applied
giving us daily counts of observed devices.
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2.1 Preprocessing

We decided to study only the data records between October 10, 2009 and March
26, 2011, a total of more than 17 months, since outside this interval the number
of active participants was very small. Furthermore, only the users with Bluetooth
scans from at least 90 days within the time period are included. This leaves us
with a total of 106 out of 115 users.

Our objective is to model social contexts. We define a context as device counts
which are given by the following bag-of-devices representation

xj
i,t : the number of times user j has observed device i during day t

The device indices i are unique to each user and the devices that the user has
observed fewer than 20 times are ignored. This operation exludes a majority,
i.e. typically several thousand devices the user has observed at least once thus
making the computations faster and the estimation of probabilities more reliable.

To make the device counts comparable, we would like to have a constant
number of scans being made during a day for each day and each user. To achieve
this, we thin out some of the observations so that there are observations at

maximum every three minutes. This gives us a total of 60(minutes/hour)
3(minutes/observation) ×

24(hours/day) = 480 observations per day.
Nevertheless, the number of observations per day varies since the users may

keep their phones switched off parts of the day, e.g., during the night. Therefore,
we make the final preprocessing step where we accept only the days with at least
100 scans. The rejected days are regarded as missing values.

To make the comparison of likelihoods easier later on, we make the following
assumption for the accepted days.

Assumption 1. A daily count always consist of 480 scans. If in reality less
scans were made during the day, we assume that no devices would have been
observed in the missing scans.

With the data selection principles described above, most of the missing scans
are due to the phone being switched off during the night, which makes this
assumption fairly realistic.

3 Methods

3.1 Anomaly Detection

An anomaly refers to “an observation which deviates so much from the other
observations as to arouse suspicions that it was generated by a different mecha-
nism” [9]. In this work, we study an unsupervised problem setting where we do
not have labels for observations indicating whether they are normal or anoma-
lous. Therefore, we use the statistical definition of anomalies as observations that
occur considerably less frequently than normal ones [9]. In practice, this means
that if some observation, perhaps even a very peculiar one in the real world,
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starts to occur often, it is by definition no longer an anomaly. This accords with
the psychology’s statistical definition of abnormal behavior as something that
occurs “infrequently in relation to the behavior of the general population” [10].

In practice, we model the mechanism behind the normal observations with a
parametric (probability) density function p(x|Θ), where x is an observation and
Θ are the parameters. Then, following the statistical definition of anomalies,
we say that observations occurring in low density regions are anomalies. Any
new observation is fed to the estimated density function whose output, which
is called evidence or simply likelihood, determines the anomalousness of the
observation. A low likelihood indicates a highly anomalous sample. In case we
had some labeled samples, we could use them to determine a threshold below
which all samples would be labeled as anomalies. However, in our unsupervised
setting we can only order the social contexts of different days according to their
anomalousness and then, e.g., examine the most anomalous contexts.

3.2 Binomial Mixture Models

Mixture models provide a flexible way of modeling complex data (see e.g. [11]).
We use a mixture of multivariate binomial distributions to model the density of
the daily device count data.

A univariate binomial distribution p(x|n, θ) =
(
n
x

)
θx(1 − θ)n−x represents

the probability distribution of the number of “successes” in n i.i.d. Bernoulli
trials with parameter θ as the success probability. In our case, parameter
n = 480 can be kept fixed based on the Assumption 1. We denote the
number of observed devices during one day for nd different devices as x =
[x1, x2, · · · , xnd

]T . These counts can be modeled with a multivariate binomial
distribution p(x|n, θ1, · · · , θnd

) =
∏nd

i=1 p(xi|n, θi) assuming that the occurrences
of the devices are independent. However, the independence assumption does not
seem realistic in our case; e.g, there is probably a correlation between observ-
ing the phones of two colleagues. To account for some of the correlations, we
take a mixture of these multivariate binomial distributions (binomial mixture
model). The binomials are referred to as components of the mixture model and
the resulting density function is given by a weighted sum of k components

p(x|n, θ1, · · · , θk, π1, · · · , πk) =
k∑

c=1

πc

nd∏
i=1

p(xi|n, θc,i), (1)

where θc = [θc,1, θc,2, · · · , θc,nd
] and πc are the weights for which it holds that

πc ≥ 0, 1 ≤ c ≤ k and
∑k

c=1 πc = 1.
Maximum likelihood estimates for the model parameters are learnt using the

Expectation Maximization (EM) algorithm [12]. The EM updates for the bino-
mial mixture models are adapted according to Banerjee et al. [13].

In addition to density estimation, mixture models can be used for cluster-
ing [11]. The idea is that each component of the mixture represents a cluster.
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The clustering is achieved by giving sample x label l according to the cluster C
with the highest posterior probability

l = argmax
C

p(C|x) = argmax
C

πcp(x|θC , n). (2)

4 Experimental Results

4.1 Model Selection

The number of components k in the mixture model is a free parameter. In order
to avoid overfitting, we conducted several 5-fold cross-validations [14] varying k
between 1 and 35. Due to a random initialization of the components, we ran ten
restarts of the EM algorithm for each training of the model and always chose
the model that gave the best training log-likelihood. We chose to have the same
number of components for all users since manually selecting the optimal number
of components for 106 users would have been laborious. In Figure 1, we have the
validation log-likelihoods for five randomly selected users.
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Fig. 1. Validation log-likelihoods for five randomly selected users

The validation likelihoods seem to stabilize around twenty components. Thus
we selected twenty as the number of components in the model. However, for
the analysis of a single user presented in Sections 4.2 and 4.3, we used only six
components in order to be able to visualize the components.

4.2 Clustering of Weekdays

We selected user 62 to illustrate the clustering properties of the mixture model.
User 62 was chosen as she or he was among the few who had only a couple of days
with no BT scans being made. A binomial mixture model with six components
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was learnt and each day was clustered into one of the six components according
to Equation 2.

In Figure 2, we have plotted the weekday distribution of days in different
clusters. On top of each subfigure, we have the number of samples n falling into
the cluster and the average number of device observations being made per day
in the cluster, defined as d = 1

n

∑
t∈c

∑nd

i=1 xi,t, where
∑

t∈c is the summation
over days that get clustered into cluster c.
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Fig. 2. Clustering of the daily Bluetooth observations (social contexts) for user 62
based on six binomial components. The histograms show how observations in a cluster
are distributed over different weekdays. n is the number of samples in the cluster and d
the average number of device observations being made per day in the cluster rounded
to the nearest integer.

We notice that clusters 2, 3 and 4 capture mainly weekends. The difference
between the weekend clusters is that cluster 2 describes an active weekend (d =
580) whereas clusters 3 and 4 describe quieter weekends (d = 263 and d =
319, respectively). Clusters 1, 5 and 6 capture mostly working days. In general,
working days seem to be more active than weekends which is natural as people go
to work or to university where they meet several colleagues and other students.
In Section 4.3, we show how individual days of user 62 fall into these six clusters.

4.3 Measuring Anomalousness: Likelihood over Time

Single User. We used the same model, described in Section 4.2, to calculate the
log-likelihood of each day for user 62 from October 9, 2009 to March 25, 2011.
The resulting likelihood curve is shown in Figure 3. A low likelihood indicates
high anomalousness. The figure also shows the clusters in which the days have
fallen to. The clusters have been colored and numbered according to Figure 2.
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Fig. 3. Log-likelihoods of user 62’s social contexts. Colors and the numbers on the top
denote the clusters from Figure 2 to which the days belong. Tick marks are placed on
Sundays.

The first impression regarding the clusters is that the user’s social environment
evolves over time and the clusters can be used to segment the timeline into
periods dominated by different types of social contexts. Cluster 1 (red) is active
until February 28, 2010 after which cluster 5 (violet) replaces it. The end of
the timeline starting from August 3, 2010 is dominated by cluster 6 (turquoise)
except for a period from September 27 to November 10 in 2010 when cluster
5 reappears. Clusters 2 (green), 3 (blue) and 4 (yellow) describe the weekends
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throughout the timeline but they also capture public holidays such as Easter
(from the 2nd to the 5th of April), Christmas and New Year.

In the likelihood curve we can distinguish several pits. The largest pit is
on April 1, 2010 which is April Fools’ Day. Let us take a closer look at this
anomaly. To study which devices might be causing the anomaly, we calculate
the marginal probability of each device count p(xi|n, θ1, · · · , θk, πc, · · · , πk) =∑k

c=1 πcp(xi|n, θc,i). If the marginal probability is very low, it means that none
of the components describes this single device count well. Table 1 displays the
four lowest marginal log-probabilities and the corresponding device counts xi.

Table 1. Four devices with the lowest marginal log-probabilities on April 1, 2010 which
was the most anomalous day for user 62. log p(xi) is the marginal log-probability and
xi is the observed device count.

Device (i) 5 4 2 3

log p(xi) -17.4 -16.5 -16.0 -8.4
xi 72 143 214 0

The marginal distributions for devices 5, 4, 2 and 3 are shown in Figure 4
where the circles denote the actual counts observed xi.

Based on these results, we may say that part of the anomaly of April 1, 2010
for user 62 comes from the finding that devices 5, 4 and 2 have been observed
exceptionally many times and device 3 exceptionally few times. However, it must
be noted that part of the anomaly may result from unusual co-occurences: two
device counts xi and xj may be normal if we look at their marginal probabilities
p(xi) and p(xj) but their joint probability p(xi, xj) may still be low if these kind
of counts are never observed together. For example, i and j could be the devices
of person’s divorced parents. It can be normal to spend a whole day with either of
them but the person rarely spends a whole day with both of them. Correlations
of these kind may be captured by the mixture model but they are not shown in
the marginal distributions.

All Users. We also studied the overall likelihood curve for the whole population.
A model with twenty components was trained for each user separately. Each
training consisted of ten restarts of the EM algorithm and the best of the ten
runs was chosen as the model. To obtain an overall likelihood, we took averages
of the log-likelihoods over the users1. The resulting overall likelihood curve is
shown in Figure 5. A high likelihood means that people have been in typical social
contexts whereas a low likelihood indicates an anomalous day during which the
numbers of encounters have been unusually high or low.

1 Normally, one would take the sum of log-likelihoods, which corresponds to the prod-
uct of likelihoods but we chose to take the average instead since the number of active
users varies from day to day. Thus the sum would depend on the number of users,
whereas the average does not. The average corresponds to the harmonic mean of
likelihoods.
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Fig. 4. Marginal distributions for the counts of devices 5, 4, 2 and 3 according to the
model. The circles denote the actual counts observed on April 1, 2010 by user 62.

The log-likelihood of Figure 5 has an oscillation period of one week: Saturdays
and Sundays have typically higher likelihoods than working days except for a few
exceptions. The reason could be that on working days there are typically more
devices present (see Section 4.2) and more variation in the encountered devices
as the users go to university or to work encountering many people. On the other
hand, on weekends there are typically only a few devices present, perhaps a
family, meaning that most of the device counts are zero and easy to predict. The
most easily distinguishable deviation from the normal week rhythm is Christmas
time, highlighted from December 24 to January 1, when several consecutive days
have high likelihoods. Thus, people are behaving similarly as on weekends which
is natural as most people are having their holidays around Christmas. Another
example is Easter. Good Friday on the 2nd of April and Easter Monday on the
5th of April in 2010 are merged with the weekend between them. These are both
public holidays in Switzerland where the data has been collected.

5 Conclusions and Discussion

A statistical anomaly detection method based on multivariate binomial mixtures
was applied to mobile proximity data collected from 106 users and spanning over
one year. The method provided us with an anomaly measure that quantifies the
typicality of people’s social contexts. It also gave us a clustering of days.
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Fig. 5. Log-likelihood for each day averaged over all 106 users. Time periods from
Christmas Eve (Dec 24) to New Year’s Day (Jan 1) are highlighted. Tick marks are
placed on Sundays.

A detailed analysis for a single user was presented. The analysis showed that
the user’s social contexts evolve over time, i.e., some clusters concentrated more
on the beginning of the studied time period and some more on the end. Further-
more, some clusters described mostly weekends and public holidays indicating
that the user’s social context was different on these occasions. We took a closer
look at April 1, 2010 which the algorithm identified as the most anomalous day
for the user. The devices that were observed exceptionally frequently, or infre-
quently during that day were identified giving us insights about what is causing
the anomaly.
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We also analyzed the overall anomalousness of daily social contexts averaged
over all users. This analysis revealed a clear weekly oscillation in the predictabil-
ity of people’s social contexts. Moreover, public holidays stood out even more
clearly from the overall behavior than from the single user’s behavior. These
intuitive findings give credibility for the method. However, it remains a future
challenge to assess the relevance of the found anomalies as we do not have a
ground truth for them.

A criticism of the current work is that the model parameters are estimated
for the whole data set, and then anomalousness is assessed globally. This is a
limitation when the temporal structure is important for the analysis. Such a
batch approach cannot identify anomalies caused by something being previously
unseen, but later commonplace (e.g. first day of work at a new workplace).
However, a batch model may be used to discover such changes, since it might
lead to a previously inactive mixture component becoming active. Furthermore,
a batch algorithm cannot easily differentiate an instant change (e.g. change of
workplace) from slow temporal drift (people update their devices over time).
If these concerns are important, then they would appropriately be addressed
by fitting the model parameters in an online fashion, e.g., following the work
of Stauffer and Grimson [15]. An online model addresses novelty by only using
past observations during learning, and temporal drift by updating component
parameters over time.
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Abstract. Constrained clustering - finding clusters that satisfy user-
specified constraints - aims at providing more relevant clusters by adding
constraints enforcing required properties. Leveraging the recent progress
in declarative and constraint-based pattern mining, we propose an ef-
fective constraint-clustering approach handling a large set of constraints
which are described by a generic constraint-based language. Starting
from an initial solution, queries can easily be refined in order to focus on
more interesting clustering solutions. We show how each constraint (and
query) is encoded in SAT and solved by taking benefit from several fea-
tures of SAT solvers. Experiments performed using MiniSat on several
datasets from the UCI repository show the feasibility and the advantages
of our approach.

1 Introduction

Clustering is one of the core problems in data mining. Clustering aims at par-
titioning data into groups (clusters) so that transactions occurring in the same
cluster are similar but different from those appearing in other clusters [12]. The
usual clustering problem is designed to find clusterings satisfying a nearest rep-
resentative property while constrained clustering [3,19] aims at obtaining more
relevant clusters by adding constraints enforcing several properties expressing
background information on the problem at hand. Constraints deal with various
types: (1) data objects’ relationships (e.g., a set of objects must be (or not) in a
same cluster [20]), (2) the description of the clusters (e.g., a cluster must have
a minimal or a maximal size [2]), (3) both objects and clusters (e.g., a given
object must be in a given cluster), (4) the characteristics of the clustering (e.g.,
the number of clusters),. . . Traditional clustering algorithms do not provide ef-
fective mechanisms to make use of this information. The goal of this paper is to
propose a generic approach to fill this gap.

Recently, several works have investigated relationships between data mining
and constraint programming (CP) to revisit data mining tasks in a declarative
and generic way [6,14,15]. The user models a problem and expresses his queries
by specifying what constraints need to be satisfied. The process greatly facili-
tates the search of knowledge and models such as clustering. The approach is
enforced by the use of a constraint-based language [17]: it is sufficient to change

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 207–218, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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the specification in term of constraints to address different pattern mining prob-
lems. In the spirit of this promising avenue, we propose an effective constrained
clustering approach handling a large set of constraints.

The paper brings the following contributions. First, we use the declarative
modeling principle of CP to define a constrained clustering approach taking into
account a large set of constraints on objects, a description of the clusters and
the clustering process itself. By nature, clustering proceeds by iteratively refin-
ing queries until a satisfactory solution is found. Our method integrates in a
natural way this stepwise refinement process based on the queries in order to
focus on more interesting clustering solutions. Contrary to very numerous clus-
tering methods that use heuristics or greedy algorithms, our method is complete.
Second, we define an efficient SAT encoding which integrates features of SAT
solvers (e.g., binary clauses, unit propagation, sorting networks) to solve the
queries. Finally, an experimental study using MiniSat shows the feasibility and
the effectiveness of our method on several datasets from the UCI repository.

Section 2 provides the background on the constraint-based language. Section 3
describes our method on constrained clustering with examples of constraints
coming from the background information of the problem at hand. Section 4
addresses the point of how queries and constraints of the language are encoded
and solved with SAT. Section 5 shows the effectiveness of our approach through
several experiments. Section 6 presents related work.

2 Background: Constraint-Based Language

The constraint programming methodology is by nature declarative. It explains
why studying relationships between CP and data mining has received a con-
siderable attention to go towards generic and declarative data mining meth-
ods [6,14,15]. This section sketches our constraint-based language that enables
us to specify in term of constraints different pattern mining problems [17]. This
language forms the first step of our constrained clustering method proposed in
Section 3. In the remainder of this section, we only focus on primitives of the
language that will be used in this paper.

Let I be a set of n distinct literals called items, an itemset (or pattern) is
a non-null subset of I. The language of itemsets corresponds to LI = 2I\∅. A
transactional dataset T is a multi-set of m itemsets of LI . Each itemset, usually
called a transaction or object, is a database entry. For instance, Table 1 gives a
transactional dataset T with m=11 transactions t1, . . . , t11 described by n=10
items. This toy dataset is inspired by the Zoo dataset from the UCI repository.

Terms are built from constants, variables, operators, and function symbols.
Constants are either numerical values, or patterns, or transactions. Variables,
noted Xj , for 1 ≤ j ≤ k, represent the unknown patterns (or clusters). Operators
can be set ones (as ∩,∪, \) or numerical ones (as +,−,×, /). Built-in function
symbols involve one or several terms:

– cover(Xj) = {t | t ∈ T , Xj ⊆ t} set of transactions covered by Xj .
– freq(Xj) = | {t | t ∈ T , Xj ⊆ t} | is the frequency of pattern Xj .
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– size(Xj) = | {i | i ∈ I, i ∈ Xj} | is the size of pattern Xj .
– overlapItems(Xi, Xj) = | Xi ∩Xj | is the number of items shared by both

Xi and Xj.
– overlapTransactions(Xi, Xj) = | cover(Xi) ∩ cover(Xj) | is the number

of transactions covered by both Xi and Xj .

Constraints are relations over terms that can be satisfied or not. There are three
kinds of built-in constraints: numerical constraints (like <, ≤, =, �=, ≥, >), set
constraints (like =, �=, ∈, /∈, ⊂, ⊆), and dedicated constraints like:

– isNotEmpty(Xj) is satisfied iff Xj �= ∅
– coverTransactions([X1, ..., Xk]) is satisfied iff each transaction is covered

by at least one pattern (
⋃

1≤i≤k cover(Xi)=T )
– noOverlapTransactions([X1, ..., Xk]) is satisfied iff all i, j s.t. 1≤i<j≤k,

cover(Xi) ∩ cover(Xj) = ∅
– coverItems([X1, ..., Xk]) is satisfied iff each item belongs to at least one

pattern (∪1≤i≤kXi = I)
– noOverlapItems([X1, ..., Xk]) is satisfied iff ∀ i, j s.t. 1≤i<j≤k,Xi∩Xj = ∅
– canonical([X1, ..., Xk]) is satisfied iff for all i s.t. 1≤i<k, pattern Xi is less

than pattern Xi+1 with respect to the lexicographic order.

Finally, a query is a conjunction of constraints as illustrated in the next section.

Table 1. Animal dataset

Species trans Fur Feather Scale Milk Egg Beak Bone Meat Grass Fish

Cat t1 1 0 0 1 0 0 1 1 0 1
Cow t2 1 0 0 1 0 0 1 0 1 0
Crow t3 0 1 0 0 1 1 1 1 1 1
Daulphin t4 0 0 0 1 0 0 1 0 0 1
Dog t5 1 0 0 1 0 0 1 1 0 0
Goose t6 0 1 0 0 1 1 1 0 1 0
Platypus t7 1 0 0 1 1 1 1 1 0 0
Salmon t8 0 0 1 0 1 0 0 0 1 1
Shark t9 0 0 0 0 0 0 0 1 0 1
Trout t10 0 0 1 0 1 0 0 0 1 0
Vulture t11 0 1 0 0 1 1 1 1 0 1

3 Constrained Clustering: Modeling

3.1 Introduction: Modeling a Clustering Query

A clustering problem can be thought of as a scenario in which a user wishes to
obtain a partition πT=(X1, ..., Xk) of a dataset T , containing m objects, into k
(non-empty) clusters. A clustering problem intrinsically owns a lot of symmetri-
cal solutions: any permutation of πT is a solution. The canonical([X1, ..., Xk])
constraint is used to avoid symmetrical solutions.
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So, we can define the isClustering([X1, ..., Xk]) constraint:

isClustering([X1, ..., Xk]) ≡

⎧⎪⎨⎪⎩
∧1≤i≤k isNotEmpty(Xi)∧
coverTransactions([X1, ..., Xk]) ∧
noOverlapTransactions([X1, ..., Xk]) ∧
canonical([X1, ..., Xk])

3.2 Integrating Background Information in the Clustering Process

In many application domains, background information on the domain and/or
dataset is often available and the data analyst would like to integrate it in
the process to improve the clustering results. Such a knowledge is usually ex-
pressed as transaction-level constraints (like the mustLink and cannotLink con-
straints [20], and as cluster-level constraints (like Maximum Diameter and Min-
imum Separation contraints [7,8]).

We start by describing how these information can be modeled thanks to the
constraint-based language (see Section 2). Then, we show how our method allow
to combine them to achieve more relevant queries. Let T be a dataset of m
transactions. Let d(t1, t2) be a distance over transactions.

Transaction-Level Constraints consist in mustLink and cannotLink con-
straints [20]:

– mustLink(t1, t2) ensures that transactions t1 and t2 belong to the same cluster.
– cannotLink(t1, t2) ensures that transactions t1 and t2 do not belong to the

same cluster.

Cluster-Level Constraints. The diameter of a cluster Xj is the maximum
distance between a pair of transactions in Xj [7,8]. The cluster-level constraint
maximum diameter requires that the diameter of any cluster be at most a given
value α. To achieve this, we must ensure that any pair of transactions (ti, tj)
with d(ti, tj) > α are in different clusters. So, for 1≤i<j≤m, if d(ti, tj) > α then
the constraint cannotLink(ti, tj) must be added.

The separation between two clusters Xi and Xj is the minimum distance be-
tween a pair of transactions, one from Xi and the other from Xj . The cluster-
level constraint Minimum Separation requires that the separation between two
clusters be at least a given value β. To achieve this, we must ensure that any
pair of transactions (ti, tj) with d(ti, tj) < β are in the same cluster. So, for
1 ≤ i < j ≤ m, if d(ti, tj) < β then the constraint mustLink(ti, tj) must be
added. Cluster-level constraints can be combined together (query q1).

q1([X1, ..., Xk]) ≡

⎧⎨⎩isClustering([X1, ..., Xk]) ∧
∧1≤i<j≤m,d(ti ,tj)<β mustLink(ti, tj) ∧
∧1≤i<j≤m,d(ti ,tj)>α cannotLink(ti, tj)

The method can be performed with any distance between transactions. For in-
stance, when transactions are described with numerical values, a numerical dis-
tance such as the euclidian distance can be used.
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Seeding. Background information both on transactions and clusters is easily
modeled in the same way. Let ti0 and tj0 be two transactions and Xj1 a cluster.
ti0 and tj0 must be (resp. must not be) in a same cluster is modeled by adding
the constraint mustLink(ti0, tj0) (resp. cannotLink(ti0, tj0)). ti0 must be (resp.
must not be) in the cluster Xj1 is modeled by adding the constraint ti0 ∈ Xj1

(resp. ti0 /∈ Xj1).

3.3 Stepwise Refinements for Clustering

A major strength of our approach is to provide a simple and efficient way to
declare and refine queries, that is usually the process conducted by a data analyst
when he performs clustering tasks. Starting from an initial query (like q1), the
data analyst can express that he prefers solutions with a minimal size of the
clusters, in which the sizes of clusters do not differ too much from each other, etc.
In practice, the data analyst successively refines the query (deriving qi+1 from
qi) until he considers that relevant information has been extracted. This stepwise
refinement process is easily handled by our constrained clustering approach as
illustrated below.

Removing Clusterings with Small Size Patterns. A clustering including
at least one cluster Xi of small size is not considered as useful because Xi does
not ensure enough similarity between transactions associated to Xi. Adding a
minimal size threshold solves this drawback (query q2).

q2([X1, ..., Xk]) ≡

⎧⎪⎨⎪⎩
isClustering([X1, ..., Xk]) ∧
∧1≤i<j≤m,d(ti ,tj)<β mustLink(ti, tj) ∧
∧1≤i<j≤m,d(ti ,tj)>α cannotLink(ti, tj) ∧
∧1≤i≤k size(Xi) ≥ δ

Balanced Clustering. Clustering solutions in which the sizes of clusters do not
differ too much from each other are generally preferred. For any pair of clusters
(Xi, Xj), their difference of sizes must be lower than a threshold Δ×m where Δ
is a percentage (query q3).

q3([X1, ..., Xk]) ≡

⎧⎪⎨⎪⎩
isClustering([X1, ..., Xk]) ∧
∧1≤i<j≤m,d(ti,tj)<β mustLink(ti, tj) ∧
∧1≤i<j≤m,d(ti,tj)>α cannotLink(ti, tj) ∧
∧1≤i<j≤k | size(Xi)− size(Xj) | ≤ Δ×m

3.4 An Example of Stepwise Refinements

Let k=3 and d(t1, t2) be the Hamming distance between transaction t1 and
transaction t2. Using the dataset T described in Table 1, query q′1 provides 966
solutions for α=9 and β=1. By refining these thresholds (decreasing the maximal
diameter to α=8 and enlarging the minimal separation to β=2), there remain
four solutions (see Table 2).

q′1([X1, X2, X3]) ≡

⎧⎨
⎩

isClustering([X1, X2, X3]) ∧
∧1≤i<j≤m,d(ti ,tj)<β mustLink(ti, tj) ∧
∧1≤i<j≤m,d(ti ,tj)>α cannotLink(ti, tj)
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Table 2. Set of clusterings for q′1 (α=8 and β=2)

Sol. X1 X2 X3

s1 {t1,t2,t4,t5,t7} {t3,t6,t8,t10,t11} {t9}
s2 {t1,t2,t4,t5,t7} {t3,t6,t11} {t8,t9,t10}
s3 {t1,t2,t4,t5,t7} {t3,t6,t9,t11} {t8,t10}
s4 {t1,t2,t4,t5,t7,t9} {t3,t6,t11} {t8,t10}

Clusters with a small size (e.g., {t9} in solution s1) are considered irrelevant.
By adding δ=2 as a minimal cluster size threshold, we get query q′2 and there
remains three solutions (s2, s3, and s4, see Table 2).

q′2([X1, X2, X3]) ≡
{
q′1([X1, X2, X3])∧∧

1≤i≤3 size(Xi) ≥ δ

The user may want to indicate that the shark (t9) must be in the same cluster
as the salmon (t8). This is done with a mustlink constraint. The solution s2
is then the unique solution for the query q′3 where the k=3 clusters respectively
denote mammals, birds and fish.

q′3([X1, X2, X3]) ≡
{
q′2([X1, X2, X3])∧
mustlink(t8, t9)

3.5 Other Clustering Problems

In the same way, it is easy to express other clustering problems [5] such as
soft clustering and co-clustering, the latter being well-used in bioinformatics
for exploring gene expression data. Soft clustering is a relaxed version of the
clustering where small overlaps on transactions (less than a threshold δT ) are
allowed.

q4([X1, ..., Xk]) ≡

⎧⎪⎨⎪⎩
∧1≤i≤k isNotEmpty(Xi)∧
coverTransactions([X1, ..., Xk]) ∧
∧1≤i<j≤k overlapTransactions(Xi, Xj) ≤ δT ∧
canonical([X1, ..., Xk])

Co-clustering consists in finding k clusters covering both the set of transactions
and the set of items, without any overlap on transactions or on items.

q5([X1, ..., Xk]) ≡
{

isClustering([X1, ..., Xk]) ∧
coverItems([X1, ..., Xk]) ∧
noOverlapItems([X1, ..., Xk])

Soft co-clustering is a relaxed version of the co-clustering, allowing small over-
laps on transactions (less than δT ) and on items (less than δI).

q6([X1, ..., Xk]) ≡

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∧1≤i≤k isNotEmpty(Xi)∧
coverTransactions([X1, ..., Xk]) ∧
∧1≤i<j≤k overlapTransactions(Xi, Xj) ≤ δT ∧
coverItems([X1, ..., Xk]) ∧
∧1≤i<j≤k overlapItems(Xi, Xj) ≤ δI ∧
canonical([X1, ..., Xk])
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4 Constrained Clustering: SAT Encoding

4.1 A Short Overview of SAT Solvers

Satisfiability (SAT) is the problem of determining if the variables of a given
boolean formula can be assigned in such a way as to make the formula be evalu-
ated to True. A formula is in conjunctive normal form (CNF) if it is a conjunction
of clauses, where a clause is a disjunction of literals.

SAT solvers perform filtering using unit propagation. If a CNF F contains
a unit clause (composed of a single literal l), then F is satisfied, if and only
if, l is assigned to True. So every clause containing l can be removed and ¬l
can be deleted in every clause it occurs. Binary clauses are well suited for unit
propagation. If one of its two literals is assigned, a binary clause is either removed
or becomes unitary giving raise to another filtering step (by unit propagation).

Efficient and scalable algorithms for SAT, that were developed over the last
decade, have contributed to dramatic advances in the ability to automatically
solve problem instances involving tens of thousands of variables and millions of
constraints. That is why, we have chosen to encode a query as a CNF and then
use a SAT solver to answer it.

4.2 Variables and Encoding of Partitioning Constraints

The data analyst formulates his queries by using the constraint-based language
introduced above. Let T be the dataset to be proceeded. The CNF encoding a
query qi is the conjunction of the CNFs of the constraints involved in qi.

Each unknown cluster is modeled using m boolean variables Tt,j such that
(Tt,j = True) iff transaction t belongs to cluster j. A cluster is referenced by its
index between 1 and k.

– coverTransactions([X1, ..., Xk]) ensures that each transaction t∈T belongs
to at least one cluster. So, for each t, there exists at least one cluster
Xj s.t. t∈Xj . ∧

t∈T
(

∨
j∈[1..k]

Tt,j)

– noOverlapTransactions([X1, ..., Xk]) ensures that each transaction t ∈ T
belongs to at most one cluster. So, a transaction t belongs to (at least) two
clusters iff there exist Xi and Xj s.t. (t ∈ Xi)∧(t ∈ Xj), i.e.

∨
1≤i<j≤k (Tt,i∧

Tt,j). So, the negation must hold for each transaction t.∧
t∈T

(
∧

1≤i<j≤k

(¬Tt,i ∨ ¬Tt,j))

– isNotEmpty(Xj) ensures that there exists at least one transaction t ∈ T
that belongs to cluster Xj and is modeled by the clause: ∨t∈T Tt,j

– canonical([X1, ..., Xk]) ensures that, for all i s.t. 1≤i<k, cluster Xi is less
than cluster Xi+1. This constraint is encoded using a binary comparator.

A constraint coverItems([X1, ..., Xk]) (resp. noOverlapItems([X1, ..., Xk])) is
encoded in the same way as a constraint coverTransactions([X1, ..., Xk]) (resp.
noOverlapTransactions([X1, ..., Xk])).
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4.3 Encoding mustLink and cannotLink Constraints

mustLink(t1, t2) ensures that the transactions t1 and t2 belong to the same
cluster. So, for each j ∈ [1..k], Tt1,j ⇔ Tt2,j .∧

1≤j≤k

(¬Tt1,j ∨ Tt2,j) ∧ (Tt1,j ∨ ¬Tt2,j)

In the same way, cannotLink(t1, t2) is encoded as:∧
1≤j≤k

(¬Tt1,j ∨ ¬Tt2,j) ∧ (Tt1,j ∨ Tt2,j)

So each transaction level constraint is encoded using (2× k) binary clauses.

4.4 Encoding Threshold Constraints Using Sorting Networks

Threshold constraints are directly modeled using cardinality constraints. So,
size(Xj)≥δ1 is modeled as #(T1,j , T2,j, ..., Tm,j)≥δ1. This cardinality constraint
states that at least δ1 variables Tt,j must be assigned to True. Other threshold
constraints involving function symbols are encoded in the same way.

Several efficient CNF encodings of cardinality constraints have been pro-
posed [1,18]. Cardinality constraints are encoded thanks to unary adders in order
to perform filtering by unit propagation. But, such encodings require a quadratic
number of clauses [1] or they depend on the value of the threshold [18]. More-
over, for clustering, or other data mining tasks, thresholds can have rather large
values, so the size of such encodings can quickly become prohibitive.

We used sorting networks to encode threshold constraints because the size
of the resulting encoding does not depend on the value of the threshold. More-
over, using sorting networks to implement cardinality constraints preserves arc-
consistency [11]. The odd-even Batcher sort [4] proved to be very efficient com-
pared to other encodings of cardinality constraints [11].

4.5 Transitive Inference of mustLink and cannotLink Constraints

Let G=(V,E) be the mustLink graph where V=T . There is an edge between ti
and tj iff there exists a constraint mustLink(ti, tj) [3,20]. Let CC1 and CC2 be
two connected components of G. (i) If there exists a constraint mustLink(t1, t2)
with t1 ∈ CC1 and t2 ∈ CC2, then we can infer the constraints mustLink(x, y)
for all x ∈ CC1 and y ∈ CC2. Contrary to mustLink, cannotLink is not an
equivalence relation, but (ii) If there exists a constraint cannotLink(t1, t2) with
t1 ∈ CC1 and t2 ∈ CC2, then we can infer the constraints cannotLink(x, y) for
all x ∈ CC1 and y ∈ CC2.

Such entailments are usually performed by adding all the inferred mustLink

and cannotLink constraints [3,20]. But, using our SAT encoding (see Section 4.3),
there is no need to perform those addings: all inferred constraints are implicitly
stated and will be taken into account by the SAT solver. In fact, mustLink and
cannotLink constraints are encoded using equivalence between boolean variables
(see Section 4.3).
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Table 3. Dataset’s characteristics

dataset Australian Mushroom P.-Tumor Soybean Zoo

m 653 8124 336 630 101
n 125 119 36 50 36
density 0.40 0.19 0.48 0.32 0.44

4.6 Ensuring Completeness

Given a CNF, SAT solvers either find one instantiation (and only one) for the vari-
ables evaluating the formula to True, or prove there is no such an instantiation. In
order to ensure the completeness of our approach, restarts are performed. LetF be
theCNFmodeling aquery q.ResolutionbeginswithF .Then, after having obtained
the i-th solution si, its negation ¬si is added to the (current) CNF and resolution
is restarted in order to look for another solution. The process ends when a failure
occurs, i.e. when all solutions have been found. Using restarts may seem too naive,
but in practice is efficient enough. As CNFs contain much binary clauses, filtering
by unit propagation is very effective (see experiments performed in Section 5).

5 Experiments

The goal of the experiments is to provide better insights on our constrained
clustering method according to several constraints and datasets. We used the
MiniSat1 solver [10] to implement our method. We performed experiments on
several datasets from the UCI repository2 (see Table 3). Experiments were con-
ducted on a Core2Duo E8400 (2.83GHz) with 4GB of RAM. For each experiment,
we report the CPU-times needed to compute the first and the first ten solutions3

according to the required number of clusters k.
We used the Hamming distance4 between transactions. The maximum di-

ameter α has been set to n/2 (if two transactions differ more than 50%, they
cannot belong to the same cluster) and the minimum separation β to n/20 (if
two transactions differ less than 5%, they must belong to the same cluster).

Fig. 1 reports CPU-times needed to compute the first and the first ten solu-
tions for query q1 (see Section 3.2). For each dataset, the first ten solutions (if
there exist) are obtained very quickly, even for the dataset Mushroom which is
the largest one.

Fig. 2 reports CPU-times needed to compute the first solution for balanced
clustering (query q3, Section 3.2). The balancing ratio Δ has been set to 10%
(Fig. 2 left) and to 20% (Fig. 2 right). Even with additional threshold constraints,
our approach is still efficient. Note that with such restrictive thresholds, few
queries have a solution.

1 http://minisat.se/
2 http://www.ics.uci.edu/˜mlearn/MLRepository.html
3 Symbol ’-’ denotes the absence of solution for a query.
4 Any distance can be used since distance is only used to state mustLink and
cannotLink constraints.
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dataset k=4 k=8 k=12 k=16 k=20

Australian - 0.02 0.25 0.89 1.59
Mushroom 0.96 1.38 3.94 6.64 -
P.-Tumor - 0.03 0.08 0.12 0.13
Soybean 0.01 0.03 0.12 0.16 -
Zoo 0.01 0.01 0.02 0.03 0.03

k=4 k=8 k=12 k=16 k=20

- 0.05 0.31 0.96 1.70
1.28 1.53 5.38 8.24 -

- 0.03 0.11 0.15 0.17
0.02 0.05 0.14 0.18 -
0.01 0.01 0.03 0.04 0.04

Fig. 1. (q1) Time in s. to obtain the 1st sol. (left) and the first ten sol. (right)

dataset k=4 k=8 k=12 k=16 k=20

Australian - 19.7 27.46 45.23 180.5
Mushroom 16.9 - - - -
P.-Tumor - 1.06 2.22 6.16 6.05
Soybean - - - - -
Zoo 0.01 0.09 - - -

k=4 k=8 k=12 k=16 k=20

- 7.20 13.10 46.15 69.76
19.6 - - - -

- 0.91 3.30 3.88 6.08
- - - - -

0.03 0.10 - - -

Fig. 2. (q3) Time in s. for the 1st sol. with Δ=10% (left) and with Δ=20% (right)
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Fig. 4. Time for Australian (k=6)

Australian (k = 2) (k = 6) (k = 10) Mushroom (k = 2) (k = 6) (k = 10)
q1 #literal 2.6 10.4 18.2 q1 #literal 32.4 129.9 227.4

#clause 29.8 107.8 196.3 #clause 1141 3651 6291
r% 86.9 81.2 83.93 r% 95.7 93.1 92.9

q2 #literal 98.8 299.2 499.5 q2 #literal 1343 4062 6781
#clause 318.7 974.5 1640 #clause 5075 15452 25960

r% 68.6 68.3 68.5 r% 73.2 72.9 73.1
q3 #literal 98.8 299.2 499.5 q3 #literal 1343 4062 6781

#clause 318.7 974.5 1640 #clause 5075 15452 25960
r% 68.6 68.3 68.5 r% 73.2 72.9 73.1

Fig. 5. Number of literals and clauses for the three queries (in thousands)

Fig. 3 depicts the CPU-times according to the number of solutions for dataset
Zoo with k=6. A curve is associated to each of the three queries q1 (red), q2 with
δ=m/10 (blue) and q3 withΔ=20% (black). These curves seem to be quasi-linear.
All the three queries mainly involve mustLink and cannotLink constraints which
are encoded using binary clauses. As soon as a transaction is assigned to a cluster,
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a lot of deductions are performed using unit propagation and transitive inferences
(see Section 4.5). Nevertheless, further investigations are required to confirm this
result. Fig. 4 provides similar results for dataset Australian with k=6.

Fig. 5 reports the size of the encodings of queries q1, q2, and q3 for datasets
Australian and Mushroom, as well as the ratio (r) of binary clauses constituting
the CNF. The encoding of a query could be large (several millions of clauses),
but the ratio r always remains very high. The size of q2 is similar as the size of q3
since only the bounds of the cardinality constraints are changed (see Section 4.4).
To sum up, these experiments show that SAT solvers allow to solve efficiently
this clustering task. They can find the first solutions (or prove there is none)
in affordable times, even for medium scale size datasets as Mushroom. However,
most of the clustering queries need threshold constraints which require more
computational efforts.

6 Related Work

SAT for Clustering. Constraints on clusters (e.g., Maximum Diameter and
Minimum Separation) into the k-means clustering algorithm [16] have been in-
troduced by [7]. A formal complexity analysis of constraints on transactions and
clusters is performed in [8]. Davidson and al. have proposed the first approach
using SAT for clustering [9], but it deals only with a strong limited setting (k=2).
The authors show how constraints both on transaction and cluster levels can be
modeled and solved as instances of the 2-SAT problem. Gilpin and Davidson
consider hierarchical constrained clustering and describe how dendograms can
be modeled and solved as instances of the Horn-SAT problem [13]. We have also
used SAT to implement primitives of our constraint-based language [17].

SAT for Mining Patterns. a SAT approach for enumerating all frequent
patterns with wildcards in a given sequence has been proposed in [6].

7 Conclusion and Future Work

We have proposed a constrained clustering approach handling a large set of
constraints. Solving is performed thanks to a SAT encoding for clustering and
we have described how queries can be solved by taking benefit from features
of SAT solvers. Experiments performed using MiniSat show the feasibility and
the effectiveness of our approach. An insight of our work is that when a certain
clustering task is modeled, many variants of that task can be modeled as well,
changing or adding a few constraints is sufficient to allow this to happen.

As future work, we want to enrich our constraint-based language with fur-
ther primitives to determine and/or constrain the cluster center locations. We
also want to improve the current encoding (e.g., defining labeling orderings, ex-
ploiting backdoors, nogoods. . . ). Another challenge is to propose an alternative
encoding consuming less space and yet having relevant properties for an efficient
solving. We want to conduct an in-depth study of the scalability of the approach
to larger values of k and larger datasets. Finally, another promising direction is
to integrate optimization criteria in our framework.
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Abstract. Many preprocessing and prediction techniques have been used for
large-scale electricity load forecasting. However, small-scale prediction, such as
in the case of public buildings, has received little attention. This field presents cer-
tain specific features. The most distinctive one is that consumption is extremely
influenced by the activity in the building. For that reason, a suitable approach to
predict the next 24-hour consumption profiles is presented in this paper. First,
the features that influence the consumption are processed and selected. These en-
vironmental variables are used to cluster the consumption profiles in subsets of
similar behavior using neural gas. A direct forecasting approach based on Sup-
port Vector Regression (SVR) is applied to each cluster to enhance the prediction.
The input vector is selected from a set of past values. The approach is validated
on teaching and research buildings at the University of León.

Keywords: Time-series prediction, electricity consumption forecasting, feature
selection, clustering, regression.

1 Introduction

The prediction of electricity consumption is a problem that has been extensively stud-
ied in the literature. Many methods including Generalized Regression Neural Networks
(GRNN), Autoregressive Integrated Moving Averages (ARIMA), Self-Organizing Maps
(SOM), Bayesian networks, Multi-Layer Perceptrons (MLP), Support Vector Regres-
sion (SVR), etc. [1] have been applied to the prediction of large-scale consumption of
countries or, to a lesser extent, cities [2] [3]. However, despite the intensive research,
few applications of these consumption forecasting algorithms to buildings have been
presented [4].

Electricity consumption in buildings presents specific characteristics that make a di-
rect application of large-scale approaches difficult. The problem does not only come
from the abrupt changes and the periods with very low consumption. The consumption
is also extremely influenced by the activity in the building, which is not directly ob-
served and depends on several conditions. This circumstance causes that buildings with
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apparently similar characteristics present very different behaviors. Nevertheless, the es-
timation of short-term future consumption in buildings is interesting because it can lead
to substantial savings. Predicting consumption allows to take advantage of power auc-
tion markets, where electricity can be purchased cheaper, or to forecast in advance the
occurrence of consumption peaks that are penalized by the supplier. For this reason, an
approach for the short-term prediction of electricity consumption in public buildings is
presented in this work.

Among the numerous forecasting algorithms, the ones that build models only from
the past evolution of consumption stand out. To achieve that, a regression algorithm is
trained taking a sample as output and a vector of past values of the observed series as
input [5]. Many other algorithms additionally include information from environmental
variables with an influence on the consumption in order to improve prediction results
[6] [7]. In any case, a key factor for the performance of these approaches is the proper
selection of the variables that are included to the input of the model [8] [9].

In this paper, a two-stage approach is proposed to forecast the consumption of a
building in the next 24 hours. It uses information from both environmental variables
and past samples. In the first stage, the external variables are used to partition the data
in several subsets of similar consumption behaviors. A key factor in the success of this
phase is the selection of the environmental variables that have an effect on the con-
sumption. The second stage of the proposed approach involves the actual forecasting
algorithm, which follows a direct strategy, uses SVR and is applied to each of the clus-
ters obtained in the previous step. The input vectors to the forecasting algorithm only
include information about past consumption and will be selected to maximize the accu-
racy. This approach is similar to the one proposed in [2] to forecast the power consump-
tion. However, our work introduces modifications that improve its applicability to the
previously stated purpose and puts the emphasis on feature processing and selection.

The approach has been validated in teaching and research buildings of the University
of León. The University of León comprises a large number of buildings, so the ability
of forecasting electricity consumption is useful to achieve energy and cost savings. The
paper is organized as follows: Section 2 describes the analysis of variables that influ-
ence the consumption and the clustering stage which partitions the consumption data. In
section 3, the selection of the regressor vector is explained and the approach proposed
to forecast electricity consumption in buildings is presented. Section 4 shows the pre-
diction results for two campus buildings at the University of León. Finally, conclusions
are discussed in section 5.

2 Clustering Consumption Patterns with Respect to the
Environmental Variables

Some variables, especially those related to the expected activity in a building, have a
strong effect on the electricity consumption of a public building in the next 24 hours.
As a consequence, the short-term evolution of the consumption can change drastically
when it faces different conditions. For that reason, it seems reasonable to train separate
models for different conditions. First, it is necessary to analyze the variables that are
closely correlated with the consumption. Later, they are used to partition the space as a
basis for the forecasting stage.
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Fig. 1. Two-stage approach for forecasting

2.1 Variables Related to Electricity Consumption in Buildings

As well as in larger-scale electricity load forecasting, the environmental-related vari-
ables such as the daily average temperature, humidity or solar radiation are clear can-
didates to be considered to distinguish different consumption patterns. Their relevance
can be directly assessed through a correlation analysis.

However, a certain degree of data processing is necessary to consider the expected
activity of a building. This non-observable variable depends mainly on social constructs
such as working or non-working days, holiday seasons, schedules, etc. whose expected
value is known in advance. Most of these variables are binary, its effect is overlapped
and often the magnitude of its influence on consumption is not straightforward. Their
inclusion in the set of variables that is clustered might lead to suboptimal results. For
this reason, the definition of a continuous activity index that brings together all the re-
lated information is proposed. A similar approach is proposed in [3]. For that purpose,
vector quantization is performed on the data set of activity-related variables and the re-
sult is associated to a suitable indicator of the occupancy of a building. As an example,
for the particular problem considered in this paper, i.e., forecasting the consumption in
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university buildings, the indicator could be proportional to the overall power consump-
tion of the campus.

Finally, the other class of features that should be included in this analysis are the
time-related variables. Variables such as the day of the week or the hours can be used
to consider the seasonality of the power consumption. However, these variables are
characterized by the discontinuity in its definition. It is easy to see that the nature of
consumption at 23 p.m. is closer to the one at 0 a.m. than what the distance between
both values suggest. It is advisable to decompose this type of variables as two coordi-
nates, X and Y , corresponding to the hour hand in a clock-like representation to avoid
discontinuity between maximum and minimum values. Therefore, the hour is encoded
as: Hx = sin

(
2πH
24

)
and Hy = cos

(
2πH
24

)
.

The analysis of the correlation between these variables and the consumption dictates
which ones constitute the vectors which are clustered. This process is described in the
following section.

2.2 Clustering Stage: Neural Gas

The first stage of the proposed approach uses a clustering algorithm in order to parti-
tion data into several subsets with similar consumption behaviors (see Fig. 1). The input
vectors e to this process are only the variables that affect the consumption, which are
preprocessed and selected as discussed in the previous subsection. A different forecast-
ing model will be associated to each cluster.

The method which inspires the proposed approach [2] used a self-organizing map to
cluster day types. However, since visualization is not an aim of this stage, the neural
gas algorithm [10] is used in this work. The topological constraint of this algorithm is
not as rigid as the one imposed by the fixed grid in SOM, so it can perform better for
clustering or vector quantization.

The main difference between neural gas and SOM is that the adaptation step does
not use a neighborhood function defined in an output grid, but a neighborhood ranking
of the codebook vectors with regard to its distance in the input space. The adaptation
rule is therefore defined as:

qi(t+ 1) = qi(t) + α(t)Δe−i/λΔ[e(t)− qi(t)], (1)

where α(t) is the learning rate, λ determines the number of units significantly affected
by the update and i = 0, . . . , N − 1 is the index of the codebook vector q.

The algorithm is used as a partitive clustering where each of the resulting codebook
vectors is used as the centroid of a cluster Q. The nearest codebook vector q to each
input sample determines the cluster it belongs to. This method achieved better conver-
gence than k-means in the preliminary results.

3 Forecasting Electricity Consumption

Forecasting models are trained for each cluster obtained in the previous step. First, the
selection of the input or regressor vector is discussed, since the accuracy of the predic-
tion results depends largely on the choice of regressor. Later, the algorithm proposed to
forecast directly the next 24 hours is presented.
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3.1 Regressor Selection

The regressor vector which is used as an input to the forecasting algorithm only contains
past values of consumption. Nevertheless, we can distinguish two different classes of
past values: the sequential part, which covers the past values immediately preceding the
current one (e.g., the values corresponding to the previous 24 hours), and the periodic
or partitioned part, which includes past consumptions observed the previous days at
exactly the same time. Depending on the consumption pattern is better to use one type
of information or the other one [9]. In this work, a regressor that combines information
from both parts is used to improve the results:

x̂ (t+ s) = f [x (t) , x (t− 1) , . . . , x (t−M1 + 1) , → Sequential
x (t+ s− 24) , . . . , x (t+ s− 24M2)]→ Periodic

(2)

where M1 is the number of the previous hours which are used to create the sequential
part, M2 is the number of previous days considered in the periodic part and s is the hour
to be predicted from the present time.

However, the regressor vector should not include the whole set of variables. Many
authors emphasize the need for input selection to guarantee high accuracy, efficiency
and scalability in the prediction [8]. Different strategies can be adopted in this process.
They are usually classified as wrappers, filters or embedded methods [11]. Each of the
two parts of the input vector will be selected with a different method.

The inputs corresponding to the periodic part are selected using a wrapper approach
by including an input at a time, up to reduced number of past days. The chosen inputs
are the ones that minimize the error of the actual forecasting algorithm. Preliminary
results show that 6 days back seems an appropriate maximum size of the candidate
periodic part.

Once the size of the periodic part is selected, a filter approach is used to select the
variables included in the sequential part to decrease the error. Filters select subsets of
variables as a pre-processing step, so they do not require model training and, there-
fore, they are faster. When applying the filtering method, it is also necessary to find
out the inputs dependent on the regressor. To select the regressor, several assessment
methods, such as k-NN, mutual information and nonparametric noise estimation have
been proposed [8]. The k-NN selection method provides comparable results to the other
methods, which are computationally more complex, so it is the one chosen. It is based
on the idea that samples with similar inputs must have similar output values. The output
values corresponding to the k nearest neighbors of a sample xi, denoted as yj(i) to sim-

plify the notation, are averaged to obtain the approximated output ŷi: ŷi =
k∑

j=1

yj(i)/k.

The selected set of variables are those that minimize the error. The free parameter k
can be selected by means of 10-fold cross validation [12]. The selection method can be
applied exhaustively to all the possible combination of inputs, but this is computation-
ally expensive. For that reason, several strategies such as forward selection, backward
elimination and forward-backward selection have been proposed [13]. In this work, one
run of forward selection and one of backward elimination are performed. The selected
inputs are the ones that provide the overall minimum error.
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3.2 Forecasting Stage: Support Vector Regression

This stage applies the actual forecasting techniques on the representative data obtained
by the clustering of the first stage (see Fig. 1). Since the aim is to forecast the con-
sumption in the following 24 hours, i.e., a multi-step ahead prediction, there are two
choices to conduct the prediction: direct or recursive. In this work, a direct method is
used, to avoid the accumulation of errors that happens in recursive methods due to the
use of predicted values as known data to predict the new ones [14]. The direct method
improves forecasting accuracy but increases the complexity of prediction, because a dif-
ferent model must be trained for each step ahead. Therefore, 24 models are computed
for each cluster to predict the consumption for each hour of the next 24-hour window.

A nonlinear prediction algorithm, the Support Vector Regression (SVR), is proposed
in this work, since it is regarded as a state-of-the-art method for time-series prediction
[15]. SVR derives from the well-known Support Vector Machine (SVM) [16], generally
used for classification, and its basic idea is to map nonlinearly the data into a high-
dimensional space and to perform linear regression in that space.

SVR estimates the regression function, which relates the input of the regressor xi

and the output yi, by means of the following minimization problem:

E =
1

2
wTw + C

n∑
i=1

(ξi + ξ∗i ), (3)

where the minimization cost function is subject to the following constraints

yi −
(
wTφ (xi) + b

)
≤ ε+ ξ∗i(

wTφ (xi) + b
)
− yi ≤ ε+ ξi

ξ∗i , ξi ≥ 0, i = 1, . . . , n.
, (4)

The inputs xi are mapped to a higher-dimensional space by the kernel function Φ. The
upper ξ∗i and lower ξi slack variables cope with deviations larger than ε. The constant
C > 0 determines the trade-off between the flatness of the function and the amount of
errors outside the ε-insensitive tube

(
wTφ (xi) + b

)
− yi ≤ ε that are tolerated. The

imposed constraints guarantee that most of the input data are smaller than ε.

4 Results

The approach is validated with buildings at the campus of the University of León. The
campus is composed of thirty buildings which can be divided into two types according
to their activity. On one hand, there are the buildings intended solely for teaching which
are characterized by a strong dependence between the class and exam schedules and
the power consumption. On the other hand, there are research buildings which present
a higher level of the normal consumption. To illustrate the operation of the prediction
approach, a representative building of each group has been chosen for the tests, specifi-
cally the School of Arts and the Veterinary building. Data from 396 days, sampled every
hour, are used. The training set includes 9120 samples, whereas 384 samples are used
for testing. The results of the most unfavorable prediction, i.e. the one that forecasts
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Fig. 2. Correlation between the continuous environmental variables and the power consumption
of the campus

the consumption 24-hours ahead, are compared with the measured consumption. They
are also compared with the 24-hour ahead prediction of a SVR that uses all the candi-
date inputs and does not benefit from the pre-processing and clustering proposed in this
approach.

4.1 Clustering Results

The variables that influence the consumption are selected and processed as explained
in section 2.1. A correlation analysis is performed to select among the weather-related
variables. The candidate variables are humidity, temperature and solar radiation. Scatter
plots of the correlation between the daily average value of the aforementioned variables
and the daily average consumption of the whole campus are shown in Figure 2. It can
be seen that the correlation presents a high negative value for temperature (−0.6947)
and solar radiation (−0.486), i.e. the colder and darker a day is, the higher is the power
consumed. This fact is intuitively explained by a more extensive use of lighting and
heating. Humidity has a slightly lower correlation with consumption (0.3989) and is,
in turn, closely correlated to temperature (−0.443). For that reason, the variable can be
considered redundant and is discarded for subsequent calculations.

The remaining feature included in the vector is the activity index, which is computed
from the variables contained in table 1. The activity-related variables are quantized us-
ing neural gas and associated to the overall power consumption of the campus, which is
a good indicator of the effect of a combination of calendar events. The optimal number
of clusters, according to the Davies-Bouldin index was fixed as 25. The calculation of a
common activity index alleviates the correlation that would be introduced by using the
individual power of each building.

The two coordinates of the hour, as defined in section 2.1 are also added to the
vectors e that are going to be clustered, along with the power consumed both in the 24
and 48 previous hours. The information of the power consumption is incorporated to
limit further environmental conditions and since the correlation of the temperature is
high it also considered past values of it [17].
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Table 1. Variables used to compute the activity index

Label Variable Variable type

Dx X coordinate of the weekday Senoidal
Dy Y coordinate of the weekday Senoidal
H Holiday season Binary
E Exams Binary
F Non-working day Binary
X Miscellaneous event Binary

Table 2. Variables selected for the clustering stage

Label Description

Hx X coordinate of the current time
Hy Y coordinate of the current time
Iac Activity index expected for the next 24 hours
T̄0 Average temperature forecasted for the next 24 hours

T̄−24 Average temperature measured during the 24 previous hours
R̄0 Average solar radiation forecasted for the next 24 hours
P̄−24 Average power consumed in the 24 previous hours
P̄−48 Average power consumed in the 48 previous hours

In short, the environmental variables selected for the clustering that constitutes the
first stage of the proposed approach are shown in table 2. The neural gas clusters differ-
ent environmental conditions to generate specific regression models for these days. The
SOM Toolbox [18] has been used for this purpose. The number of units of the neural
gas is determined to 44 for both buildings using the Davies-Bouldin index.

4.2 Forecasting Results

For each of the clusters obtained by grouping the data with regard to the variables that
influence the consumption, 24 models are trained through the application of SVR for
direct multiple-step ahead prediction.

The regressor vector is selected as explained in section 3.1. With regard to the peri-
odic part of the regressor, a forward method searches the regressor that minimizes the
prediction error up to 6 days back. The inclusion of the previous 6 days minimizes the
prediction error for the teaching building, whereas only the previous 5 days are added
in the case of the research building. The inputs of the sequential part, i.e. the ones from
the previous 24 hours, that minimize the k-NN error after one forward and one back-
ward search are the ones selected as part of the input vector. The figure 3a shows the
inputs selected in the teaching building. It can be seen that there is high periodicity in
the selection of inputs. For the research building (see Fig. 3b) the periodicity is not so
clear.

On the other hand, the 24 SVR models per cluster are trained using the LS-SVM Mat-
lab toolbox [19]. The free parameters are tuned by means of a 10-fold cross-validation.
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In order to obtain the 24-hours ahead prediction from x(t), we compare the vector e(t)
with the codebook vectors that result from the application of the neural gas. The best
matching unit defines the cluster it belongs to and, consequently, which models are used
to compute the forecasted consumption.

For conciseness purposes, the presented results are the ones corresponding to the
most unfavorable prediction, i.e. the one that forecasts the consumption 24-hours ahead.
The 24-hour ahead forecasted consumption is compared with the measured consump-
tion and with the 24-hour ahead prediction of a SVR that uses all the candidate inputs
and does not benefit from the pre-processing and clustering steps proposed in this ap-
proach. The results are computed for a week of data.

Figure 4a shows the results for the teaching building. It can be seen that the fore-
casted consumption matches the real one to a large extent. The NRMSE (Normalized
Root Mean Square Error) is 0.0440, whereas the error rises up to 0.1219 for the simple
SVR approach. On the other hand, Figure 4b shows the results of the research building.
It can be seen again that the predictions are quite accurate. They provide a NRMSE of
0.0411, clearly better than the error provided by the plain SVR prediction: 0.1025.

5 Conclusions

In this paper a two-stage forecasting approach that clusters consumption patterns and
train separated models for each group is presented. It uses neural gas for clustering
and Support Vector Regression for forecasting. The approach also relies strongly on the
selection of both the set of environmental variables that influence power consumption
and the optimal set of past consumptions that optimize the regressor vector used as
input to the forecasting method. The proposed approach is used to estimate short-term
electric consumption in buildings of the University of León.

The results show that the prediction results achieve a good fit to the original data
and the NRMSE is much lower using this methodology than using SVR directly. The
University of León comprises a large number of buildings, so the ability of forecasting
electricity consumption is useful to achieve energy and cost savings.
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Abstract. In recent years, both companies and researchers have been exploring 
intelligent data analysis to increase the profitability of the taxi industry. 
Intelligent systems for online taxi dispatching and time saving route finding 
have been built to do so. In this paper, we propose a novel methodology to 
produce online predictions regarding the spatial distribution of passenger 
demand throughout taxi stand networks. We have done so by assembling two 
well-known time series short-term forecast models: the time-varying Poisson 
models and ARIMA models. Our tests were performed using data gathered over 
a period of 6 months and collected from 63 taxi stands within the city of Porto, 
Portugal. Our results demonstrate that this model is a true major contribution to 
the driver mobility intelligence: 78% of the 253745 demanded taxi services 
were correctly forecasted in a 30 minutes horizon. 

Keywords: ARIMA, Time-Varying Poisson Model, Taxi Services, Time 
Series, Data Streams. 

1 Introduction 

In the last decade, real-time vehicle location systems have attracted the attention of 
both companies and researchers for a new kind of rich spatio-temporal information. 
Taxi networks have largely been affected by this phenomenon, as such networks 
produce multiple data streams that can be explored using intelligent data analysis. 
Online systems for efficient taxi dispatching [1] and time-saving route finding [2] 
(among others) have already been developed to improve taxi service reliability.  

The taxi driver mobility intelligence is a crucial feature to maximize both profit 
and reliability. There are few works which focus on this topic and use real GPS data. 
The work presented in [3] uses spatial-based clustering applied to the GPS historical 
data of a taxi network running in a large urban zone. Their goal consisted on 
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discovering passenger demand patterns over a period of time, by building a departure-
destination-time cubic matrix. Recently, an innovative study has been presented in [4] 
to validate the triplet Time-Location-Strategy as the key feature to build a good 
passenger finding strategy. Here the L1-Norm-SVM was used as a feature selection 
tool to discover both efficient and inefficient passenger finding strategies based on a 
large-scale GPS dataset, from a taxi network running in a large city in China. An 
empirical study on the impact of the selected features was conducted and its 
conclusions were validated by the feature selection tool. 

Both works represent recent studies about the selection of the best route (over a period 
of time) to maximize the number of passengers picked-up by each driver. However, there 
are three important issues that are not convincingly handled by these authors: (1) 
conditions which are not common to every urban area are assumed (e.g.: drivers are able 
to choose their routes freely and without any regulation); (2) their insights consist of 
offline patterns, which do not fulfill the ubiquitous potential of the data to provide 
decision support information in real-time; (3) the rising cost of fuel is clearly disallowing 
the economic viability of online or offline cruising strategies to get passengers. 

In our work, we focus on the choice problem concerning which is the best taxi 
stand to go to after a passenger drop-off at a given location and time. One of the most 
important factors for this is the passenger demand at each taxi stand over a time span. 
In this paper, we present a streaming model to predict the number of services of a taxi 
network over a space span (taxi stand), for a short-time horizon of P-minutes. Based 
on both historical and real time GPS location and service data (passenger drop-off and 
pick-up) transmitted by the telematics installed in each vehicle, time series histograms 
are built for each stand containing the number of services with an aggregation of P-
minutes. The predictive model was developed by adapting well-known time series 
forecasting techniques, such as the time varying Poisson model [5] and ARIMA 
(Autoregressive Integrated Moving Average) [6] to our problem. Our goal is to 
predict at an instant t how many services will be demanded during a period [t, t+P] at 
each existent taxi stand, reusing the real service count on [t, t+P] which has been 
extracted from the data to do the same for the instant t+P and so on (i.e. the 
framework runs continuously in a stream). To the best of our knowledge, such 
approach has no parallel in the literature. 

Our model was applied to data collected from a large-sized taxi network which 
contains a total of 63 taxi stands and has 441 vehicles running in the city of Porto, 
Portugal. In this city, the existing regulations force taxi drivers to pick a route to one 
of the existing stands after a passenger drop-off. Our study just uses the services 
obtained directly at the stands or which were automatically dispatched to the parked 
vehicles as input/output. This was done because the passenger demand at each taxi 
stand is the main feature to aid the taxi drivers’ decision (since it represents 76% of 
the total number of services). 

Our experiments use the real-time data arriving in a stream to produce predictions 
about the expected number of services demanded in each stand. Firstly, 20 weeks’ 
worth of data was acquired to build our historic. Secondly, the demand for the next 8 
weeks was predicted, by updating the historic time series over time. The results 
obtained were promising: our model predicted more than 78% of the services that 
actually emerged using an average computational time (i.e. average time per 
prediction) of 99.77 seconds. 
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The remainder of the paper is structured as follows. Section 2 formally describes 
our model. Section 3 describes how the dataset used was acquired and preprocessed, 
as well as some statistics about it. Section 4 outlines the testing of the methodology in 
a concrete scenario. Firstly, we introduce the evaluation metrics of our model, along 
with the experimental setup. We then present the obtained results. Section 5 
concludes the paper and describes future work we intend to carry out. 

2 The Model 

Consider , , … ,  to be the set of  taxi stands of interest and , , … ,  to be a set of  possible passenger destinations. Our problem consists 
of choosing the best taxi stand at the instant  according to our forecast about 
passenger demand distribution over the time stands for the period [ , +P], as is 
illustrated in Fig. 1.  

Consider , , , , … , ,  to be a time series for the number of 
demanded services at a taxi stand . Our goal is to build a model to determine the set 
of service count ,  for the instant +  and for all taxi stands   ,   . To do 
so, we propose three distinct short-term prediction models and a well-known data 
stream ensemble framework to use them all. We formally describe those models along 
this section. 

2.1 Time Varying Poisson Model 

The following section presents a model firstly proposed in [5]. The demand of taxi 
services exhibit, like other transportation means [7], a periodicity in time on a daily 
basis that reflects the patterns of the underlying human activity, making the data 
appear non-homogeneous [5]. Fig. 2 illustrates a one month taxi service analysis 
extracted from our dataset that illustrates this periodicity (the dataset is described in 
detail in Section 3). 

Consider the probability to have n taxi assignments in a determined time period – 
P(n) - following a Poisson distribution. We can define it using the following equation P n; λ  !  , (1) 
where  represents the rate (averaged number of the demand on taxi services) in a 
fixed time interval. However, in this specific problem, the rate  is not constant but 
time-variant. As a result, we adapt it as a function of time, i.e. , transforming the 
Poisson distribution into a nonhomogeneous one. Consider  to be defined as 
follows λ t  λ δ η , , (2) 
where  represents the weekday {1=Sunday, 2=Monday,…};  the period in 
which time t falls (e.g. the time 00:31 is contained in period 2 if we consider 30-
minute periods).  
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Fig. 1. A schema to illustrate our problem 

It requires the validity of both equations  ∑ δ 7, (3) ∑ η , D   dD , (4) 
where D is the number of time intervals in a day. To ease the interpretation of these 
equations, we can define the remaining symbols as follows: 

• λ  is the average (i.e. expected) rate of the Poisson process over a full week; 
• δ  is the relative change for the day i (Saturdays have lower day rates than 

Tuesdays); 

• η ,  is the relative change for the period i on the day j (the peak hours); 

• λ t  is a discrete function representing the expected demand of taxi services 
distribution over a period of time for a taxi stand of interest k. 

2.2 Weighted Time Varying Poisson Model 

The model previously presented can be viewed as a time-dependent average. 
However, it is not guaranteed that every taxi stand will have a highly regular 
passenger demands: in fact, the demand at many stands can often be seasonal. 

To face this specific issue, we propose a weighted average model based on the one 
already presented: our goal is to increase the relevance of the demand pattern 
observed in the previous week, by comparing it with the patterns observed several 
weeks ago (e.g. what happened on the previous Tuesday is more relevant than what 
happened two or three Tuesdays ago). The weight set  is calculated using a well-
known time series approach to these kind of problems: the Exponential Smoothing 
[8]. We can define  as follows ω  α 1, 1 α , 1 α , … , 1 α  ,  (5) 
where γ  is the number of historical periods considered in the initial average, α is the 
smoothing factor (i.e. a user-defined parameter) and 0 1. 
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where R ,  and ,  are the actual value and random error at time period t, 
respectively; 1,2, … ,  and θ 0,1,2, … ,  are the model 
parameters/weights while p and q are positive integers often referred to as the order of 
the model. Both order and weights can be inferred from the historical time series 
using both the autocorrelation and partial autocorrelation functions as introduced by 
Box and Jenkins in [9]. They are useful to detect if the signal is periodic and, most 
important, which are the frequencies of these periodicities.  

2.4 Sliding Window Ensemble Framework 

In the last decade, regression and classification tasks on stream data have attracted the 
community attention due to its special characteristics: the traditional algorithms had 
computational efforts which were not compatible with the time available to make a 
decision. Fast and adaptive ensembles of these were also built. One of the most 
popular models is the weighted ensemble  [14]. The model proposed below is also 
based on this one. 

Consider , , … ,  to be a set of z models of interest to model a given 
time series and , , … ,  to be the set of forecasted values to the next 
period on the interval t by those models. The ensemble forecast Ε  is obtained as Ε ∑ M ,          β  ∑ ρ    (7) 

where ρ H is the forecasting error obtained for the model M  in the periods contained 
within the time window/period t H, t  (H is a user-defined parameter to define the 
window size). As the information is arriving in a continuous manner for the next periods , + 1, + 2, … .  the window will also slide to determine how the models are 
performing in the last H periods. To calculate such error, we used a well-known time 
series forecasting error metric: the Symmetric Mean Percentage Error (sMAPE) [15]. 

3 Data Acquisition and Preprocessing 

In this work, we studied the taxi driver mobility intelligence of one company 
operating in the city of Porto, Portugal. This city is the center of a medium size urban 
area (1.3 million inhabitants) where the passenger demand is lower than the number 
of running vacant taxis, provoking a huge competition between both companies and 
drivers. The existing regulations force the drivers to not run randomly in search of 
passengers but to choose a specific taxi stand out of the 63 existing ones in the city – 
see Fig. 3 to observe its spatial distribution - to go park and wait for the next service 
immediately after the last passenger drop-off. There are three main ways to pick-up a 
passenger: (I) a passenger goes to a taxi stand and picks-up a taxi – the regulations 
also force the passengers to pick-up the first taxi in the line (First In, First Out); (II) a 
passenger calls the taxi network central and demands a taxi for a specific 
location/time –parked taxis have priority over running vacant ones in the central taxi 
dispatch system; (III) a passenger picks a vacant taxi while it is going to a taxi stand, 
on any street. 
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defined criteria. This was done because many regulations disallow to picking-up 
passengers in a pre-defined radius of a stop (in Porto a 50m radius is defined). 

Table 1 details the number of taxi services demanded from any taxi stand per daily 
shift and day type. Table 2 has information about all services (independently of the 
pick-up place) per taxi and duration. The service column in Table 2 represents the 
number of services picked-up by taxi drivers, while the second one is related to the 
time distance of each service done.  

Additionally, it could be stated that the central service assignment is 24% of the 
total service (versus the 76% of the one demanded directly in the street) while 77% of 
the service is demanded directly to taxis parked at a taxi stand (and 23% is picked-up 
while they are cruising). The average waiting time (to pick-up passengers) of a taxi 
parked at a taxi stand is 42 minutes while the average time distance for a service is 
only 11 minutes and 12 seconds. 

The data presented in the tables highlight this, despite the regularity exhibited in 
the service (especially on the weekends), there are huge mobility intelligence 
discrepancies between the drivers (i.e. a large variance in both number and time 
distance of the services).  

4 Experimental Results 

In this section, we firstly describe the experimental setup developed to test our model 
on the available data. Secondly, we present and discuss the results achieved. 

4.1 Experimental Setup 

Our model produces an online forecast for the demand of taxi services at all taxi 
stands at each period of P-minutes. The scripts used were developed using the R 
statistical software [16].  

The data was continuously acquired and processed through messages sent over a 
socket. The pre-defined functions used and the values set for the models parameters 
are detailed along this section.  

An aggregation period of 30 minutes was set (i.e. a new forecast is produced each 
30 minutes; P=30) and a radius of 100 meters (W = 100 > 50 defined by the existing 
regulations). This aggregation was set according the average waiting time at a taxi 
stand, i.e. the forecast horizon lower than 42 minutes. 

Data was acquired over a period of 28 weeks. 20 weeks’ worth of data was initially 
stored just to train the model. Then the number of services for each stand was 
continuously forecasted every 30 minutes over a total of 8 weeks. This framework 
continuously runs on a single computer using just one core (i.e. without any 
parallelization). 

The ARIMA model (p,d,q values and seasonality) was firstly set (and updated each 
24h exactly at 3am) by learning/detecting the underlying model running on the 
historical time series curve for each considered taxi stand. This was done by using an 
automatic time series function in the [forecast] R package [17] - auto-arima - with 
the default parameters. The weights/parameters are specifically fit for each period 
using the arima function from the built-in R package [stats]. 
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Table 1. Taxi Services Volume (per daytype/Shift) 

  Total Services 
Occurred 

Averaged Service Demand per Shift 
0am to 8am  8am to 4pm  4pm to 0am  

Workdays 781398 1263 2227 1719 

Weekends 289364 1048 2085 1534 

Total 1070762 2311 4312 3253

Table 2. Taxi Services Volume (per Taxi/Duration) 

 Services Time Running Busy (minutes) 

Máx.  5174 50605 

Min.  38 384 

Mean Total 1811 23424 

Std. Dev. Total 816 9996 

 
The time-varying Poisson averaged models (both weighted and non-weighted) 

were updated every 24 hours. A sliding window of 4 hours (H=8) was considered in 
the ensemble. The error of each model was measured using the metric also proposed 
to weight each model in the ensemble – sMAPE. Distinct results for two distinct 
values (0.4 and 0.5) of the parameter alpha (  in the weighted average) are presented 
below. 

4.2 Results 

The main results are presented in Table 3. A percentage is presented for each model 
corresponding to a similarity measure between the real service time series and the 
predicted one (i.e.: like a distance between the two time series calculated using the 
sMAPE). The results are firstly presented per shift and then globally. The values 
presented below are calculated through an average weight of the error obtained through 
each one of the time series (i.e. the forecast error of the demand for taxi services at 
each one of the 63 taxi stands). Each error rate was weighted according to the number 
of services demanded at the corresponding taxi stand along the whole test period. 

Table 3. Models Success Rate per Shift 

 

 

MODEL 

PERIODS 

alpha ( ) = 0.4 alpha ( ) = 0.5 

00->08 08->16 16->00 24h 00->08 08->16 16->00 24h 

Poisson Mean 79,03% 76,25% 76,79% 77,34% 79,03% 76,25% 76,79% 77,34% 

W. Poisson Mean 78,15% 74,51% 75,25% 75,53% 77,05% 73,20% 73,99% 74,29% 

ARIMA 79,01% 73,37% 76,79% 75,72% 79,01% 73,37% 76,79% 75,72% 

Ensemble 81,06% 76,87% 78,64% 78,36% 81,01% 76,73% 78,58% 78,26% 

 

Nr. Of Events 54.276 114.344 85.125 253.745 54.276 114.344 85.125 253.745 
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Each model returns a time series which has a similarity measure above 74% (the 
Weighted Poisson Mean and the Ensemble are only affected by the changes of the alpha 
(α) parameter) for the real one. The sliding window ensemble is always the best model 
for every shift and period considered, with a similarity measure greater than 78% 
(197921 of the 253745 total taxi services were correctly forecasted in both time and 
space using an aggregation of 30-minutes). Our framework also had a satisfactory 
performance in another important aspect: the computational time. It was implemented 
using an iterative process (i.e. a loop) forecasting the next value for each existing time 
series (for a total of 63). Such process took, in average, 99.77 seconds of processing time. 
The ARIMA model update (it is done every 24 hours) on average lasted 48.12 seconds. 

5 Conclusions and Future Work 

Sensor networks are providing a growing number of challenges to researchers along 
with an explosive number of opportunities for companies. In the last decade, the taxi 
industry has already been exploring intelligent data analysis on a daily basis (efficient 
taxi dispatching, time saving route finding, among others). This paper presents a 
novel application work where well-known time series forecasting models are adapted 
to predict the spatial distribution of the passenger demand for taxi services in a short 
term horizon (30 minutes periods). To do so, two distinct models have been 
assembled - the Time-Varying Poisson Model [5] and the ARIMA [9] one – using a 
Sliding Window Weighted Ensemble model [14] (i.e. it uses the error of each model 
through a pre-determined time window as their weight in the mean calculation). These 
models were chosen due to their well-known efficiency in short-term point forecast 
problems like our own. At our best knowledge, such an online predictive model for 
the passenger demand is a true novelty in this specific industry. 

We tested it using the data received from a company network in the city of Porto, 
Portugal. The test ran continuously for the duration of 28 weeks over the existing 63 
taxi stands. 

The results are promising: the model correctly predicted 78% of the 253745 
received services. Our iterative implementation took, an average, 99.77 seconds to 
produce a prediction (1.58 seconds for each taxi stand) for the next period. These 
numbers demonstrate that this model can be a major contribution to this industry, 
improving and aiding the drivers mobility intelligence in real time. 

In the near future, we will improve this model in two ways: 1) using parallel 
computation to reduce the current processing time - the time series produced by each 
stand are independent from the remaining ones; 2) modeling the weather changes  as a 
factor to change our predictions (as it is addressed by using Hidden Markov Models 
to handle the occurrence of bursty events in [5]).  

It will also be used as a feature of a recommendation system (to be developed) 
which will produce smart live recommendations to taxi drivers about which taxi stand 
they should head to after a drop-off. This decision support framework will also 
address other features like the distance or live traffic conditions, among others.  
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Abstract. Biosignal sensors are now small, affordable, and wireless. We
desire to include such sensors (e.g. heart rate, respiration, acceleration)
in a live musical performance, which sets requirements on the reliability
and variability of the data. Unfortunately the raw signals from such de-
vices are unable to meet these requirements. We contribute our solutions
for overcoming the shortcomings of these sensors in two parts. The first
is an online data processing and analysis system, including on-line gener-
ative models that describe the signals but add consistency. The second is
the end-to-end system for capturing wireless signal data for the analysis
system and integrating the resulting output into a popular digital audio
workstation in a very flexible manner conducive to live performance. We
also explore the role of “analysis supervisor”—a member of the perform-
ing act who ensures that the results of biosignal analysis fall within the
desired ranges to contribute to the music effectively.

Keywords: ECG, respiration, accelerometer, music, performance.

1 Introduction

This paper presents a novel way to integrate biosignal measurement into live
musical performance. We present a complete system from signal acquisition,
signal analysis, data routing, to integrating the signals into instruments and
effects in a digital audio workstation (DAW).

The motivation for our work comes from the desire to utilize inexpensive and
convenient biosignal sensors in musical performance. This raised two technical
challenges. The sensors themselves provide noisy and unreliable measurement
that cannot be directly utilized in musical use. For example, directly using the
heartbeat markers from a noisy electrocardiography (ECG) signal to trigger
notes is not possible, because missing and spurious heartbeats will disturb the
rhythm. The second challenge is that biological data has high-variability in both
timing and magnitude, and incorporating biosignals into a composition can entail
massaging the data. We needed an online solution to both of these challenges to
facilitate live performance.
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The contribution of this paper is twofold. First, we present biosignal anal-
ysis methods that turn noisy measurements of irregular biosignals into consis-
tent and uninterrupted outputs, which are suitable for musical use. Second, we
present a practical implementation for integrating the analysis into live musical
performance.

We have tried to build the analysis system so that it fullfills the following
requirements. First, it should be usable by a musician: it should have a sufficient
range of output to be expressive, it should be robust in the face of noisy biosig-
nals, and its working mechanism must be learnable, with a clear mental model
of operation.

Second, it has to be possible to compose for it, such that a performer can com-
municate the composer’s intent faithfully. There is a tendency to use physiologi-
cal signals in electronic music as audio generators, that is, the signals themselves
are directly translated into sounds as synthesized audio or triggered samples. It
is very difficult to purposefully convey intent within that framework. We see a
distinction between the direct sonification of biosignals, and their integration
into a musical performance. If a conflict arises between expressing the biosignals
with high fidelity, or achieving the intent of the composer with high fidelity, our
bias is towards the latter.

Finally, biosignal measurement should contribute towards the musical per-
formance, not dictate it: we have elected to make the output of signal analysis
malleable, and envisage one member of the group in the role of the “analysis
supervisor”, carefully monitoring and if necessary shaping the physiological data
to suit the desired expression of the piece. For example, signals may be of higher
magnitude than anticipated due to the excitement of performance, and require
scaling down to fall within the required range for modulating a parameter such
as a synthesizer cut-off frequency.

A video showcasing our approach with a solo performance is available online1.
In the video, it is shown how a synthesizer can be controlled with biosignal
measurements.

2 Background

Generating audio and music from physiological signals has been the subject of
research since the invention of the encephalophone in the 1940s at the Univer-
sity of Edinburgh [1]. It generated audio from measured electroencephalography
(EEG) signals. Various artists have since used brainwaves in music. Krzysztof
Penderecki’s Polymorphia (1963) used pitch notation derived from EEG data
from patients listening to a recording of his Threnody for the Victims of Hi-
roshima (1961).

1 http://vimeo.com/42032074 — The performer triggers the synthesizer with heart-
beats and modulates the filter envelope amount with respiration. Tilting the body
back and forth adjusts the low frequency oscillation rate, while bending sideways
controls the arpeggiator distance.

http://vimeo.com/42032074
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Alvin Lucier’s Music for Solo Performer (1965) is considered to be the first
music performance to use real-time biosignals, where EEG triggered percussive
instruments through sympathetic resonance [2]. Richard Teitelbaum’s In Tune
and Organ Music (1967/1968) used EEG, ECG and respiration measurement
[3]. The research in biomusic by Manford L. Eaton [4] inspired Erkki Kuren-
niemi to build instruments based on galvanic skin response (GSR) and EEG
in the early 1970s [5]. In 1973, Pierre Henry performed his EEG-based piece
Cortical Art III. David Rosenboom used neurofeedback and algorithmic compo-
sition in Brainwave Music (1976) and On being invisible (1977), which compared
performers’ brain activity with previously stored patterns in real time [6].

The first commercial biomusic production environment, BioMuse, was intro-
duced in 1992 [7,8].

Various contemporary projects have used EEG and ECG in music genera-
tion. The Multimodal Brain Orchestra measures EEG event related potentials,
with an “emotional conductor” controlling the “affective expression” of the per-
formance [9]. Brain computer interfaces (BCI) enable disabled people to perform
music with EEG [10]. In DECONcert, EEG and ECG of 48 participants were
monitored and methods such as signal averaging and detection of collective al-
pha synchronization were used in order to facilitate collaborative biofeedback
in regeneration of the music [11]. A traditional chamber music performance has
been augmented by EEG and ECG signals [12].

With the interactive cinema environment Biosuite, the audience’s emotional
responses are measured using ECG and GSR in order to influence cinematic
events [13]. In another project, ECG measurement from healthy and diseased
hearts are mapped into musical notes, in order to highlight their differences2. In
[14], respiration and cardiac events are translated into synthesized sound. The
timbral brightness of the sound responds to respiratory sinus arrhythmia.

Apart from the academic research, there are performing musicians who uti-
lize biosignals to varying degrees. Lucky Dragons use a GSR-touch interface to
connect with their audience. The Heart Chamber Orchestra measures the orches-
tra’s ECG and presents the data to them as notation, which they subsequently
perform. The dance and performance company Manifold Motion uses real-time
ECG biofeedback in some of their shows.

3 Biosignal Analysis System

3.1 Signal Acquisition

Our system captures biosignals with two Bluetooth chest sensor belt models from
Zephyr Technology Corporation3. Zephyr BioHarness provides a range of data
including heartbeat events, a respiration effort signal and a 3-axis accelerometer
signal. Zephyr HxM provides only heartbeat events and a rough estimate of
activity level, but is more affordable. The signals from the sensors are transmitted
2 http://polymer.bu.edu/music/
3 http://www.zephyr-technology.com/

http://polymer.bu.edu/music/
http://www.zephyr-technology.com/
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over Bluetooth to a computer where they are processed and forwarded to the
DAW. We have implemented drivers for the Bluetooth protocols of the devices in
Python (source code is available for download4). The implementation turned out
to be surprisingly complex, because issues such as varying latency and connection
breaks need to be taken into account.

The Zephyr devices transmit the signal data in packets. For example, the
acceleration signal is sampled at 50 Hz and transmitted over Bluetooth in 20-
sample packets. That creates a 0.4-second measurement latency for acceleration
data. The Bluetooth connection can occasionally drop out completely, which has
required us to implement reconnection logic, so that gaps in measurement during
a performance would be as short as possible.

The latency problem could be avoided with a device that has a smaller packet
size. However, the latency is in practice tolerable so we have not tried to find
alternative devices. Replacing Bluetooth with a wired connection would improve
the reliability of the connection, but would also impair the usability of the system
in musical performance use too much.

3.2 Dealing with Noise and Missing Data

The way the physiological parameters are used in a performance motivates a sig-
nal analysis approach where noise and missing values are filled in with generated
information.

For example, heartbeat events are primarily used as sample (e.g. drum) trig-
gers. If the measurement of a heartbeat is missed, a triggering of the drum will
be missing, and that disturbs the performance. Therefore, missing and corrupted
measurements need to be filled in in a way that is musically sensible. That pro-
cess is mostly automatic, but may at times require human intervention.

The mediation of signal analysis is performed by an “analysis supervisor”, who
is one of the musicians in the performance and knows a musically optimal way to
massage the data, having practiced the performance with the other musicians,
and being keenly aware of the moment-by-moment intent.

The flow of physiological measurement information during a performance is
summarized in Figure 1. It can be described in three steps:

1. Biosignals are measured (ECG, respiration effort and acceleration) from one
or more people.

2. The biosignals are analyzed so that noise and missing data is taken into
account. If needed, the analysis is mediated by the analysis supervisor. This
produces consistent results for the physiological parameters (e.g. heart rate,
respiration signal and activity level).

3. A musician uses the physiological parameters in real-time as part of the
performance.

4 https://github.com/jpaalasm/zephyr-bt

https://github.com/jpaalasm/zephyr-bt


Analysis of Noisy Biosignals for Musical Performance 245

Fig. 1. The flow of information during a performance

3.3 Heartbeat Interval Analysis

A healthy human heart beats at intervals that vary relatively little. For example,
at rest, the interval between successive heartbeats might vary, say, between 0.8
and 1.2 seconds, corresponding to around 60 beats per minute (BPM). When
heartbeats are detected from a noisy ECG signal, there can be incorrectly de-
tected heartbeats and several-second long gaps in heartbeat detection. When a
chest heart rate belt is used, measurement errors are frequent since signal quality
is relatively low.

The aim is to output a consistent sequence of heartbeat events from ECG
measurement, so that the sequence of events does not have incorrect heartbeats
or measurement gaps. The analysis is mostly automatic, and the analysis super-
visor just sets upper and lower bounds for allowable heartbeat intervals. That
information is needed in cases where signal quality is bad.

The heartbeat interval analysis procedure is visualized in Figure 2. First,
heartbeat intervals are analyzed by an automatic ECG heartbeat detection al-
gorithm, which tries to find heartbeat intervals from the signal. The result of
that analysis may contain some erroneous values, but the detected heartbeat
intervals should mostly be correct.

Then, the intervals are manually limited to a range by the analysis super-
visor. Two erroneous short heartbeat intervals are shown in the second row of
Figure 2 at time 13 seconds. They are discarded by the manual limitation, be-
cause they are outside the specified range. If the previous step in the analysis
works correctly, no manual limitation is needed.

Last, a consistent heartbeat sequence is generated to fill the gaps in the heart-
beat interval data. A consistent heartbeat sequence is created by generating
synthetic heartbeat positions to the gaps in the heartbeat sequence from the
previous step. The heartbeat positions are generated from an Inverse gaussian
distribution with a manually specified variability parameter λ [15]. The end re-
sult is in Figure 2d.

With a good-quality measurement, the heartbeat events go through the three
steps of analysis unchanged, as no heartbeat intervals need to be discarded and
no gaps need to be filled.
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Fig. 2. The analysis of heartbeat intervals. In (a), an ECG signal with detected heart-
beat positions is shown. The corresponsing heartbeat intervals are in (b). The analysis
supervisor limits heartbeat intervals to range 0.55...1.1 seconds, to discard erroneous
heartbeat intervals, and the result of that is in (c). The resulting consistent heartbeat
event sequence is in (d).

3.4 Respiration Signal Analysis

The BioHarness sensor measures a chest respiration effort signal. Variation in
signal quality is large. The signal sometimes tracks respiration in a sinusoidal
manner, but, at other times, has no clear structure. We have not found out why
the signal quality varies so much.

The analysis of the respiration signal consists of defining the output as a
linear combination of the measured respiration effort signal and a generated
synthetic sinusoidal. The amplitude, frequency and phase of the synthetic signal
are estimated from the measured signal, so that is is possible to transition as
smoothly as possible between the measurement and the synthetic signal.

The task of the analysis supervisor is to continuously adjust a weight parame-
ter that defines the linear combination. The manually chosen weight is a number
between 0 and 1, and values in the output signal are simply generated as

output = measured × weight + synthetic× (1 − weight).

This means that the measurement is output when weight = 1 and the sinusoidal
when weight = 0. Values between 0 and 1 output a mixture of the signals.

Manual weighting between the real measurement and a synthetic signal en-
ables smooth swithing between them during the performance, when signal qual-
ity changes. That is visualized in Figure 3.

3.5 Accelerometer Signal Analysis

The three-axis accelerometer signals from BioHarness include information about
the posture and activity level of the measured person. Posture is measured as two
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Fig. 3. A measured respiration signal is shown in the topmost plot, and a corresponding
synthetic sinusoidal in the second plot. The output of the analysis is a weighted sum
of the signals. Smooth switching between the signals happens at time 12...14 seconds.

parameters: tilt (back and forth) and sway (sideways), by simply calculating the
angles of the accelerometer’s axes in space. The activity level is calculated with
a moving average of the high-pass filtered and squared accelerometer signal.
The high-pass filtering and squaring is done for each axis separately, and the
resulting three values are summed to give the activity level. The length of the
moving average is controlled by the analysis supervisor, and can vary between
0.1 seconds to 10 seconds. The activity analysis is visualized in Figure 4.

3.6 Networking

The biosignal analysis and music workstation software may run on different
computers, so there needs to be a reliable way to transmit the physiological
parameters between them. Our goal was to create a system where all parameters
are available to all music workstations in the performance, regardless of the
number of devices involved in capturing the sensor data.

The solution we have settled on is broadcasting the data as Open Sound Con-
trol (OSC) messages [16] over User Datagram Protocol. In the composition and
synthesis environment, performers “tune in” to a physiological parameter of inter-
est based on OSC message tags. Using OSC requires us to create a wired or wire-
less network for our participating computers. Basic multi-computer performance
functionality such as synchronizing MIDI clocks depends on being networked, so
this does not introduce a new requirement to the performing environment.
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Fig. 4. Activity analysis example. The upper plot contains the three-axis acceleration
signals, with orthogonal measurement directions X, Y and Z. An activity value signal
calculated with a three-second moving average is shown in the lower plot.

4 Performance

The performance is the ultimate goal of our work. As digital technology makes
recorded music ubiquitous, the importance of the performance as a unique event
becomes elevated. We hope that linking the music to the musician’s physiolog-
ical signals will result in a performance that feels intimate, unique and a little
magical.

A challenge with performances utilizing biosignals is the evolving and unpre-
dictable nature of the signals, and the burden that monitoring for bad signals
places on a performer. Viewed over an entire performance, the rates and magni-
tudes of a given signal can change drastically, or the signal may be lost entirely.
Our solution to the problem of managing the data flow in the service of the per-
formance is the role of the analysis supervisor, who ensures that other musicians
do not have to worry about problems related to the signals.

We feel it is important to make the link between the physiological signals
and the resulting sounds as direct as possible, so an audience is not mystified
by how the sound is being produced, which has led us to favour straightforward
translations from signal to sound. Mappings that we consider intuitive include:

– triggering drums with heartbeat events
– matching the performance tempo to heart rate
– modulating synthesizer parameters to reflect respiration phase
– modulating synthesizer parameters such as pitch-bend using pose
– modulating the frequency spectrum of the performance using activity level

We have created a functional music production environment that allows us to
make performances based around the mappings we have defined as being intu-
itive to us. The system uses Cycling 74’s MaxForLive5 plug-ins for the popular
5 http://cycling74.com/products/maxforlive/

http://cycling74.com/products/maxforlive/
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Ableton Live digital audio workstation. Ableton Live organizes music perfor-
mances into tracks, with one track per instrument. Each track can have a rack
of modulating effects. Using MaxForLive, we can create instruments that can be
embedded in Live’s effect racks, and we can stack as many effects per rack as we
like. Thanks to our "tunable" broadcast network architecture, any performer’s
signals can be used by any instrument.

The most basic instrument we have simply assigns the BPM of the track to the
BPM of a measured heart. In this manner it is very trivial for us to control the
tempo of the performance using one of the performers’ heart rates. By carefully
controlling their exertion, a performer is able to raise or lower the tempo within
reasonable bounds.

The Modulator instrument accepts data from our signal sources and performs
some basic mapping: a higher and lower bound for the output can be set, and
a squashing function is provided, which allows a signal to be mapped to all or
part of the MIDI range for a selected parameter, and furthermore be amplified or
diminished depending on the desire of the performer. The output can be dynam-
ically assigned to any suitable parameter in the rack. This is very flexible—we
can use it to assign a setting value to any exposed user interface element on any
instrument or effect in any track, and we can have multiple instances per track.
In this way we have been able to create instruments where performer body posi-
tion can be used to alter the cut-off frequency on a modelled analog synthesizer,
and passages where instrument volume is effected by performer activity level.
See Figure 5.

Fig. 5. An example phrase composed for keyboard and biosensor - the horizontal lines
indicate two held notes, and the rising graph indicates the composed value of the param-
eter "activity level". The parameter is linked to instrument volume. In the performance
the performer must try to increase their activity for the duration of this phrase, so the
instrument swells in. The analysis supervisor must scale the output of "activity level"
so it measures from -50% to +50%.

The Beat Train instrument is designed to work with heartbeat events and
generates an assignable MIDI event when a heartbeat event is received. If the
heartbeat events are not aligned with the “beat grid” of the track, the input will
not be “in time” (in a musical sense). To compensate for this, the Beat Train
has a mode for automatically quantizing the incoming events to the nearest
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measure in the track. The value given for measure effectively sets the width of
the quantization grid: assigning a quantization measure of one measure when the
piece is being performed in Common or 4/4 time (4 quarter beats to a bar) means
events will be delayed to occur “on the beat”. Progressively finer quantization
grids allow more freedom. We find using a grid of 8th or 16th notes pleasing, as
at that resolution the natural heart rate variability introduces some randomness
and the heartbeat events still feel biological rather than robotic, yet they stay
aligned with the track.

The Selector instrument allows us to choose between pre-recorded phrases
of music depending on a given input. We have designed this instrument for al-
ternating between looped backing tracks based on the most easily controlled
posture parameters. In one instance we have made two variations of a phrase,
one with an ascending intonation at the end, the other that descends and re-
solves. By assigning phrase selection to whether a performer is leaning left or
right, a performer can freely improvise on another instrument using other phys-
iological signals, and control whether the phrase repeats, or resolves based on
body position at the end of the phrase, in a manner that is readily observable
by fellow performers.

The biggest single issue in performing with the system is latency. Due to the
Bluetooth protocol, there is an unavoidable minimum latency of about a second.
Normally, latencies in musical inputs are measured in tenths of seconds, so at
first glance a latency of this magnitude would seem to be a major difficulty.
However, we have found that by performing in a roundelay manner, where the
same pattern or a similar pattern is repeated at intervals, it is possible (and
natural) for musicians to get “in the groove” using the system. In effect the
musician plays the same phrase, making the bodily movements necessary for the
physiological instrument to produce the desired intent, with the signals being
effectively delayed one whole phrase. Posture and activity data are therefore used
as “ambient” biosignals, as opposed to being an effort towards gestural control.

Finally, we have found that it is good to structure the performance to intro-
duce the physiological elements one by one, to educate an audience, typically
leading from heartbeat-triggered samples to activity to respiration.

5 Conclusion

Our work lies at the intersection of biosignal analysis, music performance, and
music theory. We find this a very exciting area to explore. There is potential for
signal analysis techniques to aid us in our quest to compose and perform music
informed by live physiological data.

In summary, we have created a working system comprising multiple body-
sensors, data-analysis components, and software that integrates the signals into
Ableton Live for live performance. Our system functions wirelessly, and is built
in as decoupled a manner as possible. The data analysis is driven entirely by
the motivations of live performances, which has led to novel approaches to the
problem of turning raw sensor data into data streams that are robust, consistent
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and suitable for musical performance, while balancing a faithfulness to the com-
position with fidelity to the source signals. Working with the system in practice
has led us to consider a role for one of the performers, the analysis supervisor,
in shaping and editing the data in the service of the performance.

Future development may involve the addition of other wireless sensors, such
as galvanic skin response sensors (for emotional responses) and gyroscopes (for
more accurate posture analysis), but availability and costs have been limiting
factors. Including some existing technologies, such as Kinect or video based sys-
tems, would allow for immediate gestural expressions to complement existing
biosignals.

Our initial concept sketches envisaged monitoring audience members, for use
as another input or as a feedback mechanism. The focus to date has been on
making the system work for the performers, so we have neglected this aspect
of the system. It is interesting to consider what parameters could be extracted
from an audience using the same recording equipment as the performers.
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Abstract. Networked control systems (NCS) could be utilised in several indus-
trial applications. However, the variable time delays introduced by the network 
impair the NCS performance, resulting even in the instability of the controlled 
process. To mitigate the delay problems, the advantage is taken from model-
based, adaptive controllers. This calls for an efficient approach for on-line  
analysis of measurements applied to update the controller state in NCS. The pa-
per introduces a new adaptive Model Predictive Controller (MPC) capable of 
compensating for variations in measurement and actuating delays. Weighting 
factors for delayed measurements and actuators are adjusted based on normalised 
version of mutual information that is calculated using a procedure described in 
the paper. The method is superior compared with other, more usual, metrics. 

Keywords: information theory, adaptive control, model predictive control. 

1 Introduction 

Networked Control Systems (NCS) are spatially distributed systems composed of the 
process to be controlled together with its actuators, sensors, and controllers [1,2]. The 
communication between system components is carried out via a shared band-limited 
digital communication network. Networked control, be it wired or wireless, sets some 
new challenges for the design and performance of the control systems, network delay 
among others. Depending on the network structure, media and protocol, the delay can 
be constant, time varying or even random, and it occurs when sensors, actuators,  
controllers and humans exchange data over the network [3]. Available constant time-
delay control methodologies may not be directly suitable for controlling a system over 
the network since the delays are usually time-varying, especially in the Internet [4] 
and in wireless systems, such as WSNs [5]. Namely, the variable delays may impair 
the performance of a control loop and can even destabilise the system.  

The strategies for coping with the variable time delay can be divided to the averag-
ing, identification and adaptation methods [6]. As a drawback of these approaches, 
time stamp data which may not always be available, especially in case of actuator 
signals (see Fig. 1), is required. Moreover, assumptions about the underlying distribu-
tions of the data or parametric models may be needed.  
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This paper describes an approach incorporating a novel, advanced data stream 
analysis method and new adaptation algorithms for improving the performance of the 
NCS in the presence of variable time delay. To overcome the above mentioned  
drawbacks, this paper proposes a probabilistic, non-parametric index that is based on 
calculation of information theoretic quantities. The index quantifies the deterioration 
level of NCS performance and it is applied in tuning the adaptive weights on the 
measured outputs and manipulated variables. The controller behaviour is then ad-
justed according to the adaptation mechanism in order to ensure end product quality 
and process stability. Combined with a conventional MPC, the proposed algorithm is 
superior compared with other approaches. 

The paper is organised as follows. In Section 2, the studied system is presented to-
gether with the proposed information theoretic index named the distance index and its 
usage in a controller adaptation case. Section 3 gives the results from a simulation 
case study and compares the proposed index to other indices used for similar pur-
poses. Section 4 concludes the paper.  

2 Materials and Methods 

2.1 System Architecture and Process Description 

Fig. 1 presents the NCS architecture applied in the case study (for more detailed de-
scription about the different architectures, the reader is referred to [4]). In the system, 
the process measurements to the controller and the actuator signals to the process are 
transferred via a network. During this, a random time delay is introduced to measure-
ments. The delay causes disturbances to the measurement and actuator signals, which 
in turn impair the controller performance and may even lead to process instability.  

To avoid degradation of the system performance, adaptive controller is utilised. 
The key idea in controller adaptation in this study is to quantify the effect of the dis-
turbances to the process control applying the distance index described later. Based on 
the index, the parameters of the MPC are updated to cope with the current operating 
conditions. The controller then calculates the actuator signals. 

The case study utilises a model predictive control demo available in Matlab© 
(R2011b): the control of a thermo mechanical pulp (TMP) plant. A more detailed 
description about the process can be found in [7]. The process has five actuator sig-
nals (manipulated variables, MV) and six measurement signals (measured outputs, 
MO). This study uses only one MV (primary dilution flow set point, PDFSP) and two 
MOs (primary motor load, PML, and the primary consistency, PC) as shown in Fig. 2. 
The variable time delay simulating the networked communications is added to the 
PML and PDFSP channels. The random delays for the communication channels were 
drawn from uniform distribution and were: PDFSP 0-2 s (low disturbance) and 0-20 s 
(high disturbance), PML 0-30 s (both cases) and none for all the other process input 
and output variables. The adaptation is applied for the variables that are transferred 
through the network. This is carried out with the weights (wi and wj) (see Fig. 2) based 
on the proposed index. 
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Fig. 1. The networked control system applied in the case study. The network introduces vari-
able time delay both to the measurement and actuator signals, resulting into controller perform-
ance degradation. To overcome the problem, the weights of the controller are tuned based on 
the distance index.  

 

Fig. 2. The studied TMP process control scheme. The variables PDFSP and PML are trans-
ferred through the network and are thus subjected to a variable time delay. 

2.2 Derivation of the Distance Index 

The realised data stream from the network was analysed in sliding windows. There, 
an information theoretic metric was applied. The presented distance index is based on 
calculation of a normalised version of the mutual information I(x(t);x(t-1)) with the 
signal x itself at successive time instances. Specifically, an information theoretic in-
terpretation of Jaccard index [8] was applied in windowed data analysis 
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where D(x(t),x(t-1)) is the distance index for describing the similarity of vectors x(t) 
and x(t-1), presented with the mutual information and joint entropy H(x(t),x(t-1)), and 
0 ≤ D(x(t),x(t-1)) ≤ 1. The bivariate joint entropy is calculated with the signal entro-
pies and the mutual information. 
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( ) ( )( ) ( )( ) ( )( ) ( ) ( )( )1;11, −−−+=− txtxItxHtxHtxtxH . (2) 

The approach is motivated by its properties, namely being a model-free framework to 
monitor any, possibly nonlinear, changes in correlation between successive data 
stream instances. The normalisation is applied in order to provide bias compensation 
of the mutual information and for achieving comparable index values [9]. The joint 
entropy (Eq. 2) describes here the uncertainty related to data set as a whole. Impor-
tantly, the normalised mutual information (Eq. 1) fulfils the requirements of a metric 
that has non-negative values at range of [0,1]. Data analysis in relative short and over-
lapping time windows was applied in order to avoid bias introduced to calculation of 
signal entropies [10] and to assume the i.i.d. random variables. This way also the 
stationary property was argued to mainly hold as indicated in [11]. In turn, this  
assumption is connected to the requirement that there should be present an ergodic 
process, where statistical properties of a data set can be derived from a single sub-
sample. Even if the assumptions about data properties would be partly violated, the 
information theory may give indications about the strength of the signal dependency 
[12]. The distance analysis focusing on sequential data stream instances is inspired by 
time-delayed mutual information (TDMI) by Fraser & Swinney [13], where the calcu-
lation of mutual information between the sequential instances is performed for the 
whole data set. 

The construction of the index requires estimation of the bivariate joint probability 
density functions (pdf’s) and marginal probabilities of the signal and its delayed 
value. For this, histograms were utilised. Then, the calculation of the distance index 
proceeded as follows: calculation of signal entropies H(x(t)) together with H(x(t-1)) 
and the joint entropy H(x(t),x(t-1)), and finally the index according to (Eq. 1) in each 
time window that may overlap. The results are comparable index values along the 
data stream. 

2.3 Adaptation Algorithms 

As mentioned above, the adaptation is based on the ability of the proposed index to 
detect patterns in the signal. The index is applied in tuning the weights on the meas-
ured outputs and manipulated variables. A low index value indicates patterns in the 
signal resulting from excessive control actions or corrections carried out by the con-
troller (such as after a step change in the set point). A high index value, on the other 
hand, indicates that the signal includes only uncontrollable random process noise. The 
adaptation of the weights also takes into account the control error between the meas-
ured outputs and their set points. Based on these, the reasoning behind the adaptation 
procedure is as follows: 

• Measured outputs: The weights are increased, if the index value increases and 
decreased with decreased index values in order to reduce the controller actions. 
The increasing control error also increases the weight value, thus adapting the 
tuning towards the tighter control of the output. 
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• Manipulated variables: Contrary to the measured outputs, the weights on the 
manipulated variables are increased when the index value gets smaller to limit the 
excessive control actions and vice versa. The increasing control error decreases 
the rate weights of the manipulated variables in order to allow faster control e.g. 
in the case of set point changes. 

Finally, adaptation scaling factors are applied to maintain the original magnitudes of 
the weights. For example, the scaling factors could be defined so that when no distur-
bance is present, the weights calculated by the adaptation algorithm would be ap-
proximately the same as the default ones. The resulting equations for the weights of 
the measured outputs (Eq. 3) and the rate weights of the manipulated variables (Eq. 4) 
are as follows: 

( ) ( ) ( )( )tetDFtw iiii += 1  and (3) 
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In Eq. 3 and Eq. 4, w refers to weights, F to scaling factors, e to the control error be-
tween the set point and the measured output and D to the proposed distance index. 
Subscripts i and j refer to measured outputs and manipulated variables, respectively. 
In Eq. 4, the contribution from the error terms is divided by n, where n refers to the 
number of measured outputs that are dependent on the measured variable. The divi-
sion is carried out to limit the effect of the error terms on the weights when n grows 
larger than 1. 

3 Results and Discussion 

3.1 Parameter Adaptation in the Presence of Disturbances 

The study focuses on a single MO case, using the PML as an example (Fig. 2). The 
weight of the PML was adapted based on its distance index value and the control error 
(Eq. 3). Correspondingly, the weight of a single MV, PDFSP is tuned, utilising the 
error term from PML and PC according to Eq. 4. 

The performance of the controller (Dist w/ Adapt) at low and high levels of com-
munication disturbance is presented in Fig. 3 and Fig. 4, respectively. Also the case of 
no disturbance (w/o Dist) is presented in the figures. As shown in Fig. 3, the control-
ler is able to follow the set point even without the adaptation (Dist w/o Adapt).  
However, compared to the “without disturbance” -case, the variation of the PML is 
significant, and the process could even become unstable (Fig. 3a). The effect of the 
low level disturbance is also clearly visible in the actuator signal (Fig. 3b), for which 
the variability seems to depend on the process state: at the end of the sequence, where 
the PML has a higher set point, the effect of disturbance on the PDFSP increases. 
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Fig. 3. Control performance in the presence of the low communications disturbance in the 
actuator signal and some variation in the delay of the process output measurement. a) Measured 
output (PML) b) Manipulated variable (PDFSP). 

The adaptation clearly reduces the variation in both the process output and in the 
actuator signal (Fig. 3). Compared to the “without disturbance” -case, the settling time 
of the PML is, however, longer due to the relaxed weight. After the step change, the 
adaptation of the weight also reduces the variability and the control error in the PML 
being almost able to compensate for the effect of the disturbances.  

Fig. 4 presents the case with high disturbance in the PDFSP. As a result, the PML 
seems to have large variation and deviation from the set point. Additionally, the 
PDFSP has large variation independent on the process state. Nevertheless, the control-
ler with the parameter adaptation is able both to follow the set point and compensate 
for the majority of the variance of the PML. Similarly to the low disturbance level, the 
effect of disturbance on the actuator signal is nearly totally compensated. 

Fig. 5 presents the adaptation of both the MV and MO weights. During the step re-
sponse, the MO weight becomes larger due to the increase in the error terms (at t = 
1500). Correspondingly, the MV weight decreases to allow faster tracking of the set 
point. Once the new set point is reached, the adaptation term based on the index value 
starts to dominate. Therefore the MO weight is decreased and input weights increased 
in order to attenuate the structural patterns in the process outputs. Finally, the weights 
converge nearly to the same values as before the step change in the process input. 
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Fig. 4. Control performance in the presence of high communications disturbance in the actuator 
signal and some variation in the delay of the process output measurement. a) Measured output 
(PML) b) Manipulated variable (PDFSP). 

 

 

Fig. 5. Adaptation of the MO (upper two) and MV (lower two curves) weights 
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The use of the proposed distance index was compared with the use of correlation in 
the adaptation procedure. Correlation was modified to the adaptation index by reduc-
ing its value from one and saturating the resulting value to the interval [0.2 0.8]. The 
modifications were done in order to be able to utilise Eq. 3 and Eq. 4 as such. More-
over, the scaling factors of the adaptation algorithm were tuned to produce the same 
initial controller weight values in “no disturbance” -case as with the proposed index. 
Additionally, instead of adapting the controller weights, Kalman filter applying PML 
set point as a model was also applied in the measurement disturbance rejection. The 
comparision of these three approaches is shown in Fig 7. 

 

Fig. 7. Control performance in the presence of the high communication disturbance, using 
Kalman filter in disturbance rejection and adaptation based on the correlation and proposed 
index. a) Measured output (PML) b) Manipulated variable (PDFSP) 

Compared to the case “disturbance without adaptation” (Fig. 4), the correlation-
based adaptation seems to perform well on the lower PML set point (interval 1300-
1500 s). However, contrary to the proposed adaptation algorithm, instability can be 
detected in both the measured and manipulated variables at the higher PML set point. 
A more detailed investigation revealed that also the controller weights varied corre-
spondingly. The Kalman filter approach could not improve the control performance 
notably compared to “without adaptation” -case presented earlier (Fig. 4). 

The observations about the superiority of the proposed adaptation procedure are 
also seen from Table 1 which shows the integral squared error (ISE) values of the 
control performances. The performance of the proposed adaptation scheme is almost 
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equal to the case with no disturbance and adaptation. The efficiency of the proposed 
algorithm becomes very obvious with high disturbances as the ISE value without 
adaptation increases significantly. 

Table 1. The ISE values for comparing the control performances with different adaptation 
schemes 

 Low disturbance High disturbance 
Without adaptation 44.0353 171.9272 
Proposed adaptation 39.5877 40.6448 
Correlation-based adaptation - 46.5783 
Kalman filter - 139.5092 
* The ISE value without disturbance and adaptation is 34.0466. 

4 Conclusions 

In industrial control, the effect of disturbances could be minimised by adjusting the 
controller based on the confidence on the data. This is done by the adaptive procedure 
described first time in this paper. The used metric based on the calculation of distance 
index in a sliding window is superior to other alternative indices and Kalman filter. 
The key advantages of the presented distance index include: 

• Pre-assumptions about the type of the dependency or systems dynamics are not 
required. Therefore, the index value could be applicable also for streams with 
non-linearity. 

• The index is non-parametric, model-free and purely probabilistic. 
• The presented index seems to be especially applicable for controller parameter 

tuning with the developed adaptation algorithm. 

The actual control is carried out by a standard MPC algorithm and adaptation takes 
place by adjusting input and output weights. The future research will concentrate on 
expanding the framework including the distance index and proposed adaptation algo-
rithms to multivariable, multilayer and networked control schemes. Additionally, the 
distance index value is possibly applicable also for different types of data mining 
applications. 
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Abstract. We propose a two-phased approach to learn pattern graphs,
a powerful pattern language for complex, multivariate temporal data,
which is capable of reflecting more aspects of temporal patterns than
earlier proposals. The first phase aims at increasing the understandabil-
ity of the graph by finding common substructures, thereby helping the
second phase to specialize the graph learned so far to discriminate against
undesired situations. The usefulness is shown on data from the automo-
bile industry and the libras data set by taking the accuracy and the
knowledge gain of the learned graphs into account.

1 Introduction

As the number of (mobile and/or wireless) sensor networks increases (e.g. health
care, climate, earthquakes, traffic), more and more data is gathered periodically
and the interest in analyzing temporal data rises. The recorded data usually
includes various dimensions and the user is often interested in typical or char-
acteristic situations. To grasp or encompass these situations, various notions of
multivariate temporal patterns are employed in the literature. Example applica-
tions for multivariate temporal patterns include the discovery of dependencies
in wireless sensor networks [1], the exploration of typical (business) workflows
[3] or classification of electronic health records [2].

We present a new approach to derive classification rules automatically from
multivariate, temporal data. Rather than enumerating all patterns (and forcing
an expert to have a look at (too) many of them), we invite the expert to actively
work on the patterns – by constructing them from scratch, by extending the
patterns proposed by the algorithms presented in this paper or by alternating
between both steps. To enable such a successful interaction, it is crucial that the
pattern language itself is expressive enough to include the kind of constraints the
expert wants to express. We use pattern graphs [8] as they provide the necessary
flexibility to include not only the order of events, but also different kinds of
parallelism, absence of events, as well as constraints on their duration.

The outline of the paper is as follows: We discuss notions of multivariate tem-
poral patterns, including the pattern graph, in the next section. A two-phased
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approach to construct rich pattern graphs for classification tasks, consisting of
the identification of common substructures and its specialization towards class
predictability, is presented in Sect. 3. Results from a real world application are
shown in Sect. 4. Finally Sect. 5 concludes the paper.

2 Notions of Multivariate Temporal Patterns

Preliminaries. Due to the fact that we consider a classification task, a case
consists of a multivariate data sequence S plus a class label. Rather than build-
ing the patterns upon raw data (e.g. the time series itself), we formulate them
by means of various conditions (temporal abstractions), such as A≡‘speed is
above 50 km/h’ or B≡‘clutch pedaled’ etc. We use these abstractions to pose
constraints over certain periods of time. Besides these constraints on the values
of the sequences, we also consider temporal constraints on their duration. For
instance, we may require that there is some period of time in which ’A is present
and B is absent for 5-10 time units’ (which will be abbreviated by ‘A,¬B [5, 10]’).

Related Work. Many approaches, such as [2], describe multivariate temporal
patterns by specifying the relationships between all observed intervals like ‘A
before B’, ‘A overlaps C’ and ‘C overlaps B’ in the spirit of [5]. This notation
is quite strict and somewhat ambiguous [7], because the qualitative relationship
does not carry quantitative information about the degree of overlap or size of
a gap. Other approaches contain such information [3], but only consider events
without duration and thus offer no means to express concurrency as in ‘A and B
must co-occur for 5-10 time units’. In practice, we frequently want to forbid some
events (e.g. ‘no connection to host while running batch’). Sometimes negative
constraints are used to filter a large set of enumerated patterns [1], but the
pattern language itself seldomly offers the means to express the absence of events.
For this paper, we settled on pattern graphs, because they offer all these features.

Notion of a Pattern Graph. A pattern graph (V,E,Cval, Ctemp) is an acyclic,
directed graph (V,E) with one source (# ∈ V ) and one sink (⊥ ∈ V ). Associ-
ated with each node v ∈ V , we have value constraints Cval(v) on the necessary
observations while in node v and temporal constraints Ctemp(v) on the duration
of node v. A sequence matches (fits) the pattern graph if it is possible to assign
subsequences from S to all nodes of the graph, such that the subsequences satisfy
all constraints of the assigned nodes simultaneously. The assignment has to be
complete in the sense, that (1) the empty prefix of S is assigned to the source,
the empty suffix of S to the sink, (2) a non-empty sub-sequence is assigned to
all other nodes, and (3) the subsequences to connected nodes are contiguous.

Interpretation. In Fig. 1 we see an example pattern graph with two parallel
paths which is read as follows:

1. The temporal constraint of a node is represented above the node. A star
represents an unlimited duration.

2. The value constraint(s) of a node is (are) shown inside the node.
3. A node without any value constraints is labeled ‘?’ (don’t care).
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two parallel paths from  to ⊥
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Fig. 2. Two example sequences with four bi-
nary properties A-D

To match a given sequence to a pattern graph, it has to be subdivided into several
parts (on the time axis), such that each part can be assigned to a node of the
graph. The nodes therefore represent a part of a sequence and pose constraints
on the values and the duration of the subsequence: The temporal constraints
restrict the length and the value constraints restrict the behavior of the respective
subsequence. The edges between the nodes enforce the order of the parts. If a
node has an outgoing edge it means that there has to be another part directly
after the associated subsequence that fulfils the constraints of the successor node.
If a node has two or more outgoing edges, all parts belonging to the following
nodes have to begin at the same time. On the other hand, if a node has two or
more incoming edges all parts belonging to the preceding nodes have to end at
the same time and the part of the node has to begin immediately afterwards.
Thus, to express that two conditions A and B occur simultaneously, we include
both, A and B in one node (as value constraints). In contrast, to express that
A and B are concurrent but independent from each other, we introduce parallel
paths for A and B. Any condition A may continue to hold before or after the
node unless a condition ¬A forbids this explicitly.

Mapping sequences. Fig. 2 shows two sequences where the vertical axis shows
a number of value constraints A-D that hold over certain periods of time (black
bars, time on horizontal axis). We now discuss whether these sequences can be
mapped validly to the pattern graph in Fig. 1. The graph shown in Fig. 1 can
be decomposed into two different paths: For the lower path the sequence has to
be divided in five contiguous parts, so that the first part satisfies the ‘don’t care’
constraint, during the second part the property A has to hold, the property B
in the third, etc. The last part is again a ‘don’t care’-part. All of these five parts
require a duration of at least one time unit (but have no upper bound on the
duration). Parallel to the lower path, the upper path requires ‘don’t care’, ‘D’
and ‘don’t care’ again with durations ≥ 1 time unit.

The sequence shown in 2(a) can be mapped to the graph, because we can
clearly see that A is before B and B before C. And D is present during this
subsequence as well. Due to the fact that B and C are overlapping, it is possible
to assign different subsequences to the B and C node (the overlapping part may
be assigned to any of the respective nodes or may even be split up into two
parts). This means that the pattern graph has more than one valid mapping.
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On the other hand we cannot find a valid mapping for the sequence shown in
Fig. 2(b), because there, A does not occur before B. If A were true within [6, 9]
(rather than [10, 15]), we would have another valid mapping.

For a more formal definition of a pattern graph and a valid mapping, as well
as an efficient algorithm that decides if a sequence matches a given pattern graph
or not, we refer the interested reader to [8]. This algorithm may either simply
state whether a match is possible, or it provides us with detailed information
about possible matches in the following sense: For each edge e = (u, v) ∈ E in
the graph, we obtain a set of valid positions p(e) in case of a valid mapping,
that is, a set of positions t that satisfy all value constraints of node u for t′ < t
and all value constraints of node v for t′ ≥ t. For the graph in Fig. 1 and the
sequence in Fig. 2(a) for the edge e from node A to B we have only one valid
location p(e) = {10}, but for the edge e′ from B to C we have p(e′) = {[14, 15]}.

3 Learning Pattern Graphs

Next we propose a two-phased approach to learn pattern graphs from labeled
data. In the first phase we build a pattern graph that is mappable to all in-
stances of the target class. This is done for the following two purposes: Firstly,
the resulting pattern graph describes the structure shared by all instances of the
class – even if they were not necessary for the purpose of classification – and thus
supports the interpretability of the class. Secondly, the graph represents a good
initialization for the second phase of the algorithm, which is a pattern graph
refinement via beam search. The beam search is tailored towards a quick im-
provement in terms of discrimination capabilities, but with real-world problems
it is impossible to discriminate classes with a pattern graph if it consists of a
few nodes only. If we were starting the beam search from scratch (empty graph),
it would waste considerable time to build up a pattern graph that is complex
enough to eventually include the important aspects for the classification task.
In [6] we have experimentally shown that a two-phased approach for learning (a
restricted set of) temporal patterns may not only increase the understandability
but additionally may increase the accuracy of the patterns as well. Here, we have
extended this approach to the case of full-fledged pattern graphs (whereas the
earlier work used only ’limited patten graphs’, which consisted of a single path
from # to ⊥ only).

3.1 First Phase: Identifying the Shared Structure (Within a Class)

As already mentioned the primary goal of this phase is to find key aspects of the
target class. As we expect to obtain quite complex graphs from this step already,
we do not employ frequent sequence mining algorithms (e.g. [9]), as they would
waste considerable time on the enumeration of a huge number of frequent sub-
graphs. Furthermore, such methods are usually not suited for including absent
items (or constraints). The problem of finding a pattern common to all instances
(of one class) is closely related to the alignment of multiple sequences, which is
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Fig. 3. Resulting pattern graph from step 1 where A occurs once and B two times

known to be NP-complete [10]. As we are aware that those parts of the graph,
which are important for the classification task, will be inserted during the re-
finement phase anyway, there is no need to find some kind of best graph in the
first phase, therefore we settle for a heuristic approach. The following proposal
exploits the possibilities of the pattern graph to incorporate temporal-, present-,
absent- and ‘don’t care’ -constraints into the pattern graph. It consists of three
steps: In the first step the relevant nodes of the graph are computed, then we
add relations between the nodes and finally remove redundant parts.

Univariate Paths. As a preprocessing step, we scan through all instances of the
target class once and determine the (contiguous) intervals in which a constraint
holds. For every constraintC the minimum number nC of intervals per instance is
determined. From this information we create the first pattern graph: For every
constraint C we create a path from # to ⊥ always starting and ending with
a ‘don’t care’-node, consisting of an alternating sequence of nC present- and
absent- nodes. For example, if constraint A holds at least once and constraint B
twice, the resulting graph is shown in Fig. 3. The resulting pattern graph has at
least one valid mapping on all sequences of the target class, as we only state the
minimal number of occurrences and require no specific relation between different
constraints, because they are aligned in different paths.

Linking Paths. The second step inserts connections between nodes from dif-
ferent paths. As already mentioned, the matching algorithm [8] returns for an
edge e ∈ E all valid edge locations p(e) in a given sequence. For two nodes u
and v, let A =

⋂
(u,w)∈E p(u,w) contain all valid ‘end positions of node u’ and

let B =
⋂

(w,v)∈E p(w, v) contain all valid ‘start positions of node v’. If there
are a ∈ A, b ∈ B such that 0 < b − a ≤ t, the gap between node u and v is
at most t time units wide. If it is possible to satisfy this condition for every
individual sequence, we may safely introduce a new ‘don’t care’-node between
nodes u and v with a temporal constraint [1, t] without risking the match of any
of the sequences to the extended pattern (because its feasibility has already been
checked). The function ‘check(u,v,t,S)’ indicates by its return value whether this
condition is satisfied for all sequences S. To support the understandability of
the graph we do not allow the connection of ‘don’t care’ nodes. Furthermore, an
edge connecting u to v is not added if a (possibly longer) path already exists
from u to v. A sketch of this procedure is shown in Alg. 1.

Removing Redundancy. The last step removes those edges and nodes from
the graph that are no longer needed because they do not provide additional
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Algorithm 1. Linking paths

Require: start pattern graph G = (V,E,Cval, Ctemp), set S of target sequences, min-
length, maxlength, stepsize

Ensure: return extended pattern graph

1: t ← minlength
2: repeat
3: for all (v1, v2) ∈ V × V do
4: if check(v1, v2, t, S) then
5: extended G by a ‘?’-node between v1 and v2 with duration [1, t]
6: re-run pattern matcher to update sets p(e), e ∈ E
7: end if
8: end for
9: t ← t+stepsize
10: until t >maxlength
11: return G

information (or may be derived from transitivity). In particular, the algorithm
checks for each ‘don’t care’-node v, with exactly one incoming and one outgoing
edge, if a path exists from node vp directly preceding it to the node vf directly
following it. If this is the case the ‘don’t care’-node and the connecting edges are
removed. This ensures us, that no synchronization between nodes is removed and
all constraints are preserved: synchronization requires at least two incoming or
outgoing edges and no value constraints are removed (the parallel path subsumes
the ‘don’t care’ constraint). As an example, consider the case that in step two
the pattern graph in Fig. 3 has been extended by an edge connecting A and
¬B. This would render the ‘don’t care’ node following A useless because we can
follow the path A→ ¬B → B → ?→ ⊥ to reach ⊥ as well.

3.2 Second Phase: Discrimination (Between Classes)

Next, we propose a method to explore the space of pattern graphs to discriminate
differently labeled sequences. The search algorithm implements a general-to-
specific search: it begins with the pattern graph from phase one, which matches
all instances (of the class), and tries to specialize it further to improve some
chosen measure of interestingness (e.g. the J-measure). While a propositional
rule can only be specialized by an additional condition (like outlook=sunny),
there are various ways to specialize a pattern graph: we can examine it in a
finer resolution (by splitting a node into two or three nodes), we can change
or add a value constraint (for some node), or introduce or change an existing
temporal constraint. Furthermore we can add new nodes or connect two existing
nodes with an additional edge to express a temporal dependency. We have settled
on five different specialization operators to address each of these aspects. The
outline of the beam search algorithm is given in Algorithm 2.

The general idea for all refinement operators is to search for specializations
that improve the measure of interestingness, which basically requires that the
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Algorithm 2. Outline of the beam search

Require: start pattern graph GS , set S of labeled sequences
Ensure: set of k best pattern graphs (acc. to some measure of interestingness)

1: initialize the set T with the single start pattern GS

2: repeat
3: B ← T
4: for all G ∈ B do
5: apply all refinement operators to G and insert resulting graphs into T (but

keep only the k best graphs in T )
6: end for
7: until kth best graph in T is not better than the kth best graph in B
8: return B

?

[1,*] [1,*]

A

[1,*]

?

[1,*] [1,*]

?X

[1,*] [1,*]

?B

(b)

[1,*]

?

[1,*]

A

[1,*] [1,*]

?B

(a)

Fig. 4. Example of how the pattern graph (a) is refined by the partial order refinement
operator to the pattern graph (b)

specialized pattern still matches the positive instances but less negatives. Due
to lack of space, we will describe only two operators briefly.

Link Refinement. This refinement operator is almost identical to step two
of phase one, except that the criterion for path-inclusion is now an increase in
some chosen measure of interestingness rather than matching all instances of the
considered class. The connection that discriminates best will be included.

Path Refinement. This refinement operator determines for all nodes n of the
graph, whether some condition (temporal abstraction) occurs frequently before
or after the subsequence assigned to node n. As an example, consider the node
labeled A in the pattern graph of Fig. 4(a) as n. Suppose that in some instances
of the same class we observe a presence of condition X after n. If the inclusion
of ‘X after n’ increases the measure of interestingness most (among all other
possible combinations), we add a short sequence of nodes: ? → X →? between
the node n and ⊥ (or # in case the presence of X is observed before n). In our
example, we may obtain the pattern graph shown in Fig. 4(b).

Note that this refinement operator does not add the constraint between the
nodes labeled A and B, because it did not determine the relationship between
X and the node labeled B. We thus insert a path to # or ⊥ and leave the deter-
mination of a possible temporal relationship to B open for further refinements.

Complexity. The number of possible pattern graphs grows quickly with the
number of nodes and possible constraints in the data set. But we restrict the
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number of actually explored patterns with the size of the beam. Apparently we
cannot guarantee that the best graph will eventually be found, because beam
search is a heuristic search technique. For each main iteration, the patterns in the
beam are extended by the five mentioned operators. All of the operators directly
work on the result of the matcher, so each instance has to be matched against a
pattern graph only once. The complexity of the refinement operators differ: for
example, the worst case complexity of finding the best partial order refinement
is in O(v ∗ n ∗ (m+ c ∗ cn)) and that of link refinement is in O(n ∗ v2 ∗m), resp.
Here v denotes the number of nodes in the graph, n the number of sequences, c
the number of different conditions, m the number of matches and cn the number
of occurrences of the conditions in the sequences.

4 Experimental Evaluation

We evaluated the proposed algorithm on real world data from a German car
manufacturer. Several cars were equipped with recording devices that captured
various measurements, such as current speed, gear, pedal state and angles, etc.
The goal is to identify driving cycles with a specific duration in the data, which
appears pretty simple at first glance. In a test-bed situation, a driving cycle
may be defined as a sequence of acceleration, constant speed and deceleration.
However, if we define ‘cycle’ by such a pattern, it matches far more situations
than the experts actually had in mind. Fig. 5 shows one test drive, where the
first plot shows the current speed of the car over time and the lower plot the
intervals during which various conditions hold. These conditions were derived

Fig. 5. Possible driving cycles marked in the sequence, which could be used as instances
for the target class
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from the numerical time series data using a priori defined thresholds. We used
the following labels:

– gear up/down: indicates whether the last gear shift was up- or down-shift
– g: represents the current gear of the car: no gear (g(..-0.500)), gear one

(g(0.500-1.500)), ..., gear 4 or higher (g(4.500-...))
– revolutions: represents the engine revolutions (low, middle, high)
– coupling: clutch is pedaled (coupling(0.500-..)) or not (coupling(..-0.500))

Learning the Pattern Graph. In [8] we created a pattern graph from scratch
by iteratively enhancing the graph with the help of expert knowledge to retrieve
the desired driving cycles. In the following we want to show how the above
mentioned approach could be used to help the expert specifying the pattern
graph or how a pattern graph could be learned if no expert is available.

?

[1,*]

gear down

gear up

gear up

¬gear down ¬gear up¬gear up¬gear up
low revolutions

[200,*][1,*] [1,*]

[1,*]

[1,*] [1,*]

[1,*]

[1,*] [1,*]

¬gear up

¬gear down
¬gear up

?

[1,*]

?

Fig. 6. Pattern graph to query driving cycles

To derive a pattern for the target class, as with any other classifier we need
examples that contain the target class as well as examples that do not (or con-
tain other classes). For illustration purposes, some ‘driving cycle’ examples are
marked by rectangles in Fig. 5. In many applications the sequence labels will
be readily available, but in our case we may ask an expert to label some ex-
amples manually. However, as we have already specified a pattern (rather than
marked individual sequences) for ‘driving cycles’ by means of expert knowledge
in [8], which does a pretty good job at identifying cycles, we have decided to use
this pattern (shown in Fig. 6) to label example sequences: We have extracted
various (random) subsequences and label them ‘driving cycle’ if the manually
constructed pattern matches. The appeal of this procedure is that it allows us
to compare the learned graph directly to the manually constructed graph.

The pattern graph without the dashed nodes shown in Fig. 7 was found during
the first phase of the approach. This graph is already very similar to the graph
used for extraction (cf. Fig. 6), the sequence of two up-shifts is prominent in both
graphs. The location of the low revolutions constraint is different, it appears to
occur somewhat later in the extracted graph. However, both parallel paths in
the extracted graph synchronize at the coupling-node. While the upper part
(gear-up) is closely connected to this node (time constraint [1,50]), this is not



Learning Pattern Graphs for Multivariate Temporal Pattern Retrieval 273

coupling(..,0.500) gear down

[1,*]

?

?
[1,*]
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[1,*]
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¬gear up

¬gear down ¬gear up

¬gear down

[1,*]

gear up

Fig. 7. Pattern graph learned for the driving cycles. The graph without the dashed
nodes shows the pattern after phase one and the 3 dashed nodes are added during
phase 2.

necessarily the case for the lower part. Due to the unlimited temporal constraint
of the ‘don’t care’-node, the low revolutions are allowed to appear before the
first gear up (as in the original graph). The fact that no temporal dependency
is introduced in the extracted path may be explained by the simple fact, that it
did not help to discriminate the classes. Furthermore the graph requires middle
revolutions before low revolutions, but of course this is always the case when
slowing down before the next cycle starts (except for the first cycle starting
from a parking position). An interesting aspect is that between the last gear
up and the gear down node coupling(..,0.500) has to occur, which is a stronger
constraint than ¬gear down because a gear shift requires coupling. If we apply
the learned pattern to all instances we retrieve the confusion matrix

(
300 0
174 249.

)
,

where we can see that all ‘cycles’ are matched correctly however we also obtained
174 false positives. This was to be expected as we were not trying to separate
the ‘cycles’ from other sequences so far.

This is the task of the subsequent phase, which tries to reduce the number
of false positives by adding constraints to discriminate the target class from all
other classes. The resulting pattern is also shown in Fig. 7 if we include the
dashed nodes. The refinement operators added three constraints to the graph:
The first constraint is the ¬gear down-node between the first gear up- and gear
down-node, thus stating that no down-shift is allowed during the ‘cycle’. The
second refinement is the ¬gear up node connected from the don’t care-node
after the last gear up node to ⊥, which ensures that after the last up-shift no
further up-shift can occur. The last additional constraint states that after the
gear down-node no further change in a lower gear is permitted (additional ¬gear
down node connected between gear down and ⊥).

By comparing the learned pattern (after phase 2) in Fig. 7 to the pattern used
for the extraction in Fig. 6 we can see that the patterns describe a nearly identical
‘driving cycle’. The beam search step only inserted constraints that helped to
separate the randomly selected sequences from the ‘cycles’. All these constraints
are also found in the manually defined graph that was used for labeling the
sequences. As the graphs are nearly the same it is not surprising that the learned
pattern performs perfectly as indicated by the confusion matrix:

(
300 0
0 439.

)
.
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Libras Movement. We also applied our algorithm to the libras movement
data set from the UCI repository [4]. It contains 15 different signs described by
their characteristic hand movement over 45 frames, where the current x- and y-
positions of the hand were recorded. We extracted features to address the speed
of the hand movement in the x- and y-direction only. For each sign we learned
a pattern graph on 66% of the data and then matched all pattern graphs to the
unseen data. We predict a class only if just one graph matches (and is ‘undecided’
otherwise). We arrive at 98 correct, 2 false and 23 unclassified instances, resulting
in 79.675% accuracy and 20.325% error-rate. For the 23 unclassified instances
(where no pattern graph matches), we can switch back to manual mode and
inspect and change the pattern manually to further improve the classification
rate. The dataset contains some cases that deviate greatly from the original hand
movement, such that even a human is not able to classify them. By removing
these outliers the approach improves to 88.235% accuracy and 11.765% error
rate.

5 Conclusion

We consider pattern graphs as useful for capturing multivariate patterns in tem-
poral data, because they are capable of expressing most of the constraints a
human expert may want to use when describing a specific situation (e.g. absence
of events, durations, different kinds of parallelism). These graphs are thus well-
suited for manual construction [8], but in this paper we have demonstrated that
they can also be learned automatically from data. We have presented a two-
phased approach to construct pattern graphs for classification tasks. The first
phase identifies the common structure in all sequences of the same class and the
second phase refines this structure further to discriminate between the differ-
ent classes. Early results are encouraging, the approach was able to successfully
re-discover hand-coded pattern graphs from a set of labeled examples.

Acknowledgements. We would like to thank Dr. Werther from Volkswagen
AG for kindly providing the data.
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Abstract. Recent improvements in positioning technology have led to a massive
moving object data. A crucial task is to find the moving objects that travel to-
gether. Usually, they are called spatio-temporal patterns. Due to the emergence
of many different kinds of spatio-temporal patterns in recent years, different ap-
proaches have been proposed to extract them. However, each approach only fo-
cuses on mining a specific kind of pattern. In addition to the fact that it is a
painstaking task due to the large number of algorithms used to mine and manage
patterns, it is also time consuming. Additionally, we have to execute these algo-
rithms again whenever new data are added to the existing database. To address
these issues, we first redefine spatio-temporal patterns in the itemset context.
Secondly, we propose a unifying approach, named GeT Move, using a frequent
closed itemset-based spatio-temporal pattern-mining algorithm to mine and man-
age different spatio-temporal patterns. GeT Move is implemented in two versions
which are GeT Move and Incremental GeT Move. Experiments are performed
on real and synthetic datasets and the results show that our approaches are very
effective and outperform existing algorithms in terms of efficiency.

Keywords: Spatio-temporal pattern, frequent closed itemset, trajectories.

1 Introduction

Nowadays, many electronic devices are used for real world applications. Telemetry
attached on wildlife, GPS installed in cars, sensor networks, and mobile phones have
enabled the tracking of almost any kind of data and has led to an increasingly large
amount of data that contain moving objects. Therefore, analysis on such data to find
interesting patterns is attracting increasing attention for applications such as movement
pattern analysis, animal behavior study, route planning and vehicle control.

Recently, many spatio-temporal patterns have been proposed [1, 3, 4, 6, 2, 10, 9].
In this paper, we are interested in the querying of patterns which capture ’group’ or
’common’ behaviour among moving entities. This is particularly true to identify groups
of moving objects for which a strong relationship and interaction exist within a defined
spatial region during a given time duration. Some examples of these patterns are flocks
[1], moving clusters [4, 9], convoy queries [3], closed swarms [6], group patterns [2],
periodic patterns [10], etc...

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 276–288, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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Table 1. An example
of a Spatio-Temporal
Database

ODB TDB x y

o1 t1 2.3 1.2
o2 t1 2.1 1
o1 t2 10.3 28.1

Table 2. Cluster Matrix

TDB t1 t2 t3
Clusters CDB c11 c21 c31 c12 c22 c32 c13 c23

ODB

o1 1 1 1
o2 1 1 1
o3 1 1 1
o4 1 1 1
o5 1 1 1

Table 3. Closed
Itemset Matrix

Block B b1 b2
FCIs CI ci11 ci12 ci22

ODB

o1 1 1
o2 1 1
o3 1 1
o4 1 1

To extract these kinds of patterns, different algorithms have been proposed. Natu-
rally, the computation is costly and time consuming because we need to execute dif-
ferent algorithms consecutively. However, if we had an algorithm which could extract
different kinds of patterns, the computation costs will be significantly decreased and the
process would be much less time consuming. Therefore, we need to develop an efficient
unifying algorithm. Additionally, in real world applications (e.g. cars), object locations
are continuously reported by using Global Positioning System (GPS). Thus, new data is
always available. If we do not have an incremental algorithm, we need to execute again
and again algorithms on the whole database including existing data and new data to ex-
tract patterns. This is of course, cost-prohibitive and time consuming. An incremental
algorithm can indeed improve the process by combining the results extracted from the
existing data and the new data to obtain the final results.

With these above issues in mind, we propose GeT Move: a unifying incremental
spatio-temporal pattern-mining approach. The main idea of the algorithm and contribu-
tions of this paper are summarized below. (1) We redefine the spatio-temporal pattern
mining in the itemset context which enables us to effectively extract different kinds of
spatio-temporal patterns. (2) We present approaches, called GeT Move and Incremen-
tal GeT Move, which efficiently extract Frequent Closed Itemsets (FCI) from which
spatio-temporal patterns are retrieved. (3) We present comprehensive experimental re-
sults over both real and synthetic databases. The results demonstrate that our techniques
enable us to effectively extract different kinds of patterns. Furthermore, our approaches
are more efficient compared to other algorithms in most of cases.

The remaining sections are organized as follows. Section 2 discusses preliminary
definitions of the spatio-temporal patterns and the related work. The properties of these
patterns are provided in an itemset context in Section 3. We introduce the GeT Move
and Incremental GeT Move algorithms in Section 4. Experiments testing effectiveness
and efficiency are shown in Section 5. Finally, we draw our conclusions in Section 6.

2 Spatio-temporal Patterns

2.1 Preliminary Definitions

Basically, spatio-temporal patterns are designed to group similar trajectories or objects
which tend to move together during a time interval. Recently, many patterns have been
defined such as flocks [1], convoys [3], swarms, closed swarms [6], moving clusters [4,
9], group pattern [2] and even periodic patterns [10].
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(a) Swarm (b) Convoy

Fig. 1. An example of swarm and convoy where c1, c2, c3, c4 are clusters

Let us assume that we have a group of moving objects ODB = {o1, o2, . . . , oz}, a
set of timestamps TDB = {t1, t2, . . . , tn} and at each timestamp ti ∈ TDB , spatial in-
formation1 x, y for each object. For example, Table 1 illustrates an example of a spatio-
temporal database. Usually, in spatio-temporal mining, we are interested in extracting
a group of objects staying together during a period of time. Therefore, from now, O =
{oi1 , oi2 , . . . , oip}(O ⊆ ODB) stands for a group of objects, T = {ta1 , ta2 , . . . , tam}
(T ⊆ TDB) is the set of timestamps within which objects stay together. Let ε be a user-
defined threshold standing for a minimum number of objects and mint a minimum
number of timestamps. Thus |O| (resp. |T |) must be greater than or equal to ε (resp.
mint). In the following, we formally define all the different kinds of patterns.

Informally, a swarm is a group of moving objects O containing at least ε individuals
which are closed each other for at least mint timestamps. To avoid this redundancy,
Zhenhui Li et al. [6] propose the notion of closed swarm for grouping together both
objects and time. A swarm (O, T ) is object-closed if when fixing T , O cannot be en-
larged. Similarly, a swarm (O, T ) is time-closed if when fixing O, T cannot be enlarged.
Finally, a swarm (O, T ) is a closed swarm if it is both object-closed and time-closed.

Definition 1. Swarm and Closed Swarm [6]. A pair (O, T ) is a swarm if:{
(1) : ∀tai ∈ T, ∃c s.t. O ⊆ c, c is a cluster.
(2) : |O| ≥ ε and |T | ≥ mint.

(1)

A swarm (O, T ) is a closed swarm if:{
(1) : �O′ s.t. (O′, T ) is a swarm and O ⊂ O′.
(2) : �T ′ s.t. (O, T ′) is a swarm and T ⊂ T ′.

(2)

For example, as shown in Figure 1a, if we set ε = 2 and mint = 2, we can find the fol-
lowing swarms ({o1, o2}, {t1, t3}), ({o1, o2}, {t1, t4}), ({o1, o2}, {t3, t4}), ({o1, o2},
{t1, t3, t4}). We can note that these swarms are in fact redundant since they can be
grouped together in the following closed swarm ({o1, o2}, {t1, t3, t4}).

A convoy is also a group of objects such that these objects are closed each other
during at least mint consecutive time points.

Definition 2. Convoy [3]. A pair (O, T ), is a convoy if:{
(1) : (O, T ) is a swarm.
(2) : ∀i, 1 ≤ i < |T |, tai ,tai+1 are consecutive.

(3)

1 Spatial information can be, for instance, GPS location.
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A group pattern example. A periodic pattern example.

Fig. 2. Group pattern and periodic pattern example

For instance, on Figure 1b, with ε = 2,mint = 2 we have two convoys ({o1, o2},
{t1, t2, t3, t4}) and ({o1, o2, o3}, {t3, t4}).

Until now, we have considered that we have a group of objects that move close to
each other for a long time interval. As shown in [11], moving clusters and different kinds
of flocks virtually share essentially the same definition. Basically, the main difference
is based on the clustering techniques used (i.e. rigid definition of the radius, DBScan
[5]). Moving clusters can be seen as special cases of convoys with the additional con-
dition that they need to share some objects between two consecutive timestamps [11].
Therefore, in the following, for brevity and clarity sake we will mainly focus on convoy
and density-based clustering algorithms.

Hwang et al. [2] propose group pattern which essentially is a combination of both
convoys and closed swarms. By considering a convoy as a timepoint, a group pattern
can be seen as a closed swarm of disjointed convoys. Thus, it can be defined as follows.

Definition 3. Group Pattern [2]. Given a set of objects O, a minimum weight threshold
minwei, a set of disjointed convoys TS = {s1, s2, . . . , sn}, a minimum number of
convoys minc. (O, TS) is a group pattern if:{

(1) : (O, TS) is a closed swarm with ε,minc. (e.g. |TS | ≥ minc)

(2) :
∑|TS|

i=1 |si|
|TDB | ≥ minwei.

(4)

For instance, see Figure 2a, with mint = 2 and ε = 2 we have a set of convoys
TS = {({o1, o2}, {t1, t2}), ({o1, o2}, {t4, t5})}. Additionally, with minc = 1 we have
({o1, o2}, TS) a closed swarm of convoys because |TS | = 2 ≥ minc, |O| ≥ ε and
(O, TS) cannot be enlarged. Furthermore, with minwei = 0.5, (O, TS) is a group pat-
tern since |[t1,t2]|+|[t4,t5]|

|TDB | = 4
5 ≥ minwei.

In [10], N. Mamoulis et al. propose the notion of periodic patterns in which an
object follows approximately the same routes over regular time intervals. For example,
people wake up at the same time and generally follow the same route to their work
everyday. Given that an object’s trajectoryN is decomposed into $ N

TP
% sub-trajectories

(see Figure 2b). TP is data-dependent and has no definite value (e.g. ’a day’, ’a year’).
Essentially, a periodic pattern is a closed swarm discovered from $ N

TP
% sub-trajectories.

As we have provided the definition of a closed swarm, we will mainly focus on closed
swarm mining below.
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(a) An illustrative example. (b) A swarm from the illustrative example.

Fig. 3. An illustrative example

2.2 Related Work

As we mentioned before, many approaches have been proposed to extract patterns. For
instance, Gudmundsson and Van Kreveld [1] define a flock pattern, in which the same
set of objects stay together in a circular region with a predefined radius, Kalnis et al. [4]
propose the notion of moving clusters. Jeung et al. [3] define a convoy pattern and pro-
pose three algorithms CMC,CuTS,CuTS∗ that incorporate trajectory simplification
techniques in the first step. Then, the authors proposed to interpolate the trajectories by
creating virtual time points and by applying density measurements on trajectory seg-
ments. Additionally, the convoy is defined as a candidate when it has at least k clusters
during k consecutive timestamps.

Recently, Zhenhui Li et al. [6] propose the concept of swarm and closed swarm
and the ObjectGrowth algorithm to extract closed swarm patterns. The ObjectGrowth
method is a depth-first-search of all subsets of ODB through a pre-order tree traversal.
To speed up the search process, they propose two pruning rules. Apriori Pruning and
Backward Pruning are used to stop traversal the subtree when we find further traversal
that cannot satisfy mint and closure property. After pruning the invalid candidates, a
ForwardClosure checking is used to determine whether a pattern is a closed swarm. In
[2], Hwang et al. propose two algorithms to mine group patterns, known as the Apriori-
like Group Pattern mining algorithm and Valid Group-Growth algorithm. The former
explores the Apriori property of valid group patterns and the latter is based on idea
similar to the FP-growth algorithm. Recently in [7], A. Calmeron proposes a frequent
itemset-based approach for flock identification purposes.

Even if these approaches are very efficient they suffer the problem that they only
extract a specific kind of pattern. When considering a dataset, it is quite difficult, for
the decision maker, to know in advance the kind of patterns embedded in the data.
Therefore proposing an approach able to automatically extract all these different kinds
of patterns can be very useful and this is the problem we address in this paper and that
will be developed in the next sections.

3 Spatio-temporal Patterns in Itemset Context

Basically, patterns are evolution of clusters over time. Additionally, if clusters share
some characteristics (e.g. share some objects), they could be a pattern. The main
problem essentially is to efficiently combine items (clusters) to find itemsets (a set of
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clusters) which share some characteristics or satisfying some properties to be consid-
ered as a pattern. To describe cluster evolution, spatio-temporal data is presented as a
cluster matrix from which patterns can be extracted.

Definition 4. Cluster Matrix. Given a set of clusters CDB = {C1, C2, . . . , Cn} where
Ci = {ci1ti , ci2ti , . . . , cimti} is a set of clusters at timestamps ti. A cluster matrix is
thus a matrix of size |ODB| × |CDB|. Each row represents an object and each column
represents a cluster. The value of the cluster matrix cell, (oi, cj) is 1 (resp. empty) if oi
is in (resp. is not in) cluster cj .

For instance, the data from Figure 3a is presented in a cluster matrix in Table 2. The ma-
trix cell (o1-c11) is 1 because o1 belongs to the cluster c11 at timestamp t1. Meanwhile,
the matrix cell (o4-c11) is empty.

By presenting data in a cluster matrix, each object acts as a transaction while each
cluster cj stands for an item. Additionally, an itemset can be formed as Υ = {cta1

, cta2
,

. . . , ctap
} with life time TΥ = {ta1 , ta2 , . . . , tap} where ta1 < ta2 < . . . < tap ,

∀ai : tai ∈ TDB, ctai
∈ Cai . The support of the itemset Υ , denoted σ(Υ ), is the number

of common objects in every items belonging to Υ , O(Υ ) =
⋂p

i=1 ctai
. Additionally, the

length of Υ , denoted |Υ |, is the number of items or timestamps (= |TΥ |). For instance,
in Table 2, for ε = 2 we have: Υ = {c11, c12} veryfying σ(Υ ) = 2, |Υ | = 2. Every
items of Υ, c11 and c12, are in the transactions (resp. objects) o1, o2. Now, we define
useful properties to extract the patterns from frequent itemsets as follows:

Property 1. Closed Swarm. Given a frequent itemset Υ = {cta1
, cta2

, . . . , ctap
}. (O(Υ ),

TΥ ) is a closed swarm if and only if:⎧⎨⎩ (1) : σ(Υ ) ≥ ε and |Υ | ≥ mint

(2) : �Υ ′ s.t O(Υ ) ⊂ O(Υ ′), TΥ ′ = TΥ and (O(Υ ′), TΥ ) is a swarm.
(3) : �Υ ′ s.t. O(Υ ′) = O(Υ ), TΥ ⊂ TΥ ′ and (O(Υ ), TΥ ′ ) is a swarm.

(5)

Proof. After construction, we obtain (O(Υ ), TΥ ) which is a swarm. Additionally, if
�Υ ′ s.t O(Υ ) ⊂ O(Υ ′), TΥ ′ = TΥ and (O(Υ ′), TΥ ) is a swarm then (O(Υ ), TΥ ) can-
not be enlarged in terms of objects. Therefore, it satisfies the object-closed condition.
Furthermore, if �Υ ′ s.t. O(Υ ′) = O(Υ ), TΥ ⊂ TΥ ′ and (O(Υ ), TΥ ′) is a swarm then
(O(Υ ), TΥ ) cannot be enlarged in terms of lifetime. Therefore, it satisfies the time-
closed condition. Consequently, (O(Υ ), TΥ ) is a swarm and it satisfies object-closed
and time-closed conditions and therefore (O(Υ ), TΥ ) is a closed swarm according to
the Definition 1.

For instance, in Figure 3b, for the frequent itemset Υ = {c11, c13} we have (O(Υ ) =
{o1, o2, o3}, TΥ = {t1, t3}) which is a closed swarm with support threshold ε = 2 and
mint = 2. We can notice that σ(Υ ) = 3 > ε and |Υ | = 2 ≥ mint.

In this paper, we do not provide the properties and proof for convoys, moving clusters
which are basically extended by adding some conditions to Property 1. For instance, a
convoy is a swarm which satisfies the consecutiveness in terms of time condition. For
moving clusters [4], they need to share some objects between two timestamps (integrity
proportion). Regarding to periodic patterns, the main difference in periodic pattern min-
ing is the input data while the property is similar to Property 1. With a slightly mod-
ifying cluster matrix such as ”each object o becomes a sub-trajectory”, we can extract
periodic patterns by applying Property 1.
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Please remember that group pattern is a set of disjointed convoys. Therefore, the
group pattern property is as follows:

Property 2. Group Pattern. Given a frequent itemset Υ ={cta1
, cta2

, . . . , ctap
}, minwei

and minc, a set of consecutive time segments TS = {s1, s2, . . . , sn}. (O(Υ ), TS) is a
group pattern if and only if:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(1) : |TS | ≥ minc.
(2) : ∀si, si ⊆ TΥ , |si| ≥ mint.
(3) :

⋂n
i=1 si = ∅,

⋂n
i=1 O(si) = O(Υ ).

(4) : ∀s �∈ TS , s is a convoy, O(Υ ) �⊆ O(s).

(5) :
∑n

i=1 |si|
|T | ≥ minwei.

(6)

Proof. If |TS | ≥ minc then we know that at least minc consecutive time intervals
si in TS . Furthermore, if ∀si, si ⊆ TΥ then we have O(Υ ) ⊆ O(si). Additionally, if
|si| ≥ mint then (O(Υ ), si) is a convoy (Definition 2). Now, TS actually is a set of
convoys of O(Υ ) and if

⋂n
i=1 si = ∅ then TS is a set of disjointed convoys. A little

bit further, if ∀s �∈ TS , s is a convoy and O(Υ ) �⊆ O(s) then �TS′ s.t. TS ⊂ TS′ and⋂|TS′ |
i=1 O(si) = O(Υ ). Therefore, (O(Υ ), TS) cannot be enlarged in terms of number of

convoys. Similarly, if
⋂n

i=1 O(si) = O(Υ ) then (O(Υ ), TS) cannot be enlarged in terms
of objects. Consequently, (O(Υ ), TS ) is a closed swarm of disjointed convoys because
|O(Υ )| ≥ ε, |TS | ≥ minc and (O(Υ ), TS) cannot be enlarged (Definition 1). Finally, if
(O(Υ ), TS) satisfies condition (5) then it is a valid group pattern due to Definition 3.

To show the fact that from an itemset mining algorithm we are able to extract the set of
all spatio-temporal patterns, we propose the following lemma.

Lemma 1. Let FI = {Υ1, Υ2, . . . , Υl} be the frequent itemsets being mined from the
cluster matrix (minsup = ε). All swarms and group patterns can be extracted from FI .

Proof. Let us assume that (O, T ) is a swarm. Note, T = {ta1 , ta2 , . . . , tam}. According
to the Definition 1 we know that |O| ≥ ε. If (O, T ) is a swarm then ∀tai ∈ T, ∃ctai

s.t. O ⊆ ctai
therefore

⋂m
i=1 ctai

= O. Additionally, we know that ∀ctai
, ctai

is an
item so ∃Υ =

⋃m
i=1 ctai

is an itemset and O(Υ ) =
⋂m

i=1 ctai
= O, TΥ =

⋃m
i=1 tai =

T . Therefore, (O(Υ ), TΥ ) is a swarm. So, (O, T ) is extracted from Υ . Furthermore,
σ(Υ ) = |O(Υ )| = |O| ≥ ε then Υ is a frequent itemset and Υ ∈ FI . Finally, ∀(O, T )
s.t. if (O, T ) is a swarm then ∃Υ s.t. Υ ∈ FI and (O, T ) can be extracted from Υ , we
can conclude ∀ swarm (O, T ), it can be mined from FI .

Essentially, the set of all convoys, closed swarms, moving clusters are subset of the
set of all swarms. By adding constraints such as “consecutive lifetime”, “time-closed”,
“object-closed”, “integrity proportion” to swarms, we can retrieve convoys, closed
swarms and moving clusters. By applying Lemma 1, we retrieve all swarms from fre-
quent itemsets. Consequently, convoys and moving clusters can be completely extracted
from frequent itemsets.
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4 FCI-Based Spatio-temporal Pattern Mining Algorithms

In this section, we propose two approaches, GeT Move and Incremental GeT Move, to
efficiently extract patterns. The global process is illustrated in Figure 4. In the first step,
a clustering approach is applied at each timestamp to group objects into different clus-
ters. For each timestamp ta, we thus have a set of clusters Ca with ∀ckta ∈ Ca, ckta ⊆
ODB . Spatio-temporal data can thus be converted to a cluster matrix.

After generating the cluster matrix CM , a FCI mining algorithm is applied on CM
to extract all the FCIs. By scanning them and checking properties, we can obtain the pat-
terns. In this paper, we apply the LCM algorithm [8] to extract FCIs as it is known to be
a very efficient algorithm. In LCM algorithm’s process, we discard some useless candi-
date itemsets. In spatio-temporal patterns, clusters must belong to different timestamps
and therefore items (resp. clusters) which form a FCI must be in different timestamps.
Consequently, FCIs which include more than 1 item in the same timestamp will be dis-
carded. Thanks to this characteristic, we now have the maximum length of the FCIs
which is the number of timestamps |TDB|. Additionally, the LCM search space only
depends on the number of objects |ODB | and the maximum length of itemsets |TDB|.
Therefore, by using LCM and the above characteristic, GeT Move is not affected by the
number of clusters and therefore the computing time can be greatly reduced.

The pseudo code of GeT Move is described in Algorithm 1. The core of GeT Move
algorithm is based on the LCM algorithm which has been modified by adding the prun-
ing rule and by extracting patterns from FCIs (line 2). Whenever a closed itemset is
detected, the PatternMining sub-function (lines 3-25) is invoked to check properties of
the itemset X for extracting spatio-temporal patterns.

Naturally, in real world applications, the objects tend to move together in short in-
terval meanwhile their movements can be different in long interval. For instance, see
Figure 5a, objects {o1, o2, o3, o4} move together during first 100 timestamps and after
that o1, o2 stay together while o3, o4 move together in another direction. The problem
here is that if we apply GeT Move on the whole dataset, the extraction of the item-
sets can be very time consuming. To deal with the issue, we propose the Incremental
GeT Move algorithm. The main idea is to split the trajectories (resp. cluster matrix CM)
into short intervals, called blocks. By applying FCI mining on each block, the data can
then be compressed into local FCIs. Additionally, the length of itemsets and the number
of items can be greatly reduced. For instance, see Figure 5, if we consider [t1, t100] as a

Fig. 4. The main process
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Algorithm 1. GeT Move
Input : int ε, int mint , set of items CDB , double θ, int minc , double minwei

1 begin
2 LCM PatternMining(CDB , ε);
3 PatternMining(X,mint)
4 begin
5 if |X| ≥ mint then
6 output X; /*Closed Swarm*/
7 gPattern := ∅; convoy := ∅;mc := ∅;
8 for k := 1 to |X − 1| do
9 if xk.time = x(k+1).time − 1 then

10 convoy := convoy ∪ xk;

11 if
|T (xk)∩T (xk+1)|
|T (xk)∪T (xk+1)| ≥ θ then

12 mc := mc ∪ xk;
13 else
14 if |mc ∪ xk| ≥ mint then
15 output mc ∪ xk; /*MovingCluster*/
16 mc := ∅;
17 else
18 if |convoy ∪ xk| ≥ mint and |T (convoy ∪ xk)| = |T (X)| then
19 output convoy ∪ xk; /*Convoy*/
20 gPattern := gPattern ∪ (convoy ∪ xk);

21 if |mc ∪ xk| ≥ mint then
22 output mc ∪ xk; /*MovingCluster*/
23 convoy := ∅;mc := ∅;
24 if |gPattern| ≥ minc and size(gPattern) ≥ minwei then
25 output gPattern; /*Group Pattern*/
26 Where: X is itemset, T (X) is list of tractions that X belongs to, xk.time is time index of item xk ,

|T (convoy)| is the number of transactions that the convoy belongs to, |gPattern| and size(gPattern)

respectively are the number of convoys and the proportion of total length of the convoys in gPattern to TDB .

block and [t101, t200] as another block, the maximum length of itemsets in both blocks
is 100 (instead of 200). Additionally, the original data can be greatly compressed (e.g.
Figure 5b) and only 3 items remain: ci11, ci12, ci22.

Definition 5. Block. Given a set of timestamps TDB = {t1, t2, . . . , tn}, a cluster ma-
trix CM . CM is vertically split into equivalent (in terms of intervals) smaller cluster
matrices and each of them is a block b. Assume Tb is a set of timestamps of block b,
Tb = {t1, t2, . . . , tk}, thus we have |Tb| = k ≤ |TDB|.

Assume that there is a set of blocks B = {b1, b2, . . . , bp} with |Tb1 | = . . . = |Tbp |,⋃p
i=1 bi = CM and

⋂p
i=1 bi = ∅. Given a set of FCI collections CI = {CI1, CI2,

. . . , CIp}where CIi is mined from block bi. CI is presented as a closed itemset matrix
which is formed by horizontally connecting all local FCIs: CIM =

⋃p
i=1 CIi.

Definition 6. Closed Itemset Matrix (CIM). Closed itemset matrix is a cluster matrix
such as: 1) Timestamp t now becomes a block b. 2) Item c is a FCI ci.
For instance, see Table 3, we have two sets of FCIs CI1 = {ci11}, CI2 = {ci12, ci22}
which are respectively extracted from blocks b1, b2. We have CIM which is created
from CI1, CI2 in Table 3. Now, by applying FCI mining on closed itemset matrix
CIM , we retrieve all FCIs from corresponding data. Note that items (in CIM ) which
are in the same block cannot be in the same FCIs.
Lemma 2. Given a cluster matrix CM which is vertically split into a set of blocks
B = {b1, b2, . . . , bp} so that ∀Υ, Υ is a FCI and Υ is extracted from CM then Υ can
be extracted from the closed itemset matrix CIM .
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(a) The entire dataset

(b) Data after applying FCI mining onblocks

Fig. 5. A case study example. (b)-
ci11, ci12, ci22 are FCIs extracted
from block 1 and block 2.

Fig. 6. An example of patterns discovered
from Swainsoni dataset. (a) One of discovered
closed swarms, (b) One of discovered convoys,
(c) One of discovered group patterns.

Algorithm 2. Incremental GeT Move
Input : int ε, int mint , double θ, set of Occurrence sets (blocks) B, int minc , double minwei

1 begin
2 K := ∅;CI := ∅;
3 foreach b ∈ B do
4 CI := CI.update(LCM(b, ε));
5 GeT Move(ε,mint, CI, θ,minc,minwei);

Proof. Let us assume that ∀bi, ∃Ii is a set of items belonging to bi and therefore we
have

⋂|B|
i=1 Ii = ∅. If ∀Υ, Υ is a FCI extracted from CM then Υ is formed as Υ =

{γ1, γ2, . . . , γp} where γi is a set of items s.t. γi ⊆ Ii. Additionally, Υ is a FCI and
O(Υ ) =

⋂p
i=1 O(γi) then ∀O(γi), O(Υ ) ⊆ O(γi). Furthermore, we have |O(Υ )| ≥ ε;

therefore, |O(γi)| ≥ ε so γi is a frequent itemset. Assume that ∃γi, γi �∈ CIi then
∃Ψ, Ψ ∈ CIi s.t. γi ⊆ Ψ and σ(γi) = σ(Ψ), O(γi) = O(Ψ). Note that Ψ , γi are
from bi. Remember that O(Υ ) = O(γ1) ∩ O(γ2) ∩ . . . ∩ O(γi) ∩ . . . ∩ O(γp) then
we have: ∃Υ ′ s.t. O(Υ ′) = O(γ1) ∩ O(γ2) ∩ . . . ∩ O(Ψ) ∩ . . . ∩ O(γp). Therefore,
O(Υ ′) = O(Υ ) and σ(Υ ′) = σ(Υ ). Additionally, we know that γi ⊆ Ψ so Υ ⊆ Υ ′.
Consequently, we obtain Υ ⊆ Υ ′ and σ(Υ ) = σ(Υ ′). Therefore, Υ is not a FCI. That
violates the assumption and therefore we have: if ∃γi, γi �∈ CIi therefore Υ is not a
FCI. Finally, we can conclude that ∀Υ, Υ = {γ1, γ2, . . . , γp} is a FCI extracted from
CM , ∀γi ∈ Υ , γi must belong to CIi and γi is an item in closed itemset matrix CIM .
Therefore, Υ can be retrieved by applying FCI mining on CIM .

By applying Lemma 2, we can obtain all the FCIs and from the itemsets, patterns can be
extracted. Note that the Incremental GeT Move does not depend on the length restric-
tion mint. The reason is that mint is only used in Spatio-Temporal Pattern Mining step.
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Whatever mint (mint ≥ block size or mint ≤ block size), Incremental GeT Move
can extract all the FCIs and therefore the final results are the same. The pseudo code of
Incremental GeT Move is described in Algorithm 2. The main different between the
code of Incremental GeT Move and GeT Move is the update function. In this function,
we step by step generate the closed itemsets matrix from extracted closed itemsets in
blocks (line 4). Next, we apply GeT Move to extract patterns (line 5).

5 Experimental Results

A comprehensive performance study has been conducted on real datasets and synthetic
datasets. All the algorithms are implemented in C++, and all the experiments are car-
ried out on a Ubuntu 11.10, g++ version 4.6.1 and 2.8GHz Intel Core i7 system with
4GB Memory. The source code is available on our online demonstration system2. As
in [6, 3], we report the results on Swainsoni dataset3 includes 43 objects evolving over
time and 764 different timestamps. Additionally, we first use linear interpolation to fill
in the missing data and then DBScan [5] (minPts = 2, eps = 0.001) is applied to
generate clusters at each timestamp. In the comparison, we employ CMC,CuTS∗4[3]
(convoy) andObject Growth (closed swarm). Note that, in [6],ObjectGrowth outper-
forms VG-Growth [2] (group patterns) in terms of performance and therefore we only
consider ObjectGrowth.

Effectiveness. We proved that mining spatio-temporal patterns can be similarly mapped
into itemsets mining issue. Therefore, in theoretical way, our approaches can provide
the correct results. Experimentally, we do a further comparison, we first obtain the
spatio-temporal patterns by applying CMC,CuTS∗, ObjectGrowth as well as our
approaches. To apply our algorithms, each block b contains 25 timestamps and to re-
trieve all the patterns, the default value of ε is set to 2, mint is 1, minc is 1 and minwei

is 0. Note that the default values are the hardest conditions for examining the algorithms.
Then in the following we mainly focus on different values of mint in order to obtain
different sets of convoys, closed swarms and group patterns. The results show that our
proposed approaches obtain the same results compared to the traditional algorithms. An
example of extracted patterns is illustrated in Figure 6.

In the efficiency reported experiments, GeT Move and Incremental GeT Move ex-
tract closed swarms, convoys and group patterns while CMC,CuTS∗ only extract
convoys and ObjectGrowth only extracts closed swarms. Additionally, all the algo-
rithms are applied on cluster matrices, thus clustering cost was not considered.

Efficiency. Figure 7a shows running time w.r.t. ε. It is clear that our approaches out-
perform other algorithms. ObjectGrowth is the lowest one and the main reason is that
with low mint (default mint = 1), the Apriori Pruning rule (the most efficient pruning
rule) is no longer effective. Therefore, the search space is greatly enlarged (2|ODB | in
the worst case). Additionally, there is no pruning rule for ε and therefore the change

2 www.lirmm.fr/˜phan/index.jsp
3 http://www.movebank.org
4 The source code of CMC,CuTS∗ is available at
http://lsirpeople.epfl.ch/jeung/source_codes.htm

www.lirmm.fr/~phan/index.jsp
http://www.movebank.org
http://lsirpeople.epfl.ch/jeung/source_codes.htm
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(a) Running time w.r.t. ε (b) Running time w.r.t. mint

(c) Running time w.r.t. |ODB| (d) Running time w.r.t. |TDB |

Fig. 7. Running time on Swainsoni Dataset

of ε does not directly affect the running time of ObjectGrowth. A little bit further,
GeT Move is lower than Incremental GeT Move. The main reason is that GeT Move
has to process with large number of items and long itemsets. While, thanks to blocks, the
number of items is greatly reduced and itemsets are not long as the ones in GeT Move.
Figure 7b shows running time w.r.t. mint. In almost all cases, our approaches out-
perform other algorithms. Note that mint does not affect to the running time of the
proposed algorithms and the reason is that mint is only used in pattern mining step.
Figure 7c-d show the running time when varying |ODB | and |TDB| respectively. In all
the cases, Incremental GeT Move outperforms other algorithms.

In addition, the other experimental results on different real and synthetic datasets are
available on our demo system website. Some interesting experiments on the number of
patterns, algorithm scalability, optimal block-sizes and also a parameter free version of
Incremental GeT Move are integrated in the online system. Interested readers may refer
to ”www.lirmm.fr/∼phan/GeTMove.html”.

6 Conclusion and Discussion

In this paper, we propose unifying incremental approaches to automatically extract dif-
ferent kinds of spatio-temporal patterns by applying FCI mining techniques. Their ef-
fectiveness and efficiency have been evaluated by using real and synthetic datasets.
Experiments show that our approaches outperform traditional ones.

One next issue we plan to address is how to take into account the arrival of new
objects which were not available for the first extraction. Now, we can store the result
to improve the process when new object movements arrive. But, in this approach, we
take the hypothesis is that the number of objects remains the same. However in some
applications these objects could be different.



288 N.H. Phan, P. Poncelet, and M. Teisseire

References

1. Gudmundsson, J., van Kreveld, M.: Computing Longest Duration Flocks in Trajectory Data.
In: GIS 2006, New York, NY, USA, pp. 35–42 (2006)

2. Wang, Y., Lim, E.-P., Hwang, S.-Y.: Efficient Mining of Group Patterns from User Movement
Data. In: DKE 2006, pp. 240–282 (2006)

3. Jeung, H., Yiu, M.L., Zhou, X., Jensen, C.S., Shen, H.T.: Discovery of Convoys in Trajectory
Databases. In: PVLDB 2008, vol. 1(1), pp. 1068–1080 (2008)

4. Kalnis, P., Mamoulis, N., Bakiras, S.: On Discovering Moving Clusters in Spatio-temporal
Data. In: Medeiros, C.B., Egenhofer, M., Bertino, E. (eds.) SSTD 2005. LNCS, vol. 3633,
pp. 364–381. Springer, Heidelberg (2005)

5. Ester, M., Kriegel, H.-P., Sander, J., Xu, X.: A Density-Based Algorithm for Discovering
Clusters in Large Spatial Databases with Noise. In: KDD 1996, Portland, pp. 226–231 (1996)

6. Li, Z., Ding, B., Han, J., Kays, R.: Swarm: Mining Relaxed Temporal Moving Object Clus-
ters. In: VLDB 2010, Singapore, pp. 723–734 (2010)

7. Romero, A.O.C.: Mining Moving Flock Patterns in Large Spatio-Temporal Datasets Using a
Frequent Pattern Mining Approach. Master Thesis, University of Twente (March 2011)

8. Uno, T., Kiyomi, M., Arimura, H.: LCM ver. 2: Efficient Mining Algorithms for Fre-
quent/Closed/Maximal Itemsets. In: ICDM FIMI (2004)

9. Jensen, C.S., Lin, D., Ooi, B.C.: Continuous Clustering of Moving Objects. In: KDE, pp.
1161-1174 (2007) ISSN: 1041-4347

10. Mamoulis, N., Cao, H., Kollios, G., Hadjieleftheriou, M., Tao, Y., Cheung, D.W.: Mining, In-
dexing, and Querying Historical Spatiotemporal Data. In: SIGKDD 2004, pp.236-245 (2004)

11. Han, J., Li, Z., Tang, L.A.: Mining Moving Object, Trajectory and Traffic Data. In: Kitagawa,
H., Ishikawa, Y., Li, Q., Watanabe, C. (eds.) DASFAA 2010. LNCS, vol. 5982, pp. 485–486.
Springer, Heidelberg (2010)



Fuzzy Frequent Pattern Mining in Spike Trains

David Picado Muiño, Iván Castro León, and Christian Borgelt

European Centre for Soft Computing
Gonzalo Gutiérrez Quirós s/n, 33600 Mieres, Spain

{david.picado,ivan.castro,christian.borgelt}@softcomputing.es

Abstract. We present a framework for characterizing spike (and
spike-train) synchrony in parallel neuronal spike trains that is based
on identifying spikes with what we call influence maps: real-valued func-
tions describing an influence region around the corresponding spike times
within which possibly graded synchrony with other spikes is defined.
We formalize two models of synchrony in this framework: the bin-based
model (the almost exclusively applied model in the literature) and a
novel, alternative model based on a continuous, graded notion of syn-
chrony, aimed at overcoming the drawbacks of the bin-based model. We
study the task of identifying frequent (and synchronous) neuronal pat-
terns from parallel spike trains in our framework, formalized as an in-
stance of what we call the fuzzy frequent pattern mining problem (a
generalization of standard frequent pattern mining) and briefly evaluate
our synchrony models on this task.

1 Introduction

The principles of neural coding (i.e., how information is represented in biological
neural networks) are still not well understood and continue to be the topic of
ongoing debate. Several coding schemes have been proposed in the neuroscience
literature. Among them, one of the most prominent is the so-called temporal
coordination scheme (see, e.g., [1]), first advocated by D.O. Hebb [2] and driven
by more recent physiological and anatomical evidence, according to which the
coordinated emission of spikes (i.e., electrical impulses, also called action poten-
tials), in particular synchronous spiking (see, e.g., [3–5]) by groups of neurons
plays a major role in neuronal information processing.

In order to understand the principles of coordinated neuronal activity and
neural coding it is necessary to observe the activity of multiple neurons simul-
taneously. This is nowadays possible due to improvements in multiple-electrode
recording (see, e.g., [6]), which allows to monitor the activity of hundreds of neu-
rons. Such recordings are typically represented by sequences of points in time
(i.e., point processes) and referred to as parallel spike trains.

It is not a trivial matter to determine what constitutes synchronous spiking in
parallel spike trains. Exact spike-time coincidence cannot be expected and thus
a characterization of spike synchrony in such terms is not suitable.

We present in Section 2 a very general, flexible framework for characteriz-
ing and quantifying synchrony among spikes (spike synchrony) and spike trains

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 289–300, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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(spike-train synchrony), which is able to accommodate graded, continuous char-
acterizations of synchrony. The framework is based on the identification of spikes
with what we call influence maps : real-valued functions describing an influ-
ence region around the corresponding spike times within which synchrony with
other spikes is defined. Together with our influence maps, a class of so-called
synchrony operators (to quantify spike synchrony) and a class of support oper-
ators (to quantify spike-train synchrony) are defined, based on what we con-
sider desirable criteria in the assessment of synchrony among spikes and spike
trains.

Within this framework, two concrete models for characterizing and quantify-
ing spike (and spike-train) synchrony are described in Section 3. The first model
formalizes the so-called bin-based method, which is the almost exclusively ap-
plied one in the field and based on time-bin discretization: spikes are binned in
time intervals of equal length. In this model, two or more spikes are considered
to be synchronous if they lie in the same time bin. The second model character-
izes synchrony in a graded fashion and aims at overcoming the main drawbacks
of the bin-based model by avoiding time-bin discretization and bivalence in the
amount of synchrony among spikes. Graded, non-bivalent (i.e., fuzzy, as in fuzzy
set theory—see, e.g., [7]) synchrony itself is not an entirely new concept, though.
Implicit notions of presumably non-bivalent, graded synchrony can be found in
some papers on topics related to synchronous spiking, such as [8, 9]. However,
in these approaches (at least in the two just mentioned) a formal derivation and
treatment of such a concept is a non-trivial task.

In Section 4 we consider the problem of identifying frequent neuronal pat-
terns in parallel spike trains. For the models presented in Section 3 the problem
is formalized as an instance of what we call the fuzzy frequent pattern mining
problem—a generalization of standard frequent pattern mining. The task of iden-
tifying frequent neuronal patterns is of particular relevance in itself but also in
relation to tasks concerned with identifying other sets of neurons that are charac-
terized by different synchrony requirements (such as, e.g., synchronous patterns,
called unitary events in [10], or neural assemblies, as defined in e.g. [11, 12]).

In Section 5 we provide a summary of a first evaluation of our graded, continu-
ous synchrony model (as presented in Section 3) for the identification of frequent
neuronal patterns on artificially generated spike trains as an alternative to the
commonly used bin-based model. Section 6 briefly summarizes our discussion.

2 Synchronous Spiking

Let N be a (finite) set of neurons. We are given parallel spike trains, one for each
neuron in N , formalized as spike-time sequences of the form {ta1 , ..., taka

} ⊂ (0, T ],
for a ∈ N , where ka is the number of times neuron a fires in the interval (0, T ].
We denote the set of all these sequences by S. Collections of sequences like S
constitute the raw data on which we build our framework.
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2.1 Influence Maps

The first step in setting our framework consists in our characterization of spikes.
We do so by considering an influence region around each spike time in S together
with a possibly varying influence degree along that region, which we formalize
by introducing what we call influence maps.

Definition 1. A function f : R→ [0,∞) is called an influence map if∫ ∞

−∞
f(x)dx = 1.

The class of all possible influence maps is denoted by F .
For any f ∈ F the set {x ∈ R | f(x) > 0} gives us the influence region of f

(or, more precisely, of the spike represented by the influence map f). Intuitively,
the influence region of a spike captures the times at which other spikes can be
considered to be synchronous to some (positive) degree, as is detailed below.

It is worth noting that, although an influence map is formally a probability
density function, we do not impose such an interpretation (i.e., an influence map
is not meant to represent uncertainty about the actual location of a spike).

2.2 Spike Synchrony

In order to characterize spike synchrony based on our identification of spikes with
influence maps in F , we define a class of operators, called synchrony operators,
aimed at quantifying the degree of synchrony of a collection of spikes.

We define synchrony operators on multisets (sometimes also called bags)
over F (i.e., collections of elements of F that can contain multiple copies of the
same element), which are formally defined as pairs 〈F , h〉, with h : F → N∪{0}.
Intuitively, the function h “counts” the occurrences of the elements ofF in 〈F , h〉.
Throughout this paper, whenever convenient, we use set notation for multisets,
for example, {f1, f1, f2, f2, f3} instead of 〈F , h〉, with h(f1) = 2, h(f2) = 2,
h(f3) = 1 and h(f) = 0 for any f ∈ F \{f1, f2, f3}. The collection of all possible
multisets over F is denoted by M (F).

The use of multisets over F (instead of simple subsets of F) is motivated
by the fact that distinct spikes of different neurons in our recordings can be
represented by the same influence maps, for example, if their respective spike
times coincide exactly (but possibly also in other situations, see below).

In the definition of the class of synchrony operators and other classes of oper-
ators defined later we make use of the sum operator on multisets over F , denoted
by (, and defined for two multisets 〈F , h1〉 and 〈F , h2〉 as follows:

〈F , h1〉 ( 〈F , h2〉 = 〈F , h1 + h2〉 = 〈F , h〉,

where, for all f ∈ F , h(f) = h1(f) + h2(f).
1 It is worth noting that ( is

commutative and associative and thus its definition can be extended trivially to

1 For a wider insight into basic multiset theory and, in particular, binary operations
on multisets see e.g. [13].
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more than two multisets. It is also straightforward to define the cardinality of a
multiset G = 〈F , h〉 as |G| = |〈F , h〉| =

∑
f∈F h(f).

Definition 2. The function Sync : M (F)→ [0, 1] is called a synchrony opera-
tor on F if Sync(G) ≥ Sync(G (H) for G,H multisets in M (F).

Definition 2 aims at formalizing the requirement that the degree of synchrony
of a certain collection of spikes cannot increase if we add another spike to it.

Let us consider now a subset A = {a1, ..., ak} ⊆ N of neurons, for some natural
number k ≤ |N |, and G = {fa1, ..., fak} ∈ M (F), with fai the influence map
corresponding to a spike time of neuron ai in S, for all i ∈ {1, ..., k}. We refer to
the joint-spike event G as an A-event (i.e., an event in S for the neuronal pattern
or subset A) and denote the multiset of all such A-events generated from S (i.e.
one for each combination of spike times in S, one for each neuron in A) by EA.
Notice that EA is a multiset, since distinct combinations of spike times in S,
one for each neuron in A, may generate the same multiset G ∈ M (F) above.
We denote by EA

Sync+ the subset of A-events that have a strictly positive degree
of synchrony with respect to the operator Sync.

2.3 Spike-Train Synchrony

We now characterize and quantify spiking activity in spike trains and synchrony
among them. We do so by means of the family of what we call support functions.
We first define the set Hn as follows, for n ∈ N:

Hn = {G | G is a multiset in M (F) and |G| = n}.

That is, the set Hn comprises all representations of n spikes (of n neurons) by
(multisets of) influence maps. It is meant to capture all possible representations
of A-events for |A| = n and thus all possible specific synchronous spiking events.

The collection of all possible multisets over Hn is denoted by M (Hn). The
use of M (Hn) in the definition of our family of support functions is motivated
by the possibility that different A-events in EA, for some A ⊆ N , |A| = n, may
be represented by the same multiset in M (F).

Definition 3. A collection of maps Suppn : M (Hn)→ R+∪{0,∞}, for n ∈ N,
is a family of support operators on F if the following conditions hold:

– Upward monotonicity. For H,G ∈M (Hn), Suppn(H) ≤ Suppn(H(G).2

– Downward monotonicity. For H = {H1, ..., Hk} ∈ M (Hn) and H′ =
{H1({f1}, ..., Hk ({fk}} ∈M (Hn+1), with fi ∈ F for all i ∈ {1, ..., k} and
k ∈ N, we have that Suppn(H) ≥ Suppn+1(H′).

Let G ∈M (Hn) be a multiset of influence maps. We call Suppn(G) the support
or amount of synchrony (if n > 1) of G with respect to the operator Suppn.

2 The ordering ≤ is defined on the extended positive reals R+∪{0,∞} as conventional.
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Intuitively, a support operator Suppn is meant to aggregate the synchrony of
all individual A-events (with A ⊆ N , |A| = n) over the (parallel) spike trains of
the neurons in A.

Upward monotonicity encodes the intuitive idea that the spiking activity or,
for n > 1, the amount of synchrony of a certain collection of multisets in F (e.g.
a collection of A-events in EA, for some A ⊆ N , |A| = n) should be no less than
the spiking activity or amount of synchrony of smaller collections contained in it.

Similarly, downward monotonicity is intended to capture the idea that syn-
chronous spiking in a certain set of spike trains (the amount of synchrony of such
a set) should be no less than the amount of synchrony of any of its proper sub-
sets. This generalizes the monotonicity property in Definition 2 to the amount
of synchrony among spike trains.

3 Synchrony Models

The most common method in tasks related to the identification of synchronous
spiking in parallel spike trains—one may even say the almost exclusively applied
method—is bin-based (i.e., it employs time discretization): spikes are binned in
time intervals of equal length (time bins) that partition the recording-time inter-
val (0, T ]. In this approach, two or more spikes are considered to be synchronous
if they lie in the same time bin3 and thus what characterizes synchrony is the
length and boundaries of time bins (although it is only the length of time bins
that gives us the intended characterization of spike synchrony in this approach).

The bin-based characterization of synchrony can be easily formalized in our
framework. For a time-bin length d ∈ (0, T ], each a ∈ N and time ta in S we
can define, for example, the following influence map in F :

fta(x) =

{
1
d if x ∈

(
d
⌊
ta

d

⌋
, d

⌊
ta

d

⌋
+ d

]
0 otherwise,

where
⌊
ta

d

⌋
denotes the integer part of ta

d . For G ∈M (F) a multiset of influence
maps, we define our synchrony operator as follows:

Sync(G) =

{
1 if ∃x ∈ R : minft∈G ft(x) > 0
0 otherwise.

Synchronous spiking in the spike trains of neurons in A ⊆ N can be quantified
by Supp|A|(E

A), which we simply define here as follows:

Supp|A|(E
A) =

∑
G∈EA

Sync(G).

3 Clipping is usually applied, that is, at most one spike per neuron is considered in
each time bin. We follow this common practice here.
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The bin-based characterization of synchrony has two main drawbacks:

– Boundary problem. A collection of spikes separated by a time distance
smaller than the bin length may be split into different bins and thus be
regarded as non-synchronous.

– Bivalence problem.A collection of spikes can be either (fully) synchronous
or non-synchronous. Small variations in the time distance between two spikes
(possibly moving one of them over a time bin boundary) may cause a jump
from (full) synchrony to non-synchrony and vice versa.

A graded, continuous characterization of synchrony, able to overcome these draw-
backs, is certainly desirable. We present here a model within our framework that
responds to this motivation.

The first step in setting our model is to decide the form of the influence regions
around spike times within which positive synchrony degrees are defined. At least
in the absence of any specific knowledge about noise or jitter in our recordings,
symmetry of influence regions and influence maps around the points given by
the corresponding spike times seems to be a reasonable choice. Likewise, in the
absence of any evidence to the contrary, influence regions of the same length may
be considered for all spikes of all neurons. We follow this view and consider for
our model influence regions of a certain length, say r ∈ R+, that are symmetric
around the corresponding spike times (i.e., for t a spike time in S, we consider
the influence region [t− r

2 , t+
r
2 ]).

We now characterize our influence maps. For our model we choose (possibly)
the simplest subclass of F , given by the maps of the following form, for t a spike
time in S and [t− r

2 , t+
r
2 ] the corresponding influence region:

ft(x) =

{ 1
r if x ∈ [t− r

2 , t+
r
2 ],

0 otherwise.

For every r ∈ R+ we will denote the corresponding subclass of functions by Fr.
We define our synchrony operator Sync as follows, for G a multiset in M (Fr):

Sync(G) =

∫ ∞

−∞
min
f∈G

f(x)dx. (1)

We thus characterize synchrony among spikes by means of theminimum operator
(a natural choice in the context: all influence maps must be positive for a point in
time in order for this point in time to contribute to the synchrony) and measure
their degree of synchrony by means of integration (that is, we aggregate over all
points in time that contribute to the synchrony).

We move now to the definition of the family of support operators Suppn

for characterizing and quantifying spiking activity of neurons and synchronous
spiking of groups of neurons in our model. Let us start by assuming that the
spike train of any single neuron in N is represented by a collection of influence
maps in Fr with non-overlapping influence regions. (For reasonably small r this
can be expected, due to the sparseness of spike times in real neuronal recordings
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and to the refractory period of neurons, that is, a certain period of time needs
to elapse between the emission of two spikes—see, e.g., [14]). Under such an
assumption the näıve characterization of Suppn as

Suppn(H) =
∑
G∈H

Sync(G), (2)

for H ∈M (Hn) and n ∈ N, and the corresponding quantification of synchrony
for A ⊆ N given by Supp|A|(E

A) would constitute a reasonable choice. However,
if the aforementioned assumption does not hold (i.e., if it is not the case that
the influence regions of maps representing spikes emitted by the same neuron
do not overlap) the above family of operators Suppn is not a family of support
operators as set in Definition 3. An alternative characterization of Suppn in
agreement with Definition 3 is thus needed for our model and we opt for

Suppn(H) =
∫ ∞

−∞
max
G∈H

(min
f∈G

f(x)) dx, (3)

for H ∈ M (Hn) and n ∈ N. In words, we merge every collection of functions
G ∈ H (e.g., every A-event in EA for the neuronal pattern A ⊆ N) into the
new function minf∈G f(x), which characterizes synchrony in G, and integrate
the maximum of all such functions over the real line. This removes the prob-
lems resulting from overlapping influence maps: overlapping influence maps can
lead to overlaps of the functions minf∈G f(x) that represent different A-events
and thus certain time regions may be “counted” multiple times if we simply
sum the synchrony of A-events. Taking the maximum eliminates this potential
multiplicity and thus ensures downward monotonicity of our family of support
operators.

Note that we can equivalently express Supp|A|(E
A), for A ⊆ N , as

Supp|A|(E
A) =

∫ ∞

−∞
min
a∈A

(max
f∈Ga

f(x)) dx, (4)

with Ga = {fa
1 , ..., f

a
ka
} ∈ M (F) the multiset representing the spike train in S

corresponding to neuron a ∈ A within our model.
Note that, given our choice of Fr as the class of influence maps, Equation (4)

can be computed easily. This motivated us to prefer Equation (3) over alternative
definitions of Suppn that are (arguably) better from a conceptual point of view.
For example, one may consider to choose at most one A-event in EA for each
spike time in S in the computation of Suppn (e.g. those events which would
maximize the support given to the corresponding collection of spike trains), so
that no spike contributes to more than one synchronous event.4

4 Fuzzy Frequent Pattern Mining

We now move to the task of identifying frequent neuronal patterns, by which we
mean sets of neurons in N whose corresponding spike trains in S have an amount

4 Some of these alternative characterizations are being considered in current research.
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of synchrony or support greater than a certain user-defined frequency threshold.
We start by presenting a generalization of the standard frequent pattern mining
problem based on what we call fuzzy transactions, which we refer to as the fuzzy
frequent pattern mining problem—which however differs from other known fuzzy
generalizations in the literature that receive the same name, such as e.g. that
introduced in [15], based on the consideration of transactions with potentially
missing items, or in [16], where fuzzy membership (to a transaction) is assigned
to items.

In order to describe and formalize our problem we follow here [17] for standard
frequent pattern mining terminology and notation.

Let I = {a1, ..., an} be an item base, for n ∈ N. A fuzzy transaction T (over I)
is a pair 〈id, η〉, where id is a unique transaction identifier and η : P(I)→ [0, 1]
is a function that assigns degrees of membership to all subsets of I (i.e., the pair
〈P(I), η〉 is a fuzzy set, with η its definitory membership function—see, e.g., [7]).

A transaction T = 〈id, η〉 is said to support a set J ⊆ I to the degree ζ if
η(J) = ζ. For D a fuzzy transaction database, the cover of J in D consists of
the set of transactions in D that support J to a degree strictly greater than 0.
The support of J in D is given by a function of the membership degrees assigned
to J by the transactions in the cover of J that is anti-monotone on the partially
ordered set P(I) with respect to set inclusion.

A subset J ⊆ I is called frequent in D if its support in D is greater than some
user-specified minimum support σmin. Our problem thus consists in finding the
collection of all frequent subsets in I, which we denote by F (D, σmin).

Note that standard frequent pattern mining can be formalized in terms of
fuzzy transactions by means of membership functions that assign value 1 to all
subsets of, say, J—for some J ⊆ I—and value 0 to all other subsets of I (which
actually allows us to dispense with η altogether and simply specify the set J).
The corresponding support would, in this case, be given by

∑
〈id,η〉 η(J).

4.1 Frequent Neuronal Patterns

In our context, the set of neurons N plays the role of I, the item base. In
general, fuzzy transactions are formally obtained as follows: each point in time
t ∈ (0, T ] gives rise to a transaction 〈t, ηt〉 (and thus we work with a continuous,
i.e., uncountable database), where ηt is given by a function on the values taken
at t by the influence maps representing spikes in S.

In particular, in relation to our model based on a continuous characterization
of synchrony given in Section 3, we have

ηt(A) = min
a∈A

(max
f∈Ga

f(t)) and Supp|A|(E
A) =

∫ ∞

−∞
ηt(A)dt,

for A and Ga as in Equation (4).
Frequent neuronal patterns in N will be those subsets A ⊆ N whose corre-

sponding spike trains (in S) show an amount of synchrony greater than a certain
support threshold σmin (i.e., those subsets A ⊆ N with Supp|A|(E

A) > σmin).
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4.2 Algorithms for Fuzzy Frequent Pattern Mining

In general, the main difference compared to standard frequent pattern mining
algorithms (see, e.g., [17]) consists in how the support for sets A ⊆ N is calcu-
lated. For the bin-based model of synchrony, the assessment of the support for
sets A ⊆ N is as in standard frequent pattern mining. Our alternative graded
model of synchrony, based on the identification of spikes with influence maps in
the class Fr, favours algorithms suitable for a vertical layout of the database,
similar in spirit to the well-known Eclat algorithm. In particular, the collection
of sequences {fa1 , ..., fak} ⊂ Fr corresponding to the spike times for neuron a,
for each a ∈ N , would constitute our primary database. In fact, due to the shape
of influence maps in Fr, the sequence of the corresponding influence regions suf-
fices. Thus Supp|A|(E

A)—or, equivalently, Supp|A|(E
A
Sync+)—can be computed

as follows: in a first step we form the union of all influence regions corresponding
to neuron a ∈ A, for all a ∈ A (this corresponds to taking the maximum of
the influence maps over (0, T ] and finding the intervals in which it is not 0).
In a second step, we intersect these unions in order to obtain the time inter-
vals with ηt(A) > 0 (this corresponds to taking the minimum of the maxima
of the influence maps and finding the region in which the result is not 0). Fi-
nally Supp|A|(E

A
Sync+) is computed by summing the lengths of the time intervals

obtained and dividing by r.

5 Evaluation and Results

We provide some results5 concerning a first evaluation of the two models pre-
sented in Section 3 on the identification of synchronous patterns from S-like
samples: in our settings, frequent patterns A ⊆ N (with respect to some thresh-
old σmin) whose support in S is significantly greater than that expected by
chance under the assumption of independence in the spiking activity of neurons
in A (found by means of a statistical significance test on the set of frequent
neuronal patterns in N).6 Synchronous patterns are the object of the unitary
events analysis methodology, based on time-bin discretization (see [10]).

The results provided here aim at emphasizing some of the drawbacks of the
bin-based model of synchrony for tasks such as the aforementioned, thus moti-
vating alternative characterizations of synchrony within our framework, like the
one introduced earlier in Section 3. For our evaluation we employed an Eclat-
based routine in keeping with the indications given in Section 4.2—for the graded
model of synchrony.

5 A full account of our evaluation methodology and results—mostly out of the scope
of this paper—will be reported elsewhere, in the form of a journal publication.

6 The statistical significance test is often redundant for this task. In practice, it is pos-
sible to determine a minimum support threshold and minimum pattern cardinality
beyond which statistical significance of any neuronal pattern is granted. Research in
this direction is being carried out at present.
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We generated two types of S-like samples: samples of independent spike trains
and of correlated spike trains.

Independent Spike Trains. Spike trains generated as Poisson point processes
with properties similar to those of some experimental data. Two types of pro-
cesses with typical average rates were considered: stationary and non-stationary
(based on a phasic-tonic rate responses—see, e.g., [18]).

A small number of neurons was considered (|N | = 10) and the time duration
was set to 1000 milliseconds (i.e., T = 1000) for all generated spike trains. Two
data sets, each with 1000 trials for each neuron, were generated: one data set
with independent stationary Poisson processes and the other with non-stationary
Poisson processes.

Correlated Spike Trains. In order to generate data sets with varying amounts
of synchrony among spike trains we essentially adopted the basic features of
the SIP (Single Interaction Process) model—described in [19]—along with some
modifications aimed at generating non-exact spike coincidences.

We generated two data sets like the ones above to represent the background
activity of neurons inN . The size of spike coincidences was set to 10 (i.e., |N |). In
order to determine the time and number of such coincidences a random choice of
n ∈ {3, 4, 5, 6, 7} points in the interval [0, T ] was considered for each trial. Each
spike time generated this way was added to the background spiking activity of
neurons in N by taking into account some random time deviation in order to
produce non-exact spike coincidences, modeled by means of a uniform random
variable on the interval [−1

2 , 1
2 ].

The assessment of significant synchrony was done by manipulation of our orig-
inal trials (i.e., generation of surrugate data). The method employed is trial shuf-
fling, a well-established method for destroying spike synchrony across instances
of possibly non-stationary point processes (see, e.g., [20]). From the surrogate
trials obtained this way we assess the critical amounts of synchrony correspond-
ing to each neuronal pattern A ⊆ N beyond which, given a significance level of
0.01, we declare synchrony to be significant.

The two models presented in Section 3 were tested for influence-region and
time-bin lengths r, d ∈ {1, 2, 3, 4}. Values for the minimum support σmin were
taken from the set {0, 1}.

Our tests made some of the problems of the bin-based model evident. In partic-
ular, results on correlated spike trains show the negative effects of the boundary
problem in the characterization of synchrony based on time-bin discretization.
Even though (except for d = 4 in neuronal patterns of cardinality three) the
critical amounts of synchrony estimated from surrogate data for every neuronal
pattern A ⊆ N of cardinality at least three were all smaller than three (recall
that the number of injected coincidences in trials is at least three), the number
of undetected joint-spike coincidences was in general high, even for reasonably
large time bins (for d = 3 and even d = 4).

With respect to the two models, amounts of synchrony strictly greater than 0
in neuronal patterns beyond a certain cardinality are rare and thus, effectively,
the significance level goes often far below 0.01 (since the critical amount of
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synchrony may be 0 and the condition for significance in our testing procedure
was chosen to be an amount of synchrony strictly greater than the critical one). In
the bin-based model this problem is also observed in relation to other amounts of
synchrony. For example, the critical amount of synchrony (with respect to d = 1)
corresponding to 4-neuron patterns is 1, being an amount of synchrony greater
than or equal to 2 for these patterns very rare. Therefore, since we require an
amount of synchrony strictly greater than the corresponding critical amount for
a neuronal pattern to be considered synchronous, we will have as a result a very
small number of synchronous patterns of this cardinality in these trials. Overall,
discretization of the sample space in the bin-based approach greatly undermines
our testing procedure.

6 Conclusion and Future Work

We have presented a general, flexible framework for the characterization and
quantification of spike and spike-train synchrony—based on some general, desir-
able criteria such notions should meet—able to accommodate (possibly) graded
notions of synchrony, like the one presented in Section 3 as an alternative to the
bin-based characterization, aimed at overcoming some of its main drawbacks.

Motivated by the task of identifying frequent (and synchronous) neuronal
patterns from parallel spike trains, we formalized the so-called fuzzy frequent
pattern mining problem—a generalization of standard frequent pattern mining.

Alternative synchrony models are currently being tested on the basis of
methodological and/or conceptual improvements. In particular, as pointed out
earlier, quantification of spike-train synchrony based on the choice of at most
one joint-spike event per spike in the computation of the amount of synchrony
(i.e., Suppn) is being considered.
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Abstract. This paper outlines the approach developed together with the Radio 
Network Strategy & Design Department of a large telecom operator in order to 
forecast the Air-Interface load in their 3G network, which is used for planning 
network upgrades and budgeting purposes. It is based on large scale intelligent 
data analysis and modeling at the level of thousands of individual radio cells re-
sulting in 100,000 models. It has been embedded into a scenario simulation 
framework that is used by end users not experienced in data mining for studying 
and simulating the behavior of this complex networked system. 

Keywords: Mobile Network, Air-Interface Load, Linear Regression. 

1 Introduction 

This paper reports on a deployed data mining application that has been developed by 
one of the largest European telecom operators and has been in continuous use ever 
since. In order to accommodate the continuing strong increase of mobile internet traf-
fic, the operator’s Radio Network Department has to continuously monitor and up-
grade the 3G Radio Access Network. This requires an Air-interface Load forecast for 
every radio cell in the network. However, such a detailed forecast was not readily 
available. Furthermore, there is a need to simulate different scenarios for different 
parts of the network. Given the complexity of the problem, the dimension of the net-
work and the repetitiveness of the task, a manual approach is out of the question. 

In this paper we present a fully automated approach that generates multi-variate li-
near regression models on a grand scale, using primarily open source tools. The key 
business value of this research is that it solves a very complex and high impact busi-
ness problem that cannot be approached by using simpler planning approaches. The 
exact return is confidential, but cellular network infrastructure forms a major part of 
an operator investment budget, and this is a key system for tactical and strategic net-
work investment decisions. In the group where this operating company belongs, up to 
50% of wireless CAPEX investments are going into the radio access. For reference, 
operators invest more than 20 billion USD into cellular network infrastructure world-
wide. Our methodology is first and foremost intended to ensure that capacity is added 
in time and at the right place, thus avoiding inefficient investments and poor customer 
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experience due to traffic congestion, which can ultimately lead to churn. The system 
has been rolled out to full production use. None of the other operator companies in the 
telecommunications group uses a similar fine grained approach. 

Whilst the core intelligent data analysis algorithms used are not novel, we apply 
these on a large scale by modeling individual radio cells across a variety of dimen-
sions (section 3 motivates why we model at cell level). This has also been embedded 
into a simulation framework targeted at non-data miners in tools they are familiar 
with to enable them to run low level simulation scenarios. Hence, the goal is to pro-
vide a case example of an embedded, deployed intelligent data analysis system, deal-
ing with real world aspects such as scale and having major business impact. 

As discussed, the technical novelty is not determined by the complexity of the base 
estimators used. We use simple linear regression models as data inspection has shown 
that the behavior to be predicted is primarily linear, and experiments confirmed that 
complex algorithms actually performed worse given the high variance associated with 
these models. This is not uncommon in real world data mining problems [1]. What 
makes this problem out of the ordinary is the massive number of models. For each of 
the 20,000 cells in the network we create five models to predict different kinds of 
outcomes, resulting in a total of 100,000 models. Model parameters are estimated 
using ten-fold cross validation, which increases the number of models estimated to 
over 1 million. This process is repeated on a regular basis, given that the customer 
base and its behavior, as well as the cellular network itself change constantly. Finally, 
we do not just deploy the forecasted loads. The underlying regression formulas are 
provided by the data miners to the end user analysts as simple spreadsheets, which 
enables them to tune various simulation and forecasting scenarios without further 
involvement from the data miners. We think this approach can easily be replicated 
and applied to problems from other industries which require similar predictive models 
and simulation of networked systems on a large scale, such as for instance sensor 
networks, retail outlet planning and supply chain logistics.  

The rest of the paper is structured as follows. Section 2 describes the load parame-
ters. Section 3 discusses the complex nature of network load and how to approximate 
it, including a motivation for modeling at the granular cell level. Section 4 describes 
the construction of the load formulas and the forecasting of the future load of the net-
work using simulation based on these formulas. Limitations and future work are dis-
cussed in section 5. Finally, we present our conclusions in section 6. 

2 Defining the Air-Interface Load Parameters 

The communication between a network cell and a mobile device is separated into 
downlink communication- directed from the cell to the mobile device and uplink 
communication- directed from the mobile device to the cell. Therefore, the Air-
interface load for a cell consists of the Downlink Load (DL) and Uplink Load (UL). 
When measuring the actual Air-Interface load typically only the maximum of the UL 
and DL values is taken. Multiple measures of both DL and UL can be devised. A cell 
is considered to be in overload if the load is above a certain threshold. When a cell is 
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in overload, it cannot serve additional customers that demand its resources. Obvious-
ly, all cells in overload require an adequate upgrade. 

Most of the literature on telecom network is related to network optimization or 
load control rather than load prediction [2, 3, 4, 5]. Therefore, there was no previous 
knowledge on which of the measures of either Downlink or Uplink Load would be 
possible to predict with the least error, so several measurements of these were chosen. 

We used a number of measures to characterize uplink load. Firstly, the Count of 
RAB (Radio Access Bearer) Releases Due To Interference was chosen; a RAB is a 
cell resource which is necessary to be assigned to the mobile subscriber/device in 
order for any voice/data transaction to be possible. Normally, it is released after it is 
no longer necessary, unless there were circumstances (e.g. interference from other 
users or cells) which caused it to be dropped [2]. Secondly, we used the Average 
Noise Rise (ANR), measured per hour in dBm (Decibels per milliwatt), which is the 
difference between the Uplink power received in a given time when a number of users 
consume cell resources, and the Uplink power of the same cell when it is not serving 
any users at all [3]. Thirdly, we chose the Average Noise Rise on Channels Dedicated 
to Release 99 Capable Devices (refers to lower data transfer speed up to 384 Kbps). 
Two additional uplink measures were considered: Count of RAB (Radio Access  
Bearer) Setup Failures and Count of RRC (Radio Resource Control) Setup Failures. 
These measurements were discarded at later stages of the process due to the very low 
number of models that could be generated because of too many zero-values. 

The parameters used as measures for downlink load were the following. Firstly, we 
used Percentage of Consumed Downlink Power (CDP), similar to Downlink Noise 
Rise [4]. Downlink power is a finite cell resource and it amounts to 20W. Each mo-
bile device/user gets a portion of this, which is proportional to the bandwidth they 
require. In an overload situation there is no more power to be distributed. The other 
downlink load measure was the Count of “No Code Available” Situations (NCA) [5]. 
Each cell has 256 codes that can be assigned to a mobile device for a voice call or a 
data session. The higher the downlink bandwidth required, the higher the number of 
codes will be assigned.  After all the codes have been assigned, the next devices that 
requests a code from the cell, gets a “no code available” message and cannot use the 
cell resources.  

As input parameters we used different measures from the Nokia Data Warehouse 
[6], a tool that is used in telecom operators to monitor Radio Network Performance. 
Even though we included input parameters related to voice services, most of the input 
parameters are related to consumption of Data Services, because they require more of 
the cell resources. These include the following: Average Voice Call Users, Average 
Release 99 Uplink users, Average Release 99 Downlink users,  Average High Speed 
Uplink Packet Access (HSUPA) users, Average High Speed Downlink Packet Access  
(HSDPA) users, Maximum HSUPA users, Maximum HSDPA users, Total RRC at-
tempts, Total Active RABs, Total Voice Call RAB Attempts, Total Data Session 
RAB Attempts, Average Downlink Throughput, Average Uplink Throughput, Aver-
age Soft Handover Overhead Area (measures the intersection of coverage of the  
particular cell with other cells), Average Proportion of Voice Traffic originated in  
that cell (as opposed to traffic originated in other cells and handed over to that cell), 
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Average Proportion of Data Traffic originated in that cell. Forecasts for future values 
of the input parameters were available at the operator. 

Both the input and the output parameters were taken on per cell per hour level. 

3 Approximating and Predicting the Air-Interface Load 

Most of the literature on load forecasting is related to electrical networks. A good 
overview is presented in [7]. Various methods have been deployed for this purpose: 
regression models, time series, neural networks, expert systems, fuzzy logic etc. The 
authors state a need for load forecasts for sub-areas (load pockets) in cases when the 
input parameters are substantially different from the average, which is a case similar 
to different cells in a mobile telecom network. 

Related to mobile telecommunications, data traffic load (which is different than air 
interface load) focusing on a highly aggregated link has been forecasted in [8], com-
paring time series (moving averages and dynamic harmonic regression) with linear 
and exponential regression. Also, Support Vector Regression was used by [9] for link 
load prediction in fixed line telecommunications. 

In order to forecast the future load for each cell in the network, it is necessary to 
understand the relationship between the input parameters (causing the load situation) 
and the current load. The input parameters in case of the Air Interface load are all 
parameters which can be made accountable for the load situation in the cell (Section 
2). Therefore, the load parameter (output) can be expressed as L=f(x1, x2,…, xn). Ideal-
ly, the load of each cell x in a given time could be expressed as the sum of all users 
consuming resources of that cell at the particular time multiplied by the amount of 
resources they use plus the interference between that cell and all the other cells in the 
network (in practice limited to the neighboring cells): 

 L(x) = ∑ ∑ + ∑ ,  (1) 

where m is the count of users that are using the resources of cell x, n is the count of 
resources of the cell x, z is count of all cells in the network and interference(x,y) is the 
interference measured between cell x and y. 

Unfortunately, there was no tool that would provide such a detailed overview. In 
order to approximate the load function, we recorded the five different load parameters 
(outputs) and 16 input parameters described in section 2, on an hourly basis during 6 
weeks. This provided approximately 1,000 instances for each cell to build a predictive 
model, or 20,000,000 instances in total. 

One of the choices to be made was whether a distinct formula for every cell shall 
be built or – alternatively – a common formula valid for all cells should be used. The 
approach where a model is created for each cell was chosen, due to the network ex-
perts’ conviction that each cell is different, and a unified approach simply would not 
work, because some of the parameters influencing the load of each cell were immea-
surable and unpredictable.  
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Fig. 1. Actual Downlink Load vs. Linear approximation 

Next, the domain experts were intrinsically interested in being able to model cells 
that actually do not behave like other cells, especially when these are highly loaded. 
Furthermore, there would be a challenge in normalizing with respect to the varying 
capacity of the cells, i.e. what where the cell sized to handle. Finally, we hypothesized 
that not just model parameters could differ by cell, but also the optimal selection of 
features, similar to the load pockets explained by [7].  

The choice of linear regression [10] was made due to several reasons. First of all, 
even though the distribution of the values of each of the load measures we are trying 
to predict vary between close to linear and close to exponential, we are only interested 
in the higher values of the load curve, and this can be approximated quite well with 
linear regression, as shown on Figure 1. For this purpose, before constructing the 
regression formulas, we remove all zero instances. Furthermore, linear regression is a 
very fast algorithm compared to other methods, which is very useful when it is neces-
sary to develop a large number of models in a short time. Even though it is imaginable 
that better results might be achieved by using non-linear regression, regression trees, 
or other algorithms, this might not be necessary (Figure 1). Also, simple low variance 
methods such as linear regression frequently perform much better in practice than 
more complicated algorithms, which can very often over fit the data (e.g. high va-
riance algorithms such as neural networks). In other words, in real world problems 
variance is typically a more important problem than bias when it comes to data prepa-
ration and algorithm selection [1]. Trials on a smaller sample were already made with 
regression trees, but apart from the visibly increased time consumption, the accuracy 
did not improve. On the contrary, in some instances it decreased. 

Last but not least, linear regression is easy to implement, easy to explain and its re-
sults and models are easy to export for other use. Exporting the models to Excel was 
of crucial value, as analysts would use them in order to predict the future load of each 
cell, by scaling the input parameters, based on internal forecasting models. In other 
words, this allows non data miners to simulate future network load based on changes 
in the various type of network traffic, using simple tools they are familiar with. 

4 Approach Description and Results 

In this section we will describe how the models are being generated and put to work. 
This includes the tools that were used, a detailed description of the approach, the re-
sults of this mass modeling process and the process of forecasting the future load. 
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4.1 Tools 

The tools used in this research are either open source, or can be found in the IT port-
folio of any telecom operator. These are the following: 

Nokia Data Warehouse [6] was used for data collection for both the input and the 
output parameters. This software tool was already a part of the Network/IT infrastruc-
ture of the operator. It contains technical parameters related to the mobile network 
performance. The most important feature of this tool for our research was that it con-
tained hourly aggregates of all the input and output parameters we used in our research 
(Section 2). Obviously, any other tool that collects data about network performance 
could have been used. This is the only domain specific tool from our process. 

Load Prediction and Simulation Data Mart. This is an Oracle Database 10g- 64 bit 
v10.2.0.5.0 [11] used for all our task specific data preparation and manipulation. 

Due to the fact that the necessary input and output parameters were stored at dif-
ferent tables in the Nokia Data Warehouse, we needed a separate database where we 
could manipulate the data easier (e.g. merge tables, create indexes, and build the final 
flat table). This reduced the duration of the data collection and data preparation 
process from two weeks to 1 day by productizing data collection. Because we are 
rebuilding and rescoring models on a continuous and automated basis, this was a key 
improvement. Any other database platform (commercial or open source) could have 
been used. We opted for Oracle based on license availability. 

WEKA 3.6.4 x64, an open source data mining platform [12], was used for building 
the linear regression formulas and validating them. Of course, any other tool capable 
of deriving linear regression can also be used for this purpose. That said, this shows 
that even a research focused open source tool like WEKA can be used in critical 
commercial settings, at high complexity (20.000 cells, 5 models each, around 1000 
instances each). 

Strawberry Perl for Windows v5.12.3 [13] is an open source scripting language that 
we used in order to create the script that is the core of this approach. Our script 
creates WEKA input files by querying the Oracle database, generates the regression 
models by executing calls to WEKA, and stores the regression formulas and the 
cross-validation outputs (Correlation Coefficient, Mean Absolute Error, Root Mean 
Squared Error, Relative Absolute Error, Root Relative Squared Error, and Total 
Number of Instances used to build the model) in csv files. 

MS Excel 2010 [14] – part of MS Office 2010, was used to predict the future load of 
cells, using the regression formulas created by WEKA and extrapolations of the input 
values using a internet traffic model scaling factors based on handset/internet usage 
developments (internal to the operator). 

4.2 Process Description 

A graph of how our approach uses these tools to derive and store the regression mo-
dels is presented on Figure 2. In the core of our approach is a Perl [15] script that 
automated the derivation of the regression formulas for each cell. This script executed 
calls to WEKA and queries to the Oracle Database. It works in the following manner: 
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Get list of cells from the database; 
for each cell 
Run a query on the database to isolate only the data 
related to that cell (all the input and the 5 output 
parameters); 

 Make separate files for each of the 5 load parameters;  
 For each of the 5 load parameters 
Filter out all instances where the load is 0; 

Select only the relevant variables for the regression 
formula of that cell, using a wrapper approach; 

  Build the linear regression model and store it; 
  Validate the model- Use 10-fold cross-validation;  

Store the formula, the number of instances used to 
build it, the correlation between the predicted and 
actual value for load, the Mean Absolute Error (MAE) 
and the Root Mean Square Error (RMSE) as reported 
from the cross-validation; 

While generating the models/regression formulae, we used a wrapper [16] approach. 
Wrapper approaches automatically select the best variables for predicting the out-
come, taking into account the algorithm to be used, which in our case is linear regres-
sion. They do not necessarily perform better or worse than filter approaches [17]. Our 
motivation to use the wrapper approach was to avoid human interaction with the 
model building process as much as possible, which obviously makes the process 
much faster.   

It is worthwhile mentioning that the optimal feature and linear regression model se-
lection were performed using 10-fold cross validation [3]. This was done in order to 
balance between cells with large sample of non-zero instances and cells with a smaller 
sample. The reported correlation coefficient, MAE and RMSE are averages from the 
10 repetitions. Using 10-fold cross validation already provides a good estimate of the 
accuracies of these formulas. Of course, we intend to test them on a completely new 
dataset, not only to confirm the accuracies achieved, but also to find out when is a 
good time to update the model. We expect that updates should be necessary every few 
months, because of the reconfiguration of the network, additions of new cells and 
upgrades to the existing ones. 

 

Fig. 2. Communication Graph of the Tools used 
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4.3 Results of the Modeling Process 

Using this process we were able to run 100,000 (5 outputs for 20,000 cells) regres-
sions in less than 1 week, by just one click. This did not result in 100,000 models, 
because in some cases it was impossible to derive a formula due to the large number 
of instances that were filtered out for zero load. But, in order to measure the load of a 
cell, it is sufficient that a model is generated for at least one output variable. Cases of 
cells where it was not possible to generate a model for any of the variables were rare. 
Furthermore, cells that do not show any load by the means of the five output va-
riables, are not of interest for our problem situation. For practical purposes, we will 
only present the modeling results for two of the five output variables we used to de-
scribe the air interface load in section 2. We chose one Uplink Load measure- Count 
of RAB Releases due to Interference-RRI, presented in Table 1, and one Downlink 
Load measure- Count of No Code Available- NCA, presented in Table 2.  

Both Table 1 and 2 have the same structure. In the first column Bands of Averages 
for the respective output variables RRI and NCA are given. The second column con-
tains the count of cells that falls into this band. The third column presents the average 
count of non-zero instance (NZI) in each band. 

Table 1. Regression Modeling Results for Count of RAB Releases due to Interference (RRI) 

Count of RAB Re-
leases due to Inter-

ference (RRI) 
Count 

of Cells 

Avg 
Count of 

NZI 

Avg 
nonzero 
RRI 

Avg 
CC 

 
Models Built Vs 

Number of Cells 
RRI<=1 8373         
1<RRI<2 7344 89.4 1.3 0.141 0.582 
2<=RRI<3 1359 229.4 2.4 0.545 0.769 
3<=RRI<5 972 296.2 3.8 0.658 0.829 
5<=RRI<10 780 365.0 7.0 0.751 0.881 
10<=RRI<20 503 407.6 14.0 0.810 0.905 
RRI>=20 538 431.3 56.8 0.873 0.920 

Table 2. Regression Modeling Results for Count of No Code Available (NCA) 

Count of No 
Code Available 

(NCA) 
Count 

of Cells 

Avg 
Count of 

NZI 

Avg 
nonzero 

NCA 
Avg 
CC 

Models Built Vs 
Number of Cells 

NCA<=1 682         
1<NCA<2 792 130.5 1.6 0.454 0.775 
2<=NCA<5 2229 331.5 3.3 0.635 0.971 
5<=NCA<10 2321 500.5 7.3 0.773 0.994 
10<=NCA<20 3420 597.2 14.7 0.836 0.994 
20<=NCA<30 2706 681.3 24.9 0.862 0.994 
30<=NCA<50 3858 732.0 39.0 0.861 0.998 
50<=NCA<100 3063 758.1 67.8 0.872 0.996 
NCA>=100 798 760.2 208.7 0.790 0.992 
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In other words, it presents the number of instances used to build the regression, be-
cause we only took non-zero output values into account. The fourth column, perhaps 
redundant, presents the average of the variable in that band. The fifth column presents 
the average Correlation Coefficient (CC) between the predicted and actual variables 
in the particular band. These Correlation Coefficients are the result of the 10-fold 
cross validation. The last column presents the ratio between the number of formulas 
that were generated and the total count of cells in each band. Namely, for certain cells 
it was not possible to build the regression because of a very low number of non-zero 
instances. 

The results can also be evaluated by using two criteria: The Correlation Coefficient 
and The Ratio of The Models Built (the last two columns in Tables 1 and 2). Obvious-
ly, the Correlation Coefficient in both these cases (RRI and NCA) grows alongside 
the number of instances, which is to be expected. But, because of the choice we made 
at the beginning of the research, to focus on the higher levels of load and eliminate the 
zero values, the Correlation Coefficient between actual and predicted values also 
grows as the output variable value is higher. The case is similar with the Ratio of the 
Number of Formulas built. The difference is more evident in the case of RRI (Table 
1), because this is an event that occurs less frequently than NCA. The number of for-
mulas here is also lower, especially in cases with low RRI levels. But, as mentioned 
before, we are not interested in these cases. 

4.4 Forecasting Future Load 

Once the load formulas have been derived it is possible to forecast the future load 
situation if the changes in the describing parameters are known. These changes of the 
input parameters are described by means of scaling factors. The scaling factors are 
calculated by using a traffic forecast model developed by the operator (out of scope of 
this paper).  

This is done in the following way: 

 For each output variable 
  For each cell 

Select the top 100 instances of the output variable 
and its corresponding values for the input varia-
ble;  

   Make averages of these input variables; 
Scale the input variables up or down, according to 
scaling factors developed by a traffic model; 
Feed the scaled values of the input parameters into 
the regression formula;  
If resulting value > critical threshold then cell 
should be upgraded; 

This part of the process is performed in a tool as simple as MS Excel. This was a  
key driver for the business success of the solution. In our experience the importance 
of the Deployment step in the data mining process is generally underestimated. By 
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providing not just the scores but also the underlying models in a format and tool that 
was immediately usable and tunable to end users who are not data miners, the solution 
was readily accepted and also used in new ways not necessarily intended by the data 
miners, for instance detailed simulation scenarios. 

We mentioned in Section 2 that the Air interface load is calculated as a maximum 
of Uplink Load and Downlink Load. This means that a cell will be upgraded if it is in 
overload on either the Uplink or the Downlink. In terms of our approach, a cell is 
upgraded if any of the five output variables, used as measures of Uplink or Downlink 
load, are above a critical value. 

5 Limitations and Future Work 

The regression formulas developed by this approach can be used on a long term basis 
only if the mobile network stays the same (is frozen) over a longer period. But, this is 
not the case. The cellular network is a system of very complex dynamics. The many 
changes that occur, such as hardware and software updates, network reconfigurations 
and optimizations, as well as network upgrades and roll-out of new cells cannot be 
taken into account in advance. It is necessary to collect a new dataset and rebuild the 
regression formulas, in order to incorporate all these changes into the model. This is 
why the process described in this paper is scheduled for execution every 3-4 months. 

Further evaluation of the quality of the derived load formulas of course also in-
volves the comparison of the predicted load with the actually measured load in  
the future. It should however be noted that there a lot of factors impeding a direct 
comparison. As noted above, all changes to the settings of a cell within the forecast-
ing timeframe affect the load formula, which means that after such changes the de-
rived formula is - at least to some degree - no longer correct. For this reason it will  
be challenging to really quantify the accuracy of the predictive model. Developing a 
fair method of evaluation, which would incorporate the network changes, would be 
beneficial. In terms of the core algorithms, we do want to keep the benefit of using a 
simple, fast and robust low variance approach such as linear regression. 

However, we do plan to explore a methodology that would allow us to combine a 
global network model with local models for each cell, for instance multitask or trans-
fer learning [18]. In principle, we have almost infinite data available for most cells, so 
local models cannot be improved by a global model. Nevertheless, there could be 
exception for a non select small number of cells. Last but not least, a clustering ap-
proach could be devised to group cells with similar formulas or levels of load, thereby 
generating new knowledge for the telecom domain experts. 

6 Conclusions 

In this paper we presented a very simple yet effective approach of applying data min-
ing in commercial surroundings. Unfortunately, data mining is still seen as a black 
box in many industries, telecom not excluded. Even though some data mining activi-
ties are taken, typically in the Marketing/Customer Retention field, there is a myriad 
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of other possibilities in business where data mining can be applied. In our opinion, it 
is better to start with simple methods, such as regression, because it is easier to under-
stand them. Once these simple approaches gain acceptance, and familiarize the indus-
tries with data mining, opportunities to apply more advanced techniques will arise. 

In our result section we show that it is easier to accomplish a target, if one is fo-
cused on it. Namely, with our approach we wanted to target cells where some load 
(non-zero load) occurs, in order to predict the part that really matters more correctly: 
the high end part of the load curve (the cells in overload). In other words, as the  
network load grows, so does the quality of the model’s predictions. We willingly 
sacrificed the models’ performances within the lower loaded cells, because they are of 
no interest. 

Next, one of the key values of the approach is that a large number of regression 
models (close to 100,000) are developed in a very short period of time with minimum 
human interaction. In order to do this, we deployed a simple algorithm such as linear 
regression, motivated by its speed and other benefits explained earlier, a wrapper 
feature selection, in order to avoid human interaction, and 10-fold cross validation 
which makes the models statistically sound. Manually, this task would be impossible. 
Obviously, the possibility to generate these formulas was crucial to the operator.  

Another large benefit of our approach is that after the models have been generated, 
they are exported into Excel sheets, which allows a team of radio network analysts, 
which are not data miners, to use these formulas for forecasting the future network 
load. This allows them to simulate multiple traffic scenarios by scaling the current 
input parameters. These scenarios include evaluations of network investments neces-
sary to accommodate localized user growth due to targeted marketing campaigns or 
more extreme, adding a new wholesale client- or an MVNO (Mobile Virtual Network 
Operator).  

Typically, planning network upgrades is a reactive process. Our approach makes it 
proactive, which was acknowledged by the operator, who has fully integrated our 
approach into its network upgrade planning and budgeting activities. Of course, due 
to the fast pace network changes, the formulas need to be upgraded every 3-4 months, 
but this is also scheduled as a part of a standard process. Due to confidentiality, we 
cannot disclose the exact return of this project, but given that the network is the key 
resource of an operator, the investments into its upgrades are quite sizeable. To our 
knowledge, this is the first time a telecom operator has applied data mining in order to 
create a proactive network upgrade management process. This allows the operator to 
manage network performance better and avoid extreme congestion situations, which 
can result in degraded customer experience and loss of reputation for the operator. As 
mentioned at the beginning, the research was performed at a large telecom operator 
with branches in many European countries. At the moment, our research is deployed 
in only one of the countries where this operator is present, but efforts are made to 
replicate it in the other branches as well.  

Perhaps one of the most interesting aspects of this approach is the extremely low 
cost. Given that we used the existing IT infrastructure (Server, Nokia Data Ware-
house, Oracle, Excel) combined with open source tools (WEKA, Perl), the only cost 
that incurred are the 1 week Processing Time Cost (of the Server) and the labor  
cost of the employees in this project. Also, the Oracle Database that we used can be 
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replaced with a less expensive or free database alternative in order to further reduce 
the cost, in case the potential user of our approach does not have an Oracle License. 

Last but not least, we would like to point out the possibility of applying our  
research onto domains other than telecom. This approach would be applicable to any 
other industry where large scale regression models are necessary. This can be accom-
plished simply be replacing the data source, in this case Nokia Data Warehouse, with 
a data source suitable for the industry that would like to apply our research. 
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Abstract. Many real world problems involve the challenging context of
data streams, where classifiers must be incremental: able to learn from a
theoretically-infinite stream of examples using limited time and memory,
while being able to predict at any point. Two approaches dominate the
literature: batch-incremental methods that gather examples in batches
to train models; and instance-incremental methods that learn from each
example as it arrives. Typically, papers in the literature choose one of
these approaches, but provide insufficient evidence or references to jus-
tify their choice. We provide a first in-depth analysis comparing both
approaches, including how they adapt to concept drift, and an extensive
empirical study to compare several different versions of each approach.
Our results reveal the respective advantages and disadvantages of the
methods, which we discuss in detail.

Keywords: data streams, incremental, dynamic, evolving, on-line.

1 Introduction

The trend towards dynamic data sources is clear, both in the real world and the
academic literature. Modern data sources are not only dynamic but generated
at high speed in real time. Such contexts can be found in sensor applications,
measurements in network monitoring and traffic management, log records or
click-streams in web exploration, manufacturing processes, call-detail records,
email, blogs, news feeds, and social networks. Real-time analysis of these data
streams is becoming a key area of data mining research as the number of appli-
cations demanding such processing increases.

A data stream environment has different requirements from the traditional
batch learning setting. The most significant are the following, as outlined in [1]:

– be ready to predict at any point;
– data may be evolving over time; and
– expect an infinite stream, but process it under finite resources (time and

memory).
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It is important to note that in this study we do not tackle two important as-
pects of this setting. First, we do not consider changes to the input distribution
in terms of the addition, deletion or updating of attributes. In a sensor network,
for example, a new sensor could be added to or deleted from an existing net-
work, or a new sensor could replace an old one and produce a different range
of values. Second, we assume that all instances can be labelled. Labels could,
in practice, come at a cost. Stream-based methods to tackle these problems are
being developed but are beyond the scope of this study.

The approaches to data-stream classification in the literature can generally be
considered as being of one of two types: batch-incremental, or instance incremental.

In the batch-incremental approach, a traditional batch-learning method is
trained on batches of the data: every w new examples form a batch, and when
that batch is complete, it is given to a learner to train on. The main disadvantages
of these methods are that they:

– require a parameter w specifying the batch-size;
– are forced to delete trained models to make room for new ones; and
– cannot learn from the most recent examples until a new batch is full.

Having to delete trained models may affect these methods’ ability to learn a
complete concept, and not being able to learn from new examples immediately
may affect their ability to respond to a new concept.

Instance-incremental methods are truly incremental in the sense that they
learn from each training example as it arrives. This category includes lazy learn-
ers (like k-Nearest Neighbour, e.g., [2,3]) and incremental learners such as Naive
Bayes [4] and Hoeffding Trees [5] that can essentially learn indefinitely. Due to
their incremental nature, instance-incremental methods are often chosen over
batch-incremental methods, but they also have disadvantages; most notably:

– are fewer in number than batch methods (thus a smaller selection of appro-
priate methods); and often

– only learn a concept correctly from a huge number of examples.

For example, Hoeffding Trees grow very slowly with respect to the number of
instances they observe. Lazy methods such as k-Nearest Neighbour learn more
quickly in this respect from far fewer examples, but these methods are limited to
a relatively small internal buffer of instances, that they must search through and
add to for every new example in the stream. Thus, kNN methods must discard
information over time like batch-incremental methods do (although only one
instance at a time in this case).

Since data streams can be susceptible to concept drift, response to concept
drift is an important issue; although detecting drift is a more important is-
sue for instance-incremental methods like Hoeffding Trees. k-Nearest Neighbour
and batch-incremental methods adapt to some extent automatically, as they are
forced to phase out part of their model over time due to resource limitations,
but Hoeffding Trees will simply learn a new concept ‘on top’ of an old concept
and, therefore, often perform better when used with a scheme with an explicit
concept-change detector [6].
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In the following section we review batch-incremental and instance-incremental
methods. Although both kinds of methods have seen improvement over the
years, so far no exhaustive comparison study has been published. Instance-
incremental papers consistently mention the benefits of learning incrementally,
whereas batch-incremental papers consistently mention that batch-learning is
adequate for data streams.

In this paper we address this important lack of knowledge. We investigate the
relative importance of the advantages and disadvantages of both approaches with
a large empirical evaluation involving a variety of concept-drifting data streams
and several of the best batch-incremental and instance-incremental approaches
from the literature. We present these results as evidence indicating which ap-
proaches are better in which circumstances; thus providing crucial information
for researchers deciding on an approach to use. It should be noted that such
studies have been crucial to the development of classification algorithms in the
non-incremental batch setting, both in terms of improving the quality of datasets
used for evaluation [7] and for the assessment of overall classifier performance [8].

2 Prior Work

Naive Bayes [4] is a widely known instance-incremental learner; it simply updates
internal counters with each new instance and uses these counters to assign a
class in a probabilistic fashion to a new item in the stream. Stochastic Gradient
Descent [9] is another incremental algorithm which forms the base for many
neural network methods.

Naive Bayes provides a baseline for instance-incremental classification, but
in terms of performance, has already been superseded by Hoeffding Trees [5]:
an incremental, anytime decision tree induction algorithm that is capable of
learning from massive data streams by exploiting the fact that a small sample
is often enough to choose an optimal splitting attribute.

Bagging and Boosting ensemble methods can be adapted to the stream setting
and do improve the accuracy of base classifier methods. Oza and Russell [10,11]
proposed Online Bagging which gives each example a weight according to a
Poisson distribution. This method has been shown to work well with Hoeffding
Trees [12]. A more recent version of Bagging is presented in [13] which obtains
better accuracy albeit at the cost of additional use of computational resources.

Batch-incremental methods cannot learn instance-by-instance, but must cre-
ate models from batches, and at some point remove them as memory fills up.
The size of the batch must be chosen to provide a balance between best model
accuracy (large batches) and best response to new instances (smaller batches).
In this context, it makes sense to use an ensemble, where several models are cre-
ated from relatively small batches and their predictive power is combined under a
voting scheme, such as in [14] and the Accuracy Weighted Ensemble (AWE) [15],
where typically, when the maximum number of models is reached (the ensemble
size) the oldest model is reset with a model built from the newest batch. In AWE,
ensemble members are additionally weighted by their classification performance.
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Table 1. The methods we consider. Ensemble iterations are specified by parameter
n. Note that Accuracy Weighted Ensemble (AWE-) can be used with any classifier;
Leveraging Bagging (LB-) can be used with any incremental classifier.

Key Classifier Parameters

NB Naive Bayes
SGD Stochastic Gradient Descent
HT Hoeffding Tree
LB-HT Leveraging Bagging / HT n = 10
kNN k Nearest Neighbour w = 1000, k = 10
LB-kNN Leveraging Bagging / kNN n = 10
AWE-SMO AWE of Support Vector Machines w = 500, n = 10
AWE-J48 AWE of C4.5 Decision Trees w = 500, n = 10
AWE-LR AWE of Logistic Regression w = 500, n = 10

The k-Nearest Neighbour algorithm, which assigns the most common class
of the k most similar examples, has been used in data streams in [2]. This
algorithm is naturally suited to this setting because of its instance-incremental
nature. Improved searching [3] and instance-compressing techniques [16] have
been shown to improve its capacity considerably.

Reacting to concept drift is a fundamental part of learning from data streams.
kNN and batch-incremental methods inherently phase out data (and thus, old
concepts) but instance-incremental models such as Hoeffding Trees need an ex-
plicit change detection, or else they will learn a new concept ‘on top of’ and old
concept. ADWIN [6] keeps a variable-length window of recently seen items (such
as the current classification performance) and signals change when the concept
within this window changes, and thus can be coupled with any method that
requires explicit change detection, as has been done successfully with Hoeffding
Trees in [12].

3 Experimental Setup and Methodology

We compare the performance of the batch-incremental methods (using the recent
AccuracyWeighted Ensemble method of [15]) employed with powerful batch clas-
sifiers (Support Vector Machines, C4.5 Decision Trees, Logistic Regression) with
instance-incremental methods (Naive Bayes, Hoeffding Tree ensembles, Stochas-
tic Gradient Descent, and k Nearest Neighbour variations). These methods, and
their parameters, are displayed in Table 1. All methods have been implemented
in Java extending the MOA framework for data streams [17]. Any parameters
not shown in the table are the default ones set in this framework.

We use the experimental framework for concept drift presented in [1]: con-
sidering data streams as data generated from pure distributions, we can model
a concept drift event as a weighted combination of two pure distributions that
characterizes the target concepts before and after drift. This framework defines
the probability that a new instance of the stream belongs to the new concept
after the drift based on the sigmoid function.
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3.1 Data

In our experiments we use a range of both real and synthetic data sources.
Synthetic data has several advantages–it is easier to reproduce and there is

little cost in terms of storage and transmission. We use the data generators most
commonly found in the literature.

SEA Concepts Generator. An artificial dataset, introduced in [18], which
contains abrupt concept drift. It is generated using three attributes. All
attributes have values between 0 and 10. The dataset is divided into four
concepts by using different thresholds θ; such that: f1+f2 ≤ θ where f1 and
f2 are the first two attributes, for θ = 9, 8, 7 and 9.5.

Rotating Hyperplane. The orientation and position of a hyperplane in d-
dimensional space is changed to produce concept drift; see [19].

Random RBF Generator. Using a fixed number of centroids of random po-
sition, standard deviation, class label and weight. Drift is introduced by
moving the centroids with constant speed.

LED Generator. The goal is to predict the digit displayed on a seven-segment
LED display, where each attribute has a 10inverted; LED comprises 24 binary
attributes, 17 of which are irrelevant; see [20].

We consider three of the largest datasets from the UCI repository [21]:

Forest Covertype. Contains the forest cover type for 30 x 30 meter cells ob-
tained from US Forest Service data. It contains 581, 012 instances and 54
attributes. It has been used in, for example, [22,10].

Poker-Hand. 1, 000, 000 instances represent all possible poker hands. Each
card in a hand is described by two attributes: suit and rank. Thus there
are 10 attributes describing each hand. The class indicates the value of a
hand. We sorted by rank and suit and removed duplicates.

Electricity. Contains 45, 312 instances describing electricity demand. A class
label identifies the change of the price relative to a moving average of the
last 24 hours. It was described by [23] and analysed also in [24].

Since these real datasets are relatively small compared to the synthetic datasets
we consider, and because we do not know when drift occurs (or, indeed, if there
is any drift) we simulate concept drift, joining the three datasets, merging at-
tributes, and supposing that each dataset corresponds to a different concept, as
described in [13].

Text data is also an important source of data streams in the real-world. We
consider the following two sources:

20 Newsgroups. [25] is a dataset commonly used in cluster analysis. It has 19300
entries, each representedwith 1000 binaryattributes (wordpresence/absence),
corresponding to at least one of 20 newsgroups. We convert this dataset into
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20 binary classification problems, one for each newsgroup, and append them
all into one large binary-class dataset. Thus we model a stream (similarly to
CovPokElec) of 386,000 records with 19 shifts in concept.

IMDB. A dataset used in multi-label learning [26]. It contains 120919 textual
movie plot summaries of 1000 binary class attributes and 0/1-associations
to genres. We use the drama genre, which is the most frequently occurring.

3.2 Methodology

The experiments were performed on 2.66 GHz Core 2 Duo E6750 machines with
4 GB of memory. We used the Interleaved Test-Then-Train evaluation method-
ology: every example was used for testing the model before using it to train.
From the synthetic concepts we generated 1 million examples with the following
parameters:

– RBF(x,v): RandomRBF of 5 classes with x centroids moving at speed v.
– HYP(x,v): Hyperplane of 2 classes with x attributes changing at speed v.
– SEA(v): SEA dataset, with length of change v.
– LED(v): LED dataset, with length of change v.

The Nemenyi test [27] is used for computing significance: it is an appropriate
test for comparing multiple algorithms over multiple datasets, being based on
the average ranks of the algorithms across all datasets. We use a p-value of 0.05.
Under the Nemenyi test, {x}�{z} indicates that algorithm x is statistically
significantly more likely to be more favourable than z.

In [28] the use of RAM-Hours is introduced as an evaluation measure of the
resources used by streaming algorithms. Every GB of RAM deployed for 1 hour
equals one RAM-Hour.

3.3 Parameter Selection

As discussed in Section 1, both lazy-learning and batch-incremental methods
require a window parameter, which determines the number of examples used by
their model (the only difference being that lazy methods learn from this window
incrementally rather than as a batch). We conduct an analysis on the effects of
different window-size parameters for kNN and AWE- methods. Table 2 displays
results for a variety of window/batch sizes, which provides justification for our
choice of parameters in the following section: w = 1000 and w = 500 for kNN and
AWE-, respectively. Although w = 5000 results in slightly better accuracy for kNN,
the computation cost is clearly potentially prohibitive. The setting of w = 500
appears to work well for all batch methods both with respect to classification
and time and memory performance. However, the optimal w is different for each
stream. For example as we see in Table 3, AWE-J48 has no clear optimal value
for all datasets.
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Table 2. Finding the best window size for kNN, and AWE-

(a) Average accuracy

−w 100 −w 500 −w 1000 −w 5000
kNN 66.32 80.24 82.33 82.63
AWE-J48 70.72 77.36 76.90 73.76
AWE-LR 68.77 69.62 67.83 65.56
AWE-SMO 67.13 70.77 70.07 67.67

(b) Total Time (seconds)

−w 100 −w 500 −w 1000 −w 5000
kNN 2,180 9,993 18,349 71,540
AWE-J48 3,809 6,883 10,865 28,429
AWE-LR 9,659 66,757 10,247 10,112
AWE-SMO 13,860 5,800 6,414 39,298

(c) RAM-Hours

−w 100 −w 500 −w 1000 −w 5000
0.13 1.11 2.98 41.27
1.96 8.49 21.81 221.66

12.65 48.07 22.47 67.52
3.19 4.12 9.36 255.96

Table 3. Finding the best window size for AWE-J48

−w 100 −w 500 −w 1000 −w 5000
20 Newsgroups 94.30 94.74 95.06 94.60
IMDB 55.09 53.59 53.54 54.33
CovType 55.79 87.82 85.58 76.05
Electricity 78.47 75.27 74.37 65.10
Poker 76.06 77.89 79.32 75.98
CovPokElec 68.03 81.60 81.45 74.32
LED(50000) 70.60 71.99 72.03 71.37
SEA(50) 84.95 88.03 88.56 88.68
SEA(50000) 84.63 87.71 88.16 88.43
HYP(10,0.0001) 66.69 71.58 73.41 78.63
HYP(10,0.001) 70.95 75.79 77.69 79.94
RBF(0,0) 69.42 83.01 84.96 87.38
RBF(50,0.0001) 69.12 79.30 77.05 60.75
RBF(10,0.0001) 68.49 81.79 82.78 80.79
RBF(50,0.001) 53.78 50.95 38.55 24.50
RBF(10,0.001) 65.18 76.76 77.92 79.36
Average 70.72 77.36 76.90 73.76

4 Results: Batch-Incremental versus Instance-Incremental

Table 4 displays the final accuracy and resource use (time and RAM-hours)
of methods and their parameters (see Table 1). Accuracy is measured as the
final percentage of examples correctly classified over the test/train inter-leaved
evaluation.

Naive Bayes (NB) uses very few resources, but its accuracy is poor compared
to all other methods; with a few exceptions: HYP(10,0.0001), the SEA streams,
and to some extent on Electricity and IMDB. Such low average Naive Bayes
accuracy indicates that the concepts to be learned are reasonably hard problems.
A similar scenario is observed for Stochastic Gradient Descent (SGD) which is
only seriously competitive on the 20 Newsgroups dataset.

As claimed in the literature, Hoeffding Trees (HT) are generally a better option
than NB for instance-incremental methods. Table 4 provides an important com-
parison between Hoeffding trees and non-incremental decision trees in a batch
setting (AWE-J48). It shows that, although the computational cost of AWE-J48
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Table 4. Comparison of all methods

(a) Accuracy

NB kNN HT AWE-J48 LB-HT SGD AWE-LR AWE-SMO LB-kNN

20 Newsgroups 68.13 94.86 94.30 94.74 94.38 94.86 88.43 95.56 DNF
IMDB 60.42 60.82 63.51 53.59 61.76 63.79 53.96 54.52 62.44
CovType 60.52 92.22 80.31 87.82 88.61 60.70 84.50 84.24 92.39
Electricity 73.36 78.38 79.20 75.27 88.77 57.58 70.55 68.56 80.78
Poker 59.55 69.35 76.07 77.89 94.97 68.92 60.90 60.38 70.34
CovPokElec 24.24 78.41 79.34 81.60 92.41 68.06 70.07 69.77 79.09
LED(50000) 54.02 63.20 68.65 71.99 73.15 11.84 73.03 72.80 69.77
SEA(50) 85.37 86.80 86.42 88.03 88.24 85.41 89.44 89.57 88.00
SEA(50000) 85.38 86.55 86.42 87.71 88.80 85.21 89.01 89.15 87.74
HYP(10,0.0001) 91.25 83.29 89.04 71.58 88.06 79.54 93.73 93.41 87.10
HYP(10,0.001) 70.91 83.33 78.77 75.79 84.85 71.10 91.75 92.02 86.91
RBF(0,0) 51.21 88.99 83.25 83.01 89.70 16.63 46.91 50.52 90.59
RBF(50,0.0001) 30.99 89.36 45.49 79.30 76.70 16.63 54.89 57.85 90.49
RBF(10,0.0001) 52.10 89.30 79.24 81.79 85.54 16.63 50.96 52.80 90.73
RBF(50,0.001) 29.14 84.03 32.29 50.95 55.72 16.63 46.48 50.42 82.10
RBF(10,0.001) 51.96 88.34 76.39 76.76 81.82 16.63 49.37 50.74 88.93
Average 59.29 82.33 74.92 77.36 83.34 51.89 69.62 70.77 83.16

Nemenyi significance: kNN�NB; kNN�SGD; LB-HT�NB; LB-HT�SGD; LB-kNN�NB; LB-kNN�SGD;

(b) Time (seconds)

NB kNN HT AWE-J48 LB-HT SGD AWE-LR AWE-SMO LB-kNN

20 Newsgroups 93.48 11,544.68 177.34 3,448.89 4,996.64 5.45 3,187.23 293.93 DNF
IMDB 27.85 2,761.45 49.54 1,855.76 1,563.07 1.49 1,240.25 224.85 63,784.28
CovType 18.52 266.18 20.06 91.72 247.59 5.43 823.42 257.51 6,708.11
Electricity 0.64 7.05 1.15 4.64 8.72 0.32 4.32 9.73 163.61
Poker 8.88 177.82 9.26 81.80 127.59 2.29 381.05 322.51 3,454.15
CovPokElec 47.72 1,447.92 46.77 284.39 1,032.43 8.60 2,006.50 899.75 30,329.08
LED(50000) 9.14 447.36 15.90 135.10 189.13 2.04 57,466.83 1,662.00 10,816.07
SEA(50) 2.90 107.82 4.63 63.46 94.44 1.30 56.04 91.96 3,138.38
SEA(50000) 3.01 112.84 4.80 60.83 94.62 1.41 56.18 95.59 3,125.99
HYP(10,0.0001) 4.33 222.72 8.46 103.50 221.79 1.45 191.67 164.04 6,492.46
HYP(10,0.001) 4.34 222.26 9.70 103.62 224.57 1.46 193.61 159.64 6,379.68
RBF(0,0) 8.20 206.97 13.90 136.90 203.74 2.38 227.62 357.36 6,279.06
RBF(50,0.0001) 8.24 200.41 14.92 128.60 236.72 2.41 234.64 332.03 7,494.13
RBF(10,0.0001) 7.31 202.51 13.00 132.31 200.82 1.70 231.30 311.82 5,523.36
RBF(50,0.001) 8.34 218.12 14.16 120.13 234.15 2.41 225.13 303.85 6,765.54
RBF(10,0.001) 7.40 202.84 12.94 131.49 201.36 1.68 231.23 313.33 5,858.01
Total 260.28 18,348.95 416.53 6,883.14 9,877.38 41.82 66,757.02 5,799.90 166,311.91

(c) RAM-Hours (MB)

NB kNN HT AWE-J48 LB-HT SGD AWE-LR AWE-SMO LB-kNN

20 Newsgroups 0.01 2.18 3.61 4.94 340.77 0.00 10.24 0.63 DNF
IMDB 0.00 0.41 0.38 2.63 20.39 0.00 3.76 0.44 33.95
CovType 0.00 0.04 0.01 0.08 0.05 0.00 0.75 0.25 4.21
Electricity 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04
Poker 0.00 0.01 0.00 0.03 0.20 0.00 0.13 0.12 0.88
CovPokElec 0.00 0.25 0.11 0.33 1.95 0.00 2.31 1.12 20.94
LED(50000) 0.00 0.03 0.01 0.10 0.49 0.00 30.38 0.95 4.47
SEA(50) 0.00 0.00 0.00 0.01 1.95 0.00 0.01 0.02 0.65
SEA(50000) 0.00 0.00 0.00 0.01 0.89 0.00 0.01 0.02 0.65
HYP(10,0.0001) 0.00 0.01 0.00 0.04 13.30 0.00 0.06 0.05 1.77
HYP(10,0.001) 0.00 0.01 0.01 0.04 1.54 0.00 0.06 0.05 1.75
RBF(0,0) 0.00 0.01 0.00 0.06 3.01 0.00 0.07 0.11 1.69
RBF(50,0.0001) 0.00 0.01 0.00 0.05 0.20 0.00 0.07 0.10 2.01
RBF(10,0.0001) 0.00 0.01 0.00 0.06 3.31 0.00 0.07 0.09 1.50
RBF(50,0.001) 0.00 0.01 0.00 0.05 0.02 0.00 0.07 0.09 1.81
RBF(10,0.001) 0.00 0.01 0.00 0.06 3.08 0.00 0.07 0.09 1.59
Total 0.02 2.98 4.15 8.49 391.16 0.00 48.07 4.12 77.90
Total without 20 Newsgroups 0.01 0.80 0.54 3.55 50.39 0.00 37.83 3.49 77.90
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(a) A selection of methods on Electricity dataset, accuracy (left) time (right)

(b) A selection of methods on SEA dataset, accuracy (left) time (right)

Fig. 1. Classification accuracy (left) and running time (right) over time for methods
on a selection of datasets

is often up to 10 times greater than Hoeffding trees (see also Figure 1), it often
improves on them–for example on the RBF(50,0.0001) and CovType streams.
On the other hand, on IMDB and Electricity, this trend is reversed; HT is superior.
These two real-world datasets do not contain any obvious abrupt concept drift,
thus supporting the claim that batch approaches automatically deal to some
extent with concept drift. Figure 1b clearly shows the importance of adapting
or changing models when there is concept drift.

Under a modern adaptive bagging scheme (LB-HT) (which resets models when
drift is detected) Hoeffding Trees are powerful, albeit – in many cases – at an
increased computational cost, particularly with regard to RAM-Hours.

The lazy kNN method performs very well across all data sources, and even as
a standalone method it is one of the highest-performing methods overall. This is
particularly surprising since kNN’s model is based on an internal buffer of 1000 in-
stances; kNNmodels a concept well with a relatively small number of examples.We
also note that in our experiments AWE is based only upon n× w = 5000 instances;
a small number relative to the size of the streams. The strengths of kNN are even
apparent on datasets without drift, but it competes best on the most evolving data
since it models new examples as soon as they arrive in the stream. Only LB-HT can
compete seriously with the kNNmethods, but the difference in accuracy is insignif-
icant. It is true that the time costs of kNN can be quite high, and that LB-kNN is
one of the most expensive methods to run, but this can be mitigated somewhat by
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different search techniques, as explained in [3]. kNN is particularly robust: it obtains
very good results across a wide range of data sources.

As expected, AWE gives different performance depending on its base classifier.
This illustrates a key advantage of batch-methods: any existing classifier can
be used. Under all the SEA and HYP streams and the 20 Newsgroups text
dataset AWE-SMO obtains the best accuracy of all methods. On the other hand;
its accuracy is very poor compared to several other methods on the RBF streams
and the Electricity and Poker datasets; contributing significantly to its overall
average performance. With the exception of the HYP streams, Logistic Regres-
sion (AWE-LR) does not make much of an impact in classification accuracy, and
clearly runs very slowly on many datasets.

A summary of the most important observations are:

– storing a model from recent examples can be as effective as learning incre-
mentally and keeping statistics from hundreds of thousands of examples,

– the best batch size is dependent on the data stream in consideration; and
– certain batch methods excel on certain problems, but lazy learners provide

similar or better classification performance using less resources.

5 Conclusions

We investigated a variety of methods from two distinct branches of the data-
stream literature: instance-incremental and batch-incremental approaches to
classification. Our extensive and varied empirical evaluation of real and syn-
thetic data sources of up to 1 million training instances with diffrent types and
magnitudes of concept drift provide us with enough evidence to draw some im-
portant novel conclusions: instance-incremental methods perform similarly to
their equivalent batch-learning implementation while using fewer resources. An
explicit drift-detection and adaption mechanism is essential for any learner which
does not automatically discard old information. We found lazy methods perform
exceptionally well when using just a buffer of the 1000 most recent instances,
even compared to powerful incremental methods.
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Abstract. We show that the recently proposed piecewise approxima-
tion approach can benefit conditional random fields estimation using
the structured perceptron algorithm. We present experiments in noun-
phrase chunking task on the CoNLL-2000 corpus. The results show that,
compared to standard training, applying the piecewise approach dur-
ing model estimation may yield not only savings in training time but
also improvement in model performance on test set due to added model
regularization.

1 Introduction

The conditional random field (CRF) model presented by Lafferty et al. [1] pro-
vides a flexible framework for structured classification tasks involving multiple
interdependent output variables. The essential idea of CRFs is to exploit an
undirected graph defined over the output variables and condition the output
globally on the input. CRF training corresponds to estimation of model param-
eters based on a set of training examples and is commonly performed using the
maximum likelihood (ML) criterion [1] or margin-based approaches [2,3]. In this
work, we consider CRF training using the structured perceptron algorithm pre-
sented by Collins [2]. Recently, the structured perceptron was shown to be the
basis for a state of the art approach to structured prediction in [4].

We show that CRF model training using the structured perceptron algorithm
can benefit from the piecewise approximation approach presented by Sutton and
McCallum [5]. In piecewise training, we split the original graphs corresponding to
training instances into smaller and possibly overlapping subgraphs (pieces) and
perform graph inference on these small subgraphs rather than on the assumably
much larger original graphs. Subsequent to training, we apply graph inference on
full graphs corresponding to the test instances using the estimated model param-
eters in order to exploit the dependency structure between the output variables.

Our motivation for using the piecewise approximation is two-fold. First, it is
computationally less costly to perform inference on the subgraphs than on the
larger original graphs. Therefore, the splitting operation is expected to speed
up the training in case the training time is dominated by time consumed by
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the graph inference – this was the main motivation behind the work of Sutton
and McCallum. Second, the piecewise approach may provide additional regular-
ization, that is, robustness against noise in the training data. This view is also
supported by the empirical results presented by Sutton and McCallum, in which
using the piecewise approximation yielded small gains in performance in many
natural language processing tasks compared to standard training.

The central idea of this work is to simplify the training of the structured
perceptron (or of some general structured classifier) by modifying the graph
inference step. Recent studies in this line of work include, for example, the
pseudo-max approach presented by Sontag et al. [6], the decomposed learning
by Samdani [7], and the amortizing approach by Srikumar [8]. Compared to the
work presented here, none of the previous studies consider training the model
on the subgraphs in a straightforward manner.

We summarize the contribution of the presented work as follows. First, the
presentation of Sutton and McCallum focused on applying the piecewise ap-
proach to a CRF model trained using the ML criterion. We extend their work
by showing that the approach can be applied successfully also in perceptron
training. Second, our work provides support for the idea of using the piecewise
approximation as a regularization method in order to improve model perfor-
mance when the number of training instances is low.

The rest of the paper is organized as follows. In Sect. 2, we describe CRF
model training and the standard and piecewise approximated variants of the
structured perceptron training algorithm. In Sect. 3, we describe the applied ex-
periment setup and present the obtained results along with a discussion. Finally,
we present conclusions on the work in Sect. 4.

2 Methods

2.1 Conditional Random Fields

The aim of our work is to estimate a conditional probability model p(y |x;w)
parameterized by a real-valued vector w for an arbitrary input vector x and
a discrete output vector y so that the model can be used to predict output
for previously unseen inputs subsequent to training. The model estimation is
equivalent to finding the model parameters w∗ minimizing the average loss [9]
on a training data set D consisting of n independently and identically distributed
(i.i.d.) input-output pairs (x,y). This corresponds to an optimization problem

w∗ = argmin
w

1

n

∑
i

�(y∗,yi) (1)

where �(y∗,yi) denotes the real-valued sample loss function determining the
cost of making a prediction y∗ given the correct output yi. The prediction y∗ is
defined here as the maximum a posteriori (MAP) estimate corresponding to an
optimization problem

y∗ = argmax
y

p (y |x;w) (2)
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also referred to as MAP inference. The probability function p (y |x;w) corre-
sponding to the CRF model of Lafferty et al. [1] is expressed as

p (y |x;w) ∝
∏
c

ψc(yc,xc;w) (3)

where c indexes the node cliques1 in an undirected graph, or equivalently a
random field, defined over the output y. The factors ψc are defined to be log-
linear in parameters w formally written as

ψc(yc,xc;w) = exp
(
w�f(yc,xc)

)
(4)

where u�v denotes the vector dot product and the real-valued feature extracting
function f (yc,xc) captures the co-occurrence behavior of the output y and a
set of features describing the input x at clique c.

2.2 Structured Perceptron Training

Here, we describe the structured perceptron algorithm of Collins [2] in terms of
loss functions. Given the model (3) and the log-linear factors (4), the structured
perceptron algorithm corresponds to a sample loss

�perc =
∑
c

w�
(
f(y∗

c ,xc)− f(yc,xc)
)

(5)

with a corresponding gradient with respect to w expressed as

∇�perc =
∑
c

(
f (y∗

c ,xc)− f (yc,xc)
)
. (6)

where the MAP estimates y∗
c for each node clique c are obtained by solving the

exact MAP estimate y∗ over the complete graph.
Given the sample loss (5), the risk minimization problem (1) can be solved

using a stochastic gradient algorithm with a fixed learning rate (η = 1) presented
by Collins. The algorithm proceeds in three steps by evaluating the factor func-
tions (4) using current parameter setting, performing the MAP inference (2) and
updating the parameters according to the gradient (6) one training instance at a
time. The algorithm converges to a perfect fit, that is the gradient becomes zero
for every instance in training set, if and only if the data is linearly separable.
The detailed convergence analysis is provided by Collins in [2].

2.3 Piecewise Approximated Perceptron Training

In this section, we discuss a variant of the perceptron algorithm obtained us-
ing the piecewise approximation presented by Sutton and McCallum [5]. In the

1 Node clique is a subset of graph nodes with every pair of nodes connected by an
edge.
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piecewise approximation, we split the original graphs corresponding to training
instances into small and possibly overlapping subgraps (pieces) and subsequently
consider the subgraphs as i.i.d. instances replacing the original samples in the
training set. Subsequent to training, the acquired model parameters are applied
in a standard manner to obtain the MAP estimates (2) for the test instances.

For the rest of this paper, we focus on a special case of the piecewise approxi-
mation referred to as the factor-as-piece approach by Sutton and McCallum, in
which each node clique c in a given graph constitutes its own separate subgraph
yielding an approximated sample loss

�̂ =
∑
c

�(ŷ∗
c ,yc) (7)

where the approximated MAP estimates ŷ∗
c for each node clique c are inferred

based solely on the input as

ŷ∗
c = argmax

yc

ψc(yc,xc;w) . (8)

Note that this choice completely eliminates propagation of information across
the original graph during inference – the approximation is therefore expected to
work well when the input alone is sufficiently informative to enable reasonable
predictions.

Applying the approximation (7) to the perceptron sample loss (5) then yields

�̂perc =
∑
c

w�
(
f(ŷ∗

c ,xc)− f(yc,xc)
)

(9)

with a corresponding approximate gradient

∇�̂perc =
∑
c

(
f(ŷ∗

c ,xc)− f(yc,xc)
)

(10)

where, given the log-linear factor form (4), the approximate MAP estimates
ŷ∗
c (8) are obtained simply as

ŷ∗
c = argmax

yc

(
w�f(yc,xc)

)
. (11)

As a consequence of eliminating the use of output structure during inference
according to (8) and (11), it is more difficult for the CRF model (3) to fit the
training data. Due to this rigidity, the approximation may have the potential
benefit of adding robustness against noise in the training data compared to
standard training. This is supported by the experiments presented in Sect. 3.

The computational load of performing the inference after eliminating the out-
put structure using (11) is negligible compared to performing inference algorithm
on the original graphs. Consequently, applying the approximation is expected
to speed up the training in case the training time is dominated by the time
consumed by the graph inference. This condition may be violated if the graph
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structure allows efficient (exact) inference and the number of model parameters
is exceptionally high (say, millions). In this case the time consumed by the evalu-
ation of the factor functions (4) and performing the gradient updates using (10)
can make the reduction in total training time insignifcant.

The final observation on the factor-as-piece approximation discussed here re-
lates to both the model rigidity and total training time. Essentially, the added
rigidity means that the approximated perceptron algorithm is not likely to reach
as low averaged loss over training instances as the standard variant. Conse-
quently, in case the standard training converges to a perfect fit, the approximated
algorithm may fail to do so. However, one can argue that even in this case, the
training time of the approximated algorithm will still be low if the training time
is dominated by the inference algorithm and a reasonable maximum number of
passes over the training set is applied. One could also use alternative stopping
criteria such as terminating the training if no new minimum averaged loss has
been obtained in the past k passes over training set. Again, the experiments
presented in Sect. 3 provide support for this argument.

2.4 Parameter Averaging

In order to observe how the piecewise approximation behaves in the presence
of another regularization scheme, the experiments described in Sect. 3 employ
the parameter averaging approach [2]. The averaging approach was originally
proposed by Freund and Schapire [10] as an approximation to the voting scheme
presented in the same work. In this approach, the parameter setting applied
to the test set is the average of the parameters obtained after processing each
training instance during the stochastic gradient descent algorithm. An efficient
implementation technique for the approach described by Daume can be found
in [11, p. 19].

3 Experiments

3.1 Setup

We present experiments conducted in noun-phrase chunking on the CoNLL-2000
corpus [12], which is a subset of the widely applied Penn Treebank corpus [13].
Noun-phrase chunking is a commonly applied benchmark task for classification
algorithms and was also considered in the experimental sections of Collins [2]
and Sutton and McCallum [5].

Each word token in the CoNLL-2000 corpus is annotated with a corresponding
phrase chunk. The tag set we consider consists of three noun-phrase labels (be-
ginning of noun-phrase, inside a noun-phrase and outside a noun-phrase which
subsumes other phrase tags in the corpus). In addition, we assume tags and
word markers for beginning and end of each sentence. By default, the corpus is
divided into training (8,935 sentences, 211,727 tokens) and test (2,011 sentences,
47,377 tokens) sets.
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The graph structure used is the linear chain [1]. While the model presentation
in [1] includes node cliques consisting of exactly two nodes, our implementation in-
cludes also node cliques of size one. This provides robustness against data sparse-
ness. In the linear chain, theMAPestimate over the complete graphcanbeobtained
using the standardViterbi algorithm (described e.g. by Bishop in [14, Chapter 8]).

We next describe the features included in feature vector in factor (4). For out-
puts corresponding to positions t and (t− 1, t) for single and double node cliques,
respectively, we extract the feature set describing the input fromwords in positions
t−2, .., t+2.The features takebinaryvalues and include theword identities (suchas
entertaining and entertainment), presence of commonEnglish suffixes (suchas -ing
and -ment), and presence of useful orthographic properties (such as letter capital-
ization and special characters) at each of the five word positions. We additionally
use a default feature which is always active independent of the input. Combina-
tions of input features and output configurations not appearing in the training set
are exluded. The number of features, equal to the number of model parameters,
extracted in this manner from the complete training set is 311,747.

The model performance is evaluated using the F-measure and per-label ac-
curacy. The F-measure equals the geometric mean of precision (the percentage
of correctly assigned phrases with respect to all assigned phrases) and recall
(the percentage of correctly assigned phrases with respect to the gold standard
phrases), whereas the per-label accuracy is simply the percentage of correctly
assigned tags. Therefore, both measures take values between 0 and 100, with
higher values indicating better performance.

Given the specifications above, the training procedure is as follows. We first
form a training set by randomly selecting a subset of the available 8,936 sen-
tences – used subset sizes are 559, 1,117, 2,234, 4,468, and 8,936 sentences. We
then train linear chain CRF models on the subset applying the standard and
the factor-as-piece variants of the perceptron algorithm described in Sect. 2.2
and 2.3, respectively. The variants initialize the model parameters with zero
vectors and process the training instances in identical order. Both variants termi-
nate training if no convergence is reached within 50 passes over training set (the
perceptron algorithm has been reported to reach optimal performance already
around 10 passes [2]). At the end of each training set pass, models correspond-
ing to averaged parameter settings described in Sect. 2.4 are applied to the test
set. This procedure is then repeated 50 times to take into account the stochas-
tic noise introduced by the on-line perceptron algorithm – the training subset
is resampled at the beginning of each repetition. The experiments are run on
a computer grid using our own single-threaded Python-based implementation2

utilizing the PySparse sparse matrix library3.

3.2 Results and Analysis

The training CPU times and obtained average losses over the training set and
model performances on the test set are presented in Tables 1, 2, 3 and 4. The

2 The implementation can be requested from the author.
3 http://pysparse.sourceforge.net/

http://pysparse.sourceforge.net/


330 T. Ruokolainen

training times include the time consumed in evaluating the factor functions,
applying inference, performing the gradient descent and maintaining the aver-
aged parameters. Time used for data preprocessing, data input and output, or
evaluation of the test set have been excluded. The reported average losses and
test set performances are the lowest and highest obtained during the training,
respectively. All the presented values are averages and standard deviations (in
parentheses) computed over the 50 experiment repetitions.

We summarize the results as follows. First, on all training set sizes, the model
estimated using the factor-as-piece approximation used less time on average for
training compared to the model estimated using the standard perceptron algo-
rithm. The minimum and maximum obtained time reductions were 26% and
61% corresponding to training set size of 1,117 and 2,234 sentences, respectively.
Second, for all training set sizes, the standard perceptron algorithm achieved
lower average loss computed over the training set. The standard variant reached
zero loss in majority of experiment repetitions using a low number of training in-
stances (559 and 1,117 sentences), whereas the approximated training converged
only once on the smallest data set. Third, for all training set sizes, the model
estimated using the factor-as-piece variant gave higher average performance on
the test set. The minimum and maximum relative improvements obtained were
1.5% and 0.1% corresponding to training set sizes of 559 and 4,468 sentences, re-
spectively, using the F-measure. Using the per-label accuracy, the minimum and
maximum relative improvements were 0.8% and 0.2% corresponding to training
set sizes of 559 and 4,468 sentences, respectively.

In order to assess the statistical significance of the improvement in perfor-
mance obtained applying the factor-as-piece approximation compared to stan-
dard training, we applied the right-tailed Wilcoxon signed-rank test for repeated
measurements using the large sample approximation. We conclude that the
factor-as-piece approximated perceptron algorithm yielded higher performance
compared to the standard variant with high confidence levels (with p-values of
9.0 × 10−4 and 7.5 × 10−10 or lower using F-measure and per-label accuracy,
respectively, on all training set sizes).

3.3 Discussion

Compared to standard training, the factor-as-piece approach consistently yielded
improvement in model performance and higher average losses over training sets.
These results imply that the added rigidity to the model caused by the factor-
as-piece approximation can in fact perform useful model regularization. As a
general trend, the relative improvements were larger using small training sets
compared to large ones. This was expected since increasing the number of train-
ing instances should alleviate the problem of model overfitting. We note that
these improvements were obtained in the presence of another powerful regular-
ization approach, namely, the parameter averaging approach.

The factor-as-piece approach also yielded consistent reductions in consumed
training CPU time compared to standard training. The obtained relative re-
ductions were largest for high numbers of training instances (4,468 and 8,936
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Table 1. Training time consumption in CPU seconds as a function of training set size
n in sentences, using the piecewise approximated and standard training

n piecewise standard

559 22.1 (0.6) 33.0 (6.9)
1117 26.2 (3.0) 53.2 (9.0)
2234 50.6 (1.1) 131.3 (5.6)
4468 103.2 (2.2) 261.0 (1.7)
8936 212.9 (4.9) 504.0 (9.8)

Table 2. Minimum average losses obtained during training as a function of training
set size n in sentences, using the factor-as-piece approximated and standard training

n piecewise standard

559 0.05 (0.04) 0.0009 (0.004)
1117 0.11 (0.04) 0.007 (0.02)
2234 0.25 (0.05) 0.02 (0.02)
4468 0.64 (0.05) 0.04 (0.02)
8936 1.68 (0.02) 0.1 (0.01)

Table 3. Highest F-measures obtained on test set as a function of training set size in
sentences n, using the factor-as-piece approximated and standard training

n piecewise standard

559 79.1 (0.4) 77.9 (0.5)
1117 82.0 (0.3) 81.2 (0.4)
2234 84.4 (0.3) 84.2 (0.3)
4468 86.3 (0.2) 86.2 (0.2)
8936 88.0 (0.1) 87.9 (0.1)

Table 4. Highest per-label accuracies obtained on test set as a function of training set
size in sentences n, using the factor-as-piece approximated and standard training

n piecewise standard

559 92.0 (0.2) 91.2 (0.2)
1117 93.2 (0.1) 92.7 (0.1)
2234 94.2 (0.1) 94.0 (0.1)
4468 95.0 (0.1) 94.9 (0.1)
8936 95.7 (0.04) 95.5 (0.05)

sentences). In this case neither training variant reached convergence within the
allowed training set passes. However, reductions were also obtained with small
data sets where the standard perceptron variant converged before the maximum
number of training set passes were reached. Therefore, the possible failure to
converge to a perfect fit due to applying the piecewise approximation does not
necessarily imply higher training time if reasonable stopping criteria are applied.



332 T. Ruokolainen

As a preprocessing step, all the combinations of input features and output
configurations which did not appear in the training data set were excluded from
the feature set. This frequency-based cutoff considerably reduces the number of
model parameters (2,787,960 versus 311,747). Our preliminary experiments in-
dicated that reducing the number of parameters in this manner ensured that the
training times were dominated by the graph inference using our implementation.

The experiments were conducted using the standard linear chain graph struc-
ture, in which the graph inference can be performed efficiently. Meanwhile, the
inference is much more costly in tasks involving complex, cyclic graphs. In these
cases it is generally not feasible to perform exact inference and approximative
MAP inference algorithms such as loopy belief propagation [15], tree-reweighted
message passing algorithm [16] and graph cuts [17], are applied instead. Apply-
ing the piecewise approximation in the presence of cyclic graphs is expected to
yield higher savings in training time as discussed by Sutton and McCallum [5].

4 Conclusions

In this work we have showed that CRF training using the structured perceptron
algorithm [2] can benefit from the piecewise approximation approach [5]. The ap-
proximation may yield not only savings in total training time but also improved
model performance on test instances. The lower training time can be obtained
in case the training time is dominated by the inference algorithm. The improved
performance indicates that the piecewise approach can reduce model overfitting
to training data in a meaningful manner. On a more general note, the work
shows that the piecewise approach can be successfully applied to margin-based
training of CRFs. A potential direction of future work is to study the piecewise
approach further in combination with margin-based CRF training using struc-
tured support vector machines and graph structures, in which exact inference is
infeasible.

Acknowledgements. I would like to thank the anonymous reviewers for their
valuable comments. I would also like to thank Mikko Kurimo, Oskar Kohonen,
Hande Topa, Ulpu Remes and Paul Wagner for the comments and help through-
out the work. This work was financially supported by the Academy of Finland
under the grant no 251170 (Finnish Centre of Excellence Program (20122017))
and Langnet (Finnish doctoral programme in language studies).

References

1. Lafferty, J., McCallum, A., Pereira, F.C.N.: Conditional random fields: Proba-
bilistic models for segmenting and labeling sequence data. In: Proceedings of the
Eighteenth International Conference on Machine Learning, pp. 282–289 (2001)

2. Collins, M.: Discriminative training methods for hidden markov models: Theory
and Experiments with Perceptron Algorithms. In: Proceedings of the ACL 2002
Conference on Empirical Methods in Natural Language Processing, vol. 10, pp.
1–8. Association for Computational Linguistics (2002)



Applying Piecewise Approximation in Perceptron Training of CRF 333

3. Tsochantaridis, I., Joachims, T., Hofmann, T., Altun, Y.: Large margin methods
for structured and interdependent output variables. Journal of Machine Learning
Research 6, 1453–1484 (2005)

4. Zhang, Y., Clark, S.: Syntactic processing using the generalized perceptron and
beam search. Computational Linguistics 37(1), 105–151 (2011)

5. Sutton, C., McCallum, A.: Piecewise training for structured prediction. Machine
Learning 77(2), 165–194 (2009)

6. Sontag, D., Meshi, O., Jaakkola, T., Globerson, A.: More data means less inference:
A pseudo-max approach to structured learning. In: Lafferty, J., Williams, C.K.I.,
Shawe-Taylor, J., Zemel, R., Culotta, A. (eds.) Advances in Neural Information
Processing Systems 23, pp. 2181–2189 (2010)

7. Samdani, R., Roth, D.: Efficient decomposed learning for structured prediction. In:
Proceedings of the 29th International Conference on Machine Learning (2012)

8. Srikumar, V., Kundu, G., Roth, D.: On amortizing inference cost for structured
prediction. In: Proceedings of the 2012 Joint Conference on Empirical Methods in
Natural Language Processing and Computational Natural Language Learning, pp.
1114–1124 (2012)

9. Vapnik, V.: An overview of statistical learning theory. IEEE Transactions on Neural
Networks 10, 988–999 (1999)

10. Freund, Y., Schapire, R.: Large margin classification using the perceptron algo-
rithm. Machine Learning 37(3), 277–296 (1999)
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Abstract. To process massive high-dimensional datasets, we utilize the
underlying assumption that data on a manifold is approximately linear in
sufficiently small patches (or neighborhoods of points) that are sampled
with sufficient density from the manifold. Under this assumption, each
patch can be represented by a tangent space of the manifold in its area
and the tangential point of this tangent space. We use these tangent
spaces, and the relations between them, to extend the scalar relations
that are used by many kernel methods to matrix relations, which can
encompass multidimensional similarities between local neighborhoods of
points on the manifold. The properties of the presented construction are
explored and its spectral decomposition is utilized to embed the patches
of the manifold into a tensor space in which the relations between them
are revealed. We present two applications that utilize the patch-to-tensor
embedding framework: data classification and data clustering for image
segmentation.

Keywords: Dimensionality reduction, manifold learning, kernel PCA,
DiffusionMaps,patchprocessing, stochasticprocessing, vectorprocessing.

1 Introduction

High-dimensional datasets have become increasingly common in many areas due
to high availability of data and continuous technological advances. Classical
methods for statistical analysis fail on such datasets because of a problem known
as “curse of dimensionality”. More recent methods, originated from the field of
machine learning, assume that the observable parameters in such datasets are
related to a small number of underlying factors via a set of non-linear mappings.
Mathematically, this assumption is characterized by a manifold structure on
which data points are assumed to lie. This underlying manifold is immersed (or
submersed) in an ambient space that is defined by observable parameters. Usu-
ally, the intrinsic dimension of the underlying manifold is significantly smaller
than the dimension of the ambient space.
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Several methods have been suggested to provide a global coordinate system
that represents the structure of the underlying manifold of a high-dimensional
dataset. Kernel methods such as Diffusion Maps [1] have shown good results.
These methods aim at extending the essence of the classical Multi-Dimensional
Scaling (MDS) method [2,5] by replacing its Gram matrix with a kernel matrix
while preserving the qualities represented by it instead of the inner-products
that are preserved by the MDS method. The defined kernel can be thought of as
an adjacency matrix of a graph whose vertices are the points in the dataset. The
analysis of the eigenvalues and the corresponding eigenvectors of this matrix can
reveal many qualities and connections in the graph.

A fundamental, well-based, assumption of kernel methods in general, and
diffusion maps in particular, is that, locally, the manifold is approximately linear
in sufficiently small patches (or neighborhoods of points). Under this assumption,
each patch can, in fact, be represented (up to a small approximation error) by a
tangent space of the manifold in its area and the tangential point of this tangent
space. Local PCA was suggested in [8,9] to compute an approximation of suitable
tangent spaces and their tangential points for patches that define neighborhoods
of points that are sampled with sufficient density from the manifold.

Using the suggested representations, the relations between patches can be
modeled by the usual affinity between tangential points and an operator that
translates vectors from one tangent space to another. The structure of the am-
bient space was used in [6] to define linear-projection operators between tangent
spaces and utilize them to construct a super-kernel that represents the affin-
ity/similarity between patches. The structure of the underlying manifold was
utilized for a similar purpose in [9] to define continuous parallel transport oper-
ators between tangent spaces and to define such a super-kernel by using discrete
approximations of these operators. In fact, algorithmically, the approximations
in [9] are achieved by orthogonalization of the linear-projection operators in [6].
Although these constructions differ by only a small modification of the con-
struction algorithm, the resulting super-kernels have very different properties
and different derived theories.

In this paper, we aim at analyzing patches of the manifold instead of analyz-
ing single points on the manifold. Each patch is defined as a local neighborhood
of a point in a dataset sampled from an underlying manifold. The relation be-
tween two patches is described by a matrix rather than by a scalar value. This
matrix represents both the diffusion affinity between the points at the centers of
these patches and the similarity between their local coordinate systems, which is
represented by linear-projections between their tangent spaces. The constructed
matrices between all patches are then combined in a block matrix, which we
call a super-kernel. We explore both the finite and continuous properties of this
Linear-Projection Diffusion (LPD) super-kernel, which extends the diffusion ker-
nel that is used in Diffusion Maps.

The paper has the following structure. Section 1.1 presents the benefits of
patch-based analysis. An overview of the suggested construction is presented
in Section 2. Its mathematical properties are explored in Section 3. Finally,
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Section 4 presents two data analysis applications and results of the presented
approach.

1.1 Benefits of Patch-Based Analysis

Manifold learning approaches assume that the sampled high-dimensional data
points reside on a low dimensional underlying manifold and that they are suffi-
cient to detect and represent its structure and geometry. Since manifold-based
geometries are based on local neighborhoods or patches, then the data must be
dense enough to detect them. If the data is spread too sparsely over the man-
ifold in the high-dimensional ambient space, then the application of an affinity
kernel to the data will not reveal any local patches or detect the underlying man-
ifold structure. In this case, the only available processing tools are variations of
nearest-neighbor algorithms.

Hence, data points on a low-dimensional manifold in a high-dimensional am-
bient space can either reside in locally-defined patches, and then the method
in this paper is applicable to it, or scattered sparsely all over the manifold and
thus there is no detectable coherent underlying manifold that can provide an un-
derlying structure for it. Therefore, for manifold learning applications, the local
patches, and not the individual points, are the basic building blocks of the un-
derlying structures of the dataset, and their analysis can provide a more natural
representation of meaningful insights to the patterns that govern the analyzed
phenomenon.

The proposed methodology in this paper is classified as a spectral method.
Spectral methods are global in the sense that they usually require the relations
between all the samples in the dataset. This global consideration hinders their
use in practical large-scale problems due to high memory (e.g., fitting the ker-
nel matrix in memory) and computational costs. However, in many cases there
are many duplicities, or near duplicities, in massive datasets and a the number
of different patches of closely-related data-points is significantly less then the
number of samples in the dataset. Processing patches, instead of individual data
points, reduces the many redundancies that usually occur in massive datasets,
thus, it enables also to localize spectral processing and reduce these overheads
and impracticalities.

2 Overview

2.1 Problem Setup

Let M ⊆ �m be a set of n points sampled from a manifold M that lies in the
ambient space �m. Let d � m be the intrinsic dimension ofM, thus, it has a
d-dimensional tangent space Tx(M), which is a subspace of �m, at every point
x ∈ M . If the manifold is densely sampled, the tangent space Tx(M) can be
approximated by a small enough patch (i.e., neighborhood) N(x) ⊆ M around
x ∈M .
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Let o1x, . . . , o
d
x ∈ �m, where oix = (oi1x , . . . , oimx )T , i = 1, . . . , d, form an or-

thonormal basis of Tx(M) and let Ox ∈ �m×d be a matrix whose columns are
these vectors:

Ox �

⎛⎝ | | |
o1x · · · oix · · · odx
| | |

⎞⎠ x ∈M . (2.1)

We will assume from now on that vectors in Tx(M) are expressed by their d
coordinates according to the presented basis o1x, . . . , o

d
x. For each vector u ∈

Tx(M), the vector ũ = Oxu ∈ �m is the same vector as u represented by m
coordinates, according to the basis of the ambient space. For each vector v ∈ �m

in the ambient space, the vector v′ = OT
x v ∈ Tx(M) is the linear projection of v

on the tangent space Tx(M).

2.2 Diffusion Maps

The original diffusion maps method [1] can be used to analyze the geometry of the
manifoldM. This method is based on defining an isotropic kernelK as k(x, y) �
e−

‖x−y‖
ε , for every x, y ∈ M, where ε is a meta-parameter of the algorithm. This

kernel represents the affinities between points on the manifold. Next, a degree
is defined for each point x ∈ M as q(x) �

∫
y∈M

k(x, y). Kernel normalization

with this degree produces a stochastic transition operator P that is defined as

Pf(x) =
∫
f(y)p(x, y)dy for every function f :M→ �, where p(x, y) = k(x,y)

q(x) ,

which defines a Markov process (i.e., a diffusion process) over the points on the
manifoldM. A symmetric conjugate A of the transition operator P defines the

diffusion affinities between points as a(x, y) =
√
q(x)p(x, y) 1√

q(y)
= k(x,y)√

q(x)q(y)
.

Spectral analysis of the diffusion affinity kernel A yields the eigenvalues 1 =
σ0 ≥ σ1 ≥ . . . and their corresponding eigenvectors ψ0, ψ1, . . ., which are used
to construct the desired map that embeds each data point x ∈ M onto the point
Ψ(x) = (σiψi(x))

δ
i=0 for a sufficiently small δ, which is the dimension of the embed-

ded space and depends on the decay of the spectrum ofA. When analyzing a finite
datasetM ⊂M, the continuous operatorsK, P and A become finite matrices.

2.3 Super-Kernel

For x, y ∈ M , let Oxy = OT
xOy ∈ �d×d, where Ox and Oy were defined in

Eq. 2.1. The matrices Ox and Oy represent bases of the tangent spaces Tx(M)
and Ty(M), respectively. Thus, the matrix Oxy represents a linear-projection
between these tangent spaces, and, in some sense, the similarity between them.
We will refer to it as a tangent similarity matrix.

We use the diffusion affinity kernel A and the tangent similarity matrices Oxy

in the following definition to introduce the concept of a super-kernel :

Definition 1 (Linear-Projection Diffusion Super-kernel). A super-kernel
is a matrix G ∈ �nd×nd where in terms of blocks, it is a block matrix of size
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n×n and each block in it is a d× d matrix. Each row and each column of blocks
in G corresponds to a point in M , and a single block Gxy (where x, y ∈ M)
represents an affinity or similarity between the patches N(x) and N(y). Each
block Gxy ∈ �d×d of a Linear-Projection Diffusion Super-kernel is defined as

Gxy � a(x, y)Oxy = a(x, y)OT
x Oy, x, y ∈M .

It is convenient to consider each single cell in G as an element in a block, i.e.,
[Gxy]ij where x, y ∈ M and i, j ∈ {1, . . . , d}. We can also use the vectors oix
and ojy to apply this indexing scheme and use the notation g(oix, o

j
y) � [Gxy]ij ,

x, y ∈M, i, j ∈ {1, . . . , d}. In this notation, it is easy to see that G is symmetric
since [Gxy]ij = [GT

yx]ij = [Gyx]ji (for x, y ∈ M and i, j ∈ {1, . . . , d}), where the
first equality is due to the symmetry of A, the definition of Gxy and since Oxy =
OT

yx. It is important to note that g(oix, o
j
y) is only a notation for convenience

reasons and a single element of a block in G does not necessarily have any special
meaning. The block itself, as a whole, holds meaningful similarity information.

We will use spectral decomposition for analyzing a super-kernel G, and utilize
it to embed the patches N(x) of the manifold (for x ∈ M) into a tensor space.
Let |λ1| ≥ |λ2| ≥ . . . ≥ |λ�| be the � most significant eigenvalues of G and
let φ1, φ2, . . . , φ� be their corresponding eigenvectors. According to the spectral
theorem, if � is greater than the numerical rank of G, then G ≈

∑�
i=1 λiφiφ

T
i ,

where the eigenvectors are treated as column vectors. For convenience reasons,
we will treat this approximation as an equality, since, from a theoretical point
of view, � can always be chosen to be large enough for actual equality to hold.
In practice, the exact value of � depends on the numerical rank of G, the decay
of its spectrum, and the exact application of the construction. Usually, however,
the affinity kernel and the tangent similarity matrices can be chosen in such a
way that a small � will obtain sufficient accuracy for the desired task.

Each eigenvector φi, i = 1, . . . , �, is a vector of length nd. We denote each of
its elements as φi(o

j
x) where x ∈M and j = 1, . . . , d. An eigenvector φi can also

be regarded as a vector of n sections, each of which is a vector of length d that
corresponds to a point x ∈ M on the manifold. To express this notion we use
the notation ϕj

i (x) = φi(o
j
x) (for x ∈ M, i = 1, . . . , �, j = 1, . . . , d). Thus, the

section in φi, which corresponds to x ∈M , is the vector (ϕ1
i (x), . . . , ϕ

d
i (x))

T .
We use the eigenvalues and eigenvectors of G to construct a spectral map

whose definition is similar to the standard (i.e., classic) diffusion map: Φ(ojx) =
(λ1φ1(o

j
x), . . . , λ�φ�(o

j
x))

T . By using this construction, we get nd vectors of length
�. Each x ∈M corresponds to d of these vectors, i.e., Φ(ojx), j = 1, . . . , d.

We use these vectors to construct the tensor Tx ∈ �� ⊗�d for each x ∈ M ,
which is represented by the following �× d matrix:

Tx �

⎛⎝ | |
Φ(o1x) · · · Φ(odx)
| |

⎞⎠ x ∈M . (2.2)

In other words, the coordinates of Tx (i.e., the elements in this matrix) are
[Tx]ij = λiϕ

j
i (x), x ∈ M, i = 1, . . . , �, j = 1, . . . , d. Each tensor Tx represents an

embedding of the patch N(x), x ∈M , into the tensor space �� ⊗�d.
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3 Mathematical Properties

3.1 Spectral Properties

The linear projection operators, which define the tangent similarity matrices by a
LPD super-kernel, express some important properties of the manifold structure,
e.g., curvatures between patches and differences in orientation.While there might
be other ways to construct a super-kernel that expresses these properties, LPD
super-kernels do have an important property, which is given by the following
theorem:

Theorem 1. A LPD super-kernel G is positive semi-definite and its operator
norm satisfies ‖G‖ ≤ 1.

The patch-to-tensor embedding that is achieved by the LPD super-kernel is
defined by the spectral analysis of this super-kernel. Therefore, the spectral
properties of this super-kernel, which are shown in Theorem 1, are crucial for
the patch-based data analysis that utilizes this embedding.

Theorem 1 is in fact a corollary of Theorem 3.1 from [6]. This theorem deals
with general linear-projection super-kernels that are defined by arbitrary scalar
affinities (instead of the diffusion affinities) and the linear-projection tangent sim-
ilarity matrices. The theorem shows that the spectrum of any linear-projection
super-kernel is non-negative and is bound from above by the spectral norm of
the used scalar affinities. In our case, the spectral norm of the used diffusion
affinity kernel is one, and thus we get the result in Theorem 1.

3.2 Embedded Distances

The classical diffusion map provides an embedded space in which the Euclidean
distance between data points is equal to a diffusion distance in the original am-
bient space. This diffusion distance measures the distance between two diffusion
“bumps” a(x, ·) and a(y, ·), each of which is a row in the symmetric diffusion ker-
nel that defines the diffusion map. From a technical point of view, this relation
means that the Euclidean distance between two arbitrary points in the range of
a diffusion map is equal to the Euclidean distances between the corresponding
rows of its symmetric diffusion kernel. The following theorem shows a similar
property of the LPD-based patch-to-tensor embedding:

Theorem 2. Let x, y ∈ M be two points on the manifold and let Tx and Ty
be their embedded tensors (Eq. 2.2), then ‖Tx − Ty‖2F =

∑
z∈M

d∑
j=1

‖(a(x, z)OT
x −

a(y, z)OT
y )o

j
z‖2, where the tensors are treated as matrices (i.e., their coordinate

matrices) when computing the Frobenius distance between them.

Proof. First, we use the definition of the Frobenius norm and the construction

of the embedded tensor space to get ‖Tx−Ty‖2F =
l∑

i=1

d∑
j=1

|λiϕ
j
i (x)−λiϕ

j
i (y)|2 =
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d∑
j=1

‖Φ(ojx)−Φ(ojy)‖2. Next, we combine this result with Lemma 4.1 from [6] to get

d∑
j=1

‖Φ(ojx) − Φ(ojy)‖2 =
d∑

j=1

‖g(ojx, ·) − g(ojy, ·)‖2 =
∑

z∈M

d∑
j=1

d∑
ξ=1

|a(x, z)[Oxz]jξ −

a(y, z)[Oyz]jξ|2 =
∑

z∈M

‖a(x, z)Oxz − a(y, z)Oyz‖2F , and using the definition of

the tangent similarity matrices we get the result in the theorem. ,-

The vectors ojz in Theorem 2 are unit vectors that form an orthonormal basis
of the tangent space Tx(M) at the point z ∈ M . For each point z ∈ M , the
matrix [a(x, z)OT

x − a(y, z)OT
y ] is applied to each of these unit vectors and the

squared lengths of the resulting vectors are summed. These terms can be seen
as extensions of the terms (a(x, z) − a(y, z)) of the original diffusion distance,
which only consider the differences between scalar affinities. Further explanations
about the meaning of the extended diffusion distance can be found in [6].

3.3 Linear-Projection Diffusion Process and Infinitesimal Generator

The diffusion affinity A is a symmetric conjugate of a diffusion operator P .
When these operators are considered for a finite dataset M they become finite
matrices, but they can also be analyzed as continuous operators. The diffu-
sion operator P defines a stochastic diffusion process over the manifold (or the
sampled dataset). A similar interpretation can be stated for the LPD super-
kernel G. When all the points on the manifold are considered (instead of a finite
dataset) the super-kernel matrix becomes an operator. This super-kernel opera-
tor G can be regarded as a symmetric conjugate of a vector-transition operator
Ḡ (i.e., it defines transitions of tangent vectors) whose blocks are defined as
Ḡxy = p(x, y)OT

xOy for every x, y ∈ M. Let ν :M → �
d be a tangent vector

field expressed by the local coordinates of the tangent spaces of the manifoldM,
then Ḡν(x) =

∫
y∈M Ḡxyν(y)dy for every x ∈ M. We call the transition opera-

tor Ḡ the LPD operator, since it defines a stochastic linear-projection diffusion
process of vectors (or vector fields). A detailed description of this process can be
found in [10]. The stochastic steps (or “jumps”) that are performed by the LPD
process are illustrated in Fig. 3.1.

In the scalar case, the infinitesimal generator of the diffusion operator can
be expressed by Laplace operators (specifically, the graph Laplacian and the
Laplace-Beltrami operator on manifolds). Theorem 3 provides a similar ex-
pression for the infinitesimal generator of the LPD operator using the vector-
Laplacian, which extends the Laplacian from scalar functions to vector fields.

Theorem 3. Let G be the LPD operator with the infinitesimal generator L(Ḡ).
Let ν be a tangent vector field expressed by the local coordinates of the tangent
spaces of the manifold M. Then, L(Ḡ)ν(x) = Δ̄(projx ν)(x) for every x ∈ M,
where the operator projx projects a vector field on the tangent space Tx(M), and
Δ̄ is the vector-Laplacian on this tangent space.
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vxx

y′

y
vy

x → y′ ∈ Tx(M)

y = expx(y
′) ∈ M

vy = OT
y Oxvx

Tx(M)

Ty(M)
M

Fig. 3.1. The “jump” of the LPD discrete process. The jump starts with a tangent
vector vx ∈ Tx(M) at x ∈ M. First, a point y′ ∈ Tx(M) is chosen according to the
diffusion transition probabilities. Then, the exponential map is used to translate this
point to a point y ∈ M on the manifold. Finally, the vector vx ∈ Tx(M) is projected
to vy ∈ Ty(M) at y ∈ M.

Theorem 3 is proved by utilizing the relation shown in Theorem 4.2 from [10]
between the original diffusion operator and the LPD operator. The detailed
proof can be found in [10], where this theorem (i.e., Theorem 3) is presented as
Corollary 4.3.

4 Data Analysis Using Patch-to-Tensor Embedding

The LPD and the resulting patch-to-tensor embedding provide a general frame-
work that can be utilized in a wide collection of data analysis tasks such as
clustering, classification, anomaly detection and related manifold learning tasks.
In this section, we demonstrate the application of the PTE method to two data
analysis challenges: 1. Classification of breast tissue impedance measurements.
2. Data clustering that is based on image segmentation. We use Algorithm 1 to
compute and construct the embedding for the analysis.

4.1 Electrical Impedance Breast Tissue Classification

Biological tissues have complex electrical impedance related to the tissue di-
mension, the internal structure and the arrangement of the constituent cells.
Therefore, the electrical impedance can provide useful information based on
heterogeneous tissue structures, physiological states and functions. Recently, an
interesting dataset of breast tissue impedance measurements was published [3].
The dataset consisted of 106 spectra recorded in samples of breast tissue from 64
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Algorithm 1. Patch-to-Tensor Embedding Construction (PTEC)

Input: Data points: x1, ..., xn ∈ Rm and parameters: Patch size ρ and �
Output:
1: For each x ∈ M estimate an orthonormal basis Ox∈Rm×d of its tangent space

based on ρ points uniformly distributed over a small neighborhood of x;
2: Construct the diffusion affinity kernel A;
3: Construct the LPD super-kernel G using the kernel A and the matrices

Ox, x ∈ M ;
4: Construct the spectral map Φ(ojx) for j = 1, . . . , d by utilizing the SVD of the

constructed LPD super-kernel G;
5: Construct a tensor Tx ∈ �� ⊗�d for each x ∈ M using the spectral map Φ.

patients undergoing breast surgery. Each spectrum consisted of twelve impedance
measurements taken at different frequencies ranging from 488 Hz to 1 MHz.
Detailed description of the data collection procedure as well as classification of
the cases and frequencies used are given in [4,7].

We follow the foot steps of [7] in classifying post-processing attributes (see [7]
for detailed explanation of these attributes) into the same tissue categories using
PTE. Initially, the given dataset was normalized to have zero mean and a unit
standard deviation for each attribute. Then, the PTE construction, detailed in
Algorithm 1, was used to construct the LPD super kernel followed by embedding
of the measurements into a tensor space. The ε diffusion meta-parameter was
chosen as the mean Euclidean distance between all the pairs of data points in the
given dataset. The parameters in the PTE construction were � = 5 and ρ = 66.
They were chosen in an exhaustive search to optimize the classification accuracy.

The classification performance is based on a leave-one-out methodology in
which each of the measurements was labeled according to its nearest neighbor
in the embedded tensor space. The Frobenius norm was used as the distance
metric. The classification performance is described in Table 4.1.

The achieved classification performances, which were obtained by PTE with
a single classification stage, are competitive to the ones in [7]. The optimization
of the classifier was done only with respect to two parameters: ρ the number of
points per patch and � the number of eigenvectors from the application of the
SVD procedure.

Table 4.1. Performance summery of the PTE-based classification algorithm

Tissue category Correct detection False detection Miss-detection

Fatty 97.2% 0 2.7%.

Carcinoma 86.36% 13.6% 9.5%

FMG 93.9% 6.1% 6.1%
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4.2 Image Segmentation

Image segmentation clusters pixels into image regions corresponding to indi-
vidual surfaces, objects, or natural parts of objects. It plays a key role in many
computer vision tasks such as object recognition, image compression, image edit-
ing and image retrieval. It has been extensively studied in computer vision and
statistics with a vast number of different algorithms and approaches. The PTE
framework enables to view the image via a LPD super-kernel that reflects the
affinities between pixels and the projection of the related tangent spaces. This
construction translates the given pixel-related features into tensors in the em-
bedded space. The image segmentation into similar sets is achieved by clustering
the tensors in the embedded space.

For our image segmentation examples, we utilized pixel color information and
its spatial (x,y) location multiplied by scaling factor w = 0.1. Hence, given an
RGB image with Ix × Iy pixels, we generated a 5× (Ix · Iy) dataset X .

Algorithm 1 embeds X into a tensor space. The first step in Algorithm 1
constructs local patches. Each generated patch captures the relevant neighbor-
hood and considers both color similarity and spatial similarity. Hence, a patch is
more likely to include attributes related to spatially close pixels. The ε diffusion
meta-parameter in this case equals the mean Euclidean distance between all the
pairs in X . The PTE parameters � and ρ were chosen to generate the most ho-
mogenous segments. The k-means algorithm with “sum of square differences”
was used to cluster the tensors into similar sets.

Figures 4.1 and 4.2 present the segmentation results from the application of
the PTE algorithm, where for each figure, (a) is the original image. All of the
images are of size 60×60. Each figure describes the segmentation result at several

(a) Original im-
age

(b) t = 1 (c) t = 2 (d) t = 3

(e) t = 4 (f) t = 5 (g) t = 6 (h) t = 7

Fig. 4.1. The PTE segmentation results for the image ‘Cubes’ when � = 10 and d = 10.
The results are shown at several diffusion times t.
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(a) Original im-
age

(b) t = 1 (c) t = 2 (d) t = 3

(e) t = 4 (f) t = 5 (g) t = 6 (h) t = 7

Fig. 4.2. The PTE segmentation results for the image ‘Fabric’ when � = 10 and d = 10.
The results are shown at several diffusion times t.

diffusion times t. The impact of the diffusion time on the segmentation quality
is significant in both cases. For example, as can be seen in Fig. 4.2, the first
two images (Fig. 4.2(b) and Fig. 4.2(c)), which correspond to t = 1 and t = 2
respectively, show poor segmentation qualities. As t increases, the segmentation
becomes more homogeneous and the main structures in the original image can
be separated as we see, for example, in 4.2(e) where t = 4. Another interesting
aspect related to the diffusion time parameter t is the smoothing effect it has,
when it increases, on the pairwise distances between data points in the embedded
space. By increasing t, the pairwise distances between similar tensors decrease
while the distances between dissimilar tensors increase. In the segmentation case,
the result will be pixel-label change. For example, Fig. 4.1 presents the ‘Cubes’
image segmentation as a function of t = 1, 2, . . . , 7. The rightmost cube in the
segmented images becomes more homogeneous as t increases.

5 Conclusion

In this paper, we presented an extension of the scalar-affinity kernels that are
used in kernel methods. We used a linear-projection diffusion process to construct
this extension, which we call a super-kernel. We briefly described important the-
oretical properties of the LPD super-kernel and its underlying linear-projection
diffusion process. Future works will present the utilization of this innovative
patch-based approach together with a complete patch-processing data-mining
framework that combines coarse-graining, dictionary-based subsampling, dimen-
sionality reduction and smooth interpolation techniques.

Among other benefits, the patch-processing approach introduced here will en-
able the reduction of wide redundancies in many large-scale datasets. It provides a
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meaningful representation of the essential intelligence from the analyzeddatawith-
out any superfluous information that does not benefit the sought-after patterns and
can thus be regarded as noise from the analysis point of view.
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Abstract. The incorporation of matrix relation, which can encompass
multidimensional similarities between local neighborhoods of points in
the manifold, can improve kernel based data analysis. However, the uti-
lization of multidimensional similarities results in a larger kernel and
hence the computational cost of the corresponding spectral decomposi-
tion increases dramatically. In this paper, we propose dictionary
construction to approximate the kernel in this case and its respected
embedding. The proposed dictionary construction is demonstrated on a
relevant example of a super kernel that is based on the utilization of the
diffusion maps kernel together with linear-projection operators between
tangent spaces of the manifold.

1 Introduction

Recent methods for advanced high dimensional data analysis utilize a manifold
structure on which data-points are assumed to lie, immersed (or submersed) in
an ambient space that is defined by observable parameters. Kernel methods such
as k-PCA and Diffusion Maps (DM) [2] have shown to provide good results in
analyzing such high dimensional data sets. The defined a kernel can be thought
of as an adjacency matrix of a graph whose vertices are the data points in
the dataset. The analysis of the eigenvalues and the corresponding eigenvectors
of this matrix reveals many properties and connections in the graph. These
methods are based on the spectral decomposition of a kernel that was designed
to incorporate a scalar similarity measure between data points. The resulted
embedding of the data-points into an Euclidean space preserves the qualities
represented by the designed kernel. This approach extends the essence of the
classical Multi-Dimensional Scaling (MDS) method [3,5] by considering non-
linear relations, instead of just the linear one in its original Gram matrix.
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Recently, the DM method was extended in several different ways to consider
orientation of local tangent spaces [7,8,6,9]. The relation between two patches
is described by a matrix rather than by a scalar value. The resulting kernel
captures more similarities about the local structure of the underlying manifold
while increasing considerably the kernel size.

Kernel size is a limiting factor in the applicability of spectral decomposition
based data analysis methods and considerable effort has been invested in approx-
imating the spectral decomposition operator for example [4,1] and many more
related variants. The dictionary approach presented in [4] construct a dictionary
and the corresponded scalar kernel plus the necessary extension coefficients for
approximating the full scalar kernel. The number of dictionary members de-
pend on the given dataset, kernel configuration and a designed parameter for
controlling the quality of the full kernel approximation.

In this paper we leverage this dictionary construction approach [4] for approxi-
mating the spectral decomposition of a non-scalar kernel. We describe the result-
ing condition for updating the non-scalar dictionary and a respected bound on
the approximation error. Although the proposed method is applicable for many
such kernels we focus on a linear projection super kernel construction described
in [6]. The super kernel construction aim at analyzing patches of the manifold
instead of analyzing single points on the manifold. Each patch is defined as a
local neighborhood of a point in a dataset sampled from an underlying manifold.
The relation between two patches is described by a matrix which represents both
the affinity between the points at the centers of these patches and the similarity
between their local coordinate systems. The constructed matrices between all
patches are then combined in a block matrix, which is call a super-kernel.

The paper has the following structure: Brief preliminaries are presented in
Section 2. Section 3 formulates the discussed problem. A dictionary construction
is introduced in Section 4. Finally, Section 5 shows experimental results from the
utilization of the dictionary-based analysis for image segmentation.

2 Preliminaries

2.1 Manifold Setup

Let M ⊆ �m be a set of n points sampled from a manifold M that lies in the
ambient space �m. Let d � m be the intrinsic dimension ofM, thus, it has a
d-dimensional tangent space Tx(M), which is a subspace of �m, at every point
x ∈ M . If the manifold is densely sampled, the tangent space Tx(M) can be
approximated by a small enough patch (i.e., neighborhood) N(x) ⊆ M around
x ∈M .

Let o1x, . . . , o
d
x ∈ �m, where oix = (oi1x , . . . , oimx )T , i = 1, . . . , d, form an or-

thonormal basis of Tx(M) and let Ox ∈ �m×d be a matrix whose columns are
these vectors:

Ox �

⎛⎝ | | |
o1x · · · oix · · · odx
| | |

⎞⎠ x ∈M . (2.1)
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We will assume from now on that vectors in Tx(M) are expressed by their d
coordinates according to the presented basis o1x, . . . , o

d
x. For each vector u ∈

Tx(M), the vector ũ = Oxu ∈ �m is the same vector as u represented by m
coordinates, according to the basis of the ambient space. For each vector v ∈ �m

in the ambient space, the vector v′ = OT
x v ∈ Tx(M) is the linear projection of v

on the tangent space Tx(M).

2.2 Diffusion Maps

The original diffusion maps method [2] can be used to analyze the dataset M
by exploring the geometry of the manifold M from which it is sampled. This
method is based on defining an isotropic kernel K ∈ �n×n, whose elements are

defined as k(x, y) � e−
‖x−y‖

ε , x, y ∈ M , where ε is a meta-parameter of the
algorithm. This kernel represents the affinities between points on the manifold.
The kernel can be viewed as a construction of a weighted graph over the dataset
M . The points in M are used as vertices and the weights of the edges are defined
by the kernel K. The degree of each point (i.e., vertex) x ∈ M in this graph
is q(x) �

∑
y∈M

k(x, y). Kernel normalization with this degree produces a n × n

row stochastic transition matrix P whose elements are p(x, y) = k(x, y)/q(x)
for x, y ∈M , which defines a Markov process (i.e., a diffusion process) over the
points in M . A symmetric conjugate P̄ of the transition operator P defines the
diffusion affinities between points as

p̄(x, y) =
k(x, y)√
q(x)q(y)

=
√
q(x)p(x, y)

1√
q(y)

x, y ∈M. (2.2)

The diffusion maps method computes an embedding of data points on the man-
ifold into an Euclidean space whose dimensionality is usually significantly lower
than the original data dimensionality. This embedding is a result of spectral anal-
ysis of the diffusion affinity kernel P̄ . The eigenvalues 1 = σ0 ≥ σ1 ≥ . . . of P̄
and their corresponding eigenvectors φ̄0, φ̄1, . . . are used to construct the desired
map, which embeds each data-point x ∈ M onto the point Φ̄(x) = (σiφ̄i(x))

δ
i=0

for a sufficiently small δ, which is the dimension of the embedded space and
depends on the decay of the spectrum of P̄ .

2.3 Linear-Projection Super-kernel

For x, y ∈ M , let Oxy = OT
xOy ∈ �d×d, where Ox and Oy were defined in

Eq. 2.1. The matrices Ox and Oy represent bases of the tangent spaces Tx(M)
and Ty(M), respectively. Thus, the matrix Oxy represents a linear-projection
between these tangent spaces, and, in some sense, the similarity between them.
We following [6] will refer to it as a tangent similarity matrix.

LetΩ ∈ �n×n be a symmetric and positive semi-definite affinity kernel defined
on M ⊆ �m, i.e., each row or each column in Ω corresponds to a data point
in M , and each element in it, [Ω]xy = ω(x, y), x, y ∈ M , represents an affinity
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between x and y. Also, assume that ω(x, y) ≥ 0 for every x, y ∈M . Notice that
the diffusion affinity kernel is an example of such an affinity kernel. Definition 1
uses the tangent similarity matrices and the affinity kernelΩ to define the Linear-
Projection super-kernel. When the diffusion affinities in P̄ are used, instead of the
general affinities on Ω, this super-kernels is called a Linear-Projection Diffusion
(LPD)super-kernel.

Definition 1 (Linear-Projection Super-kernel). A Linear-Projection (LP)
super-kernel is a matrix G ∈ �nd×nd where in terms of blocks, it is a block
matrix of size n× n and each block in it is a d × d matrix. Each row and each
column of blocks in G corresponds to a point in M , and a single block Gxy

(where x, y ∈ M) represents an affinity or similarity between the patches N(x)
and N(y). Each block Gxy ∈ �d×d of G is defined as Gxy � ω(x, y)Oxy =
a(x, y)OT

xOy , x, y ∈M .

The super-kernel in Definition 1 encompasses both the affinities between points
on the manifoldM and the similarities between their tangent spaces. The latter
are expressed by linear-projection operators to between tangent spaces. Specif-
ically, for two tangent spaces Tx(M), Ty(M) of the manifold at x, y ∈ M , the
operator OT

xOy (i.e., their tangent similarity matrix) expresses a linear projec-
tion from Ty(M) to Tx(M) via the ambient space �m. The obvious extreme
cases are an identity matrix, which indicates on complete similarity and a zero
matrix, which indicates on orthogonality (i.e. complete dissimilarity). This linear
projection operators express some important properties of the manifold struc-
ture, e.g., curvatures between patches and differences in orientation. Further
details on the properties of LP and LPD super-kernels can be found in [6,9].

It is convenient to use the vectors oix and ojy to apply a double-indexing scheme

and use the notation g(oix, o
j
y) � [Gxy]ij that considers each single cell in G as

an element [Gxy]ij in a block Gxy, where x, y ∈ M and i, j ∈ {1, . . . , d}. It is
important to note that g(oix, o

j
y) is only a notation for convenience reasons and

a single element of a block in G does not necessarily have any special meaning.
The block itself, as a whole, holds meaningful similarity information.

Spectral decomposition is used to analyze a super-kernel G, and utilize it
to embed the patches N(x) of the manifold (for x ∈ M) into a tensor space.
Let |λ1| ≥ |λ2| ≥ . . . ≥ |λ�| be the � most significant eigenvalues of G and
let φ1, φ2, . . . , φ� be their corresponding eigenvectors. Each eigenvector φi, i =
1, . . . , � is a vector of length nd. We denote each of its elements as φi(o

j
x) where

x ∈M and j = 1, . . . , d. An eigenvector φi can also be regarded as a vector of n
sections, each of which is a vector of length d that corresponds to a point x ∈M
on the manifold. To express this notion we use the notation ϕj

i (x) = φi(o
j
x). Thus,

the section that corresponds to x ∈M in φi is the vector (ϕ1
i (x), . . . , ϕ

d
i (x))

T .
The eigenvalues and eigenvectors of G are used to construct a spectral map

Φ(ojx) = (λ1φ1(o
j
x), . . . , λ�φ�(o

j
x), which is similar to the standard (i.e., classic)
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diffusion map. This spectral map is then used to construct the embedded tensor
Tx ∈ ��⊗�d for each x ∈M , which is represented by the following �×d matrix:

Tx �

⎛⎝ | |
Φ(o1x) · · · Φ(odx)
| |

⎞⎠ x ∈M . (2.3)

In other words, the coordinates of Tx (i.e., the elements in this matrix) are
[Tx]ij = λμ

i ϕ
j
i (x), i = 1, . . . , �, j = 1, . . . , d. Each tensor Tx represents an embed-

ding of the patch N(x), x ∈M , into the tensor space �� ⊗�d.

3 Problem Formulation

We consider the problem of estimating a tangential vector field where we as-
sume access to a set Zt = {(x1, F (x1)) , ..., (xt, F (xt))} of input pairs xi ∈ M
and corresponding tangent vectors ν (xi) ∈ �d (expressed in local coordinates).
Given a training set Zt−1 of t− 1 input pairs and a new input data-point xt, we
define an optimal predictor to estimate ν(xt) as

ν̂(xt) =

t−1∑
i=1

Gtiwi, (3.1)

where Gti is the block Gxtxi of the LP super-kernel, and the vectors wi are
suitable tangent vectors. Lemma 3.3 from [6] suggests the above predictor can
be defined in terms of the embedded tensors instead of the super-kernel blocks
as

ν̂T (xt) =

t−1∑
i=1

wT
i T T

xi
Txt , (3.2)

A solution to the above prediction/estimation problem can be designed to con-
sider all the given input pairs Zt−1, however the resulting optimization problem
complexity will grow as the dataset size will grow. Let Txj be the embedded
tensor of xj ∈ M . If we can estimate this tensor given a subset of embedded
tensors as

Txj =

t−1∑
i=1

AiT T
xi
, (3.3)

where Ai (i = 1, . . . , t−1) are matrices of suitable sizes and Aj = 0, then forcing
wj = 0 in Eq. 3.2 will not degrade the performance of the estimator, since Txj

can be represented by other embedded tensors. In [4], it is suggested to relax
the requirement in Eq. 3.3 by allowing a controlled approximation error. The
resulting linear dependency test is the Approximate Linear Dependency (ALD)
test. The ALD dictates the construction of the dictionary. The dictionary is ini-
tialized with a single embedded tensor. Given a new embedded tensor candidate
for the dictionary we consider two cases. In the first case the new embedded
tensor is approximately dependent on the existing dictionary. In this case the
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estimator will only consider the new embedded tensor through its approximating
tensors. In the second case the, the new embedded tensor is not well approxi-
mated by the dictionary members. In this case the new embedded tensor is added
to the dictionary and a corresponding matrix will be added to the estimator. In
the following sections we detail several constructions of the dictionary based on
the extension of the ALD principle.

4 Dictionary Construction

4.1 Sparsification Procedure

The prediction/estimation design assumes that we are sequentially given input
pairs. We further assume that a dictionary Dt−1 = {yj}ηt−1

j=1 was formed based

on t − 1 input pairs in Zt−1. By construction, the embedded tensors {Tyj}
ηt−1

j=1

of the points in the dictionary are approximately linearly-independent. Then, a
new input xt /∈ Zt−1 is examined as a candidate to enter the dictionary. The
new candidate is added to the dictionary if the minimizer A = [A1, . . . , Aηt−1 ]
(where Ai ∈ �d×d, i = 1, . . . , ηt−1 and A ∈ �d×dηt−1) satisfies the tensor ALD
condition

δt � min
A
‖

t−1∑
i=1

AT
i T T

xi
− T T

xt
‖2F ≤ μ, (4.1)

where μ is an accuracy parameter same as the one used for the KRLS [4].
Lemma 1 shows that the error term δt can be expressed in terms of the super-
kernel G. According to this lemma, and its proof, the corresponding approxima-
tion in terms of the super-kernel matrix is G ≈ EtGtE

T
t where Et ∈ �td×dηt

is the matrix that aggregate the optimal matrices At for all the relevant input
pairs and Gt is the super kernel the corresponds to the dictionary members.

Lemma 1. Let δt be defined in Eq. 4.1 and Ht be a block matrix with ith subblock
Git, then δt = tr[Gtt −HT

t G
−1
t−1Ht].

Proof. The minimizer in Eq. 4.1 can be found in a closed form by opening the
brackets, thus we get δt = minA{ tr[(

∑t−1
i=1 A

T
i T T

xi
−T T

xt
)(
∑t−1

i=1 A
T
i T T

xi
−Txt)

T ]}.
Further simplification yields δt = minA{tr[(

∑t−1
i=1 A

T
i T T

xi
)(
∑t−1

i=1 TxiAi)
T +

T T
xt
Txt−T T

xt
(
∑t−1

i=1 TxiAi)−(
∑t−1

i=1 A
T
i T T

xi
)Txt ]}. The products of the form T T

xj
Txi

can be replaced with the super-kernel over pairs of embedded tensors. We substi-
tute T T

xj
Txi = Gij ,and get δt = minA tr(ATGt−1A−ATHt−HT

t A+Gtt), where
Gt−1 is the super-kernel after processing t − 1 input pairs, Ht is a matrix size
d× t− 1 with Gi,t as its i-th block and Gtt is the tth subblock on the diagonal
of G with size d×d. Solving the above optimization yields At = G−1

t−1Ht(xt) and
the respected approximation error in the lemma. ,-

Let Ψ = [Tx1 , ..., Txl
] be the l × nd matrix that aggregates all the embedded

tensors. Furthermore, let Ψ̂ = [Ty1 , ..., Tyηt−1
] be the dictionary-related embedded

tensors and let Ψ res = [ψa
1 , . . . , ψ

a
n] be a matrix that contains estimation errors
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of the tensors. Note that each of these errors is bounded by μ. The relation
between the estimated tensors and the actual ones is given by Ψ = EtΨ̂ +
Ψ res. Multiplying the last equation with its transpose yield, G = EtGtE

T
t +

(Ψ res)TΨ res where all the cross terms vanish by the optimality of each At. Let
R = (Ψ res)TΨ res, then from the definition of δt the trace of the j-th block on the
diagonal of R equals δj . Hence, we can bound the l2 norm of R as ‖R‖2 ≤ μn .

4.2 The LP Super Kernel Dictionary Construction

The dictionary can be utilized to estimate a tangential vector field using a re-
cursive algorithm similar to the well known Recursive Least Squares (RLS) used
in [4]. In the supervised learning scheme the predictor Eq. 3.1 is designed to
minimize the l2 distance between the predicted vector-field at time-step t and
the actual given vector field (as part of the training set) as

J(w) =

t∑
i=1

‖ν̂(xi)− ν(xi)‖22 =

t∑
i=1

∥∥∥∥∥∥
t∑

j=1

Gijwj − ν(xi)

∥∥∥∥∥∥
2

2

= ‖Gw − ν‖22, (4.2)

wherew is the predictor weights and ν is a concatenation of all the given training
values of the vector field1. The Least Squares solution to the minimization of
J(w) is given by wo = G†ν, where † is the pseudo inverse operator. In the
case when the number of vector examples is large the complexity of inverting
the LP super kernel tends to be formidable in terms of computational cost and
memory requirements. Furthermore, the length of the predictor weight vectorwo

depends on the number of training samples. Hence, redundant samples, which
generate linearly-dependent rows in the super-kernel, will cause over-fitting of the
predictor. One possible remedy for these problems is to utilize the sparsification
procedure from Section 4.1 in order to design the predictor. The optimizerwo can
be formulated by introducing the dictionary-estimated super-kernel as J(w) =
‖Gw−ν‖22 ≈ ‖EtGtE

T
t w−f‖22. Let α = ET

t w, then the predictor is reformulated
as ν̂(xi) =

∑t
j=1 AjGjiαj , and the corresponding predictor’s l2 error is given

by J(α) = ‖EtGtE
T
t w − f‖ = ‖EtGtα − ν‖, which can be minimized by αo =

(EtGt)
†f = G−1

t (ET
t Et)

−1f . Now the predictor coefficients αo can be computed
using the dictionary-based LP super-kernel Gt and the corresponding extension
matrix Et.

The construction of both Gt and Et is as follows. At each time-step t, the
optimal extension matrix At = G−1

t−1Ht(xt) is used to compute δt and derive two
possible scenarios:

1. δt ≤ ν, hence Txt is ALD on Dt−1 and Et must be updated. The dictionary
set does not need to be updated i.e., Dt = Dt−1 and Gt = Gt−1.

2. δt > ν, hence Txt is not ALD on Dt−1. The vector xt and its corresponding
tangent basis Oxt are added to the dictionary. The minimizer At is trivial
and Gt plus Et must be updated accordingly.

1 We use this slight abuse of notations (namely, using the same notation for the vector
field and the aggregation of its known values) for the sake of simplicity.
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In the first case the dictionary is not changed, however the extension matrix must
be updated to Et = [Et−1, At]. In the second case, the dictionary is updated and
thus the related super-kernel is also updated. The updated super-kernel is given
by

Gt =

[
Gt−1 Ht1

HT
t1 Gtt

]
. (4.3)

Block matrix inversion can be utilized to find (Gt)
−1

:

G−1
t =

[
G−1

t−1 +AtΔ
−1AT

t −AtΔ
−1

−Δ−1AT
t Δ−1

]
, (4.4)

where Δ = Gtt −HT
t G

−1
t−1Ht is computed through the ALD test. Furthermore,

the extension coefficients must describe the extension of the new element in the
dictionary as Et = [Et−1, At]. Given the QR decomposition of the extension
matrix Et = QERE and the dictionary related super kernel Gt the first ηtd
eigenvectors of the full kernel G can be approximated as:

Ut = Q̂EUg, (4.5)

where Q̂E ∈ �dt×dηt is the submatrix os QE and the matrix Ug is the eigenvec-

tors that result from the SVD of the matrix product UgSgV gT = R̂EGtR̂E
T
and

Algorithm 1. Patch-to-Tensor Dictionary Construction and Embedding
Approximation (PTEA)

Input: Data points: x1, ..., xn ∈ Rm and parameters: Patch size ρ, max
approximation tolerance μ and �

1: Initialize: Gt = G11, G
−1
t = G−1

11 , Et = Id and ηt = 1
2: for t = 2 to n do

Compute Ht (xt) = [G1t, ..., Gηtt]
ALD Test:
Compute At = G−1

t−1Ht (xt)

Compute Δ = Gtt −Ht (xt)
T At

Compute δ = Tr (Δ)
if δ < ν

Et = [Et−1, At]
Dt = Dt−1

else (update dictionary)

Et =

[
Et 0
0 Id

]
Dt = Dt−1 ∪ {xi}
Update Gt according to Eq. 4.3
Update G−1

t according to Eq. 4.4
ηt = ηt−1 + 1

3: Compute the Ut and the approximated spectral map Φ(ojx) for j = 1, . . . , d
according Eq. 4.5

4: Construct a Tensor Tx ∈ �� ⊗�d for each x ∈ M given Ut
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R̂E ∈ �dηt×dηt is the respected submatrix of RE . The main computational cost
is the QR decomposition that is estimated to be O

(
d3η2t (t− ηt/3)

)
. The compu-

tational cost is much more smaller compared to the full SVD cost O
(
d3t3

)
. The

dictionary construction followed by patch to tensor embedding approximation
process is described in Algorithm 1.

5 Image Segmentation via Dictionary Based PTE

The PTE [6] provide a general frame work that can be utilized to a wide span of
data analysis tasks such as clustering, classification, abnormality detection and
related manifold learning tasks. In this section we demonstrate the utilization of
PTE to image segmentation based on the proposed dictionary construction.

Image segmentation aims to cluster pixels into image regions corresponding
to individual surfaces, objects, or natural parts of objects. Image segmentation
plays a key rule in many computer vision tasks such as object recognition, image
compression, image editing, or image retrieval.

Under the PTE framework the image is viewed as a LPD super kernel con-
structed to reflect affinities between pixels and the projection of the related
tangent spaces. The PTE construction translate the given pixel related features
into tensors in the embedded space. The image segmentation is achieved through
clustering the tensors in the embedding space into similar groups.

For the image segmentation examples we utilized pixel color information and
its spatial (x,y) location multiplied by scaling factor w = 0.1. Hence, given an
RGB image with Ix× Iy pixels we generated a 5× (Ix · Iy) dataset X .

Algorithm 1 is used to construct an embedding of X in tensor space. The first
step in Algorithm 1 include the construction of local patches. Each generated

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5.1. The PTE segmentation result for image ’Hand’ with l = 10 and d = 10,
(a) original image, (b) is the segmentation with t = 1, (c) is the segmentation with
t = 2, (d) is the segmentation with t = 3, (e) is the segmentation with t = 4, (f) is the
segmentation with t = 5, (g) is the segmentation with t = 6, (h) is the segmentation
with t = 7
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 5.2. The PTE segmentation result for image ’Sport’ with l = 10 and d = 20,
(a) original image, (b) is the segmentation with t = 1, (c) is the segmentation with
t = 2, (d) is the segmentation with t = 3, (e) is the segmentation with t = 4, (f) is the
segmentation with t = 5, (g) is the segmentation with t = 6, (h) is the segmentation
with t = 7

patch captures the relevant neighborhood and considers both color similarity and
spatial similarity. Hence, patch are more likely to include attributes related to
spatially close pixels. It is important to note that the affinity kernel is computed
according to Eq. 2.2 with ε equals the mean Euclidean distance between all
pairs in X . The PTE parameters l and ρ were chosen to generate the most
homogeneous segments. The dictionary approximation tolerance μ was chosen
arbitrary to be small as μ = 0.001. The KMean algorithm with sum of square
difference was used to cluster the tensors into similar groups. The final clustering
result of the embedded tensors as a function of the diffusion time t are presented
in the following figures.

Figures 5.1 - 5.2 present the PTE segmentation results based on the dictionary
construction. For each figure, the first image (a) is the original image. The image
respected size is detailed in Table 5.1. Each figure describe the segmentation
results as a function of the diffusion parameter t. The impact of the diffusion
time on the segmentation was significant for the ’Hand’ image. For example,
as can be seen from Fig. 5.1 the first three images, that corresponds to t =
1 and t = 3 respectively, provide poor segmentation results. As t increases,
the segmentation is more homogenous and the main structures in the original
image can be separated, for example t = 4 in sub image (e). Another interesting
aspect of increasing the diffusion time parameter t is the smoothing effect on the
pairwise distance between points in the embedding space. Increasing the t reduce
the pairwise distance between similar tensors and increase the distance between
dissimilar tensors. In the segmentation case, the result will be pixel label change.

Table 5.1. Comparing the estimated cost of performance of the dictionary, where d
is the estimated intrinsic dimension, SVD Cost - Full G is the computational cost
estimate for a full kernel decomposition, SVD Cost - Approx. G is the computational
cost estimate for the decomposition of the approximated kernel according to Eq. 4.5
and Dict. Size is the number of dictionary members.

Image Size d SVD Cost - Full G SVD Cost - Approx. G Dict. Size

Hand 104x128 2 O
(
266243

)
O (26624 × 16) 2

Sport 40x77 2 O
(
61603

)
O (6160× 16) 2
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The dictionary construction enable the utilization of the PTE for image seg-
mentation. The computational cost was reduced from the SVD decomposition
of the full super kernel into a SVD/QR of the extension coefficients E which can
be efficiently computed.

6 Conclusions

The proposed construction extends the construction in [4]. This is done by effi-
cient dictionary-based construction for the utilization of non-scalar kernels that
measure non-scalar similarities between data points. The utilized dictionary con-
tains patches of the underlying manifold, which are represented by the embedded
tensors from [6], instead of individual data points. Therefore, it encompasses mul-
tidimensional similarities between local areas on the underlying manifold of the
data, and it alleviates the computational costs of spectral analysis of such data.
In future works, the dictionary-related approximation bounds will be tightened
and additional dictionary constructions will be investigated.
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João Gama2, and Myra Spiliopoulou1

1 University of Magdeburg, Germany
{siddiqui,myra}@iti.cs.uni-magdeburg.de

2 LIAAD - INESC TEC and University of Porto, Portugal
jgama@fep.up.pt, mdbo@inescporto.pt

Abstract. When searching for patterns on data streams, we come across
perennial (dynamic) objects that evolve over time. These objects are en-
countered repeatedly and each time with different definition and values.
Examples are (a) companies registered at stock exchange and reporting
their progress at the end of each year, and (b) students whose perfor-
mance is evaluated at the end of each semester. On such data, domain
experts also pose questions on how the individual objects will evolve:
would it be beneficial to invest in a given company, given both the com-
pany’s individual performance thus far and the drift experienced in the
model? Or, how will a given student perform next year, given the per-
formance variations observed thus far? While there is much research on
how models evolve/change over time [Ntoutsi et al., 2011a], little is done
to predict the change of individual objects when the states are not known
a priori. In this work, we propose a framework that learns the clusters
to which the objects belong at each moment, uses them as ad hoc states
in a state-transition graph, and then learns a mixture model of Markov
Chains, which predicts the next most likely state/cluster per object. We
report on our evaluation on synthetic and real datasets.

Keywords: clustering, cluster transition, data streams, evolutionary
data mining, label prediction, perennial objects.

1 Introduction

Stream mining is a mature research field, encompassing algorithms that learn
a model from observed data, and adapt it as the data generating distribution
changes. However, many real-world applications are not solely interested in cap-
turing model change but also in understanding how individual objects evolve.
Consider for example patients with a chronic disease or customers of a company.
The treating physician, or the marketing department, is interested in under-
standing how each individual changes in response to observable measures (e.g.,
medication and marketing actions, respectively) and due to unobservable factors
(health deterioration caused by the disease and changes in the customer’s per-
sonal preferences, respectively). In view of the current economic downturn, the
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ability to accurately predict corporate bankruptcy is also of utmost importance
and one of the steps to avoid it. By analysing the information of the registered
companies, at the end of each accounting period, it is possible to derive distinct
company profiles, and generate probabilistic estimates of their evolution. Thus
allowing to predict the likelihood that they will survive or go bankrupt. We pro-
pose a framework that captures the evolution of objects over time, derives ’ad
hoc’ states (as opposed to the a priori defined states of a Markov model), and
predicts the transitions of objects from one state to another.

Intuitively, the individuals, whose evolution is to be predicted, can be mod-
elled as relational objects: a patient is an entity accommodating personal
information and is linked to further instances - medical tests, diagnoses and
treatments. These instances constitute a stream, while the individuals themselves
are perennial, in the sense that they are permanently stored and (ir)regularly
enriched with stream instances that reference them. Relational stream mining
encompasses methods that learn and adapt a model for such objects [9,10,3].
However, these methods do not predict the next state/cluster of an object.

There are many methods that study how clusters evolve in a concrete ap-
plication, e.g. in the context of community evolution. However, as elaborated
in the extensive literature discussion of [8], works on modelling and monitoring
the phenomenon of cluster evolution are very sparse and essentially point back
to the early framework MONIC [11]. MONIC encompasses a set of ’transitions’
that a cluster may experience (split into many clusters, merge with other clus-
ters, survival and disappearance), a set of measures and a cluster comparison
mechanism using them to assess whether a cluster observed at some timepoint
has survived, disappeared, merged or become split at the next timepoint. The
frameworks MEC [8] and FINGERPRINT [7] build upon MONIC to explain
evolution: they both model the clusters and their transitions as nodes, respec-
tively directed edges, in an evolution graph, which they use to explain how the
underlying population evolves. FINGERPRINT [7] summarizes paths on this
graph to build a more concise representation of evolution. MEC [8] observes the
evolution graph as a state-transition graph and applies Hidden Markov Models
to explain the evolution of the underlying dynamic environment, and has been
used experimentally to explain the evolution of Portuguese economic activity
sectors on the basis of a recent dataset (cf. [8] for details). In this study, we use
the concepts of MONIC [11] and extend MEC [8] by deriving a minimal number
of Markov Chains that can explain the observed evolution graph.

Hidden Markov Models are also used by Laxman et al. in [5], the goal of
which is to predict target event types over a categorical sequence stream of
historical events. Laxman et al. first identify significant frequent episodes of
event sequences in a time window, and then estimate a mixture of Hidden Markov
Models (HMM), each one associated to a distinct episode. The estimated model
is then used to predict future occurrences of a given target event type. However,
they work in the context of supervised learning.We rather aim to identify Markov
Chains that explain the unlabelled data.
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There are also studies concentrating on how individual objects evolve over
time. Gaffney and Smith [2] model the evolution of an object as a trajectory and
cluster together objects that evolve similarly. Krempl et al. [4] extended [2] into
the online algorithm TRACER that discovers and adapts the clusters as new
observations of existing objects arrive and new objects appear. However, these
algorithms concentrate on monitoring objects that evolve similarly, while our
approach, similarly to MEC [8] and FINGERPRINT [7] concentrate on deriving
models that explain the transitions of the clusters themselves.

We propose a framework that incrementally (a) derives and (b) adapts the
states of perennial objects, and (c) predicts a perennial object’s next state,
whereupon the states are clusters that are learned and adapted at each time-
point. We then build a transition graph for the perennials, where a perennial
experiences a ’transition’ whenever it moves from one cluster to another. We
use this transition graph to find the optimal number of Markov Chains that can
predict the next state of each object, given the states learned thus far.

The paper is organized as follows. In the next section we formalize the problem
of predicting the next state of a perennial object, when the states are themselves
learned. Thereafter, we present our framework for learning the states and then
learning a state transition model over them. We then report on our experiments
in a synthetic data set with complex forms of drift and in a real dataset. The
last section concludes our study.

2 Problem Description

Assume a stream of perennial objects that contains an infinite sequence of objects
O = 〈x1, . . . , xj , . . .〉 and a discrete sequence of timepoints 〈t1, . . . , ti, . . .〉. The
objects from O are encountered at regular intervals with a different set of values,
which is consistent with their most recent state. The objects arrive as a stream
of objects X = 〈xt1

1 , xt1
2 , . . . , xti

1 , x
ti
2 , . . .〉 with increasing number of timepoint ti.

For any two occurrences of xti
j and xtk

j of an object xj , x
ti
j �= xtk

j , if ti �= tk.
For multiple instances of xj , the one with the higher t index represents the most
recent instance of xj , i.e., if ti > tk, then xti

j is its most recent instance.
Being perennial, the objects are dynamic. We investigate how these perennial

objects evolve over time. Formally, for a given instance xti
j of an object xj at

timepoint ti, what is the most probable instance x̂
ti+1

j , for xj , at timepoint ti+1?
For the case where xj has d = 1 dimension only, this is a single-value prediction.
When d > 1 though, the prediction task becomes multi-valued and is not trivial
(see left of Figure 1).

We reduce the problem to a single-valued prediction task by utilising the
clustering structure over the data. In right of Figure 1, we show a clustering
model ζ that is learned over the individual instances of the objects for a given
time horizon. Each centroid/cluster in the model represents a possible state
which an object can inhabit. For example, if centroid C3 ∈ ζ is closest to the
instance xi

j of an object xj at ti, then xj is said to be in state cij = C3 at ti.
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Fig. 1. (left) The original problem reduced to (right) a single-value prediction task.
Different transition profiles are represented in different colours. (In the left sub-figure
we mark the timepoint information for object xj only. The rest can be interpreted on
the basis of transitions.)

Therefore our question becomes, for a given object x and its state ci at ti, what
is the most likely state ĉi+1 that x would acquire at ti+1.

Our prediction task is of evolutionary nature and the transition profiles are
defined over in terms of how objects change the cluster membership over time.
This means that a cluster found at some timepoint serves as an ’ad hoc’ learned
state, so that an object moving from one cluster to another experiences a state
transition. In clustering, there can be many different clusters that describe the
objects. In the context of our framework, this means that there can be more than
one type of evolutionary patterns on the objects, depending on the clusters.

Our method builds up on the MEC framework [8]. As discussed in Section 1,
MEC traces evolution through the detection and categorisation of clusters tran-
sitions, such as births, deaths, splits and merges. The clusters are represented
by enumeration (also known as extensional definition of clusters). In this kind
of representation a cluster is defined by its members, i.e., by the observations
that were assigned to it by a given clustering algorithm. It takes as input a set
of clusterings, each one generated at a different timepoint. It performs pairwise
mappings, between clusters obtained at timepoint ti and at timepoint ti+1. The
mapping process explores the concept of conditional probability and is restricted
by a user-defined threshold - the survival threshold τ , where τ ∈ [0.5, 1].

As in MEC, we trace evolution through the detection and categorisation of
cluster transitions. However, we do not use the extensional definition of clusters:
rather, the evolution of the objects results to new clusters, changing the nature of
clusters and the subsequent transitions. We thus observe multiple evolutionary
patterns in the data, not a single one as MEC. Hence, we aim to identify the
optimal number of Markov Chains that explain the observed evolution.
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3 Framework

Our proposed framework for mining and predicting over a stream of perennial
objects consists of two components. First component comprises of a clustering
algorithm that operates over stream with a flattened time horizon1 and finds
clusters over the individual instances of the objects. All clusters that exist within
the given time horizon are discovered by the algorithm. Second component takes
as input the clustering result. It learns a mixture of Markov Chains based on
how objects change their cluster membership over time. Using this mixture of
Markov Chains, we predict what is the next most likely cluster/ state an object
is going to be in. We next describe our approach in detail.

3.1 Clustering Objects with Flattened Time-Horizon

First component of our framework operates over all the instances (including
past instances) of an object and separates them into groups of similar instances,
performing the steps described below.

IDold Timepoint Values IDnew Values

j i tuple(x
t1
1 ) → j ⊕ i tuple(x

t1
j )

j i+ 1 tuple(x
ti+1
1 ) → j ⊕ i + 1 tuple(x

ti+1
j )

. . . . . . . . . → . . . . . .

j k tuple(x
tk
1 ) → j ⊕ k tuple(x

tk
j )

Fig. 2. Flattened out timepoint information

Time Flattening. Before the clustering can be performed, we first flatten out
the timepoint information. This means that multiple instances xti

j , x
ti+1

j , . . . of
an object xj are initially treated as distinct objects: we create their identifiers
by concatenating the timepoint information and the identifier of xj . Timepoints
are not exploited for the individual instances-turned-objects, as we illustrate
in Figure 2. The timepoint information is not discarded, though: we later use
it when we re-construct the original objects and their evolution as sequence of
cluster membership transitions.

Constructing Cluster Transition Sequences. Once the instances of the
objects are flattened out, the instances are fed to a clustering algorithm2. In
Figure 3, we depict the flattened instances and the clusters learned over them. It
is important to note that the clusters span across the whole time horizon. There
might be some clusters that contain instances that belong to only a subset of
timepoints, while others contain instances from the complete set of timepoints.

1 We describe how we flatten the time horizon later in the section.
2 We have experimented with various clustering algorithms and have found EM clus-
tering [1] to work best with the datasets that are available to us. The parameters
for the clustering, i.e., K (#clusters) can be discovered by experimentation.
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Fig. 3. (left) Flattenned instances, (right) Clustering over instances

Before the transition model can be learned, the results are first converted
into sequences. First, the concatenated identifiers are un-winded and the object
and timepoint data are linked to the individual instances. These data are then
used to construct sequences for each individual object. The sequence represents
how the individual instances of an object underwent a change, how the object
changed clusters and evolved over time. For a sequence seqx of object x, the i-th
element of the sequence holds the cluster id for the instance xi at ti. In the left
of the Figure 4 we depict the constructed sequences.

3.2 Learning the Cluster Transition Model for Perennial Objects

From the constructed sequences, the cluster memberships for an object x can
be determined for each timepoint. For two consecutive timepoints ti and ti+1,
the object x is said to make a transition from cluster ci at ti to ci+1 at ti+1.
However, there can be more than one type of transition profile exhibited by the
objects. Before we can learn a Markov Chain, we separate the sequences for the
objects into groups. Each group of sequences serves as a seed and a separate
Markov Chain is learned over it.

In order to separate the sequences into groups we used Levenshtein distance
[6]. Unlike other measures (i.e., Euclidean distance and cosine similarity) the
groups are not prototype-based. First, all the unique sequences are identified
and the benefit() is computed for each sequence whether it can serve as a good
seed or not. The formula for benefit is given in the Equation 1.

benefit(s) =
∑

s′∈seqs

{
distmax − d d < distmax

0 d >= distmax

}
(1)

where, d = distance(s, s′) and seqs are the constructed sequences for the objects.
In order to select the seeds for the mixture model, we use following heuristic.

We sort the sequences on the benefit() value and compute the average benefit
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ID Sequence ID Sequence
B 3211 U 2255
O 3211 X 3211
M 1211 Y 3211
P 3433 Z 4334
Y 4334
G 1423
V 2255

Unique Contributors Benefit
3211 3211:4, 1211:1 9
1211 1211:1, 3211:4 6
4334 4334:2, 3433:1 5
3433 3433:1, 4334:2 4
2255 2255:2 4
1423 1423:1 2

#seeds=3
bavg

2 =3 bavg=6

Fig. 4. (left) Objects reconstructed as sequences of clusters they belong to and (right)
sequence sorted according to the benefit values. The benefit is computed with distmax =
2. Sequences with benefit() >

bavg

2
= 3, serve as potential seeds. Sequences that have

already contributed to a Markov Chain, e.g. 1211, get removed from the potential
seeds.

bavg. We mark all sequences with benefit() >
bavg

2 as potential seeds. Starting
with the first sequence s with the highest benefit, we train a Markov Chain
over all sequences s′ such that distance(s, s′) < distmax. In other words, if a
sequence s′ contributed to the benefit value for s, it is incorporated into the
Markov Chain for seed s. Once a sequence s′ contributes to some Markov Chain
of sequence s, it is unmarked as potential seed and we do not learn a separate
Markov Chain for it. We keep learning the Markov Chain until there are no more
potential seeds left or until we have learned kMC Markov Chains3. The process
of sequence separation is shown in right of Figure 4 for the running example.
At the end of this process, some sequences might have been left, which do not
contribute to any Markov Chain (e.g., seq ”1423”): they are assigned to the
Markov Chain with the highest log-likelihood.

4 Evaluation

We have evaluated our framework on a real and a synthetic datasets described
below. The objective of the evaluation was to learn the transition profiles with
the least number of Markov Chains, while observing least number of examples.

4.1 Data Description

European Companies (EC) Dataset To evaluate our framework in a real world
scenario, we extracted publicly available dataset4, comprising financial and ac-
counting information for a set of European individual companies, for the time
horizon that goes from 2003 to 2007. After a pre-processing stage, which involved
the removal of missing values, duplicates and outliers, we selected only the sub-
set of companies with information reported for all timepoints under analysis.
We obtained a set comprised of 836 distinct companies, each one characterized

3 kMC parameter explicitly sets the number of Markov Chains in the mixture. How-
ever, setting it is not mandatory, it is an optional parameter.

4 http://pages.stern.nyu.edu/~adamodar/New_Home_Page/data.html

http://pages.stern.nyu.edu/~adamodar/New_Home_Page/data.html
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by 7 continuous variables. We considered this dataset appropriate to test our
approach due to two main reasons:

1. Financial and accounting information resulting from companies activity is
dynamic since it is collected at regular timepoints, usually on a yearly basis.

2. One of the basic assumptions in Management is the principle of continuity
that claims that a company’s goal should be to develop its activity contin-
uously and with unlimited duration, avoiding the interruption or cessation
of its activity. Therefore, it is highly likely that over time any profit-driven
organization will go through a series of different stages during its life cycle.

Synthetic Dataset The data generator5 takes as input the number of clusters
and number of transition profiles. It first initialises Gaussian distributions for
each cluster. Transition profiles are defined in terms of how objects jump from
one Gaussian cluster to another. The transitions are represented as a matrix and
are generated in a semi-controlled way: each object adheres to certain transition
profile. T initial cluster for each object is chosen randomly; a transition matrix
is used to determine subsequent clusters. Individual instances for each object are
generated depending on the cluster the object was in at ti.

4.2 Evaluation Settings

Baseline. We compare our strategies for the real dataset against a baseline
algorithm we call MEC+; it is built upon MEC [8]: it uses the graph generated
by MEC and learns a single Markov Chain, which we use to predict the next
state of the perennial objects.

As pointed out in Section 3.1, we have used various clustering algorithms: K-
Means, EM with Gaussian Mixtures and DBSCAN6. To find out the number of
clustersK, we tried silhouette coefficient at distinct timepoints. For the complete
flattened-out data, the separation was low. Hence, not only was it difficult to find
an appropriate value of K, but the quality of K-Means and DBSCAN was also
affected. Since our objective is not to build a ”crisp clustering” but to discover
regions in which objects move, and since EM can find overlapping clusters (which
we verified through experimentation as well), we chose it as the base clustering
algorithm and vary K according to values of silhouette at individual timepoints.

To compute the performance of the learned models, we initially used two
measures: predictive accuracy and perplexity. Accuracy tell us whether the pre-
dicted states match the actual states. Thus, models yielding higher accuracies
are assumed to have better performance. However, accuracy does not take into
account neither the indeterministic nature of the system nor the probabilistic
nature of the outcome of a model. To incorporate this information in our eval-
uation we consider perplexity, which is a widely used measure to evaluate the
generalization performance of a probabilistic model. Intuitively, we can under-
stand perplexity as the degree of surprise of a trained model to unseen data.

5 http://omen.cs.uni-magdeburg.de/itikmd/software/index.html
6 For DBSCAN we mostly get a big cluster and the remaining is noise

http://omen.cs.uni-magdeburg.de/itikmd/software/index.html
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Fig. 5. Bipartite graphs for the European individual companies data, corresponding to
time span [2003, 2007]. (Left) Setting the number of clusters to kt = 3, ∀t∈[2003,2007] .
(Right) Setting the number of clusters to kt = 7, ∀t∈[2003,2007] .

Therefore, better probabilistic models tend to offer smaller perplexities on test
data. When Markov Chains are used for prediction, perplexity measures how well
the model fits the underlying unknown process distribution being represented by
independent test samples. We use the following formula to compute perplexity:

Perplexity(M) = b−
1
N

∑N
i=1 logbP (xi|M) (2)

where xi is a test example drawn from the test sample x1, x2, ..., xN , with size N ,
b is the base of the logarithm, given by the number of states in the distribution,
and P (xi|M) is the probability of the most likely outcome for a test example xi

(i = 1, ..., N), provided by the probabilistic model M .

4.3 Experimental Results

Setting the K is an unsolved problem in general. For the concrete scenario,
we experiment with different values of K and study how homogeneity increases
with the number of clusters. First we show the clustering results over EC dataset
along with the transitions (see Figure 5). For a low value of K = 3, the clusters
discovered are abstract. For most objects there were not a lot of inter cluster
transitions. It is apparent that for such a case, the baseline can approximate the
transitions well by using only one Markov Chain. While for K = 7, algorithm
discovered clusters at a higher resolution. The algorithm was able to discover
local transitions which otherwise were obscured at K = 3. Because of this we
would expect our algorithm to show better performance than baseline at higher
values of K. For lower values the performance is expected to be competitive.
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Fig. 6. (left) Accuracy and (right) Perplexity plots for the EC dataset. The mixture
model learned for years 2003-2006 with varying sample size for training. The mixture
model was used for predicting the clusters for test data for the year 2006. The dotted
line represents the baseline MEC for which kMC = 1.

In Figure 6 we show the performance for the first set of experiments. The lines
depict the different strategies with different parameters, namely the number of
clusters K = 3, 4, 7 found in the initial clustering (cf. Section 3.1). The strategies
were allowed to determine the parameter kMC . Each strategy was compared
against MEC+, which was learned at the maximum sample of 600, i.e., number
of training examples provided. Varying the sample size has very little effect on the
strategies in this set. We see that for each value of K, the baseline (kMC = 1)
shows better performance than strategies with more than one Markov Chain.
This indicates that a single Markov Chain suffices to explain the data.

In Figure 7 we show the results for K = 3, 4, 7 clusters. The model was trained
for a period from 2003-2006 and the predictions were done for 2007. We see that
the performance of strategies with a smaller K is better and their baselines also
show better performances. This is partially expected, as there are less cluster

Fig. 7. (left) Accuracy and (right) Perplexity plots for the EC dataset. The mixture
model learned for years 2003-2006 with varying sample size for training. The model
was used for predicting the clusters for test data for the year 2007, i.e., future.
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Fig. 8. (left) Accuracy and (right) Perplexity plots for synthetic dataset. The measures
are plotted against the number of Markov Chains used in the mixture.

candidates for a transition, so the probability for each one is higher. For K = 7,
baseline is inferior to the strategy that use more than one Markov Chain, i.e.,
kMC > 1. This is consistent with the earlier discussion, where clustering with
K = 7 showed complex transitions.

In Figure 8 we show the results on a synthetic dataset with 4 transition profiles
and 300 objects. In this set of experiments our strategies used different sample
sizes for training. In this experiment, our baseline is not explicitly visible: it
can be found at kMC = 1. For low kMC , the mixture model was unable to
approximate the different transition profiles; for kMC = 1 we record the worst
performance. As kMC increases, the accuracy of the prediction improves until the
right value for kMC is reached. The strategy with the smallest sample size shows
the worst performance, since the small fraction of the data makes it difficult to
find the appropriate seeds for learning the Markov Chains. In contrast, if right
number of transition profiles is not known in advance, sample sizes hardly have
any effect on the performance.

5 Conclusion

In the paper we have presented a framework for predicting the evolution of
perennial objects. We have used clustering over the timestamped data to derive
states of the objects, then performed cluster matching and derived transitions
as migrations from one cluster to another. On this basis, we developed methods
that identify different types of transition profiles and learn a mixture of Markov
Chains to predict transitions, whereby the objective is to identify the optimal
number of MCs needed to describe the transitions. We have presented the first
results from the framework on one real and one synthetic dataset. In the exper-
iments, we have found that the number of clusters K influences the number of
MCs needed. So, we intend to investigate methods for fixing K by monitoring
abrupt changes in cluster homogeneity, and also to use clustering methods that
do not require a fixed number of clusters as input.
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In this study, we have concentrated on learning ad hoc states with clustering.
A future step is the extension of the framework for the supervised case. In
particular, we are interested in tackling the issue of label change: the label of
a perennial object can change [10], similarly to any other variable. Predicting
label change would involve a more elaborate definition of state, and replacing
Markov Chains with Hidden Markov Models.
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Abstract. Leukaemia is a life threatening form of cancer, which causes an un-
controllable increase in the production of malformed white blood cells, termed 
blasts, inhibiting the body’s ability to fight infection. Given the variety of leu-
kaemia types and the disease’s nature, prompt diagnosis is essential for the 
choice of appropriate, timely patient treatment. Currently, however, the diag-
nostic process is time consuming and laborious. To target this issue we propose 
a methodology based on an existing system, for automated blast detection and 
diagnosis from a set of blood smear images, utilising a mixture of image 
processing, cellular automata, heuristic search and classification techniques. 
Our system builds upon this work, by employing General Purpose Graphical 
Processing Unit programming, to shorten execution times. Additionally, we uti-
lise an enhanced ellipse-fitting algorithm for blast cell detection, yielding more 
information from captured cells. We show that the methodology is efficient, 
producing highly accurate classification results.  

Keywords: General Purpose GPU Programming, Image Processing, Leukae-
mia, Evolutionary Programming, Classification. 

1 Introduction 

Acute Myeloid Leukaemia (AML) is a disease of as yet unknown cause, characterised 
by elevated production of abnormal cells, termed blasts, by the bone marrow. The 
official World Health Organisation classification system recognises eight distinct 
AML types, known as M0 to M7 [1, 2]. Importantly, the early diagnosis of the correct 
type of AML is essential for appropriate treatment [3]. In common medical practice 
this is achieved through manual microscopic inspection of blood smear images by 
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trained haematologists and requires identification and calculation of the number of 
blast cells present in a sample [4]. Given that the diagnostic process is laborious and 
time consuming, lasting up to 5 days, the development of methods for automatic di-
agnosis, to aid the clinician, will be highly beneficial.  

Naturally, digital image processing for this purpose has drawn considerable atten-
tion. In brief, image processing is performed using transformations, taking an image 
as input, and returning a new image or data describing characteristics of the input 
image [5]. A variety of methodologies have been proposed, which aim to segment and 
classify white blood cells present in blood smear images, although none are used spe-
cifically for segmenting blast cells. In [6] the authors discuss the application of a 
number of image processing techniques, including Contrast Stretching and Edge De-
tection, in order to segment the nucleus of the white blood cells. They utilise features 
extracted from the nucleus to classify the dataset via a Neural Network. This approach 
is inappropriate for our purposes, since features of both the cell nucleus and the cell 
membrane are required for classification of AML subtypes. Elsewhere, a method for 
segmentation of white blood cells, using Feature Space Clustering is presented; the 
method employs Scale-Space Filtering and Watershed Clustering in order to locate 
several features in the white blood cells [7]. The use of Gradient Flow Vector Snakes 
to detect the boundaries of white blood cell nucleus has also been examined [8]. Both 
of the aforementioned methods may produce good results whenever white blood cells 
are well defined and separated from other features in the image, but their efficiency 
diminishes substantially in cases of overlapping cells.  

In another publication, the authors use a simple form of thresholding to segment 
the white blood cells, and employ Principle Component Analysis for feature extrac-
tion and classification [9], while in [10] Watershed Transformation and Snakes to 
detect the cell nuclei is discussed. Borovicka, proposes a method for automatic circle 
detection using the Hough Transform [11], however, since leukaemia cells are not 
perfectly circular this method may not yield the desired results. In [12] a method for 
ellipse fitting of arbitrary shapes using a linear least squares method is discussed. 
Again this approach seems impractical for detecting blast cells due to noise within the 
image. Consequentially, the application of digital image processing, with the ultimate 
purpose of achieving automatic diagnosis of leukaemia, to aid morphologists in their 
task, remains an issue that is open to investigation.  

In this paper we present an empirical study investigating the potential gains of em-
ploying General Purpose GPU programming within a system designed to locate blast 
cells within blood smear samples and classify them according to AML subtypes. The 
project is based on previous work by Ismail and Swift, proposing the employment of 
image processing, cellular automata, and heuristic search techniques for blast cell 
classification [13, 14]. In addition to speeding up the processing time, we propose an 
ellipse fitting algorithm that better captures blast cells present in the images, increas-
ing classification accuracy. 

The rest of the paper is organised as follows; Section 2 presents an overview of the 
methodological approach, including some detailed discussion of the distinct steps and 
the specifics of the algorithm. Section 3 presents the obtained results, while section 4 
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concludes the manuscript with some general comments and plausible directions for 
future work.   

2 Materials and Methods 

2.1 Dataset Description 

The dataset used throughout this project consists of 322 images of blood smear sam-
ples from different patients, suffering from four distinct subtypes of AML, including 
M1, M2 M3 and M5 types. The images were supplied by Hospital University Science 
Malaysia (USM), Kota Bahru, Lelantan. Figure 2 shows a characteristic example of 
such an image. 

2.2 Methodology 

As aforementioned, we implement general purpose GPU programming to boost the 
speed of the proposed image processing approach. Graphical Processing Units 
(GPUs) constitute a type of co-processor designed for high performance rendering of 
2D and 3D graphics. GPUs are a form of what’s known as ‘many-core’ processors 
where each GPU may have hundreds of processing cores as opposed to CPUs, which 
typically have up to 4 cores. Over the last decade the processing power of GPUs has 
increased at unprecedented levels with the latest GPUs capable of processing speeds 
of up to 1 teraflop (TFLOP), dwarfing the processing power of modern CPUs by 
about 10 to 1. The main bottle-neck with GPU programming is the process of trans-
ferring data to and from the host memory to the GPU memory. In this paper this prob-
lem has been dealt with by copying all of the images over to the GPU card all at once. 

 
 

 
 

 

Fig. 1. System Workflow 

The application presented here was developed using Microsoft Visual Studio 2010, in 
Microsoft Visual C++. The CUDA C source code was developed using NVidia’s Parallel 
NSight plugin for Visual Studio, which provides code colouring, IntelliSence and code 
compilation using NVidia’s nvcc compiler. Parallel NSight is also supplied with a mem-
ory profiling tool to allow for visual profiling of memory and processing loads through-
out the execution of a piece of software running on the GPU. The application uses a 
number of third party Libraries and Application Programming Interfaces (APIs), which 

Greyscale Conversion Otsu filtering  

Cellular Automata (blast cell localisation) 

Evolutionary Programming  
(ellipse optimisation) 

Feature extraction-RGB data Classification  

Load Image Radii filtering  

Seed generation 
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are summarised on table 1. The CPU used for the test was an Intel iQ7 processor which 
has 4 cores, the CPU software was written in sequentially executing native C++ and did 
not use multithreading of any sort. Figure 1 provides a brief summary of the workflow 
followed in the proposed system. A more detailed discussion of each step is presented in 
the following sections. 

 
Table 1. Utilised third party Libraries 

The Standard Template 
Library (STL) 

Consists of containers, iterators, and algorithms designed to aid 
development in the C++ programming language [15] 

LibTIFF Provides support for the reading and writing of the Tag Image 
File Format (TIFF) image format [16] 

NVidia CUDA Runtime 
Library 

C++ API which provides a set of wrapper functions to expose the 
NVidia CUDA Driver API as familiar C++ template functions 
with overloading, references, and default arguments [17] 

Thrust C++ parallel algorithms template library which is designed to 
resemble the C++ STL. Uses the GPU and multicore CPUs to 
perform algorithms in parallel, and integrates seamlessly with 
CUDA applications, aiding productivity [18] 

CURAND Random number generation library. Used in the blast cell detec-
tion software within the heuristic search component [19] 

Windows GDI+ C/C++ based API used for simple 2D graphics and formatted 
text. GDI+ is part of the Microsoft Win32 API. GDI+ is used 
within the blast cell detection software to annotate the resultant 
images [20]. 

2.2.1   Otsu 
In our analytical approach, a grey scale filter is first applied to an image and the re-
sulting image processed with Otsu’s method of Image Thresholding [21], a nonpara-
metric, unsupervised method of automatic threshold selection for image segmentation. 
Consequentially, the greyscale image is discretised, converted into a binary (black and 
white) image, where the sum of the pixels in each class is at a minimum. In the binary 
image pixels are often described as being part of the “foreground” or “background” 
depending on which class they belong to. Following that, blast cells are detected by 
the radii filtering step (Figure 1). 

2.2.2   Cellular Automata 
A Cellular Automata (CA) method is applied to the image produced by the Otsu filter 
in order to find the centres, and radii of candidate blast cells, and then segment the 
image into a series of images corresponding to individual blast cells. A CA can be 
visualised as a grid of cells, each one having a finite number of possible states, two in 
the simplest case (e.g. “true” and “false”). The CA operates by iteratively scanning 
through the grid and changing the state of each cell depending on the state of a 
“neighbourhood” of cells and a predefined set of rules. A single instance of the grid is 
known as a generation [22]. In the implementation discussed here, at the initial stage 



 Use of General Pu

 

or first generation, foregro
while background pixels “
where pixels with any “dea
all pixels “die”, while the g
on a separate “survival” m
process is similar to image 
Given that white blood cell
of 6-8  and 7-21  resp
by the CA are likely to resid

Next, a set of bounding
achieved by first scanning 
can thus define a set of hor
fied height. Next the vertic
tangles in each band that en
shrunk so that their dimens
imate centre and radii of th
algorithm to find the ellipse
duced seeds, corresponding
Importantly, a CA is natur
point/pixel can be computed

Fig. 2. Blood smear image sho
(A) and the subsequent applica

2.2.3   Evolutionary Progr
Ismail and Swift implemen
of near-optimal approxima
work discussed here builds 
produce ellipses which bett
blast cells. In particular, we
a type of heuristic search i
works with a population 
adapting parameters, and a
The EP was chosen as a me

A 

urpose GPU Programming to Enhance the Classification 

ound pixels are considered “alive”, holding a value of
dead”, with a value of 0. Our CA follows a simple ru
ad” neighbours, are killed off. The process continues u
generation at which this occurs is recorded for each pi

matrix of the same dimensions as the original image. T
dilation, apart from recording pixel transition generatio

ls are larger on average then red blood cells with diame
pectively, it is assumed that the last pixels to be killed 
de at the centre of white blood cells present on the slide
g rectangles that encapsulate the cells is defined. Thi
each horizontal line to check whether it contains data. 

rizontal bands containing data, each of which have a spe
al lines of each band are scanned, resulting in a set of r
ncapsulate the islands of data. These rectangles can then
sions describe the extremities of each island. The appr
he blast cells are then used as seeds in a heuristic sea
e best approximating the blast cell. An example of the p
g to blast cells, before optimisation is shown in Figure 
rally a parallel algorithm. In theory the survival of e
d in parallel.  

owing seeds produced via image processing and cellular autom
ation of heuristic search (B) 

ramming 
nt a selection of heuristic search methods to produce circ
ation to the position and radii of blast cells [13, 14]. T

upon this research by using a different search algorithm
ter approximate the position, dimensions and orientation
e developed an Evolutionary Programming (EP) Algorith
in the Evolutionary Algorithm family [23]. The algorit
of candidate solutions, a mutation operator using s

a tournament selection to achieve a near optimal soluti
eans of optimising the blast cell geometric approximati

B

373 

f 1, 
ule, 

until 
xel, 
The 
ons. 

eters 
off 

. 
s is 
We 
eci-
rec-
n be 
rox-
arch 
pro-
2A. 

each 

mata 

cles 
The 

m to 
n of 
hm, 
thm 
self-
ion. 
ions 



374 S. Skrobanski et al. 

 

over a GA due to its lack 
parallel implementation. Th
then evaluated in parallel. 

More precisely, the EP s
of a number of genes. Each
gene values. All individua
competing for survival into
vidual is compared to a nu
depending on the number o
highest scores are selected 
process is repeated for a set
fitness is selected as the so
the EP as a mutation opera
ning of the EP process as a 

An individual can be de
mentation, there are 5 para
nates, the major and minor5  where  is the 
the CA. An individual als
each of which is the standa
(equation (1)).  

,  is a Gaussian rand
being used to create new p
are themselves subject to m

Where √  and 

per individual, while 0,
 

Fig. 3. Ellipse, with

of a crossover mechanism conferring it better suited 
hat is, each individual in the population can be mutated 

starts with a population of  individuals, each compris
h individual is used to produce an offspring, with muta
als are then evaluated with respect to a fitness functi
o the next generation in a stochastic tournament. Each in
umber of randomly chosen opponents and assigned po
of opponents with lower fitness. The  individuals with 
for the next generation, through tournament selection. T
t number of generations and the individual with the high
olution. Self-Adapting Parameters (SAPs) can be used
ator. SAPs allow for more diverse mutations at the beg
means of escaping local optima [24].  

enoted as set of  parameters , , , . In our imp
ameters needed to describe each ellipse, the centre coo
r radii and the ellipse’s angle (Figure 3). Consequentia
number of ellipses (or blasts) in an image, determined

o has a set of  self-adaptive parameters , , ,
ard deviation used when creating a new mutated offspr

~ ,  

dom variable with mean  and standard deviation . A
parameters for the offspring, the self-adapting parame

mutation, using the equation (2). , ,  

√ . It should also be noted that 0,   is sampled o

 is resampled for each parameter. 

 

h r1 major, r2 minor axis and angle Θ, at x,y coordinates  

for 
and 

sing 
ated 
ion, 
ndi-

oints 
the 

The 
hest 

d by 
gin-

ple-
rdi-

ally, 
d by 

  
ring 

(1) 

After 
eters 

(2) 

once 



 Use of General Purpose GPU Programming to Enhance the Classification 375 

 

As aforementioned, the objective is to produce ellipses which cover as much of the 
blast cell as possible, with as little of the background or red blood cells encompassed 
as possible, maximising fitness. To calculate the fitness of each ellipse it is set against 
the data produced by the Otsu filter, the number of foreground and background pixels 
contained within the ellipse is counted and the fitness value calculated according to 
equation (3). 

+  (3) 

Here  is the number of white (alive) pixels and  the number of black (dead) pixels 
within each ellipse, while  is a sensitivity parameter. The overall fitness is then esti-
mated based on the fitness of all ellipses in an image. Figure 2B shows the input im-
age complete with optimised ellipses. 

2.2.4   Classification 
Once we have the set of optimal ellipses for each blast cell in a given image we ex-
tract information from the RGB data within these ellipses. The data consists of 
attributes for each colour channel, including the Minimum Value, Maximum Value, 
Median, Mean and Standard Deviation, while the leukaemia subtype is also recorded. 
These attributes are used for image classification, with a number of relevant algo-
rithms, implemented in WEKA [25]. This stage was not implemented in parallel.   

In order to investigate the effectiveness of the system, the software was used to 
batch process all images in the dataset. The system was tested in both a CPU and 
GPU configuration, using the same execution parameters and results were compared. 
In total 2544 ellipses were extracted from the 322 images. Overall, performance was 
compared based on the time taken to complete the batch processing using each 
workflow. Measurements of execution time of each step of the workflow for each 
image were also recorded to provide an insight as to where the greatest performance 
increases took place. Furthermore, to investigate any difference in quality, the 
resultant annotated images were visually compared to detect any obvious differences. 
The resultant ellipse image data was used to train a set of classifiers, and the observed 
classification accuracies used as a metric to compare the quality of the input data. 

2.2.5   Computational Complexity 
Otsu’s method complexity is O(M+L2) [26], where L is the number of greyscales and 
M = Xmax × Ymax, for an image of size Xmax by Ymax. Regarding the CA, given that the 
time complexity of running the CA one iteration is O(Xmax Ymax), i.e. processing each 
pixel at each iteration, the final time complexity is O(Xmax Ymax) = O(MK), where K = 
Xmax + Ymax [27]. Naturally, the complexity of the Heuristic Search depends on the 
ellipse fitness function, hence, the number of ellipses being fitted and the number of 
pixels in each circle. Therefore, its complexity is O(IM), where M is the maximum 
possible number of ellipses and I the number of fitness calls. Thus, the overall com-
plexity of the methodology is equal to O(Otsu) + O(CA) + O(Heuristic Search) and 
therefore equal to O(M+ L2) + O(MK) + O(IM) = O(M(K+I)+ L2). 
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Table 4. Classification Accuracies for all four types of AML 

 CPU (100) GPU (100) GPU (1578) 
Naïve Bayes 47.75% 58.06% 57.72% 
Multilayer-Perceptron 88.69% 86.32% 87.92% 
Decision Tree 84.69% 83.14% 82.94% 
Random Tree 72.09% 72.09% 74.01% 
K-Star 81.54% 80.03% 79.28% 

 
As table 4 shows, accuracies exhibited by different methods show substantial var-

iation, when all four types of AML are considered. The best set of results is produced 
by the Multilayer-Perceptron, using 10-fold cross validation. 

Table 5. Classification Accuracies for the M3/other approach 

 CPU (100) GPU (100) GPU (1578) 
Naïve Bayes 84.96% 89.86% 78.78% 
Multilayer-Perceptron 97.84% 97.80% 98.38% 
Decision Tree 96.61% 96.03% 95.83% 
Random Tree 90.58% 90.88% 94.17% 
K-Star 95.53% 95.40% 95.66% 

 
As table 5 shows, a much higher accuracy is observed when images are classified 

into either M3 or other AML types. Similarly to the results on table 4, the best classi-
fication accuracy, equal to 98.38%, is achieved by the Multilayer-Perceptron, using 
10-fold cross validation. This is a significant improvement over the classification 
accuracy of 93.81% reported by Ismail and Swift [14]. Interestingly, accuracies vary 
slightly between the CPU and GPU implementations, which might be due to small 
variations in the resultant ellipses in the CPU and GPU workflows. In a few occasions 
results varied substantially between separate executions. For example, when blast 
cells are located amongst a large cluster of red blood cells, the algorithm may occa-
sionally converge to encapsulate the cluster instead of just the blast cell. 

4 Conclusions 

In this paper we presented an empirical investigation into the potential performance 
increase achieved by employing General Purpose GPU programming within a system 
to detect blast cells from blood smear samples. In [13, 14] it was shown that with the 
intelligent utilisation of image processing, cellular automata, heuristic search and 
machine learning methods, it is possible to automatically detect and classify blast 
cells of a particular type of leukaemia with very high levels of accuracy. The study 
presented in this manuscript builds on these findings, employing General Purpose 
GPU programming in conjunction with an enhanced ellipse fitting technique for blast 
cell detection. The proposed methodology is more practical and efficient, exhibiting 
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greater levels of accuracy. The results provide a proof of concept, suggesting that 
clinical software may have significant applications in this field of medicine, to facili-
tate clinical decision making.  

There are a number of plausible directions for future research left to be explored, 
that may lead to enhancements of the proposed methodological approach. These in-
clude, but are by no means limited to, the following; improving the accuracy of the 
results yielded by the system, by employing techniques such as Multi-Level Image 
Thresholding, to segment white blood cells from both red blood cells and the image 
background. Image clustering techniques can also be employed to avoid processing 
ellipses wrongly encompassing red blood cells. Utilising more of the GPU processing 
power by processing multiple ellipses in parallel may shorten processing times even 
further. In addition, implementation of classification algorithms using GPU program-
ming can be used to fully automate the system and contribute further to processing 
times reduction. Importantly, the use of feature selection from the RGB data, within 
the blast cell ellipses, to improve classification accuracies, holds potential. Naturally, 
analysis of a larger selection of sample images, corresponding to a greater variety of 
leukaemia types, to build a larger classification model, will be beneficial. 
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Abstract. In this paper, we argue that a home-use autonomous mobile
robot is a platform for a new kind of Intelligent Data Analysis (IDA).
Recent advancement of hardware and software for robotics have enabled
us to construct a small yet powerful, autonomous mobile robot from
components in low cost. Such a robot is able to perform machine learning
and data mining in the real world for a long period, which opens a new
avenue for IDA. This paper improves and studies one of our monitoring
robots in detail to reveal promising directions and challenges inherent in
the new kind of IDA.

1 Introduction

The rapid progress of hardware and software for robotics have enabled us to
construct a small yet powerful, autonomous mobile robot from components in
low cost. For instance, powerful MPUs such as PandaBoard with a CPU of clock
speed 1GHz and 1GB RAM, can be purchased with several hundred USD. Two
pairs of Li-Fe batteries, which cost only 132 USD but exhibits 6.6V and 4.6Ah,
allows for instance one of our robots function for 120 min with charging time
30 min. OpenCV (http://code.opencv.org/), an open-source library for com-
puter vision, provides a robot and its developer a powerful vision capability and
a fast software development environment, respectively. Various kinds of software
for SLAM (Simultaneous Localization and Mapping) [1, 2] are available for free
of charge on the Web, allowing a robot to navigate and explore in an unknown
environment. We define a home-use autonomous mobile robot as an autonomous
mobile robot which costs approximately 100K JPY, i.e., 1100 USD, with its size
approximately 20cm × 20cm × 20cm.

We argue that such a home-use autonomous mobile robot is a platform for
a new kind of Intelligent Data Analysis (IDA) due to three reasons. First, it is
able to perform an IDA with its powerful sensors such as high resolution cameras
and its powerful MPU. PandaBoard may be safely considered as powerful as a
PC of a decade ago, when data mining and machine learning programs were
executed smoothly on a PC for huge data. Secondly, such a robot is a typical
example of physical computing, i.e., it is a computing entity which functions in
the real world, which brings various problems and possibilities not considered in

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 381–391, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Our robot platforms: from left to right, the spy robot, the large robot, and the
monitoring robot

the standard IDA. Thirdly, such a robot is able to function for a long period,
say several months or even a few years, with an appropriate measure such as self
charging, which brings new aspects in the current IDA.

Our team has developed several dozens of such autonomous mobile robots in
recent years and has been working on various applications [3–7]. To establish
the new kind of IDA, we need to clarify promising directions and challenging
issues in it. We review our endeavors for home-use autonomous mobile robots,
especially the human monitoring application, for the purpose.

The rest of this paper is structured as follows. We explain our mobile robot
platform used in this study and our past attempts in Section 2. Section 3 intro-
duces an improved version of our solution for the human monitoring application.
We evaluate the effectiveness of our improved approach and clarify the promising
directions and the challenging issues in the new kind of IDA in Section 4.

2 Home-Use Autonomous Mobile Robots

2.1 Our Platforms

A home-use autonomous mobile robot may be constructed either from
components as we did, or a commercial kit such as LEGO Mindstorm
(http://mindstorms.lego.com/en-us/). Another option would be to use a
commercial product such as iRobot Roomba (http://www.irobot.com/). The
last option is unpromising due to the lack of convenient commercial product for
our purpose. Such a robot either violates our cost requirement or necessitates
a hard labor for conversion as they do not satisfy most of our demands. The
second option is unpromising either due to similar reasons. On the contrary the
first option, which we have adopted, is quite common in robotics.

In about 2 years we constructed 3 kinds of home-use autonomous mobile
robots as shown in Fig. 1. They are 7 large robots [5], 10 spy robots [3, 6, 7], and
5 monitoring robots [4]. The large robot costs about 110,000 JPY with its size
22.5cm × 32.0cm × 22.5cm. It is equipped with 3 infrared sensors and 2 high
resolution cameras. Its main MPU is BeagleBoard (600MHz clock speed and
128MB RAM) and a 4GB SD card is used for storage. The spy robot also costs

http://mindstorms.lego.com/en-us/
http://www.irobot.com/
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about 110,000 JPY but with its size 22cm × 18cm × 18cm. It is equipped with
8 infrared sensors and 2 high resolution cameras. Its main MPU is PandaBoard
and a 16GB or 32GB SD card is used for storage. The monitoring robot costs
about 95,000 JPY with its size 20.0cm × 20.0cm × 17.5cm. It is equipped with
1 infrared sensor and 2 high resolution cameras. The two cameras form a stereo
vision system and can be moved from downward to upward with a servo motor.
Its main MPU is again PandaBoard and a 16GB or 32GB SD card is used for
storage.

We explain the monitoring robot [4] in detail. The mounted stereo cameras
are used to generate a disparity image for detecting a human and navigating in
the office. Most of the computation for an image and motion processing runs
on MPU PandaBoard while two motors and I/O sensors except the cameras are
controlled with a microprocessor Arduino. PandaBoard runs Linux OS Ubuntu
installed in the SD card. Arduino has a clock speed of 16MHz with 8KB SRAM
memory and runs a program written in C language installed in on-board 256KB
flash memory.

Input sensors are the two cameras for taking a disparity image, the infrared
sensor for measuring a distance, and six touch sensors for detecting a collision.
The two cameras are Sanwa Supply CMS-V24SETSV and are attached on an
aluminum plate with a distance of 10cm from each other. The cameras are con-
nected to PandaBoard, images from the cameras are loaded by a software library
V4l2, and the lightness and the focus is controlled by libwebcam library. A dis-
parity image is generated from two images of the stereo cameras by a block
matching algorithm of OpenCV. The infrared sensor is Sharp GP2Y0A21YK.
Arduino converts an input voltage from the sensor into a distance and thus the
sensor is able to detect an obstacle placed in a distance from 5cm to 50cm. The
touch sensor is Omron A2A switch, and four and two of them are placed behind
the front bumper and behind the two cameras, respectively. When a touch sensor
detects a collision, Arduino stops the motors in less than 1msec.

Actuators are two motors, one servomotor, one LED unit, and one loud-
speaker. The driving unit consists of Daisen Electronic Industrial RA250100-
58Y91 as a motor, Tamiya 70105 as a motorsport tire, and Toshiba TA7291P
as a motor controller. By communicating with Arduino, PandaBoard controls
the velocity in 20 steps with the maximum speed 20cm/sec. The servomotor
controlled by Arduino is used to adjust the perpendicular angle, i.e., the pitch
angle, of the camera from 0 degree, i.e., the horizontal direction, to 90 degrees,
i.e., the perpendicular direction toward the sky, with 1-degree step. The LED
unit is Avago Technologies LED ASMT-MT00-00001, which is able to emit light
in either red, blue, green, yellow, purple, orange, or white. The loudspeaker is
Sanwa Supply MM-SPIP2.

The batteries, two pairs of two LiFePO4 A123s connected in series, exhibit
4.6Ah - 6.6V and allow our robot to function for at least 2 hours. A DC-DC
converter, TDK-Lambda CC6-0505SF-E, transforms the voltage of the batteries
to 5V specified by Arduino and PandaBoard. Two battery chargers, HIPERION
EOS0606i, allow us to fully charge the batteries in about half hour.
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laboratory workshop

Fig. 2. The person and the robot (taken from [4])

2.2 Human Monitoring Task

We have tackled, with the platforms in the previous section, several tasks in-
cluding human detection [7], human detection and avoidance [5], novel object
detection [6], human pursuit [3], and human monitoring in an office [4]. For in-
stance, we equipped the spy robot a human detection method using Histograms
of Oriented Gradients (HOG) [8] and Support Vector Machines (SVM) [9] in
[7]. The method uses two kinds of SVM classifiers based on an estimation of
the distance to the human and exhibited an F value of 0.93 in the experiments.
Another instance is the large robot which not only detects humans but avoids
them in an office [5] . The robot is equipped with an SVM classifier trained on
a PC from subimages taken by the camera mounted toward the ceiling.

Among the tasks, human monitoring [4] seems most promising because it
would allow as to develop monitoring robots for aged people at home, which
would be a promising consumer electronics product in a rapidly aging country
such as Japan. In [4], the monitoring robot tackles a state prediction problem at
two different places in our office, one at the side of the desk of the person and
the other at the side of another desk in a workshop. The robot moves between
the two monitoring places, which are located 10.6m apart. The office is subject
to different lightning conditions.

As shown in Fig. 2, the robot predicts the person continuously, mostly for
more than 60 min and at most for 100 min. The states to be predicted are
related with the productivity of the person. In [4], we defined the state as either
stressed, relaxed, usual, or absent as shown in Fig. 3.

2.3 Related Work

There are various works for activity recognition using a fixed camera.Cutler [10]
tackled a recognition problem of human activity from airborne video, which is
a challenging problem due to image noise, poor contrast and motion blur. To
recognize the activity, they defined an approach to encode it as a finite state
machine.

Fiore [11] presented a system which tracks pedestrians across a scene of in-
terest and recognizes a set of human activities. The also developed a framework
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stressed relaxed usual absent

Fig. 3. The 4 states

for the placement of multiple cameras to observe a scene. Moreover, an active
dual camera system for task recognition at multiple resolutions was developed.
All of these systems were tested under real-world conditions, and were shown to
produce usable results.

Zouba [12] described an approach to recognize a set of interesting activities
of daily living for elderly at home. They proposed 3D key postures to recognize
a set of human activities, which is environment-independent. Using 3D key pos-
tures, their system modeled video events from video sequences. They applied the
video event recognition algorithm to video sequences with 4800 frames, and the
primitive states were well recognized by video cameras in different rooms.

Ayers [13] described a system to recognize human activities, such as entering
a room and opening a cabinet, from video sequences. They modeled human
activities by a state machine with states and transitions. In addition, their system
generated a textual description of them and a set of key frames from video
sequences. They recognized human activities in several video sequences.

Most previous works in the area of monitoring activities often use fixed cam-
eras. Few researchers used a small robot probably because it is difficult to mon-
itor a human from a low position.

3 Our Human Monitoring Method

3.1 Overview

We briefly explain our method for the human monitoring [4] and propose several
improvements. Unlike [4], we restrict ourselves to the prediction problem of the
four states of the person and do not tackle the navigation problem between the
two monitoring points.

The postures and the positions of the human vary and so do the monitoring
points of the robot. Thus the robot should estimate the region of the human
for each of the image it takes. SVM is one of the most successful classifiers for
prediction problems from images, as SVM is quite robust against overfitting in
classification with a large number of features and most of the image classification
is free from class noise. Our method detects the probable region of the human
as an adjusting window then applies SVM classifiers to the window.

We will give a detailed explanation on the adjusting window Whuman in the
next section and focus on the classification process. Whuman is converted to a
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(a) (b)

Fig. 4. Adjusting window detection. (a) The original image I and the detected window
Whuman. (b) detection window Wv and Wh in the binary image Ib.

gray-scaled image and then a feature vector x which consists of the brightnesses
of individual pixels [4]. HOG is a robust method against the change of illumina-
tion, thereby it allows us to cope with a wide variety of human shapes mainly at
various environments. The combination of HOG and SVM is known as the most
successful approach for human detection [7]. Thus in this paper we use HOG
features in x.

As we stated we tackle a four-class classification whereas SVM solves a binary
classification. We adopted a heuristic method in [4] while in this paper we adopt
one-against-one approach among the standard methods such as one-against-all
[14, 15]. The one-against-one approach regards the k-class problem as a collection
of binary classification problems: k(k − 1)/2 SVM classifiers for each pair of
classes are constructed and then the class is determined in a manner of knockout
tournaments.

3.2 Inferring the Region of the Human

Extracting the adjusting window is a non-trivial problem due to the presence
of various kinds of noise and the change of illumination. We employ a disparity
image generated from the stereo cameras for robustness: we detect the human
by assuming that he or she is located within a predefined range of distances. To
generate the disparity image, we adopted the block matching algorithm in [4]. In
this paper, we use the semi-global block matching (SGBM) algorithm [16], which
is more precise and almost as fast as the standard block matching algorithm.

We previously estimated the adjusting window based on the horizontal center
of the pixels within the region [4]. Here we improve it by also using the vertical
center and skin color detection if possible. Our method extracts the window
Whuman of size whuman × hhuman including the human from the image I of size
worig× horig as shown in Fig. 4 (a). First, it generates a disparity image Id from
the image I of stereo cameras by SGBM of OpenCV and converts the disparity
image Id to a binary image Ib of which pixel has white color if it is located within
the predefined range of a distance. A block of white pixels in Ib is discarded as
noise if the number of white pixels is under tb. An image Ib is shown in Fig. 4
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(b). Next, a vertical detection window Wv of size wv×horig traverses the binary
image Ib in the horizontal direction and looks up the position xv that contains
the maximum number of white pixels in Wv. After finding xv, to find the head of
human in Wv, a horizontal detection window Wh of size wv×hh traverses Wv at
the position xv in the vertical direction and a position yh is decided if the number
of white pixels in Wh exceeds a threshold th for the first time. Moreover, to refine
the position of human in Whuman, xv is modified with a skin color detection to
locate the head of human on the center of the upper part of Whuman. A range
of HSV color space (0 ≤ H ≤ 50 and 0.23 ≤ S ≤ 0.68) is often used to a skin
color detection [17]. However, since in the preliminary experiments the noise
and illumination affected our images in the skin color detection, we expanded
the range to H ≤ 330 ∨H ≤ 50 and 0.1 ≤ S ≤ 0.68. Assuming that the face is
located in the upper half of Whuman ∩Wv, a skin color detection window Wskin

of size ws × hs is set to the window with the largest number of skin color pixels
provided that the number is no smaller than a threshold ts. In this case, xv is
modified to be the center of Wskin along the horizontal detection. Finally, with
xv and yh, we obtain the position (xhuman, yhuman) as (xv +

wv−whuman

2 , yh).

4 Experiments

4.1 First Series

We tested the state prediction on a PC by monitoring the third author in two
different places. The distance between the robot and the person was about 1.4m
and the cameras of the robot were headed 16 degrees up from the horizontal
line. The robot took full-color stereo images at intervals of one second for nearly
8 hours, and the number of images is 28,148. We classified each of 334 images
of them to one of the states, which are either stressed, relaxed, usual or absent.
The corresponding numbers of examples for the four classes are 132, 51, 108,
and 43, respectively. In [4] we used 280 examples and the monitored person
assigned the states to images. A size of the image is 320 × 240 pixels and the
method described in Section 3.2 determines a location of 150 × 150 window in
the original image for the prediction. For parameters of the method, wv, hh, tb,
ws, hs and ts were set to 50, 20, 768, 30, 30 and 360, respectively.

We applied SVM and HOG to the dataset of 150 × 150 window. We used
SVM-Light [18] with its default setting with and without the polynomial kernel
function. Parameters of HOG are a cell size, a block size, and the number of
gradient orientations and we performed several combinations of the parameters.
For comparison, we also tested a straightforward method with gray-scaled dis-
parity image, which defines one pixel as one attribute of the feature vector. We
used 10-fold cross validation with the experiments on PC.

Table 1 shows the results of the experiments. We see that HOG for the cell
size of 10 gives the best result, i.e., 91.9%. For the state prediction of usual,
stressed and absent, we achieved high accuracy predictions. On the other hand,
the accuracies for relaxed are much lower than those for other classes for all
approaches. We consider that the number of examples of relaxed is smaller than
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Table 1. Results of the accuracy for the state prediction. For HOG(x, y), x is a cell
size, y is a block size and the number of gradient orientations is 9. kd represents the
use of polynomial kernel of degree d.

State
Usual Relaxed Stressed Absent Total

HOG (10,3) 96.2 76.5 91.7 97.7 91.9
HOG (10,5) 95.5 78.4 91.7 97.7 91.9
HOG (10,5)k2 96.2 76.5 91.7 95.3 91.6
HOG (10,5)k3 95.5 78.4 92.6 93.0 91.6
HOG (10,5)k4 94.7 78.4 90.7 93.0 90.7
HOG (10,5)k5 93.9 70.6 91.7 86.0 88.6
HOG (10,5)k6 93.2 54.9 93.5 81.4 85.9
HOG (15,3) 94.7 76.5 87.0 97.7 89.8
HOG (15,5) 93.2 70.6 88.0 97.7 88.6
Gray-Scaled 94.7 41.2 75.9 93.0 80.2

others and it is a difficult problem to discriminate relaxed from usual even for
a human. The total accuracies of the cell size of 10 is 91.9%. Comparing the
block size of 3 and 5 for them, the numbers of attributes of the feature vector
are 13689 and 27225, respectively. Since a lightweight processing is suited for
a small mobile robot, the combination of the cell size of 10 and the block size
of 3 is proper for our robot. By investigating misclassified examples, we found
that illumination from a ceiling light affected the detection of disparity images
and the gradients. Therefore, to improve the accuracy, we consider that a more
robust image processing against illumination is required.

4.2 Second Series

We collected new data in which the second author is monitored and we re-
port preliminary results in this section. The additional images were collected in
spring, a few months later than those in the previous section. The numbers of
examples are 97, 93, 78, 49, and 317 for usual, relaxed, stressed, absent, and
total, respectively.

Table 2 shows the results of the experiments. The method in the previous
section gave the first two results, which are poor. Fig. 5 shows three difficult
cases, which are over-illumination and blur, out of sight, and illumination mis-
recognized as a part of the head. These examples show the challenging aspects
of long-term monitoring in the real world.

Further inspection revealed that the parallax information at the bottom of
the person is more inaccurate in the new data than in the old data. Thus we
adjusted the horizontal length of Wv by reducing it 20 %. This adjustment,
though insufficient, improved the performance as shown in the bottom two lines
in Table 2. We found that further features such as the positions of hands should
be considered. The new data is more difficult than the old data.
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Table 2. Preliminary results of the accuracy for the state prediction for the new data,
where -a represents the adjustment for the new person

State
Usual Relaxed Stressed Absent Total

HOG (10,3) 73.2 62.4 57.7 85.7 68.1
Gray-Scaled 63.9 48.9 21.8 89.8 53.0
HOG (10,3)-a 80.4 69.9 66.7 95.9 76.3
Gray-Scaled-a 67.0 51.6 29.5 91.8 57.1

Fig. 5. Problematic cases in the new data: from the left to the right, over-illumination
+ blur, out of sight, and illumination mis-recognized as a part of the head

5 Directions and Challenges for the New IDA

The experiments in Section 4 demonstrated the difficulty in observing and pre-
dicting online and in real time in the real world. The difficulty increases substan-
tially if we require learning, discovering, and acting, which would be the most
obvious direction and challenge in the new IDA.

The experiments also taught us the importance of robustness and the world
modeling to successfully accomplish a set of given tasks for a long period under
different conditions. Coping with noise becomes much more difficult but is just
the beginning of the whole problems. Not only the method but also the goal
should be modified, which indicates a similarity to the KDD (Knowledge Dis-
covery in Databases) process [19]. As an autonomous robot, a very challenging
aspect would be to automate the process, which corresponds to adaptation at
the strategic level to the dynamic environment.

For our application, using Kinect (http://www.xbox.com/en-US/kinect)
[20] would facilitate the task, as it estimates the human postures and provides
relatively accurate depth images as shown in Fig. 6. To researchers of structural
data mining, the figure gives an idea of mining patterns from spatio-temporal
trees. New powerful sensors make current problems easier but at the same time
open the doors to more significant and challenging ones in IDA.

Special attention must be payed to the limited resource such as the batteries of
a robot, which adds a new research topic to the conventional IDA. Using multiple
robots that communicate each other link the new IDA with multi-agent research.
Note also that such a group of robots may be regarded as a generalization of
the sensor network research [21], as a robot acts unlike a typical sensor, which

http://www.xbox.com/en-US/kinect
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Fig. 6. Examples of information obtained with Kinect

closes our argument that a home-use autonomous mobile robot is a platform for
a new kind of IDA.
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Abstract. We introduce data musicalization as a novel approach to
aid analysis and understanding of sleep measurement data. Data musi-
calization is the process of automatically composing novel music, with
given data used to guide the process. We present Sleep Musicalization,
a methodology that reads a signal from state-of-the-art mattress sensor,
uses highly non-trivial data analysis methods to measure sleep from the
signal, and then composes music from the measurements. As a result,
Sleep Musicalization produces music that reflects the user’s sleep dur-
ing a night and complements visualizations of sleep measurements. The
ultimate goal is to help users improve their sleep and well-being. For
practical use and later evaluation of the methodology, we have built a
public web service at http://sleepmusicalization.net for users of the
sleep sensors.

1 Introduction

Understanding data is a central goal of statistics and data mining. Numerical or
textual representations can convey very exact results of data analysis, but they
are not always the most convenient form for the consumer of the results. Different
charts, and data visualization in more general, have proven to be a powerful way
of illustrating general properties, distributions, trends and patterns in data, even
if details may be missed. But how to represent data analysis results so that they
give the user a deeper feeling of the data, perhaps even an emotional one?

In this paper, we consider sleep analysis as a data analysis problem, and
propose a novel data analytical approach for it: data musicalization. We define
data musicalization as the process of automatically composing music from given
data, with the goal of perceptualizing it. Figuratively speaking, the data is used
to inspire a composition algorithm that produces a novel piece of music. This
is in contrast to classical data sonification where data is just mapped to sounds
with little if any intention to generate music, and typically with no control at
all over the musicality of the result.

Measuring and tracking one’s sleep over extended periods of time can help
improve sleep and well-being. Sleep analysis methods were previously developed
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for clinical use to help patients with sleep disorders. State-of-the-art sensor tech-
nology now allows unobtrusive sleep analysis at home, with two implications for
data analysis. First, deriving high-level sleep data, e.g., sleep stages from the
physiological sensor data is a complex data analysis task. Second, the users are
ordinary people who want to get a more analytical feeling or their sleep, not sleep
doctors specialized in reading hypnograms (charts of sleep stages) and actigrams
(charts of movements).

The main contribution of this paper is to propose data musicalization as a tool
to aid data analysis and understanding. The proposed methodology, called Sleep
Musicalization, consists of non-trivial data analysis methods for sleep analysis
on one hand, and of automatic composition of music from the sleep analysis
results on the other hand. For instrumentation, we use a modern, commercially
available mattress sensor1 that can be used to detect sleep stages as well as
respiration, heart rate and movements. We have described these sleep analysis
methods in detail elsewhere [1,2] and in this paper we just give a brief overview
of them.

Based on the sleep information, a piece of music is automatically composed.
The goal is that the music reflects the structure of sleep during the night and
gives the user a feeling of her sleep. We give stochastic composition algorithms
to produce the harmony, melodies, and rhythm of music, based on musicological
principles. Their novelty is not as much in the quality of the music per se as in
making the composition reflect the given attributes of sleep.

We have set up a web service, http://sleepmusicalization.net, that sup-
ports end-to-end sleep analysis and musicalization. This service also allows us
to test the approach with real end users. Some example compositions shared by
the users of the service are publicly available.

This paper is structured as follows. We start by reviewing background and
related work in Section 2. The methods we use for both sleep data analysis and
automatic composition are described in Section 3. We discuss the methods and
initial results in Section 4. Section 5 contains concluding remarks. An appendix
contains informal definitions of some musical terms.

2 Background and Related Work

2.1 Sleep Measurement

The aim of medical sleep measurement is to divide sleep into sleep stages and di-
agnose various sleep disorders. The standard method for measuring sleep stages
for medical purposes is polysomnography, which involves attaching biopotential
electrodes to the head. Based on the measured signals, sleep can be divided
into five sleep stages: wakefulness, REM (rapid eye movement) sleep and three
categories of non-REM sleep: N1, N2 and N3 [3]. Stages N1 and N2 are called
light sleep and N3 deep sleep. The classification into sleep stages, also known
as scoring, is normally done manually by a trained sleep technician. Additional
1 http://www.beddit.com

http://sleepmusicalization.net
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respiration sensors are typically used for diagnosing sleep-related breathing dis-
orders. Polysomnography costs hundreds of euros per measurement night and is
not commonly available.

The other widely used medical sleep measurement method is actigraphy, where
the patient wears a wrist accelerometer typically for one week, 24 hours a day.
Actigraphy measurement is convenient for the patient, but has limited diag-
nostic capability. It can assist in determining sleep patterns in healthy adult
populations and diagnosing circadian sleep-wake disorders [4].

There also are non-medical sleep measurement products for self-help use. Zeo
Sleep Manager measures electroencephalography (EEG) as well as actigraphy
with a wireless sensor on the forehead, and classifies sleep into wakefulness,
REM sleep, light sleep and deep sleep. The device has been on the market for
several years and has validated accuracy [5]. Fitbit, BodyMedia FIT, Jawbone
UP, SleepTracker, LARK and WakeMate are wrist actigraphy devices for sleep-
wake classification. Classifying sleep periods into REM, light and deep varieties is
not performed, because the wrist measurement provides insufficient information.

The sensor that we use for sleep measurement, Beddit, differs from other self-
help devices in that the measurement is fully unobtrusive: the data is acquired
with a thin force sensor placed under the mattress. Other devices require wearing
a sensor in the wrist or on the forehead, which may deteriorate sleep quality.

With most of the self-help devices, sleep information is presented visually to
the user in a smartphone interface and a web service. We are not aware of other
attempts to produce music from sleep data.

2.2 Music Generation from Physiological Signals

Sonification, i.e., the use of sounds to convey information is a wide area of
research [6]. We here focus on methods that sonify physiological signals (such as
the ones used to measure sleep).

Research on generating music from physiological measurements mostly deals
with EEG and electrocardiography (ECG). The first device to generate music
from physiological measurements was the “encephalophone”, from the 1940s [7].
It generates audio from measured brain waves for both medical and musical
purposes. Various artists have since made similar instruments. For example,
Krzysztof Penderecki’s Polymorphia (1963) was based on encephalographic pitch
notation derived from EEG data.

The first commercial biomusic production environment, BioMuse, was intro-
duced in late 1980s [8]. Notable contemporary performances include, to name
a few: underwater-EEG-ECG DECONcert [9], Multimodal Brain Orchestra [10]
as well as Baroque Duet for Cello, Violin, 2 Hearts (ECG) and 2 Minds (EEG)
by Barrass and Whitmer, performed at the Sound and Music Computing Con-
ference in 2010.
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2.3 Automatic Composition of Music

Algorithmic composition of music is a much older phenomenon than comput-
ers, and many kinds of formal processes have been proposed to generate music.
Already around year 1026, Guido d’Arezzo introduced a technique for gener-
ating melodies to accompany a text [11]. One of the most famous examples
of automatic composition is Mozart’s Musikalisches Würfelspiel, a dice game for
generating waltzes. Prior to computers, some mechanical composition machinery
also existed [12].

The first computer composition, The Illiac Suite for String Quartet, was gen-
erated by a program by Hiller and Isaacson in 1956. Current state-of-the-art
includes David Cope’s program called Emily Howell who composes complex
music in her own style [13].

Mapping data to sounds or music is an old idea, too. Several attempts have
been made in biology. For instance, Protein music was obtained by translating
coding sequences into sound [14]. A contemporary example with CDs on sale
is Your DNA Song2, a service for turning DNA into music by mapping the 22
amino acids to 22 different notes and then playing out the result with 3000
nucleotides per minute. These systems sonify data essentially by translating it
to sound. In contrast, we are interested in having music composed automatically,
with the data given just for guidance. This way several musical characteristics
are under the control of the composition algorithm, not just the data.

Music can be composed using many different approaches and their combi-
nations. Typical examples include cellular automata, fractals, grammars, con-
straints, pattern matching, and many different stochastic processes, like Markov
chains and different uses of distributions. A review of these approaches is out-
side the scope of this paper, but see, e.g, [12] for an overview. We use relatively
simple Markov chains and random walks, and the novelty is in making the music
reflect sleep.

Approaches to automated composition can also be classified by their inter-
activity with the user. Some systems generate accompaniments for the user’s
music, or generate short parts of melody [12]. Some systems also accept feed-
back from the user [12]. One of the better known examples of this is the band in
a box software that generates accompaniments with the chosen chords in a style
the user prefers. Other systems, like the one to be described in this paper, do
the whole composition process autonomically.

3 Methods

We next present the Sleep Musicalization methodology in three parts. First, we
describe the data analysis methods we use for sleep measurement. Since these
methods have been reported elsewhere, we here just give an overview of them.
Second, we present the composition algorithm that produces music from sleep

2 http://www.yourdnasong.com/

http://www.yourdnasong.com/
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measurements. Third, we describe the implementation of Sleep Musicalization
as a web service.

The Python source codes of the musicalization3 and web service4 components
are available for download.

3.1 Sleep Measurement

Sensor Data Collection The raw signal is acquired using a thin, flexible piezo-
electric force sensor by Beddit, measuring 70 by 4 cm, placed under the mattress
topper or mattress. The signal from the sensor is sampled at 140 Hz. An excerpt
of the measured signal is shown in Figure 1.

0 2 4 6 8 10 12

Fig. 1. A 12-second signal excerpt from the Beddit sensor. Respiration is the cyclic low-
frequency waveform with 4-second period. The heartbeats occur around every second.

A tailor-made miniature Linux computer receives the signal, performs analog-
to-digital conversion, and sends the signal to a web service for analysis. Around
300 kilobytes of compressed data is sent per a measured hour of sleep. In addition
to the force signal, information related to the sleeping environment is measured
every minute: temperature, noise level and brightness.

Data Analysis for Physiological Parameters. The force signal contains heart-
beats as well as respiratory and movement activity. In Figure 1, the overall
trend corresponds to respiration cycles, while heartbeats can be detected from
the finer-grained fluctuations of the force signal. Sleep analysis greatly depends
on heart rate variability, and this can be obtained from the signal in the form of
inter-beat intervals. The measurement of heart rate from a force signal is called
ballistocardiography, and it is an established technique [15]. We have shown else-
where that heartbeat intervals can be detected accurately from our current sensor
data [2]. The low-frequency phenomenon of the force signal is also analyzed [1],
in order to detect the length of each respiration cycle and variations in them.
This information is also needed in the sleep analysis.

Sleeper movements are detected by analyzing individual abrupt changes in
the force signal. The resolution of movement detection is set at three seconds,
i.e., a movement is recorded to occur at most every three seconds.
3 https://github.com/Tulilaulu/Sleep-musicalization
4 https://github.com/beddit/sleep-musicalization-web

https://github.com/Tulilaulu/Sleep-musicalization
https://github.com/beddit/sleep-musicalization-web
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Data Analysis for Sleep Stages Now, based on heart rate and respiration vari-
ability as well as movement information, the time spent in bed is segmented into
periods of wakefulness, REM sleep, light sleep and deep sleep.

The classifier is based on a generative model of heart rate, respiration and
movement features given sleep stage. Transitions between sleep stages are de-
scribed with Markov models. On a high level, the generative model works as
follows. The levels of heart rate and respiratory variation are highest during
wakefulness and REM, slightly lower in light sleep, and lowest in deep sleep.
Wakefulness has a high level of movement activity, REM and light sleep stages
permit some movements, while in deep sleep the level of activity is very low.

A full validation of the classifier is in progress; the details of the classifier and
its validation will be published elsewhere.

The result of sleep analysis thus consists of the structure of the sleep (hypno-
gram: segments of different sleep stages) as well as information about the heart-
rate and movements of the sleeper during the night. Figure 2 is a screenshot from
the Beddit service illustrating what the analysis results look like when visualized.

Fig. 2. The key sleep information for one night

3.2 Automatic Composition of Music

In Sleep Musicalization, a novel piece of music is automatically composed from
the sleep measurements of one night at a time. We currently use the following
information: sleep stages, heart rate, and movements. The composition method
has been designed to make these aspects clearly audible in the music, as will be
described below. The piece is roughly compressed to ratio 1:120, i.e., one second
of music corresponds to two minutes of sleep or, in other words, eight hours of
sleep results in a song of about 4 minutes.

Preparations. Before the actual composition starts, sleep stages that are very
short are removed to give more stability to the music.
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A scale5 is chosen at random by picking the starting point of the scale and its
type, a major scale or a harmonic minor scale, the most common Western scales
of music. The default is major, however pieces in minor can be generated if the
user so wishes.

The method next randomly decides if the bars will have 3 or 4 beats. The
length of a bar is significant musically; the method also processes music one bar
at a time and associates one chord with each bar.

Generation of a Chord Sequence. The sequence of chords is first generated with
a Markov chain. It is hand-coded to have meaningful transition probabilities
between chords. (Note that the Markov chains used to generate chords or other
musical aspects below have nothing to do with the Markov models of sleep stages
used in sleep analysis.)

For simplicity, the Markov model has maximum degree 2, i.e., it only takes
into account two previous chords when generating the next one. Not all pairs
of two last chords have a transition distribution assigned to them and in those
cases the next chord is chosen using only the previous chord. At the moment we
only use chords that consist of exactly three notes that are in the chosen scale.
(In music in general, chords are often used that are not native to the key. We
only use 7 elementary chords per piece to cut back on complexity.)

The probabilities of the chords have in general been chosen to reflect their
frequencies and dominance in music using the given key. Exceptions to this rule
are transition probabilities in the Markov chain that make sure that chords that
need to be resolved will be resolved (i.e., from the dissonant seventh chord of the
key, it is best to move to the first chord). Once the sequence of chords has been
generated for the piece of music, the method moves on to compose a melody.

Melody Generation. Intervals can be classified into steps and skips. Major and
minor seconds and unison are steps. Skips, in turn, are any larger intervals of
up to an octave up or down. This division to steps and skips is useful because
small intervals appear more commonly in music than big ones.

The intervals that form the melody are generated using another Markov chain.
The Markov chains are constructed so that the total probability of steps is
roughly equal to the total probability of skips. Additionally, the probabilities of
transitions between some specific intervals have been set. If the last interval was
a skip upward, the next is either a step or a skip downward and if it was a skip
downward, it is followed by a skip upward or a step. If the resulting note is not
in the scale or is in bad dissonance with the current chord it is rejected, and the
Markov chain is used to generate a new interval instead.

In order to have some internal coherence in the music, the melody generation
procedure uses musical themes. Different sleep stages have a different theme
each, so they will have more clear identities in the music. (As a special case,
the state of being absent from bed generates silence.) As the very first step of
melody generation, a theme of two bars is generated for each sleep stage for later
use.
5 See Appendix for a glossary of some musical terms.
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The actual melody is composed for one sleep stage segment at a time. The
melody for a segment starts with the theme of the sleep stage, after which the
rest of the segment is filled with the melody generation method.

Generation of Rhythm. Note lengths are generated with a Markov chain of de-
gree 1, but the degree will be increased later to get better results. The values
are chosen so that they favour multiples of the same length as it is common for
especially shorter note lengths to appear in groups. They also favour rhythmic
patterns that match the beats. For instance, if the last note is 1.5 beats long,
the next one is likely to be 0.5. However, if the remaining length of the segment
at hand is less than 2.5 beats, then the note will last until the end of the seg-
ment. This avoids the practical problem of going over the segment length, but
it is also a good way to give the last note of the segment a bigger probability of
being longer. The rhythm also slightly varies with respiration. Higher respiration
rate make short rhythms sligthly more likely and slower respiration rate longer
rhythms a bit more likely.

Generation of Accompaniment. The accompaniment is also generated sleep stage
segment by segment. It also changes according to the sleep stage: for each stage,
there is a different generating function. The awake accompaniment just consists
of short notes on the base of the chord. The one for REM sleep consists of quite
a fast pattern using all the notes of the chord. The accompaniment of light sleep
is a generic up-and-down pattern of the notes of the chord, slightly slower than
in REM sleep. Finally, the deep sleep accompaniment consists of long notes in
a slow pattern. All of the generators use only notes of the current chord. In the
accompaniment, slight emphasis is added on the first beat or all beats, depending
on sleep stage.

Volume to Reflect Sleeper Movements. The actigram data (movement infor-
mation) is preprocessed so that it contains information on the density of the
movements for each beat of music. If there are a lot of movements, the volume
rises and if there are very little movements, the volume goes down. (In addition,
there can be other changes to volume, such as emphasis on the beats.)

Regulation of Tempo. The tempo (beats per minute) varies during the music,
reflecting the heart rate. The heart rate is transformed to make changes more
pronounced. First, it is approximated in a piece-wise constant manner so that
tempo changes are discrete. This is implemented by taking a cumulative moving
average and comparing it to the current constant approximation. If the absolute
difference exceeds a pre-determined threshold, then the current value is taken as
the next constant approximation. Second, the starting times of each point in the
averages and the tempos attached to them are processed so that slower tempos
get less beats and faster tempos get more beats to keep the song moving through
the sleep stages at a constant pace. Then, the relative magnitude of changes is
amplified. The heart rate estimate is multiplied by four and 180 is subtracted
form the result. Another interesting option for regulation of tempo would be to
use respiration rate, which is also available from the sleep analysis.
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Sound Synthesis. We use Kunquat6 for the actual sound generation, given the
composed music. Kunquat uses an event-based approach to represent music.
There are different events for starting a note, stopping a note, changing the
tempo and changing the force of the note. The pitch of a note is represented
as a number where 0 is equal to 440 Hz and an addition or subtraction of 100
moves the pitch a minor second. The program also does not deal with time as
seconds, but uses beats as its main time unit. Our implementation uses these
units internally. In Kunquat, music is represented in tracks, where only one note
can be playing at a time. For this reason, the melody and accompaniment are
generated to their own tracks. After the composition of music is ready, it is given
to Kunquat which produces an audio file.

3.3 Implementation as a Web Service

We have implemented a web service (http://sleepmusicalization.net) where
sleep music can be generated and accessed conveniently by users of the Beddit
device. This is a valuable tool also for research, as it will allow end user studies
of the Sleep Musicalization methodology and the music generated. At the web
site, others interested can listen to music published by Beddit users.

In the end-to-end system, a user of the Beddit sleep tracking service first grants
the sleepmusicalization service access to her data (Figure 3). This authentication
is implemented using OAuth2 protocol. When the user wants to listen to her sleep
as music, she initiates the composition process at either the sleepmusicalization
or Beddit site. The sleepmusicalization service then retrieves sleep measurement
data from the Beddit service and runs the music composing algorithm. The
generated music can then be listened to on a web page, or published for others
to listen and share in social media.

Fig. 3. The end-to-end flow of sleep information, from an analog force signal to sleep
measurements to automatically composed music

4 Results and Discussion

The goal of Sleep Musicalization is to provide a novel way to perceptualize
sleep measurements, complementing their visualizations. The Sleep Musicaliza-
tion method as described above has been implemented and can be freely used
at http://sleepmusicalization.net, where example results are also available
for listening.
6 http://kunquat.org

http://sleepmusicalization.net
http://sleepmusicalization.net
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At this phase of the research, it is too early to draw conclusions about the
value and success of the methodology. Our own, subjective opinion is that the
key characteristics of sleep, especially the sleep stages, are already perceptualized
well with the current method. An objective evaluation and validation is yet to
be carried out.

The quality of the music could be improved a lot. The current composition
algorithms are relatively simple and, as a result, the musicality of the melodies
is still questionable. A large body of literature on composition algorithms exist
(see, e.g., [12]) and could be used to implement better methods. It is likely that
mixing other methods with the ones used now will result in better compositions.
One possibility could also be to program the system to learn from feedback or
other compositions, as has been implemented elsewhere [13].

There are currently some practical limitations which could in principle be eas-
ily circumvented. For instance, we only use three tracks, i.e., at most three notes
are playing at the same time. For the quality of the result this is not a crucial
point, however. Many of the choices we have made in the music composition
have viable alternatives, like adding other scale types, allowing a bar to have
some other number of beats than 3 or 4, or accepting notes that are not in the
scale.

The current set of sleep measurements contains the most important charac-
teristics of sleep, but additional data would also be available. The most relevant
additional physiological measurements are heart rate variation and respiration
rate variation. We plan to incorporate such information, e.g., in the average pitch
or volume of the music, or in the frequency of the rhythm.

The Beddit device, of which the force sensor is just one part, also provides
information about the environment. Ambient levels of light, noise, and temper-
ature could be useful additions, as possible explanations of some sleep events.

From a data mining and learning perspective, a fascinating challenge would
be to learn a musical style from a given corpus of musical scores. Given a set
of songs, say, of Beatles, the system should learn to produce new music in the
style of Beatles, and be able to adjust it according to sleep measurements. This
would allow, in principle, the user to select the style of music in which her sleep
is musicalized.

5 Conclusion

We have proposed data musicalization as a novel way to represent data or data
analysis results to the user. We presented Sleep Musicalization, a methodology
combining state-of-the-art sleep measurement sensors and methods with auto-
mated composition algorithms. Sleep Musicalization produces music that reflects
the user’s sleep during a night, with the aim of complementing existing visualiza-
tion methods for sleep measurements. The ultimate goal is to help users under-
stand and track their sleep, in order to improve their sleep and well-being. We
hope that musicalization of sleep measurements can make this tracking process
more attractive and fun for some users.
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Data musicalization is based on composing music, not just mapping data to
sounds as is usual in sonification. In this paper, we presented stochastic compo-
sition algorithms that are constructed specifically for sleep measurements.

The next phase in this work will be validation of the Sleep Musicalization ap-
proach. How much and what kind of information about sleep is actually conveyed
to the users? Does it provide some additional value to the users, complementing
current graphical results? The web service will allow us to gather actual user
experiences and feedback. Other future work will include improving composition
methods.

The sleepmusicalization.net service has now been designed for the Beddit sen-
sor. It should be conceptually relatively easy to adapt the composition algorithm
to work with sleep data from sources other than Beddit, e.g., Zeo Sleep Manager.

An interesting research question is if the data musicalization approach is ap-
plicable to other data sets and application areas. In the current composition
algorithm, we already perceptualize discrete state variables (sleep stages), con-
tinuous variables (heart and respiration rates), as well as event data (sleeper
movements). Could similar ideas and methods be applied to perceptualize other
temporal data sets?
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Appendix: Glossary of Some Musical Terms

scale a series of notes differing in pitch according to a specific scheme; major
scale and harmonic minor scale are typical Western scales

key a major or minor scale
minor second (or semitone) the smallest interval in use in Western music,

e.g., the distance between two closest keys in a piano
major second (or whole tone) an interval as big as two semitones
octave an interval as big as 12 semitones, the distance between two notes of

the same name (for example c to c).
chord a combination of a minimum of three notes; the chords in this paper are

made by taking a base note for the chord and adding the notes that are 2
up and 4 up from it in the given scale.
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Abstract. We propose a method for engine configuration diagnostics
based on clustering of engine parameters. The method is tested using
simulation of PID controller parameters generated and selected using a
genetic algorithm. The parameter analysis is based on a state-of-the art
method using multivariate extreme value statistics for outlier detection.
This method is modified using a variational mixture model which auto-
matically defines a number of Gaussian kernels and replaces a Gaussian
mixture model.
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1 Introduction

Gas and diesel engines working in power plants, vehicles, and ships have high
maintenance costs. Nowadays engine manufacturers use a condition monitoring
approach for engine health monitoring system to determine the engine state
under certain operating conditions [6]. Condition monitoring and similar ap-
proaches are efficiently used in such applications as gas-turbine aerospace en-
gines [17], patient health monitoring [9], anomaly detection in transportation
corridors [1], PID control and automatic tuning depending on engine type and
application in trucks [13], and study of performance of a turbocharged diesel
engine operating under transient load conditions [15]. Thus, intensive studies
have been made to reveal the mechanical condition of engines.

In this paper a method for engine configuration diagnostics is developed. The
method includes visualization of parameter sets for PID controllers, data cluster-
ing and detection of outliers. The feasibility of the proposed method is tested by
stochastically generated parameters for PID. This is done by using the genetic
algorithm (GA) for which we introduce a multiobjective index of goodness.

J. Hollmén, F. Klawonn, and A. Tucker (Eds.): IDA 2012, LNCS 7619, pp. 404–415, 2012.
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2 Related Work

The problem of engine configuration diagnostics can be solved using approach
known as detection of outliers. The approach determines test data as normal
or abnormal by a model of normality designed from training data. This tech-
nique is especially useful if a large number of samples of normal behavior are
available while samples of abnormal behavior are absent or rare. Therefore the
best way to build the outlier detector is to use the knowledge of normal group
of engines because the information about configuration of these engines is usu-
ally available from the technical support department of companies. There is
an overview of many publications including classification, clustering, statistical,
nearest neighbor-based techniques related to the field of detection of outliers
[5]. However, a typical problem of those methods is the heuristic selection of
novelty threshold separating the samples as normal or abnormal. This threshold
has no probabilistic interpretation and in addition not suitable for multimodal
and multivariate data. One possible solution can be found using an approach
based on the classical Extreme Value Theory (EVT) [16]. However, the classical
EVT technique is inaccurate in the case of multidimensional and multimodal
data.

The recent work by Clifton et al. [7] introduces the Multivariate Extreme
Value Statistics (MEVS) which overcomes the disadvantages of classical EVT
and makes EVT use possible with multivariate and multimodal distributions.
The approach uses Gaussian Mixture Model (GMM) fitting the data to cre-
ate the probabilistic model and MEVS to define the threshold for outliers. The
MEVS approach uses the model of normality to perform novelty detection in
the probability space. There are two variants of MEVS approach for multivari-
ate and multimodal problem: one that uses sampling and numerical computa-
tion of the threshold, and another that uses an approximative solution. The
latter approach, the most computationally attractive, is based on fast multivari-
ate, unimodal closed form solution that is an approximation of the multimodal
problem.

We use this approximative multivariate, multimodal solution to find MEVS
threshold for solving the task of outlier detection [7]. We replaced GMM by
Variational Mixture Model (VMM) [4], [18] that gives the following advantages:
automatic adjustment of the number of clusters, no need to use cross-validation
and no problems related to singularities. The analyzed data, both normal or
abnormal, is modeled using GA and a set of criteria. For more references on
GAs for controllers see e.g. bibliography [2], for GAs in outlier detection see e.g.
bibliography [3], and for GAs in testing software see e.g. review [11].

To the authors’ best knowledge this is the first study related to the analysis
of engine setup parameters for engine configuration diagnostics. The main con-
tribution of the paper is two-fold: we propose a modified variant of MEVS using
VMM that simplifies and improves the algorithm and a multiobjective criterion
for GA giving a realistic simulation results for PID data.
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3 Engine Parameter Modeling

3.1 Index of Goodness

We introduce the index of goodness that helps us to estimate the overall goodness
of the model parameters and identify them as normal and abnormal.

First, we consider an input or reference signal described by the ideal step
function and a response, reaction of the device on this input signal. Then several
criteria describe the relationship between the reference signal and response [20]:
overshoot, settling time, steady-state error, and stability. Overshoot happens
when the response exceeds the reference signal. The settling time is the elapsed
time from the moment when the reference signal starts to the time when the
device response is close to the final value. Settling time tells how fast the system
reacts to change [8]. The difference between the signals at the end of the set-
tling time is characterized by a steady-state error. Stability is needed to exclude
output divergence.

Our index of goodness consists of the sum of absolute error or difference error
edif , i.e. the sum of absolute differences between the reference signal and re-
sponse, maximum error emax, i.e. the maximum absolute error between response
and reference after the first response-reference intersection, and final error efin,
i.e the steady-state error. Settling time is accounted by a difference error and
a final error. To resolve the stability problem we decided to choose only stable
parameters, hence any unstable parameter is discarded. According to [14] the
genetic algorithm tend to converge towads stable population in this problem
setting.

The difference error, maximum error and final error are also mentioned in
many works as good ways to estimate the performance of a PID controller [8],
[20]. The difference error would give an estimate on how well the system worked
overall and an indication of the stationary error. The maximum error is impor-
tant, its too high value might even cause breaking of the controlled machine
[8].

As the index of goodness Ig we use one similar to that given in [19]:

Ig =
1

aedif + bemax + cefin
, (1)

where a, b, and c are constant weight coefficients. We select their values in
agreement with [19] as follows: a = 0.02, b = 100, and c = 1. The value for a
must be small, because the sum of absolute error is usually much greater than
the other factors. The value for b should be large due to the importance of
the maximum error. A large value of maximum error may break a machine or
cause other problems for the system. Though the final error tells us how well the
controller works overall, it also relates to an unstable system.

The GA uses the index of goodness in the fitness function to give a fitness
value for each individual. The individuals are selected by the GA based on these
values. The index of goodness is made so that the GA would produce a group
of overall good and realistic parameters.
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The index of goodness takes into account the steady state error, the response
time using the sum of absolute error and steady state error, and the maximum
error. The maximum error is there because large errors from the reference value
costs more. Since the GA uses a single fitness function we take a weighted mean
from all of these values. A similar function was used in the study, where the GA
combined with fuzzy logic was employed to configure PID controllers [19]. This
function produced good results to find overall good parameters in that work.

GA uses the index of goodness to compute PID parameters used as candidates
for further selection of parameters and partition them into two groups: normal
and abnormal. Therefore for each PID parameter triplet computed by GA we
build the plot showing the reference signal and response. Finally, the analysis of
these plots suggests data partition.

For assessing normality using plots we used a second set of criteria: overshoot,
settling time and the sum of absolute error (Fig. 1). Each criterion had its own
threshold. If a controller would exceed at least one of these thresholds, it would
be considered abnormal.
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Fig. 1. Second set of criteria. a) Settling time value 0.61s. b) Overshoot value 0.093.
c) sum of absolute error 417.87.
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We defined the thresholds to be reasonable and efficient. The maximum over-
shoot was set to 10% [20], settling time was put to reach 2% [10], [20] within 0.75s
and the sum of absolute error was set to 450 [8]. We arrived at these by com-
paring the plots from the PID parameters and engineering intuition. The values
can be changed for different applications, depending on the user’s preference.

3.2 Simulation

GA uses a way of ranking individuals. We do it by simulation using Simulink
which is a tool for Matlab and has several different libraries of blocks for drawing
graphical models for simulation purposes. The model used by GA for simulation
is presented in Fig. 2. The model consists of step, PID, process, clock, abs,
mux, and simout blocks.

Fig. 2. Simulink model used by GA

The step block represents the reference value, which the process tries to
achieve. It produces the unit step function and has its own sampling time, which
was set to zero, i.e. continuous time.

The process block represents the engine model. It has a given second order
transfer function [12]:

0.8

0.05s2 + s
, (2)

where s is the Laplace variable. We use this simple transfer function throughout
all the simulations. The real process behind this model is a diesel engine with
an actuator.

The parameters for the PID block are generated by the GA separately for
each simulation. The PID block uses a default value of 100 for the derivative
filter coefficient. A parallel controller form is used in all simulations.

The clock gives the time value at each sampling point. The absolute value
block |u| provides the absolute value of input. The muxer block is shown by the
black thick vertical line segment with four arrows going in. These four input
signals are presented as vectors with a size 50001. The muxer combines the four
vectors into an array.
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The simout block receives the data from the muxer. The four vectors packed
into an array are as follows: system output g(t), absolute error eabs(t), time t
for each sampling point, and reference y(t). The model was run in continuous
time mode but the simout block had a sampling time of 10−4s. Simulation time
was 5s, which produced 50001 data points for each simulation. GA uses the data
from the simout block to calculate the index of goodness. Then the maximum
overshoot is a maximum of g(t) − y(t). The maximum error is a maximum of
eabs(t) after the first response-reference intersection. The sum of absolute error
was calculated by summing all of the data points from eabs(t). The settling time
was found by searching the time moment when the values of eabs(t) are within
2% of the reference point and never going over it again during the simulation.

Fig. 3 shows how the Simulink model (Fig. 2) is used by the GA. In the initial-
ization step, the GA is given: population size, number of generations, step time,
step size, initial value, sample time for step, process transfer function, derivative
filter coefficient and sampling time for simout block. The GA optimization in-
cludes generation of a new population, calculating fitness and then selection of
PID parameters.

Fig. 3. Flow diagram for GA and Simulink model

During the first step the genetic algorithm using the index of goodness finds
representative parameters which are stable. The normal and abnormal param-
eters were taken from the representative parameters using the second set of
criteria. If all criteria are satisfied then the parameters are normal otherwise
they are abnormal.

The GA using the index of goodness was run for 50 generations. The popula-
tion size was 1000. As a result about 22 000 unique configurations (PID triplets)
were obtained. Then using the second set of criteria the normal and abnormal
parameters were finally selected. We obtained 104 PID triplets (normal) for
training, and 104 PID triplets (normal) and 104 PID triplets (abnormal) for
testing. The parameter values are taken at resolution 0.5 and lie in the range
[0.5, 1500] for P and [0, 1500] for I and D.
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4 Data Analysis

4.1 Mapping to the Probability Space

Our feature space is obtained by mapping the PID (3D) values into the subspace
spanned by the first two eigenvectors, n = 2. This dimensionality is well suited
for visualization and keeps the data topology.

The key idea of the MEVS approach is to modify the univariate EVT for mul-
tivariate data [9]. For that a mapping from the feature space to the probability
space is made. First, we estimate the probability density function of the input
data fn(x) in the feature space and, then the probability is considered as a new
random variable. If we denote the input data, i.e. feature vector, x, x ∈ Rn, then
the EVT is used in the probability space Gn(fn(x)) ∈ R, where Gn is a new
probability distribution defined over probability density values. Our task is to
detect the extrema of input data.

4.2 Variational Mixture Model

The mixture model VMM is used to model complex probability distributions.
The mixture model consists of components which represent simple distributions.
Such a simple probability density is the multivariate normal density N (x/μ,T),
where μ is a mean, and T is an inverse covariance. The mixture density function
is as follows:

fn(x) =

M∑
i=1

πiN (x/μi,Ti), (3)

where πi are mixing coefficients, the sum of which is equal to unit, and M is the
number of components. Then the probability of the observed data is a function
of three sets: {πi}Mi=1, {μi}Mi=1, {Ti}Mi=1, and is called the likelihood function.

The mixture coefficients are optimized using the type 2 maximum likelihood
method [4]. This approach finds the relevant number of components and also
gives explicit values for means and covariances from the variational parameters.
Thus, the approach is particularly useful for density estimation.

4.3 Method

The VMM, i.e. the Gaussian mixture model with the automatically defined num-
ber of clusters, fits the input data. After fitting we find fn(x). Next, we will omit
the argument and use fn instead of fn(x). Considering the probability densities
fn values as samples of a random variable y (y = fn), the probability distribution
is as follows [7]:

Gn(y) =

∫
f−1
n (]0,y])

fn(x) dx, (4)

where f−1
n (]0, y]) is the preimage of ]0, y] under fn.
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In our case, when VMM fits the multimodal multivariate data, Gn has not
any analytical form. Therefore, the unimodal multivariate model is used for fit-
ting the multimodal multivariate data to provide an approximative solution [7],
[9]. The approximative solution defines the probability distribution Kn corre-
sponding to a single Gaussian kernel that accurately estimates Gn for the small
values of y that agrees with the large magnitude (extrema) of x. For introducing
a novelty score, one may write:

1−Kn(y) = exp

[
−

(
y

cm

)αm
]
. (5)

The scale and shape parameters are as follows:

cm = K←
n

(
1

m

)
, (6)

αm = cm
kn(cm)

Kn(cm)
, (7)

where K←
n

(
1
m

)
is the 1/m quantile of Kn, m is the total number of points, i.e.

the number of input parameters and kn is the probability density related to a
single Gaussian distribution and obtained by the approximative solution. Eq. 6
is solved by numerical optimization as follows:

argmin
c

[
Kn(c)−

1

m

]2
. (8)

From Eq. 5 we obtain a threshold value as follows:

ym = cm

[
− ln(1−Kn)

] 1
αm

. (9)

Eq. 9 shows that given a threshold at 1 − Kn = 0.999, we find the threshold
value ym for fn and may draw a contour representing the novelty threshold in
the 2D visualization (feature) space. All points (parameters) located inside the
region defined by the contour are normal otherwise the points are abnormal.

5 Implementation

We developed and completed the analyzer of diesel engine parameters using Mat-
lab for Wärtsilä Finland Oy. The analyzer is intended to detect outliers during
an engine configuration setup. In our primary experiments we used real engine
parameters extracting the group of engines with similar parameters and com-
paring them with engines having different parameters. The results were rather
good. We had several engine configuration files containing parameters for more
than ten engines each. All parameters used were normal and we had not avail-
able abnormal data. Therefore, we simulated normal and abnormal data in our
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experiments. Since our analyzer is based on MEVS, it is ready for use, even
when we have not any abnormal data. The analyzer works with data which has
complicated encoding. The data contains the values of PID parameters and ad-
ditional numerical and textual information related to these parameters. The user
can click the Mouse button on the point that is an outlier in a given visualization
panel and see the engine identification. In addition, the user may save the result
as an Excel file with full information on outliers.

To avoid the generation of complex data structure and to use a typical num-
ber of PID triplets in our experiments we replace the real engine data of the
PID triplets by synthetic ones without changing the rest real data structure.
For example, for the particular engine parameter presented by an eight element
vector where each element is a PID triplet and 13 engines, the number of syn-
thetic PID parameters is 104. This number is used in our experiments. Since the
MEVS technique builds the threshold separating normal and abnormal points
using the number of available input parameters (Eq. 6), our method is flexible
with respect to the number of PID triplets.

At the moment we use a simple strategy to adjust the parameters to obtain
the desired performance. After finding outliers we compute the correction values,
i.e. the differences between the outliers and the center of mass of the normal
data from the training set. For further study we will use more sophisticated
approaches.

6 Experiments

The conducted experiments include simulation of parameters using GA with
proposed sets of criteria and data analysis. We generated 104 PID triplets (nor-
mal) for training, and 104 normal and 104 abnormal PID triplets for testing.
Examples of the output signals corresponding to normal and abnormal data are
shown in Fig. 4. For example, for abnormal data behavior the output signal has
overshoots over 10 percent, settling time too long, and too high overall error.

The simulated data was tested using a modified MEVS approach. Using a
training set and a threshold value 0.999 we obtained an area of normal data
surrounded by a threshold curve (Fig. 5a). Fig. 5 shows the space spanned by
the first two eigenvectors where the principal components (or scores) are scaled
to have unit variance. All points inside the area bounded by the threshold curve
are normal, outside they are abnormal. Fig. 5a shows the results after training.
During fitting VMM may produce varying although similar results. Therefore we
run the algorithm several times and select only those results which are obtained
with the simplest fitting model, i.e. the model which has the smallest number of
Gaussian kernels.

The test results with normal and abnormal data are shown in Fig. 5b and
c, respectively. The two normal points were recognized as abnormal. Their PID
values are 56.5, 185, 4 and 62, 211, 4. The two abnormal points were recognized
as normal. All test data recognized as abnormal is abnormal with probability
P > 0.999.
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Fig. 4. Simulation results suggested by GA. a) The output corresponds to the best
parameters used in the normal set, P = 47.5, I = 3, D = 4.5. b) The example of
output corresponding to the parameters used in the abnormal set, P = 43, I = 1382.5,
D = 8.5. The output signal has overshoots over 10 percent, settling time too long, and
too high overall error.
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Fig. 5. The PID parameter analysis using a MEVS approach. The data points are
shown by circles. a) Training. b) Test with normal data c) Test with abnormal data.
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The confusion matrix is as follows:

(
102 2
2 102

)
. We obtain the sensitivity

TPR = 0.98, false positive rate FPR = 0.02 and accuracy ACC = 0.98, which
means that the proposed method predicts well.

7 Conclusions

We propose an outlier analyzer for diesel engine configuration diagnostics using
a modified MEVS approach. We tested the analyzer with PID data generated by
a genetic algorithm modeling PID controller - engine system and simulated with
Simulink and Matlab. The analyzer showed good results in detection of outliers
for the test set of parameters.

We note that the Gaussian distributions used in VMM are not robust and
sensitive to a small number of solitary points. Therefore, VMM frequently over-
estimates the number of Gaussian kernels. This problem can be resolved by
replacing the Gaussian distributions by the Student-t distributions which are
more robust. For a future work we will consider the robust variant of a mixture
model, also GAs might be used with VMM to find an optimal model.
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Abstract. This paper studies operational pattern analysis and forecasting for in-
dustrial systems. To analyze the global change pattern, a novel methodology for 
extracting the underlying trends of signals is proposed, which is based on the 
sum of chosen intrinsic mode functions (IMFs) obtained via empirical mode de-
composition (EMD). An adaptive strategy for the selection of the appropriate 
IMFs to form the trend, is proposed. Then, to forecast the change of the trend, 
Singular Spectrum Analysis (SSA) is applied. Results from experiment trials on 
an industrial turbine system show that the proposed methodology provides a 
convenient and effective mechanism for forecasting the trend of the operational 
pattern. In so doing, it therefore has application to support flexible maintenance 
scheduling, rather than the traditional use of calendar based maintenance.  

Keywords: Operational pattern analysis, trend extraction, empirical mode de-
composition, signal forecasting, singular-spectrum analysis (SSA). 

1 Introduction 

Preventive maintenance (PM) planning has received significant attention in both 
manufacturing industry and the manufacturing systems & operations research litera-
ture [1]. To improve the performance of PM, a key issue is to analyze the operational 
pattern of the units being considered [2]. 

Here then, the paper proposes a number of techniques to analyze operational pat-
terns and operational forecasting for industrial systems. To analyze the global change 
pattern, a novel methodology for extracting the underlying trends of signals based on 
empirical mode decomposition (EMD), is proposed. EMD has attracted significant 
recent attention due to its ability to decompose any signal into basic components that 
are inherently useful for trend extraction [3]. Indeed, the underlying trend of some 
signals can be approximated using only the last IMF obtained through EMD, making 
it extremely powerful for analyzing nonlinear and nonstationary signals [4]. However, 
since the final IMF is always monotonic, extracting the underlying trend can be se-
verely limited in circumstances where it is not monotonic [5]. Moreover, adaptively 
choosing the appropriate IMFs to describe the underlying trend in such circumstances 
remains an unsolved problem. In order to address these deficiencies, this paper 
presents an adaptive strategy for the selection of the appropriate IMFs to form the 
final trend based on the separation of the IMFs’ Hilbert marginal spectrums.  
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After obtaining the trend, a forecast of the change of the trend is calculated that is 
shown to be useful for designing maintenance plans using Singular Spectrum Analy-
sis (SSA) [9]. The SSA technique has been previously used in a variety of fields such 
as signal processing [6], mathematical statistics [7], and especially in time series fore-
casting [8]. Unlike the traditional parametric methods, such as linear Auto-Regressive 
moving average (ARMA) [10], the SSA is a powerful technique for nonparametric 
time series analysis and forecasting. Here, SSA is used to forecast the change of the 
trends of operating time of industrial generator units. 

2 Problem Identification 

The paper therefore considers the operational duty patterns of industrial generator 
units, as a mechanism for predictive maintenance scheduling. The problems studied 
here are the trend extraction and prediction of the operational duty. Specifically 3 gas 
turbine units, denoted as 1, 2, and 3, are used which have located on the same site. All 
units are used as generators and have intermittent operational duties. Four time series 
signals are considered: the total running hours per day of each unit and the total run-
ning hours per day of all units combined. The time period covers 8 years from 2004 to 
2011. The four time series signals are shown in Figs. 1-2. It can be seen that the daily 
duty of each unit varies significantly.  

3 Operational Analysis by Trend Extraction 

The underlying trend of the operational duty of the units is determined using a new 
trend extraction method based on EMD and the Hilbert marginal spectrum. 

In principle, EMD decomposes a signal into intrinsic mode functions (IMFs), from 
which the instantaneous frequencies can be analyzed using the Hilbert transform [3]. 
When the decomposition is complete, the signal, )(tx , can be expressed as 
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Having decomposed a signal into a finite number of IMFs, the resulting time-
frequency distribution can be obtained using the Hilbert transform [3]. The Hilbert 
transform, ][

~ ⋅H , is initially applied to each IMF, )(tci
, to obtain an analytic represen-

tation of the signal, 
)()()]([

~
)()( tj

iiii
ietatcHjtctz θ=+= . 

Clearly, 

22 )])([
~

())(()( tcHtcta iii += , and )
)(

)]([
~

arctan()(
tc

tcH
t

i

i
i =θ ,               (3) 



418 Z. Yang et al. 

 

From (3), the instantaneous frequency of )(tci
, )(tiω , is defined as 

dt

td
t i

i
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θω = . 

The time-frequency distribution of amplitude is the Hilbert spectrum [3], denoted by 
),( tH ω  where 0),( =tH ω  except )()),(( tattH ii =ω . For practical purposes the 

sampling frequency is given by ωω Δ= mm
 for Zm ∈ , and discrete time tntn Δ=  for 

Zn ∈ . Then, the Hilbert marginal spectrum (HMS) is given by 

=
n

nmm tHh ),()( ωω , 

and is calculated for each IMF (
iIMF ): 

=
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nnimi ttHh )),(()( ωω .                                      (4) 

Adaptively choosing the IMFs corresponding to the underlying trend of a signal re-
mains an unsolved problem. However, here we propose an adaptive mechanism based 
on the separation of the respective Hilbert marginal spectra. The absolute value of the 
correlation coefficient is used to measure the separation of two consecutive IMFs in 
the Hilbert marginal spectrum, and an adaptive strategy for extracting the underlying 
trend is proposed, as follows: 

 

Algorithm 1 (Trend Extraction based on EMD) 
Step 1: Capture a (noisy) signal )(ty  where Rt ∈ , and define an optional error toler-

ance 0>ε . 

Step 2: Decompose )(ty  into a sum of IMFs by EMD, that is, 
=

=
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i
i tcty
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where N is the total number of IMFs of )(ty . 

Step 3: Compute the Hilbert marginal spectrum of )(tci
 according to equations (3)-

(4), denoted as )( ωΔmhi
, Ni ,,1= ; 

Step 4: Compute the absolute value of the correlation coefficient of the Hilbert 
marginal spectrums of two consecutive IMFs, that is, 
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Step 5: Find the largest number, 
0n , such that the following inequality is satisfied: 

0, nii ≥∀≥ ερ . 

Step 6: Define the underlying trend of the signal as 
=

=Γ
N

ni
i tct

0

)()( . 

To analyze the pattern of operation of the units, Algorithm 1 is initially applied to the 
running hours of 3 units to extract the global characteristics. The results are shown in 
Figs. 1-2, respectively. 
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From Fig. 1, it can clearly be seen that the proposed method can track the global 
change of the total running hours. It can be seen in this instance that the total opera-
tional time has a global minimum in 2008, and there exists an annual pattern hidden 
in the data that shows the total running hours peak during winter months. 

 
Fig. 1. The original signal and the trend of the total operating hours of 3 units 

From Fig. 2, it can be seen that unit 1 is used less in 2009, and that more recently, 
the duty of the unit is significantly decreasing. For unit 2, it appears that the opera-
tional duty is less than the others, but all characteristics show an annual periodic 
trend. Unit 3 shows increased utilization as time progresses. 

Thus far, only past trends have been considered. For predictive maintenance sche-
duling, the most significant benefits come from being able to forecast the units opera-
tional characteristics based on past ‘behavior’. For this, the authors now propose the 
use of Singular Spectrum Analysis. 

4 Trend Forecasting by Singular Spectrum Analysis 

Singular Spectrum Analysis (SSA) has previously been highlighted as a very effective 
technique for time series analysis and forecasting [9]. Consider Nnnx ,,1),( =  to 

be a time series. Given the window length )1( NLL << , construct the L-dimensional 

vectors 1,,1,))1(,),(( +−==−+= LNKnLnxnxX T
n  . The resulting K  vectors 

nX  are used to form the KL ×  trajectory matrix: 

.                                                      (6) 

Now, let , with  being the eigenvalues of the matrix , 

,  being the corresponding eigenvectors, and 
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Fig. 2. The original signal and the trend of the operating hours (a) of unit 1; (b) of unit 2; (c) of 
unit 3  
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the SVD of the trajectory matrix X  is represented by 
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Partition the indices set },,1{ d  into m  disjoint subsets 
mII ,,1  , and let 
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The final step, termed diagonal averaging, transforms each resultant matrix in (8) into 
a new one-dimensional signal (reconstructed) of length N  by a hankelization-like 
procedure (details can be found in [9]). 
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The resulting SSA procedure can be used to forecast, since it can identify the un-
derlying structure of the time series. Assuming this structure is preserved for the time 
period to be predicted, a model of the characteristics can be constructed. The model is 
expressed as a Linear Recurrent Formulae (LRF) applied to the last 1−L  terms of the 
original signal. That is 
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where the coefficients of the LRF,  T
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iπ  is the last component of vector 
iU , and 1−∇ ∈ L

i RU  is the 

vector consisting of the first 1−L  components of 
iU . The same principle is applied to 

)2( +Nx , and so on. 

Remarks: The window length L  is set as 
2

][ NL = , where the notation ][⋅  indicated 

rounding towards nearest integer. 
 

 
      (a)                                                                (b) 

 
      (c)                                                                  (d) 

Fig. 3. The true trend and the predicted trend for 2011 of the operational hours (a) of 3 units 
combined; (b) of unit 1; (c) of unit 2; (d) of unit 3 
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Here then, the SSA forecasting method is applied to predict the future unit operation 
from the trends obtained in Section 3 (i.e. in Figs. 1-2) with a view to providing input 
to maintenance planning and operational guidance for the customers. 

To check the reliability of prediction results, initially the first 7 years’ data of the 
trend (2004-2010) is used to train the model, i.e. apply SSA to the first 7 years’ data 
to obtain the LRF model; and then the model is used to predict the trend in 2011. 
After applying the methodology, the results for the predicted total operational hours 
of the 3 units for 2011, are shown in Fig. 3(a)-(d), respectively. 

By comparing the true trends and the predicted trends in 2011 as shown in Fig. 3(a)-
(d), it can be seen that they provide very reliable predictions of duty at least 6 months in 
advance, giving the customer key information as to the future condition of the units. 
Based on these considerations, SSA is now applied to the currently available 8 years of 
data (2004-2011) to train the model, and is then used to predict the operational trend in 
2012. The predicted trends again are shown in Fig. 4(a)-(d), respectively. 

From Fig. 4(a)-(d), the change of operational trends of each unit can therefore be 
forecast. Specifically, it can be seen, for instance, that unit 3 is expected to be utilized 
more during 2012 (around 22 hours per day), and may required advance maintenance. 
Moreover, the total running hours of the 3 units is expected to reduce significantly in 
the summer and increase dramatically in the winter of 2012. Again this gives useful 
maintenance information to the provider. 

 

 
(a)                                                               (b) 

 
(c)                                                               (d) 

Fig. 4. The true trend of 8 years for training and the predicted trend for 2012 of the operational 
hours (a) of 3 units combined; (b) of unit 1; (c) of unit 2; (d) of unit 3.  
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5 Conclusion 

Operational pattern analysis and forecasting for industrial systems has been carefully 
studied in this paper. A case study from a specific industrial system has been given. 
To analyze the global pattern, a novel methodology for extracting the underlying 
trends of signals based on empirical mode decomposition (EMD), is proposed. An 
adaptive strategy for the selection of the appropriate IMFs to form the final trend, is 
then developed. Then, the well known Singular Spectrum Analysis (SSA) technique is 
used for trend forecasting. It is shown, through application to the operational charac-
teristics of a fleet of industrial gas turbines, that the proposed methodologies provide 
a useful tool for both the customer and unit provider to facilitate timely adaptive 
maintenance scheduling. 
 
Acknowledgments. The authors would like to acknowledge Siemens Industrial Tur-
bomachinery, Lincoln, UK, for their support of this research. 
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