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Abstract—We present a 1 2 all-optical packet switch. All the
processing of the header information is carried out in the optical
domain. The optical headers are recognized by employing the
two-pulse correlation principle in a semiconductor laser amplifier
in loop optical mirror (SLALOM) configuration. The processed
header information is stored in an optical flip-flop memory that
is based on a symmetric configuration of two coupled lasers. The
optical flip-flop memory drives a wavelength routing switch that
is based on cross-gain modulation in a semiconductor optical
amplifier. We also present an alternative optical packet routing
concept that can be used for all-optical buffering of data packets.
In this case, an optical threshold function that is based on a
asymmetric configuration of two coupled lasers is used to drive a
wavelength routing switch. Experimental results are presented for
both the 1 2 optical packet switch and the optical buffer switch.

Index Terms—Optical flip-flop memories, optical header recog-
nizing, optical packet switching, optical signal processing, wave-
length conversion.

I. INTRODUCTION

OPTICAL packet–switched networks are emerging as a se-
rious future candidate in the evolution of optical telecom-

munication networks. During recent years, a number of strate-
gies toward optically packet-switched networks have been de-
veloped, in particular [1]–[4]. All of these approaches have in
common that they are hybrid electrooptical packet-switching
methods; the optical packet header is processed electronically,
while the packet payload remains in the optical domain. In this
paper, we review results that were published by us in [5]–[13]
in order to discuss optical packet-switching and buffering tech-
nology, in which all the necessary header-processing steps are
carried out in the optical domain.

We focus on optical packet-switched cross connects that have
a generic node structure as schematically presented in Fig. 1.
A hybrid electrooptical packet-switching concept that assumed
such a node structure was presented in [4]. It follows from Fig. 1
that in the switching fabric, three important steps take place:
synchronization of the packets, buffering of the packets, and
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switching of the packets. In [4], it was shown that electroni-
cally controlled wavelength routing switches could carry out all
of these operations. In this paper, we first present an all-op-
tical packet-switch concept that can be employed for optical
packet-switching and optical synchronization purposes. Later,
we explain how an optical threshold function (OTF) can be em-
ployed for all-optical buffering purposes.

In order to realize all-optical packet switching, approaches
must be developed to optically process the header information.
We believe that two functions have to be developed in optics in
order to realize all-optical packet switching. The first function
is an all-optical header recognizer, and the other function is an
all-optical flip-flop memory that is required to store the header
information for the duration of the packet.

There are a number of methods published for all-optical pro-
cessing of the header information. In [14], an all-optical method
for processing packet headers is presented that uses tuneable
fiber Bragg gratings (FBGs). Ultrafast all-optical header recog-
nition has been reported in [3], [15] by using four-wave mixing
(FWM) in a semiconductor optical amplifier (SOA) and in [16]
by using terahertz optical asymmetric demultiplexers (TOADs).
Both methods require a form of optical clock recovery that in-
troduces additional complexity in the switching system.

In this paper, we discuss a header-processing method that
is based on the two-pulse correlation principles in a semicon-
ductor laser amplifier in loop optical mirror (SLALOM) config-
uration [5]. The advantage of this method is that it is does not
require optical clock recovery, which reduces the complexity
of the header recognition system. Moreover, the method can
be used to recognize low-power optical headers. On the other
hand, header recognition by using two-pulse correlation in a
SLALOM structure only works for well-chosen header patterns.
Moreover, Manchester encoding of the payload is necessary to
guarantee that the header pattern is not repeated in the packet’s
payload. In [6], how a multiple-output low-power optical header
processor could be realized is discussed.

The second function that we discuss in order to realize all-op-
tical switching of data packets is an all-optical flip-flop memory
function. In [17] a review is presented on available technology
with respect to optical flip-flop memories. We use in our optical
packet switch an all-optical flip-flop concept that is based on the
bi-stable operation of two coupled laser diodes. The operation
principle of the optical flip-flop is described in [7] and [8].

The optical flip-flop that we use in this paper has a number
of advantages. First, it can provide high contrast ratios between
the states. Moreover, there is no different mechanism for the
set and reset operation. Furthermore, the wavelength range of

0733-8724/03$17.00 © 2003 IEEE



DORRENet al.: OPTICAL PACKET SWITCHING AND BUFFERING BY USING ALL-OPTICAL SIGNAL-PROCESSING METHODS 3

Fig. 1. Generic node structure for all-optical packet-switched cross connects.

Fig. 2. System concept for 1� 2 all-optical packet switch.

the input light and the output wavelength can be large, and the
flip-flop has controllable and predictable switching thresholds.
Finally, the flip-flop operation does not rely on second-order
laser effects and is not tied to a specific structure or technology.

We demonstrate in this paper a 12 all-optical packet switch
concept that uses a SLALOM structure as a header processor
and an optical flip-flop memory based on coupled laser diodes to
store the processed header information. The packet switch con-
cept that we present is bit-rate transparent for both the header
and the payload, and the technology used allows photonic inte-
gration.

The 1 2 optical packet presented in this paper is based
on wavelength routing principles and can therefore only handle
one packet at any given moment. If two packets arrive at the
same time at the same packet switch, optical buffering has to
be applied to avoid packet contention. In [4] and [18]–[20], hy-
brid electrooptical buffering concepts are explained and demon-
strated. Performance analyses of optical buffers are presented
in [21] and [22]. In [23], an all-optical buffering concept is
demonstrated that allows a variable optical delay. The optical
packet switch that we present can also be used for all-optical
buffering. However, all-optical buffering requires less function-
ality than optical packet switching, since all-optical buffering of
data packets does not require header recognition. Later in this
paper, it is demonstrated that using an optical threshold function
that controls a wavelength routing switch is sufficient to route
optical packets into a fiber buffer.

The paper is organized as follows. In Section II, the all-optical
switch concept is explained. We first explain the operation prin-
ciple of the optical packet switch. Later, we focus on describing
the optical header-processing method and the optical flip-flop
memory in detail. Experimental results that demonstrate the op-
eration of the packet switch are given. In Section III, we describe
the operation of the optical buffering concept that we have de-

veloped. Experimental results are given. In Section IV, the paper
is concluded with a discussion.

II. ALL -OPTICAL 1 2 PACKET SWITCH

A. Operation Principle

The concept of our optical switch based on all-optical signal
processing is presented schematically in Fig. 2. The all-optical
packet switch is composed of three functional blocks: the all-op-
tical header-processing block, the all-optical flip-flop memory
block, and the wavelength conversion block. The packets that
we use have a fixed duration and consist of an optical header
and optical payload. Between the header and the payload, there
is some guard time. The header contains the routing information
of the packet while the payload contains the information con-
tent. Both the header and the payload consist of amplitude-mod-
ulated data bits. When an optical packet arrives at the optical
packet switch, the optical power of the packet is split into two
parts. Half of the optical power of the packet is delayed and
injected into a wavelength converter. Some delay is required to
compensate for the time taken to carry out the header-processing
functions.

The principle that is used for wavelength conversion is
cross-gain modulation (XGM) [24]. Wavelength conversion
by using XGM can be obtained in an SOA by simultaneously
injecting a continuous-wave (CW) signal and a modulated data
signal into the SOA. The CW signal must have a different
wavelength than the data signal. The modulation of the carriers
ensures that the data signal is copied onto the CW signal. By
using a demultiplexer, the desired wavelength channels can
be separated spatially. Wavelength conversion by using XGM
leads to an inverted data signal. By using a combination of
XGM and cross-phase modulation through interferometric
wavelength converters, a noninverted signal can be obtained
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Fig. 3. Experimental setup to demonstrate SLALOM-based serial all-optical header processor. Traffic from the network is coupled into the HPU at port1, and
the processed output appears at port 2.

[24]. At the output of the packet switch, the wavelengths of the
routed packets could be set back to the original wavelength by
using integrated wavelength converters (not shown in Fig. 2).

In order to use wavelength conversion principles to route op-
tical packets all-optically, the binary optical header pattern must
be translated into a CW signal of the desired wavelength. To
obtain this goal, we first have to recognize the header bits. Sec-
tion II-B describes how the two-pulse correlation principles in a
SLALOM structure can be used for recognizing optical headers
all-optically. It is shown that for uniquely chosen header pat-
terns, a correlation pulse at the output of the header processor is
formed.

The correlation pulse at the output of the header processor is
converted into the CW that is necessary to obtain the wavelength
conversion by an optical flip-flop memory, which is described
in Section II-C. The operation of the optical flip-flop memory
is based on the bi-stable operation of a system of two coupled
laser diodes. The optical flip-flop memory’s output is fed into
the wavelength converter to convert the packet into the desired
wavelength.

We proceed in this section by describing the operation prin-
ciples of the optical header processor and the optical flip-flop
memory in detail. In Section II-D, an experiment is described in
which optical packet switching is demonstrated.

B. All-Optical Header Processing

The first function block that we will discuss is that of the
optical header-processing function (see Fig. 2). We employ the
two-pulse correlation principle of an SOA in a SLALOM con-
figuration to recognize optical packet headers all-optically [5],
[6].

The header-processing unit (HPU) is implemented using the
structure shown in Fig. 3. A sample packet structure is shown in
the upper panel of Fig. 4. The optical header consists of a hexa-
decimal FF0FF pattern followed by a guard band consisting of a
hexadecimal 000 pattern. The optical payload consists of 80 B of
a pseudorandomly generated Manchester-encoded data stream.
Finally, the packet has a tail section consisting of a hexadecimal
FFFFFF pattern. The header and tail sections are effectively at
a lower bit rate than the payload.

If a packet as described previously enters the HPU at port 1,
the two-pulse correlation principle in a SLALOM configuration
can be employed for processing the optical header. To obtain

Fig. 4. Packet structure for the HPU is shown. The header and tail bits are at
the slower bit rate of 2.5 Gb/s. The output from the packet is shown in the lower
panel. The header and tail pulses are large in amplitude and wide in duration.
The packet payload is suppressed by 14.95 dB. The time scale is 10 ns/div, and
the voltage scale is 10 mV/div.

two-pulse correlation in a SLALOM configuration, three time
scales play an important role. First, there is the timebetween
the two pulses. Moreover, there is the timethat represents the
displacement of the SOA with respect to the center of the loop.
The third time scale is the recovery timeof the SOA. If we
choose and larger than , we can distinguish three impor-
tant cases. The first case is when . This implies that
the first pulse of the counterclockwise propagating pulse arrives
at the SOA between the two pulses of the clockwise propagating
signal. As a result of this, all the pulses in the packet header re-
ceive full gain, and no correlation pulse is formed at the output
port. The second case is when . This is the case
in which a correlation pulse is formed, since the first pulse of
the counterclockwise propagating pulse experiences a saturated
SOA due to the second pulse of the clockwise propagating signal
[25]. The third case is when . This implies that the
first pulse of the counterclockwise propagating signal arrives at
the SOA after the second pulse of the clockwise propagating
signal has left the SOA. Hence, all the involved pulses receive
full gain, and no correlation pulse is formed at the output port.

Suppose that a packet with a hexadecimal FF0FF header en-
ters the HPU. Here, we assume that the timecorresponds
to the time represented by the hexadecimal symbol 0 between
the header pulses. The header pulses are both represented by
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Fig. 5. Arrangement of two coupled identical lasing cavities, showing the possible states. In state 1, light from laser 1 suppresses lasing in laser 2.In state 2, light
from laser 2 suppresses lasing in laser 1. To change states, lasing in the master is halted by injecting light with a different wavelength.

the hexadecimal symbol FF. The delay timeis chosen so that
, and thus, a correlation pulse is formed at the output

of the header processor. However, if a packet with a F000F en-
ters the HPU, no correlation pulse is formed, since the time be-
tween the two pulses is so large that the first pulse of the counter-
clockwise propagating signal arrives at the SOA after the second
pulse of the clockwise signal. Hence, both pulses receive full
gain, and no correlation pulse is formed. The high bit rate optical
payload is suppressed because it drives the SOA in saturation.
In order to obtain efficient suppression of the payload, a tail sec-
tion is necessary to guarantee that the SOA remains in saturation
when the payload passes through. A tail section is useful in ap-
plications where the packet size is variable, and packet length
information is needed.

Manchester encoding of the packet payload is used to achieve
a crucial criterion of the header processor—the need to differ-
entiate between header and payload. By Manchester encoding
the payload, it is ensured that the header sequence will never
be duplicated in the payload. Therefore, the payload will never
be able to produce the correlation pulses made by header data
streams. In addition, the Manchester encoding increases the sup-
pression of the payload by keeping the SOA in saturation when
the payload passes through. The saturated SOA can only pro-
vide a limited gain to the payload. The tail section is included to
ensure that the SOA stays saturated for the entire payload. The
disadvantage of Manchester encoding is the loss of effective bit
rate in the payload; however, this is offset by such benefits as
easier clock recovery in packet-switched applications.

Experimental evidence to demonstrate the operation of the
header processor is given in the lower panel of Fig. 4. A 10-Gb/s
Mach–Zehnder modulator was used to create the packet struc-
ture. The displacement of the SOA with respect to the loop is
equal to 4.95 ns (this corresponds to 1 m of fiber). The clock
frequency of the modulator was 9.5152 GHz to match with the
displacement of the SOA. The SOA was pumped with 130 mA
of current. The averaged input power of the packets was5
dBm. In Fig. 4, the SLALOM’s output is shown. The correlation
pulse, the suppressed payload, and the tail sections are clearly
visible.

This result clearly indicates that a SLALOM structure can
be used to recognize optical packet headers, since only header

patterns that match with the SLALOM design produce a corre-
lation pulse at the HPU’s output. Moreover, it is only the time
between the two pulses that plays a role in the header recog-
nition. This implies that the same SLALOM configuration can
be used to recognize optical headers at a different bit rate. The
setup, as presented in Fig. 3, can be used to recognize an op-
tical header at a data rate of 622 Mb/s, but two-pulse correla-
tion can also be successfully demonstrated at 10-Gb/s header
data rates. The fact that the SLALOM structure is capable of
recognizing optical packets at different bit rates means that the
packet switch, as we describe it later in this paper, is also capable
of operating at different header bit rates and payload bit rates.
Finally, the contrast between the correlation pulse and the sup-
pressed payload increases if the bit rate increases. This is due to
the gain saturation of the SOA. If a data bit passes through, the
SOA gain rapidly saturates. Afterwards, the SOA gain slowly
recovers. The recovery time of the SOA gain is in the order of
a nanosecond. For a low data rate (2.5 Gb/s), the bit time is
about 0.4 ns. In this time, the SOA gain typically recovers by
about 50%. If the data rate is higher, the time between two bits
is shorter, and thus, there is less recovery of the SOA gain. In
the case of high-bit-rate optical data, the clockwise and coun-
terclockwise signals makes the SOA remain in deep saturation,
and the entire optical payload is suppressed. Theoretical anal-
ysis predicts approximately 18-dB suppression for packet pay-
load at a data rate of 40 Gb/s.

C. All-Optical Flip-Flop Memory

The all-optical flip-flop memory that we use is based on two
coupled lasers with separate laser cavities. The device is de-
picted in Fig. 5. The system can have two states. In state 1, light
from laser 1 suppresses lasing in laser 2. In this state, the op-
tical flip-flop memory emits CW light at wavelength . Con-
versely, in state 2, light from laser 2, suppresses lasing in laser 1.
In state 2, the optical flip-flop memory emits CW light at wave-
length . To change states, lasing in the dominant laser can be
stopped by injecting external light with a different wavelength.
The output pulse of the optical header processor is used to set
the optical flip-flop memory into the desired wavelength.
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Fig. 6. Output power of the two coupled lasers versus increasing external light
injected into laser 1. The solid curve represents the output power of laser 1
(1549.32 nm). The dotted curve represents the output of laser 2 (1552.52 nm). It
is clearly visible that laser 1 switchesOFFand laser 2 switchesON. The external
injected light is at the wavelength� (1560.61 nm).

In [8], it is shown that the optical flip-flop memory can be
described by four coupled differential (rate) equations, repre-
senting the carrier densities and photon densities of each laser,
respectively. We first assume that the lasers are identical so that
the arrangement of coupled lasers is symmetric. With respect to
the operation of the all-optical packet switch, two important re-
sults are presented in [8]. The first result is shown in Fig. 6 and
concerns the switching power of a symmetric system of two cou-
pled lasers. On the horizontal axis, the increasing optical power
of external light that is injected into laser 1 is plotted. The ver-
tical axis represents the output power of laser 1 and laser 2. It
is clearly visible that if the amount of external light that is in-
jected into laser 1 exceeds a critical threshold level (here ap-
proximately 0 dBm), laser 1 switchesOFF, and laser 2 switches
ON. The amount of light P that is required to change states is
given by [8]

(1)
In (1), represents the reflectivity at the end facets of each
laser, and is the coupling between the two laser cavities and

the photon energy. Furthermore, vis the group velocity, and
is the length of the active region in the laser. Finally,is the

injection current, is the electronic charge unit, and is the
carrier lifetime. The threshold carrier number Nis given by

(2)

In (2), is the volume of the active region in the laser cavity,
is a confinement factor, is the gain factor, and Nis the

carrier number at transparency. Finally, the photon lifetime
is defined by

(3)

where represents the internal losses in the laser cavity. From
(1)–(3), the switching power can be computed. Changing the
laser current and the facet reflectivity changes the laser
output power and also the flip-flop switching power. However,
P can be varied independently from the laser output power
by changing . The fact that the optical flip-flop memory can
change states with low switching power is important for the de-
sign of the optical packet switch. It makes it possible to bias the

Fig. 7. Ring-laser implementation of the optical flip-flop memory.

optical flip-flop in such a way that it can be set or reset by the
optical header processor output. The flip-flop can distinguish
between the difference in optical power of the correlation pulse
and the suppressed payload by biasing the laser currents in such
a way that P is exceeded by the correlation pulse but not by
the suppressed payload.

In [8], the stability for coupled laser systems is discussed.
The underlying concept for the operation of the optical flip-flop
memory is suppression of the lasing modes by injection of ex-
ternal light. In principle, we can have two different cases of sta-
bility. In the first case, the coupling between the two lasing
cavities is weak. By this, we mean that the maximum amount of
light that is coupled from laser 1 into laser 2 and from laser 2
into laser 1 is insufficient to suppress lasing. Hence, for a suffi-
cient injection current , both the lasers are above threshold and
lasing with the identical power.

In the second case, the coupling between the two lasing cav-
ities is so strong that the amount of light that is coupled from
laser 2 into laser 1 or from laser 1 into laser 2 is sufficient to
suppress lasing. In this case, lasing in one of the lasers is sup-
pressed, and only one of the coupled lasers is lasing. The system
is now either in state 1 if laser 1 is lasing or in state 2 when
laser 2 is lasing. Switching of the states can be established if an
amount of light is injected into the dominant laser that exceeds
the switching power given in (1).

If the system of two coupled laser diodes is biased asymmetri-
cally, the system can form an all-optical threshold function. The
system of two coupled lasers can be made asymmetric by set-
ting the bias current differently for laser 1 as for laser 2. As a
result of this, laser 1 injects a different amount of light into laser
2 than the amount of light that laser 2 injects into laser 1. We as-
sume that the amount of light that laser 1 injects into laser 2 is
sufficient to suppress lasing of laser 2. Hence, laser 1 is the dom-
inant laser. On the other hand, we assume the amount of light
that laser 2 injects into laser 1 is not sufficient to suppress lasing
of laser 1. If we however, inject an additional amount of external
light into laser 1 so that the combined power injected into laser
1 exceeds the power required to suppress lasing, laser 1 can be
temporarily switchedOFF. Hence, laser 2 becomes the dominant
laser as long as the external light is injected into laser 1. As soon
as injection of external light stops, the system switches back and
hence, laser 1 becomes the dominant laser again. The system of
two coupled lasers is now an OTF instead of an optical flip-flop
memory.

In Fig. 7, the experimental setup for an experiment to demon-
strate the optical flip-flop memory and the OTFs is presented.
The two SOAs act as the lasers gain media. In this particular
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Fig. 8. Spectral output of two states of the optical flip-flop memory is
presented. The solid curve represents the state in which laser 1 is lasing, and
the dotted curve represents the state in which laser 2 is lasing.

Fig. 9. Oscilloscope traces showing power of laser 1 and laser 2. The regular
toggling between the states can be clearly seen.

setup, a ring-laser configuration is used. We have chosen for
Fabry–Pérot filters with a bandwidth of 0.18 nm as wavelength
selective elements. The SOA 1 was pumped with 168 mA of cur-
rent SOA 2 was pumped with a 190 mA of current. The pulses
that were used to set and reset the flip-flop had a power of 2
mW. The optical spectrum of the flip-flops’ output states is pre-
sented in Fig. 8. It is clearly visible that the difference in output
power between the two states is more than 45 dB. The switching
characteristics of the optical flip-flop are presented in Fig. 9. It
can be observed from Fig. 9 that if sufficient external pulse is
coupled in the flip-flop, the system changes states.

From these experiments, we can conclude that a system of
two coupled laser diodes can form an optical flip-flop memory.
The state of the optical flip-flop can be controlled by injecting
external light not of lasing wavelength. Equation (1) gives the
amount of power that has to be injected in the system to change
states. It follows from (1) that changing the driving current and
coupling can change the amount of external light that has to be
injected in the optical flip-flop to change states. Finally, when
the system of two coupled lasers is biased asymmetrically, the
system can form an OTF.

D. All-Optical Packet Switch Experiment

The experimental setup for demonstration of an all-optical
packet switch experiment is presented schematically in Fig. 10.
The setup that is presented in Fig. 10 employs all the function-
ality that is described in Fig. 2. It contains an optical header
processor based on the two-pulse correlation principle in a
SLALOM configuration, an optical flip-flop memory based on
two coupled lasers, and a wavelength routing switch based on
XGM.

In the particular experiment, the data rate of the packet
payload was 2.5 Gb/s. The header pattern was repeated for a
duration of 7.5 s. The payload consists of a data stream of

35 s of Manchester-encoded pseudorandomly generated bits.
Header and payload were separated by 5s of guard time.
The time between the packets was 17.5s. We distinguish
between packets with two kinds of headers. The first packet
header (Header 1) consists of a repeated hexadecimal FF0FF00
pattern. The second packet header (Header 2) consists of a re-
peated hexadecimal 0 000 000 pattern. Packets with alternating
headers were used throughout the experiments.

The optical power of an optical packet arriving at the packet
switch is split in two equal parts. Half of the optical power of
the packet is delayed by 2.8-km fiber and injected into a wave-
length converter. The other half of the optical power is fed into
the header processor. Suppose a packet with Header 1 enters the
SLALOM that is employed for header processing. Section II-B
discusses that the two-pulse correlation principle of SLALOM
causes a correlation pulse to appear at the SLALOM’s output.
The high–bit-rate payload is suppressed because the SOA is
driven into saturation [5], [6]. The SOA current in the SLALOM
was 136 mA, and the averaged input power of the data packets
was 3 dBm. The SLALOM’s output is then passed through an
OTF to differentiate more strongly between the correlation pulse
and the suppressed payload. The SOAs in the OTF were pumped
with 135.6 mA and 198 mA, respectively. The threshold func-
tion increases the contrast between the correlation pulse and the
suppressed payload from 3 dB at the output of the SLALOM to
over 25 dB. The output of the threshold function is then ampli-
fied by an EDFA and filtered. If a packet with Header 2 enters
the SLALOM structure, then no correlation pulse is formed, and
consequently, no pulse is generated by the optical header pro-
cessor [5], [6].

The output of the header processor produces an optical pulse
when there is a packet containing Header 1, indicating that the
packet should be routed to wavelength. The optical power
of the pulse is split into two parts. One half of the pulse is
sent directly to the set input of the optical flip-flop. This pulse
sets the output wavelength of the flip-flop to wavelength.
The other half is delayed by the 12.5-km fiber and resets the
flip-flop output back to wavelength , after a delay equal
to the packet length. The SOAs in the flip-flop were pumped
with 250 mA and 220.9 mA of current, respectively. The
optical flip-flop memory implemented here employed coupled
ring lasers using Fabry–Pérot filters as wavelength selective
elements, corresponding to the wavelengthand , respec-
tively. This implementation provided a low-noise light source
suitable for wavelength conversion. The threshold function was
implemented using two coupled lasers made from SOAs and
fiber Bragg gratings as wavelength selective elements.

Finally, the flip-flop output was then fed into a SOA, where
the packets were converted to the flip-flop output wavelength
via XGM [9]. The SOA that was used for wavelength conversion
was pumped with 386 mA of current. The output of the wave-
length converter SOA was then passed through a phased-array
demultiplexer to spatially separate the two output wavelengths.

All the couplers used in the experiment were 50/50 couplers,
except those couplers used in the flip-flop. Their coupling ra-
tios are given in Fig. 10. The wavelength outputs 1 and 2 were
converted to electrical signals via photodiodes and observed on
an oscilloscope.
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Fig. 10. Experimental setup to demonstrate the 1� 2 all-optical packet switch. Traffic from the network is coupled in the packet switch at the input. The packet
format is given. SOA: semiconductor optical amplifier. FBG: fiber Bragg grating. EDFA: erbium-doped fiber amplifier. ISO: isolator. PHASAR: phased array
demultiplexer.

Fig. 11. Oscilloscope traces of the optical power at the two switch outputs.
Packets with alternating header patterns are fed into the packet switch input.
The two different packets are directed to outputs at wavelength� and� . If a
packet with a specific header arrives at the packet switch, the designated output
wavelength is switched on, and the packet information is modulated on that
specific wavelength.

We alternatively sent packets with Header 1 and Header 2
through the packet switch. The resulting waveforms are shown
in Fig. 11. The switching of packets between the two wave-
lengths can be clearly observed. Also shown in Fig. 12 is an
eye diagram of the converted output data when the flip-flop was
set to wavelength .

Fig. 12. Eye diagram of the converted output data when the flip-flop was set
to � . The time scale is 100 ps/div, and the voltage scale is 50 mV/div.

III. A LL-OPTICAL BUFFERING

A. Operation Principle

The all-optical 1 2 packet switch that is presented in the
previous chapter is based on wavelength routing principles and
can only process one packet at a time, arriving at its input in a
cross connect, as presented in Fig. 1. In general, more than one
packet can arrive simultaneously at the packet switch. There-
fore, optical buffering techniques have to be applied to avoid
packet contention. A number of approaches have been discussed
and realized [18]–[23].

We present in this paper an all-optical switching concept that
is suitable for buffering of data packets. The approach that is
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Fig. 13. System concept for all-optical buffering. The OTF acts as an arbiter
to decide whether packet contention takes place and drives a wavelength routing
switch.

presented schematically in Fig. 13 contains an OTF (see Sec-
tion II-C) that is used to control a wavelength routing switch
[12], [13]. The role of the OTF differs from the role of the OTF
in the 1 2 optical packet switch. In the 1 2 optical packet
switch, the OTF was used to enlarge the contrast between the
correlation pulse and the suppressed payload, whereas in the
context of optical buffering, the OTF was used as an arbiter to
decide whether packet contention takes place. A system concept
for all-optical buffering can be much simpler than a system con-
cept for all-optical packet switching since in the case of all-op-
tical buffering, a packet need only be routed in the buffer for the
case of a potential contention. This means that the presence of
another packet is used to set the switch and not the information
in the packet header.

We assume that both packets arrive synchronized at the op-
tical buffer and that packet 1 has a higher priority than packet 2
(see Fig. 13). The wavelength of the packets is. The optical
power of packet 1 is first split into two parts: the first part can
pass the node directly and is not delayed; another part is injected
into the OTF. The OTF is described in Section II-C and acts as
an all-optical arbiter to decide whether packet contention takes
place. Only if packet contention takes place, packet 2 is routed
into a fiber delay line and leaves the optical fiber buffer after
packet 1.

Crucial in the operation of the OTF (see Section II-C)
for buffering data packets is that it takes approximately 20
round-trip times of photons in the laser cavity to make the OTF
change states. This means that if the modulation frequency of
the packet that is injected is sufficiently high compared with
the maximum switching frequency of the OTF, the OTF cannot
respond to fluctuations of the optical signal power in the data
packet. The OTF responds to the averaged injected signal
power. This means that only if an optical packet is injected into
the OTF, the output state of the OTF changes.

The optical buffering concept that is schematically described
in Fig. 13 could have three different nontrivial input cases. In the
first case, two packets (say, packet 1 and packet 2) arrive simul-
taneously at the optical buffer. Due to the presence of packet 1,
the OTF is forced into state 2 and emits CW light at wavelength

. Hence, the wavelength of packet 2 is converted toand
routed into the fiber buffer. Since packet 1 can pass the node
directly, the packet contention is resolved. In the second case,
only packet 1 is present, while packet 2 is absent. This means
that there is no packet contention. Packet 1 can pass the node
directly. Part of the power of packet 1, however, is fed into the

Fig. 14. Experimental setup to demonstrate all-optical buffering. MOD:
external modulator. EDFA: erbium-doped fiber amplifier. BPF: bandpass filter.
ISO: isolator. FPF: Fabry–Pérot filter. Demux: for demultiplexer.

OTF. This makes the OTF switch into state 2, emitting CW light
at wavelength . In the third case, packet 1 is absent, while
packet 2 is present. In this case, the OTF outputs CW light at
wavelength due to the absence of packet 1. Thus, the packet
2 is directed into the pass-port after wavelength conversion. The
wavelength of the packets could be reset toby using inte-
grated wavelength converters.

B. Optical Buffering Experiment

The experimental setup for demonstration of all-optical
buffering by using an OTF that controls a wavelength routing
switch is presented schematically in Fig. 14. An external
modulator is used to generate optical packets at a bit rate of 2.5
Gb/s. The bit patterns in the packets have a nonreturn-to-zero
(NRZ) data format and form a pseudorandom binary sequence
(PRBS). The packets are then amplified by an erbium-doped
fiber amplifier (EDFA) and subsequently filtered by a tunable
bandpass filter with 3-nm bandwidth. An optical splitter is
used to direct half of the optical power of the packet into the
OTF via an optical circulator. This represents packet 1 (see
Fig. 13). The other half of the optical power is coupled into a
90/10 coupler. The input averaged input power of the packets
is 3 dBm. A part goes directly to the output, representing the
part of packet 1 that passes the node directly (see Fig. 13). The
Fabry–Pérot filters used in the optical threshold function were
chosen so that 1549.32 nm and 1552.52 nm (see
Fig. 14). The SOA currents were 177 mA (threshold current is
82 mA) for laser 1 and 192 mA (threshold current is 117 mA)
for laser 2. The second part is first delayed by 1.95s (390
m of fiber), corresponding to the time that is needed to let the
OTF change states and then fed into the wavelength converter.
This represents packet 2 in Fig. 13. By splitting the optical
power of a packet in two parts, we simulate the situation in
which two packets arrive at the same time at the optical buffer.
The wavelength of the packet is converted via XGM. The
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Fig. 15. Oscilloscope trace after wavelength conversion, showing that the
packet is error-free converted to wavelength� .

Fig. 16. Oscilloscope traces for 2.5-Gb/s packets, demonstrating the
all-optical buffering.

wavelength converter was pumped with 350 mA of current.
The demultiplexer spatially directs the packet into a different
port based on the wavelength of the packet. In the buffer-port,
9.95 km of fiber corresponding to a delay of 49.75s is used
for buffering purposes.

In the experiment we demonstrate that an OTF in combina-
tion with a wavelength routing switch can be used for buffering
purposes. An optical packet, representing Packet 1, is injected
into the OTF and changes the state of OTF into State 2 (laser
2 dominant). Thus, the dominant wavelength of the OTF is.
Meanwhile, another packet, representing packet 2 (see Fig. 13)
is coupled into the wavelength converter and its wavelength is
converted to via XGM. The result is shown in Fig. 15, which
depicts the packet converted into for the duration of wave-
length . The optical power of the packet is relatively small
due to gain saturation in the wavelength conversion. The eye
pattern of converted pulses in the packet after the wavelength
conversion is also presented in Fig. 15. In Fig. 16, the result of
the all-optical buffering is presented. Fig. 16(a) shows the os-
cilloscope traces of the packets that pass the node directly with
the wavelength . Fig. 16(b) shows the oscilloscope traces of
the packets that are directed into the buffer port and experience
a 49.75- s delay that is caused by a 9.95-km fiber delay line.
These packets represent packet 2 (see Fig. 13). The averaged
output power of packet 2 is 5 dBm. Fig. 16 clearly shows that
the all-optical buffering functions correctly when two packets
contend for the output port.

IV. CONCLUSION

The advantage of all-optical switching technology over hy-
brid electrooptical packet-switch technology is that the all-op-
tical approach allows a much higher processing speed than the
hybrid electrooptical approach. In our experiment, the packet

payload data rate was 2.5 Gb/s. This was limited by the wave-
length converter and could potentially reach 100 Gb/s [26]. The
header data rate, however, was much slower. This was due to the
particular implementation of the optical threshold function and
flip-flop used in the experiment. The lasers used to form these
functions were constructed from standard commercially avail-
able fiber pigtailed components having cavity lengths of many
meters. Thus, the component lasers had low intrinsic modulation
bandwidths, which limited the speed of the threshold function
and the flip-flop. However, integrated versions of these func-
tions using lasers with cavity lengths of less than a millimeter
could attain speeds in the GHz range, allowing high header
data rates and shorter packet lengths. Moreover, by using op-
tical flip-flops that are not based on coupled laser operation, but
on, for instance, coupled Mach–Zehnder interferometers, ultra-
fast operation of all-optical flip-flops is possible [11], [12]. The
laser-based optical flip-flop, however, provides a highON-OFF

contrast ratio. This makes a laser-based all-optical flip-flop ideal
to control a wavelength routing switch with low crosstalk.

The optical header-recognizing concept that is explained in
this paper is bit-rate transparent. By this, we mean that the same
SLALOM can be used to recognize optical headers at a different
bit rate. Since the operation of the optical flip-flop only depends
on the presence of a correlation pulse, this implies that the op-
tical header-processing concept as we present in this paper is
bit-rate transparent for the header bit rate. The routing of the
optical payload is based on a wavelength conversion principle
that is also bit-rate transparent.

The header-processing method as we present it can be ex-
tended to recognize a large number of header patterns. In [5], it
is shown that the SLALOM-based header recognizer could also
be used to recognize more complete header patterns. In [6], it is
shown how this could be used in a packet-switching context. As
a result of this, the optical packet switch can also be generalized
to a 1 all-optical packet switch. The packet-switching con-
cept that we have presented in this paper requires only a limited
amount of active components. Moreover, the packet switch does
not require optical clock recovery. Finally, the packet switch al-
lows photonic integration.

We have also presented an approach to all-optical buffering
in which an OTF is used to control a wavelength routing switch.
This method is advantageous, since we need no complicated
header recognition techniques to route an optical packet into a
fiber buffer. Crucial in our method is the OTF that controls a
wavelength converter switch. Experimental results indicate that
a contrast ratio of more than 45 dB between the output states in
OTF can be obtained. Moreover, error-free propagation through
the wavelength converter can be obtained.

It is beyond the scope of this paper to discuss switching archi-
tectures in which all-optical buffers are implemented. Results
for electrooptical packet-switched cross connects can be found
in [4]. The optical buffer that we present in this paper is capable
of handling packet contention of two optical data packets that ar-
rive simultaneously at the packet switch. The OTF that decides
whether packet contention takes place can be generalized into a
laser neural network (LNN), as published in [27]. The LNN can
act as a flexible optical logic gate that can be used to develop an
all-optical buffer with more inputs. An example in which three
packets arrive simultaneously at the packet buffer is discussed
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in [28], but in principle, the concept can be extended further. It
should be noted, however, that the switching speed of the LNN
reduces if more inputs are applied [27].

We want to conclude by making some remarks on the stability
of the OTF. It can be witnessed from Fig. 6 that in the case of
an optical flip-flop memory made out of two coupled lasers,
a sharp transition between the two states takes place around a
switching power of 1 mW. If the system is operated as an OTF,
the transition is less sharp, as in Fig. 6, but it turns out that there
is still a contrast of 37 dB over a range of 0.47 mW. Given the
fact that the injected currentcontrols the switching power ,
this result implies that the OTF performs a stable operation, as
long as an averaged power of the data packets is larger than
0.47 mW.
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