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ABSTRACT

Video-on-demand over IP (VOD) is one of the best-known exam-
ples of “next-generation” Internet applications cited agoal by
networking and multimedia researchers. Without empiritata,
researchers have generally relied on simulated modelsvie tiieir
design and developmental efforts. In this paper, we presmesiof

the first measurement studies of a large VOD system, usirgy dat
covering 219 days and more than 150,000 users in a VOD system
deployed by China Telecom. Our study focuses on user behav-
ior, content access patterns, and their implications omléségn of
multimedia streaming systems. Our results also show thanwh
used to model the user-arrival rate, the traditional Poissodel

is conservative and overestimates the probability of lageal
groups. We introduce a modified Poisson distribution thatemo
accurately models our observations. We also observe aisurpr
ing result, that video session lengths has a weak inverselaton

with the video’s popularity. Finally, we gain better undargding

of the sources of video popularity through analysis of a nends
internal and external factors.

video rental companies (Netflix) and other media compariaé®}
have been developing online streaming video systems fonan i
creasingly demanding and growing consumer population. [B4]
leveraging the increasing availability of broadband asc&fD
systems offer users the ability to browse, select, view, scah
through media content from a large content repository onran o
demand basis, all from the comfort of their homes. With récen
studies [16, 4, 19] that show a significant shift in Intermeffic
from the web to multimedia content, it is clear that both teees-
sary capacity and demand for streaming multimedia haveeatri

While current VOD systems remain in the prototype or design
stages, a key challenge companies face is how to designlaitearc
ture that scales smoothly to a large number of customerg;ialé
maintaining low access latency, high video quality andsaable
operational costs. Designers use simulations based on ooras
sumptions to evaluate and drive their architectures. Uuafately,
the lack of deployed VOD systems meant few of these assungptio
have been validated on real measurement data.

In this paper, we present one of the first measurement stotlies
a large deployed VOD system. Our data set comes from detailed
logs of a video-on-demand system deployed by China Telecom,
covering a total of 1.5 million unique users for a period ofese
months in 2004. Our analysis seeks to validate and adagtrexis
assumptions about streaming media, focusing on user @t
content access patterns. More specifically, we examinedbe-a
racy of existing models for user arrival rates and requetepss.

By comparing and contrasting our analysis with existing eisd

we rectified some of the common misunderstandings about VOD
users and their access patterns. In addition, we derive@ oy
curate models of user behavior and access patterns basear on o
analysis, which will not only increase the accuracy of érgsim-
ulations, but also serve as building blocks in more soptasid
experiments.

Initial analysis revealed several key facts. First, usstritiutions
follow clear patterns with respect to time and arrival ratesich a
modified form of the Poisson distribution. Second, the ayerses-
;Tthis WCf)”&if suppgrtec(i; by ttf"\? N%iooz&asl)oﬁgtur{a'lh'scmncke' Folun- sion is quite short, due to users sampling movies by “scayinin

aton or Lhina under srant NO. . 1NIS WOIK IS &lSO  through them, much like the “intro-sampling” mode suppdriy
gﬂg%”éS%V\E’:rgengg_ga%Zﬁ‘G?AAm'11 and by the NSF under portgble CD-pI.ayers. In ad(.jit.ion, session Ieng.ths are éimﬁred
by file popularity. But surprisingly, the correlation is anverse

one, where less popular videos actually see longer sessi@s.t
Third, our system does not follow the “fetch-at-most-onn&idel,
and our file popularity matches the Zipf's distribution mumtter
than prior work suggested. Finally, we find the change of fip-p

Categories and Subject Descriptors
C.2.4 Distributed Systemg: Distributed Applications

General Terms
Measurement, Performance, Human Factors
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1. INTRODUCTION

Streaming Video-on-Demand (VOD) over the Internet is thd ne
major step in the evolution of media content delivery. For-se
eral years, cable and satellite providers (Comcast, Digivdhks),
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ularity over time is greatly influenced by external factousls as
highly visible “recommended videos” and “most popular vidé
lists, suggesting that system designers can use them dstplee
guidance metrics for near-future user access requests.



Table 1: Components in the Powerinfo VOD system

Role # of Servers Functionality
Application 1 Task scheduling,

server load balancing
Management| 1 System monitoring,

server management, accounting
Media server >1 Media streaming

The rest of this paper is organized as follows. We begin by firs
describing the China Telecom video-on-demand system and ou
source data in Section 2. Then in Section 3, we present our de-
tailed analysis on user behavior characteristics and obw@iecess
patterns. Next, we compare our approach study to relate& wor
in Section 6. Finally, we summarize our results and concliade
Section 7.

2. THE POWERINFO VOD SYSTEM

Measurement data used in our study come from logs collected
during daily operation of the Powerinfo Video-on-demansdtsyn.
Currently deployed VOD systems are mainly operated as a free
value-added services by telecommunication companies inaCh
Paying customers can access the large video libraries fideaoge
on an unlimited basis. Many of these are Internet Serviceiéecs
with large bandwidth resources, whose primary goal is taett
new users. Powerlnfo is one of the leading video streamiffig so
ware providers in China. Its system provides service to @gr
cities in China, most of which are generally managed by regjio
branches of China Telecom. To date, the Powerinfo system use
base exceeds 1.5 million, the large majority of whom are eoted
using broadband (512 kb/s) to the home.

The Powerlnfo Video-on-Demanding system uses a distribute
architecture for media streaming. Customers are dividéal rie-
gional networks, each served by one or more server clustensk
as Units. Nodes in each VOD Unit cluster serve one of three dif
ferent roles:application servers, management servers and media
servers. In each unit, one application server caches video metadata
performs authentication, and interacts directly with sgersched-
ule streaming requests. Tasks route to one or more mediarserv
which stream video directly to the user. Application sesvierad
balance tasks appropriately across media servers. Fimathan-
agement server monitors all servers in the VOD Unit, andquerf
accounting functions based on user requests. Statistibergal on
user requests are used to determine the optimal number ace-pl
ment of replicates for each individual video file. We listsheeom-
ponents and their responsibilities in Table 1.

For the analysis presented in this paper, we used a comgigte s
ment of the Powerlnfo system log ranging from May 16th to De-
cember 20th of 2004. The system log includes both an extensiv
record of user accesses and a full metadata listing of dlailadeo
files. For each streaming session, the user log includessbesu
IP address, ID number of video requested, timestamps fasttre
and end of the session, and the media and application serseds
A sample of the user log is shown in Table 2.

We focus our analysis to logs from a single representatitye ci
with a total user base of 150,000 users served by 3 VOD Units. W
list the hardware configuration of this regional system ibl&z3.
Note that like many other regions, all servers in these Uaits
connected to the main bone of China Telecom through a gigabyt
network.

We summarize the logged statistics for our representatiyerc
Table 4. During the logged period of 219 days, users in ourerep

Media servers

J

Figure 1: Architecture of the PowerInfo VOD system

Table 2: Log Samples

Prog # | Starttime (s)| Endtime (s) | Traffic | MS | AS
2884 | 1097397599 1097400153| 764192 | 22 1
16742 | 1097397600| 1097397619 3980 21 1
2021 | 1097397600 1097400053| 357888 | 22 1

sentative city issued more than 21 million video request&iing

a total of over 6700 unique video files. The total length ofeds
streamed is more than 317,000 minutes, or roughly 5300 hours
Figure 2 shows the daily user distribution during our tragkpe-
riod. In addition, the first week of May and October are both-Ch
nese national holidays, and we were able to isolate usevlmha
changes during these two vacation weeks.

Finally, we briefly describe the types of videos availablehia
Powerlnfo system. The large majority of videos in the ligrare
recordings of older television shows and Chinese moviespaad
via MPEG1, MPEG2 and MPEG4 codecs at relatively low reso-
lution. A typical file is an older movie, roughly 100 minutes i
length, and stored as a 300 MByte MPEGL1 file. We note that while
Powerlnfo is a commercially deployed VOD system, videoshmn
accessed by members free of charge on an unlimited basi® Not
that this value-added service model is also being adopteZiooy-
cast Cable as they begin their video-on-demand serviceyegnt
in the US [11].

3. USER ACCESS PATTERNS

In this section, we discuss the basic characteristics af lnse
havior in our large scale VOD system. Understanding howsuser
access the system can help system designers optimize cesanr
order to produce the best user experience at minimal costbéAle
gin our analysis with user access patterns over time, thecuds
the modeling of the user arrival distribution, and concludéh a
study of user session length distributions.

3.1 User Accesses over time

We begin by trying to gain a basic understanding of user acces
patterns in the system. The distribution of user accessedea
characterized as a function of time. We examine its distigiou
first across hours of the day, and then across days of the week.

3.1.1 Daily Access Patterns

Looking at how user accesses change during the course of a day
we found that as expected, the user accesses follow a cléar da



Table 3: Hardware configurations

UNIT Components Num Hardware configurations
Application server 1 HP DL360 G2 (2*PIlIl XEON 1.4G, 1G RAM)
1 Management servef 1 HP DL580 (2*PIIl XEON 700, 1G RAM)
Media server 4 HP DL580 (8*PIIl XEON 1.4G, 2G RAM)14*73G SCSIHD
Application server 1 Co-located with one of the media servers
2 Management servef 1 Co-located with one of the media servers
Media server 3 HP DL5807(8*PIIl XEON 1.4G, 2G RAM) 10*73G SCSIHD
Application server 1 Co-located with one of the media servers
3 Management servef 1 Co-located with one of the media servers
Media server 2 Compaq DL380 G3(4*XEON 3G, 1G RAM)10*36G SCSIH
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Figure 2: Number of daily user accesses across the entire log
period of 219 days.

Table 4: Statistics summary of logs
Sessions | Length | Files Avail. | Files accessed
21,498,338| 219 days 7036 6716

pattern. While our data shows a consistent pattern acrost mo
days, we focus specifically on the days with the highest trafji-
ume. Therefore, we focused on seven days during the first wieek
October 2004, when the Powerlnfo system experienced iteekig
number of user accesses due to the arrival of the week-|ctigyaé
holiday.

Figure 3 shows a time-series plot of the total number of users
As expected, within one single day the number of users drogb g
ually during the early morning (12AM-7AM) and the afternoon
(2PM-5PM), while it climbs up to a peak when users are in noon
break (Noon-2PM) or after work (6PM-9PM). This pattern refée
the expected behavior as users entertain themselves cuneiagis
and after work hours. Naturally, the second daily peak innine-
ber of users usually arrives after the “prime time” (7PM-M)Pof
the commercial television industry.

3.1.2 Weekly Access Patterns

To get a broader view of the user distribution over time, wesgh
data for a period of seven consecutive weeks from our recttfds
plot the daily access count in Figure 4, with the divisiointeeks
shown as vertical lines marking each Sunday night at midnigh
we can see, while the daily number of user requests can fhectua
during the first three workdays of the week, the average numbe
of daily requests increases steadily in the second halfeofubek,
reaching its peak on Sunday. As expected, this shows a dioect
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Figure 3: Hourly distribution of user accesses during the carse
of a single week. (China’s week-long national holiday begm
annually on October 1st.)

relation with users’ work habits during the week, and motexed
time at home during the weekends.

We observe an interesting phenomenon just days beforedtte st
of the national holiday on October 1, 2004. There is a sulisfan
increase in user requests starting on September 30th, thbeda
fore vacation starts. Clearly, worker productivity is ingped by
employees watching more videos at work in anticipation efah
riving holiday week. While requests hit an all-time dailyghion
the first day of vacation (10/1/2004), they quickly drop tdoe
normal levels for the next two weeks. This is consistent il
traditional annual boom in domestic travel that occurs yyexar
during and following the national holiday. While the avezagyb-
scriber is vacationing on the road, active requests on Rafeer
drop significantly.

3.2 User Arrival Rates

User arrival distributions in multimedia systems are ofteod-
eled using a Poisson distribution. Here, we study the \gliof
that model applied to our usage data. First, we look at thergén
user arrival rate. We measure user arrival by counting thebar
of arrivals in 5 second buckets. Figure 5 shows the resulthisf
measurement across the entire log period. From this sineglaty
we can draw two conclusions. First, the number of arrivalsaily
ranges from 0 to 27 users per 5 seconds, or 0 to 5 users perdsecon
Second, this arrival rate does not match a Poisson disiitout

One of the main challenges in the design of a VOD system is
how to handle a large number of simultaneous users. Thexefor
we take a closer look at user arrival patterns under peribtisavy
load. We isolate the user arrival data from 6PM-9PM for eaah d
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Figure 4: A view of daily user requests covering a period of
seven weeks, including the week-long national holiday from
10/1 to 10/7.
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Figure 5: User arrival distribution showing the number of ar-
rivals per 5 second intervals across the entire log period.

of our log period. As shown in Figure 3, this is the daily perio
with the heaviest user traffic. When we try to match this airiv
distribution with one derived from the Poisson distributiave get
Figure 6. It seems that while the heavy-load user arrivatitis-
tion looks similar to the Poisson distribution, the two dd match
well. From the analysis, we see that the Poisson distributiaer-
estimates the possibility of small arrival cases and it @stimates
the probability of large arrivals. So any VOD system or siaiul
tion model based on a Poisson distribution will likely resnlan
over-provisioned system.

To provide a more accurate model, we introduce a modified ver-
sion of the Poisson distribution by replacing the indepecdevari-
antz with (N — z), whereN is the maximum number of user ar-
rivals in our records. As Figure 7 shows, our tracking resuoiaitch
the modified Poisson distribution very well. This modifiedsien
of Poisson distribution can be defined as:

AN =X) =2
(N X))’
Here, N is the maximum number of user arrivals in a target sys-

tem. In Figure 7, we used the valuks= 17 and N = 27. Clearly,
our modified Poisson distribution can be used as a referendeim

P(X) = X =0,1,2... 1)
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Figure 6: Statistics of user arrival versus Poisson distriltion
(with lambda=15)

0.10 4 —e— N-x Poisson
—*— user data
0.08

0.06

0.04

probability

0.02 +

0.00

T T T T T T T
10 15 20 25 30

Number of User Arrival / 5 secs

Figure 7: Statistics of user arrival versus modified Poissoulis-
tribution

to study the user behavior of large scale streaming seniitas
heavy workload.

3.3 Session Lengths

We now turn our attention to an analysis of the lengths ofstre
ing sessions measured on the Powerinfo VOD system. In partic
ular, we wish to better understand why and how users terminat
a streaming session. We first present general results oiosess
lengths across all videos. Next, we examine session letafibtics
for two representative video streams to explain user behnarii-
facts. Finally, we explore the relationship between seskagth
and video popularity.

We first note that the videos in the VOD library span a wide eang
of lengths, including everything from television showstthenge
between 30 to 60 minutes to a large number of movies that range
from 90 to more than 120 minutes. To adjust for this large-vari
ance, we use as our metric thermalized session length (NSL),
the proportion of the video viewed before the session teateith
(SessionLength/VideoLength). In addition, because we are
using session length data to help us better understand ekavb
ior, we focus on sessions proactively terminated by the, et
remove from our dataset sessions that ran to completioncifspe
cally, we examine for Table 5 and Figure 8 sessions thatddess
than 85% of their video lengths. This accounts for roughly3866
of the entire dataset.



Table 5: Statistics of session length

Sessionlengtf 5min | 10 min | 25 min | 50 min
percentage | 37.44% | 52.55% | 75.25% | 94.23%
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Figure 8: Distribution of session length

We summarize some session length statistics in Table 5, and
plot the cumulative distribution function (CDF) of sessiengths
in Figure 8. As shown in both, the majority of partial session
(52.55%) are terminated by the user within the first 10 misute
fact, 37% of these sessions do not last past the first five esnut
Within 25 minutes, more than three-quarters of all sesstne
been terminated. Note that since this dataset covers n@@¥yof
the entire dataset, we expect similar results to hold adrassull
dataset.

These results show an extremely “impatient” audience, wéo d
spite the availability of program guides and movie inforimat of-
ten scan through the beginning of videos to quickly deteentiireir
interest. This evidence suggests that prefix cache systechsas
[20] can significantly improve user response time by cacliirey
beginning of a large portion of videos in easily accessibEnm
ory or disk. Our results predict that caching the first 10 r@swof
videos will be sufficient to serve 50% of all user sessions.il&/h
we can attribute some of this user impatience to the factubaits
do not pay per video, this evidence also suggests that ewen pa
per-video VOD systems can significantly improve user sattihn
if they can offer users the ability to scan through the beigigrof
movies for free. This approach is currently offered by sorag-P
Per-View movie services such as DirecTV.

To shed additional light on this phenomenon, we next examine
detail session lengths for two popular videos. We collegi¢imgths
of all sessions that streamed these two videos, and showesk®sa
length distribution in Figure 9. Note that for clarity betarethe
lines, we used a “non-normalized” CDF. We note the presefice o
two large spikes in sessions terminated within the first 10ut@s.

A large number of sessions end within the first minute. We ¢ay o
speculate that these users quickly determined they hadeatdee
wrong video after seeing the initial title screen. This sestg that
VOD systems need to do a good job of providing informationubo
movies in order to reduce the frequency of these types oitléss”
sessions. Another major spike occurs around the five minaté,m
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Figure 9: The session length distribution for two popular
movies. Movie A has a total length of 87 minutes, while movie
B has a total length of 58 minutes.
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Figure 10: A comparison of session lengths to video popular-
ity. Average session lengths for videos are sorted by the \éd's
popularity from least popular to most popular.

the movie, decided to move on to the next video. Finally, &t r
of the user sessions are spread out in length, except forltwstecs

of user sessions that match the length of each video (58 esriat

B and 87 minutes ford). Those account for users who watched
the entire length of the video. The small portion of sesstbasgo
over the video length are users who have extended the sdsgion
rewinding and replaying certain segments of the video.

Finally, we explore the relationship between session leagid
the popularity of a video. One might assume that the vided wit
the highest demand will have the best chance of holding otsto i
audience for the duration of the video. Surprisingly, ouadghows
the opposite result.

We first plot the average NSL of each video with videos sorted
in order from least to most popular. Here popularity is meagu
by the total number of user accesses throughout the loggehie
seen in Figure 10, results are fairly scattered, showingakwerre-
lation. However, we do see a general trend showing that mape p
ular videos often have lower NSL values than less popularosd

To more clearly detect any possible correlation betweervtiog
we partitioned all movies from Figure 10 into four quartilas-
cording to their popularity. We then plotted the CDF of allINS

when a large number of sessions end. We can presume that thesealues of each quartile in Figure 11, where the line 0-25%-ind

users are “scanning” through videos, and having seen enofigh

cates the most popular quartile of movies and 75-100% dstioge
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Figure 11: A CDF comparison of session lengths to video pop-
ularity, with four lines representing the four quartiles of pop-
ularity. 0-25% represent the most popular quartile, and 75-
100% represent the least popular quartile.

least popular movies. We see that while weak, there is andisti
inverse relationship between popularity and session lengtlote
that the session lengths for videos of different populaaity simi-
lar at the beginning and end of videos. The main differen@icc
in the middle of videos, where less popular videos do a bgiter
of keeping the user’s attention.

This inverse correlation is an interesting result that mayvige
insight into the way users watch videos. We hypothesize ttiet
highly popular videos suffer from loss of interest aftereapview-
ings. In other words, people watching the most popular \§dee
likely to have seen them before, either in another mediurmafér
or DVD) or in a prior VOD session. Therefore, they lose ingtre
more easily during the movie, resulting in shorter sesdioes.

3.4 Implications

These results on file popularity and session times suggesha n
ber of guidelines for optimizing performance in VOD systelfsst,
as expected, the clear diurnal patterns in user accessrEatean
that maintenance and upgrade operations should be schefdule
early morning hours (5-8AM) in order to minimize impact orets
Note that we do not observe any effects of different timespne
since all of China operates on a single timezone. For systiEms
ployed in the USA or Europe, we would expect a more even distri
bution of accesses in the morning hours. Next, our obsenvaif
short session times suggest that a high proportion (70%€ssisns
are terminated in the first 20 minutes. Therefore, systerhamcan
maximize their effectiveness by allocating the majorityttodir ca-
pacity to storing beginning segments of movies. Finally,initial
results show shorter sessions for popular movies, suggetiat
beginning segments of popular movies should be prioritizest
latter segments in any caching scheme. Clearly, VOD syste®d
to exploit time-varying user interest patterns by intedhgly parti-
tioning videos into segments and taking their time indexeiplica
and cache management.

4. POPULARITY AND USER INTEREST

We now examine the issue of user interest and video popular-

ity. Having an accurate model of how user requests spreazssicr
videos can help system designers choose system parametiiasss
cache size and replication factors for popular items. Ia $eiction,
we look at how a static snapshot of video popularity compéwes

0.8

0.6 4

|

Proportion of Accesses (CDF)

0.2+

0.04

T T T T T T
1000 2000 3000 4000 5000 6000 7000

Movie Index (sorted by popularity)

Figure 12: CDF of videos accessed sorted by popularity. A tat
of 6716 videos were requested at least once.
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Figure 13: Fitting the video popularity distribution of vid eos
across the 219 day log period to a Zipf distribution using a Ig-
log graph.

the Pareto principle, explore the applicability of the Zifi$tribu-
tion to VOD requests, and examine how video popularity ckang
over time.

4.1 Pareto Principle

The Pareto Principle, or 80-20 rule, is the most popular usked
to describe the skew of user interest distributions. Tottesticcu-
racy of the Pareto principle on our data, we analyze userflogs
the entire 219 days, and sort all objects who were accesdedsit
once according to how often they were requested. The resrdts
plotted in Figure 12.

As we see from the figure, given the opportunity to choose from
a wide selection of videos, user requests are spread mowrdywid
than predicted by the Pareto principle, with 10% of the mogiLp
lar objects accounting for approximately 60% of all accesshile
23% of the objects account for 80% of the accesses. This isa mo
moderate result than the frequently referred to 80/20 ot @@ule.
We believe that this moderate Pareto principle is relevar®D
systems with relatively large libraries. Consequently,lV€ystems
are likely to require larger than expected caches in ordackieve
the same hit rates predicted by the traditional Pareto Piiec

4.2 Request (Popularity) Distribution

In examining video popularity, one of our main goals is to ex-
plore the applicability of Zipf-like distribution to VOD rpiests.
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that were originally introduced at the launch date of Powerinfo.

Zipf’'s law is commonly used as a sound model to capture the dis
tribution of media accesses. Early in 1994, Dan and Sitatdh [
considered the distribution of hits on the available vidend chose
Zipf distribution to model video popularity. Wolf and Yu, 997,
noticed that in their study that Zipf-like distribution rglly matched
their access pattern, with a varying degrees of skew weekdakw
Breslau et al. [5] confirmed this result when analyzing chemas-
tics of webpage request distribution. Later in 2000, Achaayd
Smith [1] showed that Zipf distribution with a fixed parantete
does not accurately model the video file popularity distitiu In
2002, Cherkasova and Gupta [7] argued that although tha-dist
bution of client accesses to media files can be approximatea b
Zipf-like distribution, the time scale plays an importaale in this
approximation. Finally, measurements by Gummadi et. a] [13
showed that file downloads on the Kazaa [15] network did niet fo
low the Zipf distribution, and instead proposefih-at-most-once
model.

In this subsection, we set out to determine how accuratedf Zi
like distributions apply to our data and the charactersst€ the
varying skew factor. The Zipf-like distribution is defined a

N

A 1
ZPi:l’Pk:Klfa’)‘: N 1 @
i=1

s T

In this formula, N is the number of available movie titlesjs
the index of a movie title in the list oV movies sorted in order
of decreasing popularity, and is the skew factor. Setting = 0
corresponds to a so-called pure Zipf distribution, whichiighly
skewed. Settingr = 1 corresponds to a uniform distribution. So
Zipf-like distributions model a wide range of skew alteimes. It
is also noteworthy that this distribution, typically usedthe basis
for investigations on video server operations, is complerede-
pendent of the number of users in the system.

In prior work by Gummadi et. al [13], the authors used a log-lo
plot to argue that popularity data in VOD systems did not ict fa
fit the Zipf distribution. The log-log graph showed that
for both the most and least popular items were lower thanethos
predicted by Zipf. Instead, they proposed a “fetch-at-rorste”
model to fit existing VOD data from a 1992 video-rental data se
To verify the applicability of Zipf distribution to our datave plot
the access frequency of videos in a log-log graph againgtfads-
tribution. The results in Figure 13 show that unlike the 1920
rental data set, most of our data fit the Zipf distribution lyeith
the exception of a heavy tail of unpopular items. This catitts

Table 6: Statistic summary of skew factors
N Min. | Max. | Mean | Std. Dev.
209 | 0.000| 0.348| 0.199| 0.070

Table 7: One-Sample Kolmogorov-Smirnov Test

N 209

Normal Parameters (a,b) Mean 0.199
Std. Dev. 0.070

Most Extreme Differences Absolute 0.037
Positive 0.028

Negative | -0.037

Kolmogorov-Smirnov Z 0.531
Asymptotic Significance (2-tailed) 0.940

the “fetch-at-most-once” model, but fits within a video-d@emand
model, where users cannot store streamed movies locallynaist
re-fetch the video for repeat viewing.

We speculated that the long tail of low popularity items nigé
due to the aging of old videos. To test this hypothesis, watifje
the 3969 videos that were introduced into Powerlnfo at thada
of the system on January 9, 2004. When we plot the log-loghgrap
of their accesses through our log period in Figure 14, we kae t
the result is very similar to the overall data set, and do¢sonfirm
our hypothesis. We performed further analysis by plottimg log-
log graph of all videos introduceafter the launch date, and again
the results are similar.

While popularity statistics across the entire log fit Zipflve
daily segments show Zipf fits with highly variable skew fastas
shown in Table 6. To determine the characteristics of thetzomly-
changing skew factor, we use the Kolmogorov-Smirnov Goesine
of-Fit Test [6]. The Kolmogorov-Smirnov test is useful incitting
if a sample comes from a population with a specific distriuti
and it is defined as

7
Zf\/NVD,D—lrSIg_%IF(K)—NI ®3)

Here F is the theoretical cumulative distribution of the distribu
tion being tested. Th¢ test statistic is the product of the square
root of the sample size\) and the largest absolute difference be-
tween the empirical and theoretical CDH3)( Also, we calculated
the two-tailed significance level (Asymptotic Significapdesting
the probability that the observed distribution would notidée sig-
nificantly from the expected distribution in either direxti If the
significance level result is above 0.05, then it was safe fotau
assume that the data tested was not significantly different the
hypothesizedgg. normal) distribution.

Using Kolmogorov-Smirnov Goodness-of-Fit, we tested demns
factor values against different distributions, and foumat the nor-
mal distribution matched our data best. As shown in Tabléé&, t
Asymptotic Significance value (0.940) was well above 0.08j-i
cating that the normal distribution is a good fit for the skewtbrs
we observed in fitting Zipf's law.

Further, the Normal Probability-probability Plot, or NoafrP-P
Plot, plots the cumulative proportion of a single numericiatle
against the cumulative proportion expected if the samplefrem
a normal distribution. If the sample is from a normal disttibn,
the points will cluster around a straight line. This is onetimoe of
assessing whether a variable is normally distributed. Asvshin
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Figure 15: Normal P-P Plot of Skew Factor

Table 8: Descriptive statistics of skew factor
Skewness | Std. Error | Kurtosis Std. Error
-0.253 0.168 0.048 0.335

Figure 15, our data points are well represented by a stréiight
This together with our Kolmogorov-Smirnov result abovepwh
that the Zipf's skew factor is normally distributed in our Bys-
tem.

Table 8 also presents the descriptive statistics of all efa69
skew factors we collected during our analysis. Here, a megat
skewness value means that our data has a long left tail, btitl it
can be taken as a symmetrical distribution since the skeswadge
is not more than twice its standard error. Meanwhile, thei-pos
tive kurtosis indicates that our observations cluster nzore have
longer tails than those in the normal distribution.

4.3 Rate of Change in User interest
Our analysis of video popularity shows user interest is agre

o
o
1

4]
a
| -

a
o
PR B

N
o
P

[}
a
PR

Percent Hourly Change(%)
w B
o o
1 1

N
(&)
| -

N
o
| -

T T T T T T
4:00 8:00 12:00 16:00 20:00 24:00

Hour

Figure 16: Rate of change in user interest, as seen over hours
in a single day.
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Figure 17: Rate of change in user interest, seen over days in a
single week. Day 1 represents Monday while day 7 represents
Sunday.

widely across a number of videos. We now examine the rate at dictable access patterns of a smaller user set between libose

which user interest changes, an important design considerir
VOD system architects. To optimize the performance of VOB sy
tems, a commonly used approach is to move popular objeaisdro
the network based on the transfer of user interest. So iisregl
to consider how frequently the content in the buffer or pesver
should be refreshed. This subsection analyzes the rateanigeh
in user interest by examining the videos that make up thel@p-
top-100 and top-200 in accesses for different time periods.

Figures 16, 17 and 18 show the percentage of change in the topwere much more stable with a steady change rate between 12 and

10/100/200 videos over different time scales. From Figuevie
see that user interest varies significantly on an hourlysbaghe

In general, these results suggest that an adaptive cadtfecbaes
on storing the top 10 accessed videos will be able to serveothe
80-90% of the most frequently requested videos.

In order to get some idea of how fast users’ interest changgs d
by day, we calculate the daily change across the course otk,we
and average those results for all weeks during our log peflde
result shown in Figure 17 shows that the top-10 list fluctdaig-
nificantly through the week, while the top-100 and top-2Gasli

15 percent. The underlying reason for this result is thatsystem
inserts some new objects into the content server every déythat

highest rates of change seem to occur near the morning, vieen t the latest video files usually supplant the current favenitéthin a

rate of change almost reaches 30% in the top 10 videos, anddro
50% in the top 100. It is noteworthy that the top 10 is signiftba

day of being released.
Finally, Figure 18 shows the rate at which the top movies gkdn

more stable compared to the top 100, and only changes argavera week by week. Here we can draw the same conclusion as from the
of 10-20% for most hours of the day. Note that during the most daily change pattern. The only difference is that the todi4D
busy hours from 11AM to midnight, the top-10 list is remarkab  fluctuates more radically at this time scale. Note that inttye
stable. We hypothesize that the increased variance in {hd@o 200 videos on Figure 17 and Figure 18, the rate of changelglose
between midnight and 8AM is due to the more varied and unpre- matches the top 100 curve. This suggests that there is likaly
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Figure 18: Rate of change in user interest, seen over weeks
across the log period.
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Figure 19: New video files introduced on a daily basis.

little performance gain between caching the top 200 videws a
caching the top 100.

The key implication of these results is that the top 10 and top
100 most popular videos exhibit churn on different time esallhe
top-10 lists exhibits relative stability on an hourly badiat shows
high churn on a daily or weekly basis. The top 100 videos how-
ever, shows stability over the long term. This suggests aléwel
caching model, where a fast but relatively small adaptivehedo-
cuses on capturing a small numbey (10) of the most popular
videos, while a potentially slower but larger secondarhesserves
content based on the second tier of popular videos.

5. UNDERSTANDING POPULARITY
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Figure 20: Hourly histogram of when new videos are intro-
duced into the Powerlnfo system.

introduction days followed a Pareto distribution. Howetke data
in our system shows no such distribution. In fact, new mowgies
generally added to system on a daily basis.

While Powerlnfo launched in January 2004 with an initialead
library of 3969 videos, our log of new file introductions bagan
May 16, 2004. Figure 19 presents the overview of the new file in
troduction process in our VOD system on a daily level (fromyMa
16th, 2004 to December 22nd, 2004). Note that on some days mor
than 30 new files are introduced into the system. In such cases
those clusters of files are usually TV mini-series movies ar ¢
toons. From the user interest perspective, multiple egisad the
same TV mini-series are similar to a single movie, and uggol
not result in the same disruption of user interest as woulthef
same number of independent videos were added to the system.

The next logical question we answer is what time of the day is
new content most often introduced. Figure 20 shows a cumula-
tive histogram showing when new videos were introduced timéo
system. We see that most new content is introduced during the
morning hours (8AM-10AM), when the system is lightly loaded
If we revisit our data on the rate of change in user interestvsh
in Figure 16, this corresponds to the relatively high ratetednge
between 9AM and 11AM. Clearly, the availability of new camtte
captures users’ attention and requests, thereby changindistri-
bution of user requests.

These results demonstrate the direct impact new content int
duction has on user requests. Correlation to fluctuationsén in-
terest suggests that dynamic caches should be re-catitshtetly
after a large amount of new content is introduced to the syste
This way, users can quickly adapt to new video popularitygpas
emerging after the integration of new material.

5.2 Impact of Recommendations
To enhance the user experience, the Powerlnfo web inteirfface

Our analysis has shown that a small number of videos account cludes some user-friendly features, including two feau@ne is

for a large proportion of total user accesses. It is uncldaether
this is purely a social phenomenon, or whether it has been-infl
enced by external factors. In this section, we seek to utateds
this issue by analyzing data on the introduction of new védeto
the system, and examining the impact of external factorh sisc
official recommended movie lists or lists of most popularegd.

5.1 Introduction of New Content
Tang[22] introduced a new file introduction process in HP- cor

a list of the 15 most popular movies of the month, the top-15 ho
list, with a link to each movie. The other is a list of 20 movies-
ommended by the system. Most of these are recent additichs to
system. As our analysis will show, the appearance of moues o
these two lists has a significant impact on their popularitghin
the VOD system.

We start our analysis by taking a closer look at the rise alid fa
of a typical video in our system, movie 14102. We choose movie
14012 because its history of popularity is quite represesmataf

porate media servers. He argued that the time gap between twomost videos in our system. In Figure 21, we plot both its rank
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Figure 21: The “life span” in rank and accesses of an average
movie: 14102.
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Figure 22: The “life span” of one of the most popular movies,
116, showing the impact membership on top-15 hot lists.

in terms of video popularity and also its number of user retgie
against time. When it is first introduced into the system arelLe,
2004, 14102 became the 7th most popular video in the system. O
the next day, it became the most frequently requested viddo w
2413 daily accesses. But in the next few days, its populaaitk
decreased rapidly.

We observed that while most videos share a similar burst pf po
ularity, their ability to maintain popularity is what setseim apart
from each other. While some movies stay consistently papotl-
ers exit the limelight quickly, dropping from 1000 daily asses to
50 in one week.

The effect of the hot movie list can be seen from the life sgfan o
movie 116, shown in Figure 22. This movie is one of the top 5 in
total accesses across our entire log period, and maintiaiqop-
ularity ranking in the top 15 for a significant amount of tinfgut
once 116 dropped out of the ranks of the top 15, it was nevertabl
recover its popularity, and both accesses and rank drogpedis
cantly. What makes the story of movie 116 even more intergsti
is the unusual way that it dropped out of the top-15 hot lise W
found out from the system administrator that on day 136 ofagyr
he saw movie 116 had been on the top-15 list for several mpnths
and manually removed it from the top-15 hot list in favor ofn@o
recent popular movies. While the top-15 list is usually gatexd
monthly by the system, this rare external intervention aixd the
drastic change in 116's popularity.

In another case study, Figure 23 shows the lifetime of movie
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Figure 23: The “life span” of an older movie, 9757, showing tle
impact of a movie remake rekindling interest.
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Figure 24: The impact of membership on the recommendation
list on normalized average daily accesses.

the video library on PowerInfo’s launch date. However, tited re-
lease of a new film based on the same book dramatically inedeas
interest in this older version, accounting for a dramase iin rank-
ing and requests near the end of our log period.

While these individual case studies prove interesting, aedn
to further quantify the impact of the recommendation listl &ine
top-15 hot list on the access popularity of videos. To shaw fibr
each movie, we plot the movie's average daily access rateewhi
it is on and off the manager’'s recommend list, and plot both as
normalized ratio of its maximum daily access rate. For eXengp
video might reach a maximum daily access rate of 3000 reguest
on a particular day. We would calculate the average dailgssc
rate for all days when it was on the recommend list, and naemal
that against 3000.

In Figure 24, we plot this pair (on/off) of normalized aveeag
daily access (ADA) rates for all videos that have ever apgmbar
on the recommend list. sorted by its maximum daily access rat
We observe that the inclusion on the recommend list drdltica
increases the average daily access rate, generally by a&n ofd
magnitude or more. Most videos only average less than 5% of
their maximum daily access rate when they are not includeden
recommend list, but can average anywhere from 20% to 90% of
their maximum rate while listed on the recommend list. Aigan
external opinion, or perhaps just membership on an “offidiat,
can dramatically influence users on their choice of videect&ins.

#9757. Based on an old Chinese novel, 9757 is an older movie in This is likely a social phenomenon that applies to movieakoit-



104 O ADA while on Top-15 List o
X ADA while off Top-15 List
2 08+
@ o o
3 0.6 o 0%450
© %o
%‘ o~ @x ><O
T 044 °
B ° o © %
N © o
z 2, 025, 35%
£ 024 Op © . o o XO X X
9 o o ) X X
. St o AL
0.0 >22<>§%§< X XX
T T T T T T T T T
0 20 40 60 80

Videos sorted by maximum daily access

Figure 25: The impact of membership on the Top-15 list on
normalized average daily accesses.

lets in general, and not specific to the Powerinfo VOD systéfa.
also note that this impact appears to be independent of toalac
video popularity. Thus we would expect the same relativesbaf
popularity” from recommending a title, regardless of hovpplar

it was originally.

a model of movies’ long-term life cycle using data from a vide
store and movie magazine. Conclusions such as the Zipf gssum
tion from these offline data sets were highly influential.

Acharya [1] presented the analysis of a little more than sixths
of trace data from a multicast media on demand (mMOD) system
with a mix of educational and entertainment videos. Its ysial
was based on a smaller system covering only 139 videos, ahd ha
a much larger average request inter-arrival time of 400 s@€0

The sequence of studies in [2], [3] and [9] focused on user be-
havior and data access patterns in video streaming sysfEnes:
studies included two kinds of video streaming services. firseis
a small scale VOD system named eTeach and BIBS, and include a
small number of files being accessed by a specific group obuser
undergraduate students. The difference in content, sideaadi-
ence probably accounts for the difference in results batwee
studies. Since our log data provided relatively little imf@tion
about specific users, we believe our studies can be vieweonas c
plementary. The second was a study of web-based streanting se
vices, which as we described above, are significantly diffefrom
VOD systems.

Cherkasova [7] and Tang [22] explored workload charadiess
based on logs from two internal media servers at Hewletk&alc
The servers were limited in delivering company-relatedtennto
employees. We believe the limited choice of topics limit &
plicability of their results on general VOD systems. Figathese

Next, we use the same technique to analyze the impact of mem-services only observed a light workload of less than 1 milkes-

bership on the top-15 hot list, and show the results in Fi@fre
Note that because the top-15 list is calculated on a montysb
only a small number< 80) of videos have ever been listed. Be-
cause videos have to sustain their popularity for a monthrdéiero
to enter the top-15 list, our sample set only includes higidgular
videos, and the relative impact of membership is less samifi In
contrast, popularity-independent lists like the recomdation list
covers a greater selection of videos, and is likely to achgreater
impact. Finally, we note that the largest difference betweem-
bership and non-membership occurs for videos with loweufarp
ity, suggesting a scenario where removal from the list tesiih a
significant drop in daily access rates similar to the histdrgnovie
116 as shown in Figure 22.

6. RELATED WORK

Many studies have been carried to analyze the user behawmiors
different media services, including web services, file Bitaser-
vices, media broadcasting services and on-demand videsnsiing
services.

Due to the lack of a real deployed large-scale VOD streaming
system, previous VOD studies mainly relied on data from @ide
rentals, small-scale systems or web-based Internet simgager-
vices. While studies of web-based video streaming is simiila
scale to a large VOD system, such services were deployediat [o
bandwidth links compared to the broadband connections imsed
VOD systems. As observed in [8] and [14], lower bandwidth-con
nections resulted in lower quality of service and impatiesers.
Another implication of the lower bandwidth is seen in thatisely
smaller object sizes. Finally, these systems did not peofédtures
like movie recommendation or top-ranked video lists. Thiese
tures not only make the user experience more enjoyable shutra
results have shown, also have significant impact on usesa (-
terns. In comparison, we believe our study provides resulish
more relevant to the design of future large-scale VOD system

The pioneering study on video-on-demand services modsied u
behavior according to a week’s worth of empirical data orewid
rentals in various video stores [10]. Later, Griwodz [12tdanduced

sions in 29 months. In contrast to these studies, the syssem u
to gather our data served more than 150,000 users and 2bmilli
requests under varying amount of load.

Veloso [23] and Sripanidkulchai [21] characterized livéehmet
streaming media workloads. Veloso showed that the objeetil
nature of interactions between users and objects for likeast-
ing is fundamentally different from stored objects. Srijphwalchai
affirmed the feasibility of application level multicast wienough
resources and nonlethal dynamics.

While most of the above works used media server logs, Mera [17
Chesire [8] and Guo [14] used different traffic tracing methido
trace the user accessing data in Internet streaming systeney
gathered data across multiple sites and multiple mediastyipat
cannot detect properties specific to a single site or meda.ty
Gummadi et. al [13] used tracing at the network border of Univ
of Washington to gather data on multimedia file-sharing iz&a
and extended their results to VOD systems.

Finally, Paxson [18] investigated a number of wide-area BEP
rival processes to determine the error introduced from rioge
them using Poisson processes, and showed that not all heaor
rivals are well-modeled by Poisson distributions. We shbat t
even user-initiated session arrivals could not be modejedure
Poisson distribution, but instead, by a modified version.of i

7. CONCLUSION

Multimedia streaming has become a dominant factor in taday’
Internet, and Video-on-Demand is one of the most promisiterk
applications for the Internet of the future. The lack of ditam
deployed VOD systems has limited researchers to relyingsn a
sumptions about user behavior and content access patterttiss
study we tracked, analyzed and modeled user behavior aed rel
vant access patterns in a large scale VOD environment. Gultse
show that the timing of user accesses are predictable, lentaus
rival rates do not match the Poisson distribution. Insteaslpro-
pose a modified version of the Poisson distribution whichcimes
our empirical data. We also found low but significant invezege-
lation between a video’s average session length and itdaxatyu



Our analysis showed that video popularity matched the Zigf d
tribution better than predicted using the “fetch-at-moste” model.
In addition, we found change in video popularity was strgrigt
fluenced both by the introduction of new content as well asrext
nal factors such as recommendation lists and popularitlgimgs.
Results of our analysis should help VOD system designersemak [16] Managing peer-to-peer traffic with cisco service cohtr
intelligent decisions about resource allocation and tephes for
performance optimization. Finally, we are working to make o
data set publicly available to researchers worldwide.
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