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The introduction of wireless ATM (WATM) in customer premises networks (CPN) environ-

ments necessitates the design of mobility signaling protocols, since the existing versions of B-

ISDN signaling do not support terminal mobility. Such protocols can be deployed either as ex-

tensions to the standard signaling capabilities, or as individual solutions that have little or no 

impact on existing infrastructures (switches, signaling software, etc.).  A WATM architecture 

that adopts the latter approach is presented. After a discussion on the problems encountered in 

the integration of wireless networking and B-ISDN ATM technologies, a Mobility Manage-

ment and Control (MMC) protocol is proposed. Finally, in the framework of the proposed 

MMC protocol, algorithms for implementing mobility procedures (handover and registration) 

are described. 
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I. Introduction 

The introduction of the Asynchronous Transfer Mode (ATM) in Wireless CPN environments 

(WATM) has led to the deployment of several pilot-experimental installations and the early stages of 

products ([1-3], [27], [29]). However, as the technology is not yet mature enough, many technical is-

sues need to be resolved. Signaling is definitely one of the troublesome areas. Apart from the conven-



 Kaloxylos, Hadjiefthymiades & Merakos: Mobility Management and Control protocol  for wireless ATM networks 
2 

tional signaling solutions encountered in wired networks, additional signaling is needed to cover the 

mobility requirements of terminals [4-9]. Wired ATM networks, which enjoy an impressive commer-

cial growth, do not provide mobility of user terminal equipment. Contemporary B-ISDN signaling 

does not support handover, location updating, and (de-) registration for mobile terminals in the net-

work. 

 

A possible solution to this problem is the integration of the required mobility extensions with the stan-

dard signaling protocols to satisfy the identified requirements. Such an approach could lead to rather 

complex signaling protocols, whose complete range of functionalities is not required in fixed ATM 

networks. A more realistic approach suggests the introduction of new, completely independent, proto-

cols, which handle only the mobility procedures (mobility control), while interacting (at some points) 

with conventional signaling (call control) [5]. 

 

The design of mobility protocols needs to take into account the problem of switching the signaling and 

data connections of a terminal, as the latter moves from the coverage area of one Base Station (BS) to 

that of a neighboring BS (handover). Mobility signaling and related procedures need to be designed 

appropriately to enable fixed network entities to render the signaling channels available to the mobile 

terminal in the new/target BS as fast as possible. Such procedures, despite the fact that they are uni-

formly applied in all handover cases, are mainly intended for those in which the current connection is 

abruptly lost. Such cases present substantial difficulties, which are mainly attributed to 

• the current capabilities offered by ATM equipment (switches, software),  

• the limited amount of time available for the switching of control and user plane connections, and 

finally, 

• their unpredictable nature (especially in a CPN environment). 

 

The main contribution of this paper is the design of a mobility signaling protocol for a Wireless ATM 

network, where the BSs have minimal functionality and are not directly interconnected. The protocol 

handles the required connection switching in a uniform way for both data and signaling connections 
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for all mobility procedures, complies with existing ATM signaling standards, and its implementation 

leaves commercially available ATM components unaffected. This protocol has been implemented in 

the context of the Magic WAND (Wireless ATM Network Demonstrator) project [3,10] funded by the 

European Union in the framework of the “Advanced Communications Technologies and Services” 

(ACTS) program. 

 

The paper is organized as follows. Section II proposes a generic network architecture based on the 

separation of call and mobility control (overlay approach). In this architecture, apart from the well-

known signaling Virtual Channel (VC), one additional signaling channel is introduced at the user-

network interface (UNI). Section III discusses the functional entities needed in the proposed WATM 

architecture as well as their inter-relationships in the context of the various protocol stacks. Section IV 

provides a brief overview of the handover types encountered in a CPN environment and provides an 

overview of relevant work on the subject. Section V proposes a solution for the switching of the sig-

naling and data connections during the execution of a handover. VC switching - rerouting is accom-

plished through the Application Programming Interfaces (API) that modern switches offer. Section VI 

gives an insight of the various software modules developed in support of the protocol. Section VII 

elaborates on the proposed protocol by presenting the Message Sequence Charts [16] for the cases of 

Registration, Backward and Forward Handover. Finally, section VIII contains the conclusions. 

 

II. Network architecture 

The main components of the wireless network architecture under consideration are Mobile Terminals 

(MT), Base Stations (BS) and a Control & Switching Unit (CSU). MTs can move within the coverage 

area of BSs and exchange information with other MTs (in the case of MT-to-MT calls) or conven-

tional terminals connected to the fixed part of the ATM infrastructure (MT-to-fixed terminal calls). 

BSs are attached to the CSU ports by means of high bandwidth links. Their primary role is the adapta-

tion of ATM cells to radio packets and vice versa, and their transmission/reception over the radio link. 
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The CSU provides mobility related signaling (registration, de-registration, location update and hand-

over) as well as routing of ATM cells. It is assumed that the CSU incorporates a typical, commercially 

available, ATM switch. The operation of the CSU is supported by a specially designed database (DB). 

The DB keeps track of the current location and status of MTs, and can be used for authentication and 

security procedures that need to be invoked upon registration. All MT originated signaling messages 

related to mobility are diverted to the CSU and processed there (the CSU constitutes a mobility signal-

ing end-point). Standard signaling messages (e.g., SETUP, RELEASE) are also diverted to the CSU 

(to examine their potential local scope), but are subsequently forwarded towards the other terminal 

participating in the call/connection association.  

 

BSs are controlled by the CSU by means of a specialized protocol (hereinafter referred to as BSMP - 

Base Station Management Protocol). BS management related messages are exchanged through a pre-

reserved VC in the BS-CSU link. 

 

A graphical overview of the considered network architecture is given in Figure 1. 

 

Base Station 1

Base Station 2

CSU
MT

Fixed ATM
infrastructure

Fixed ATM terminal

DB

 

Figure 1: Wireless ATM network architecture 

 

When porting signaling protocols from wired ATM systems to wireless environments, it is required 

for different MTs to transmit signaling information over the radio interface on the same VPI1/VCI 

                                                           
1 Virtual Path Identifier 
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combination (VPI=0, VCI=5 for ATMF2 UNI 3.1) [12]. Since BSs behave as traffic concentrators on 

the uplink and splitters on the downlink, a conflict is experienced due to the mandatory use of the 

same VPI/VCI values by different MTs on the same UNI at the multi-access radio link connecting 

MTs to a BS. To eliminate such a conflict, in the considered network architecture (limited MT popula-

tion), one VP (with VPI=x, where x is calculated on the basis of the unique ATM address assigned to 

the terminal) is reserved for each mobile terminal in the MT-CSU logical interface. The mapping of 

VPI values is performed at the lower layers of the MT, transparently to the signaling entities that are 

positioned at the higher layers. For large-scale installations, other techniques can be found in [13]. 

 

Within this VP, a permanent VC is reserved for the purpose of exchanging standard signaling mes-

sages [11, 12, 17]. One permanent VC (PVC) is also allocated for the exchange of mobility related 

signaling messages. PVCs intended for standard signaling will be referred to as ‘S-channels’, while 

PVCs for mobility signaling will be termed “M-channels”. This separation of signaling channels is 

adopted in order to minimize impact on the existing ATM infrastructure, which is one of the main ob-

jectives of this work. Other researchers have proposed the extension of conventional signaling proto-

cols to accommodate mobility related signaling [25].  

 

Figure 2 illustrates the VP/VC allocation in the BS-CSU fixed link. The VC allocation scheme de-

scribed in the previous paragraph applies to all the BS-CSU fixed links where the link numbers differ-

entiate individual connections. 

 

                                                           
2 ATM Forum 
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Figure 2: BS-CSU ATM link 

 

III. Functional entities and signaling stacks 

In this section, the functional entities for the considered WATM architecture are described. In the MT, 

a specialized entity performing mobility control is introduced. This entity is referred to as Mobility 

Management and Control (MMC). MMC is responsible for registering (de-registering) the MT in the 

network, and requesting handover or location update. MMC, upon notification by the lower layers on 

the signal strength degradation or complete signal loss experienced over the radio channel, is able to 

determine the type of handover (backward or forward), or location update that should be requested 

from the fixed network entities. Conventional signaling3 is left to an ATMF UNI 3.1 [12] compatible 

entity. On top of this, a new entity, called Call Control and Signaling (CCS), is introduced to provide 

the information required by MMC (e.g., respond to queries for connection characteristics). Both the 

MMC and the ATMF UNI 3.1 protocols rely on Signaling ATM Adaptation Layer (SAAL) [14, 18] 

for assured transfer of signaling information. 

 

In the MT, a wireless Medium Access Control (WMAC) entity [15] is introduced. WMAC helps ob-

taining control of the shared medium, performs association or de-association with BSs, routes ATM 

cells to the physical layer (and vice versa) and notifies MMC on the status of the radio link. Its coun-

terpart is located in the BS. In the BS, apart from the MAC layer, a Radio Resource Manager (RRM) 

                                                           
3 MT is a signaling end-point for both conventional and mobility signaling. 
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is also needed. Such entity retrieves long and short term traffic characteristics from the MAC entity 

and performs Connection Admission Control (CAC) for the wireless part of the network (Wireless 

CAC - WCAC). 

 

The CSU incorporates conventional signaling entities (Q.2931 [11], NNI protocol) as well as a signal-

ing entity intended for mobility management and control (MMC). The latter entity communicates with 

RRM by means of the BSMP. On top of the Q.2931 and NNI signaling modules there is a module 

called Resource Manager (RM) that is responsible for performing the necessary Call Admission Con-

trol (FCAC), Routing and Addressing procedures for the fixed part of the network. New or diverted 

(due to handover) connections are admitted in a specific BS, only if both the WCAC and the FCAC 

can accommodate the requests. MMC is responsible for coordinating both tasks to reach a combined 

decision. 

 

In terms of module-entity instances, there is an one-to-one mapping between RRM and BSs (each BS 

has an RRM instance). There is also an one-to-one relationship between active MTs and MMC in-

stances residing within the CSU (CS_MMC). The same applies to RM. In each MT, only one MMC 

(MT_MMC) and one CCS instance are needed. 

 

Figure 3 presents the protocol stacks deployed in the various components of the network architecture. 

Gray lines denote logical interfaces between the higher layers of the architecture. In this figure, stan-

dard signaling is left unaffected. The only modifications to the existing infrastructure are the new in-

terfaces with the controlling entities of standard signaling (i.e. CCS, RM). These entities receive sig-

nals from the WAND specific modules and translate them internally to the appropriate primitives on 

their interface with the standard signaling, and vice versa. 
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Figure 3: Protocol stacks 

 

The User Plane (U-plane) in the considered WATM architecture supports LAN Emulation (LANE v.1) 

[24] in addition to Native ATM applications. 

 

IV. Handover classification and prior work 

In cellular environments, handovers can be classified as intra-switch or inter-switch [33] depending on 

whether the MT moves to a cell controlled by the same or different CSUs, respectively. Furthermore, 

two handover types can be identified: backward and forward. This distinction mainly refers to the BSs 

through which the handover signaling information is exchanged.  

 

Considerable work has been performed for the design and development of handover supporting proto-

cols [34].  

 

In [25], a detailed WATM architecture is presented including a classification of handover execution 

methods. Furthermore, [25] presents an innovative pilot implementation of a protocol that supports 

forward handovers. In the considered architecture, BSs act as standard signaling end-points. This ap-

proach may result in long processing time to complete the signaling tasks [26]. To accommodate mo-

bility related signaling, conventional signaling messages are extended. Location management proce-

dures are based on the Mobile-IP scheme [32]. 

 

Σχόλιο:  
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In [1], a WATM pilot is also presented where connections are extended to the target BS each time the 

MT performs a handover. In this “path extension” technique, BSs need to be directly interconnected, 

and the resulting data paths may become sub-optimal. In [27], specialized core-network components, 

termed Interworking Devices (IWD) are introduced for the handling of mobility related procedures. 

The end-to-end ATM connection is always broken-bridged at the IWD to facilitate mobility manage-

ment (location tracking, handovers, etc.).  

 

V. Dynamic switching of connections 

In our network architecture, there is only one data path at a time between the MT and the CSU, 

through which mobility or conventional signaling information could be exchanged (i.e., no macro-

diversity is used). During the switching process, the existing SAAL instances should be cleared and 

new SAAL instances, between the MT and the CSU, should be spawned (Figure 4). Furthermore, the 

state of the old SAAL instances should be transferred to the new ones.  

 

MMC Q.2931

BS1 (target) BS2
VCI=05Link=01 Link=02

SAAL instances

VCI=30
Link=02

CSU

MT

Current Link
Target Link

 

Figure 4: Switching of signaling connections   

 

In order to avoid spawning and clearing of SAAL instances, the CS_MMC uses its interface with the 

switch API (Application Programming Interface) to reroute the M-channel connection in the ATM 

layer. Thus, the SAAL instances are left unaffected. The SAAL connection between the CSU and the 

∆ιαγράφηκε: It is then, the 
responsibility of CS_MMC to 
determine what signaling connec-
tions (for the MMC protocol) need 
be rerouted and bring those 
changes into effect by issuing low 
level commands to the switch API. 
User plane VCs as well as the 
Q.2931 connection are rerouted at 
a later stage through the same 
approach.
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BSs (VCC - Virtual Channel Connection) comprises two VCLs (Virtual Channel Links). A VC cross-

connect is deployed by means of the switch API commands. This VCC is depicted in Figure 5. 

 

MMC

ATM Switching

Switch API

Link=1,VCI=30, VPI=01

Link=2,VCI=30, VPI=01

VCL VCL

Xconnect

VCI=60,

SAAL

Current Link

Target Link

VCC  

Figure 5: Switching of signaling connection using the switch API 

 

The inner VCL between the switching unit and the SAAL is established once, upon MT registration, 

and remains valid and unaffected until its de-registration. Outer VCLs are associated with the inner 

VCL each time the MT moves to a new BS. MMC triggers the VCL association (changes to the in-

volved VC cross connect) according to the mechanism described below. Other researchers [25] have 

adopted GSMP [28] as an alternative mechanism to proprietary switch APIs. 

 

In the case of handover or location update, CS_MMC faces a dilemma: where to switch the M-

channel. The only network elements that store real-time information about the location of MT are the 

BSs and the MTs themselves. As the RRM entities are positioned in the forefront of the wired part of 

the network and have direct access to the WMAC data structures, it is relatively easy to obtain infor-

mation on radio associations and de-associations of MTs.  During forward handover the first action 

undertaken by a MT, is its association with the BS it can hear best. Such association is detected by 

RRM that subsequently notifies CS_MMC. This sequence of events is shown in Figure 6. Initially 

(step 1 in the figure) the mobile terminal communicates through BS1 (with RRM-old). In step 2, the 

mobile terminal crosses the cell boundary, which triggers a forward handover. In step 3, the MT asso-

∆ιαγράφηκε: ’s
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ciates with BS2. This association is detected by RRM-new (RRM within BS2) in step 4. MMC is noti-

fied in step 5, and proceeds with the required rerouting of signaling connections. The user plane con-

nections are re-routed after the signaling channels become operational. 

 

Base Station 1

Base Station 2

CSU

MT

RRM-old

RRM-new

1

2

3

4

5

MMC

Cells boundary

 

Figure 6: Forward handover steps 

 

The re-routing of the signaling connections is performed at the ATM level, where the VC cross-

connection is modified. Thus, the upper layer entities (signaling end-points) are left unaffected. A 

similar approach is proposed for the inter-switch handover scenario in [25]. 

 

VI. Internal structure of MMC entities 

The CS_MMC module is responsible for handling all mobility related procedures (i.e., handover, reg-

istration, and location update) on the network side. Specifically, CS_MMC deals with the following 

tasks: 

• the establishment of the M-channel through which the mobility related messages are exchanged, 

• the coordination of Call Admission Control (CAC), of the wireless and the fixed resources, during 

the execution of mobility and standard signaling procedures, 

• the switching of the signaling and the data connections (if any), whenever a MT crosses the 

boundaries of a cell, and 

• the updating of the location of a MT in the CSU hosted DB. 
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CS_MMC has been formally specified and simulated using the Specification and Description Lan-

guage (SDL [19], [20]). The corresponding SDL block consists of four processes (Figure 7). From 

those processes, only the ROUTER process has one instance. The other three processes, namely, Loca-

tion_Update_Handler (LUH), Registration_Handler (RHC), and Mobility_Control_Function (MCF) 

may have N instances, where N is number of the active MTs in the system. 

 

Block   Mobility_Management_Control MMC(5)

ROUTER

Location_Update_Handler(0,2)

             /* LUH */

Registration_Handler(0,2)

         /* RHC */

Mobility_Control_Function(0,2)

           /* MCF*/

CMMC_CRRM
CMMC_CRMS

CMMC_CNMX
CLAY_CMMC

AATM_CMMC

CROUT_CRRM
(Crout2Crrm) (Crrm2Crout)

CROUT_CRMS (Crout2Crms)(Crms2Crout)

CLUH_CROUTE

(Cluh2Crout)

(Crout2Cluh)

CMCF2CRHC(Crhc2Cmcf)

(Cmcf2Crhc)

CMCF_CROUTE

(Cmcf2Crout)

(Crout2Cmcf)

CMCF2CLUH

(Cmcf2Cluh)

(Cluh2Cmcf)

CNMX_CROUT
(Crout2Cnmx) (Cnmx2Crout) CLAY_CROUT

(Crout2Clay)

(Clay2Crout)

CRHC_CROUTE

(Crout2Crhc)

(Crhc2Crout)
AATM_CROUT

(Crout2Aatm)

(Aatm2Crout)

 

Figure 7: SDL block diagram of CS_MMC 

The ROUTER process is responsible for the communication between the CS_MMC and all the other 

entities within the CSU. As shown in Figure 7, this process handles all incoming signals to the 

CS_MMC. The main task of this process is to send signals to the appropriate instances of MCF, RHC 

and LUH and spawn instances of these processes, as needed (dashed lines in Figure 7).  

 

The LUH process is responsible for informing the DB whenever a MT changes location. This can 

happen either implicitly, whenever a MT performs a handover, or explicitly whenever a MT crosses 

the boundaries of a cell without any active data connections. In order to cope with the former case, 

LUH has a channel with MCF. 
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The RHC process is responsible for registering every MT that powers on within the network. This 

process is also responsible for the establishment of the signaling channel between the CSU and each 

MT.  

 

The MCF process is responsible for handling MT handovers and standard call control procedures, by 

communicating with RM and RRM. One of the main tasks of this process is to guarantee that all mo-

bility operations are performed in atomic steps that cannot be interrupted while in progress. This entity 

communicates with both LUH and RHC during implicit location update and the initial configuration of 

the signaling channels respectively. MCF, LUH and RHC have been implemented as Solaris threads 

([21], [22]) of the CS_MMC process. The operating system, used in WAND for running the CSU 

functional entities, is SunOS 5.5.1 installed in a Ultra-Sparc I workstation. 

 

The SDL block diagram of MT_MMC is shown in Figure 8.  

 

Block Mobility_Mgmt_and_Control Mobility_Management_Control_Block_Connection(1)

Handover_Handler(0,1)
/* HOH */

Registration_Handler(1,1)
/* REH */

CMMC_UUSE
CLCP_CMMC

CCCS_CMMC

AATM_CMMC

CLAY_CMMC

CLCP_CHOH

(Choh2Clcp)

(Clcp2Choh)

AATM_CHOH

(Choh2Aatm)

(Aatm2Choh)

CHOH_UUSE
(Choh2Uuse)

CCCS_CHOH(Choh2Cccs)

(Cccs2Choh)
CLCP_CREH

(Creh2Clcp)

(Clcp2Creh)

CHOH_CRH

(Creh2Choh)

(Choh2Creh)

CREH_UUSE

(Creh2Uuse)

CCCS_CREH

(Creh2Cccs)

(Cccs2Creh)

AATM_CREH

(Creh2Aatm)

(Aatm2Creh)

CLAY_CREH

(Creh2Clay)

(Clay2Creh)

 

Figure 8: SDL block diagram of MT_MMC 

 

In the SDL model, the following entities are specified as components of MT_MMC: 
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• HOH (HandOver Handler): HOH is signaled by the WMAC layer and may issue a Handover or 

Location Update request towards the CS_MMC. Prior to HOH’s triggering by WMAC, no distinc-

tion is made between Handover and Location Update. HOH interacts closely with the CCS module 

of the MT with the purpose of determining whether user plane connections are active or not. 

• REH (REgistration Handler): REH is responsible for instantiating - initializing HOH, requesting 

the set-up of a proper Q.SAAL instance and binding to it. For its communication with WMAC, 

REH (and HOH also) uses a protocol called LCP (Layer Control Protocol)4. REH transmits the 

signaling messages needed for the admission-registration of the mobile terminal in the WAND 

network but is also responsible for the de-registration procedure.  

 

For the task of initializing other protocols within the MT stack, MT_MMC issues requests towards a 

Protocol Layer Manager. Its internal structure is strongly dependent on the implementation platform. 

In the WAND system, the Windows NT integrated Trillium stack ([21], [23]) will be used under Win-

dows NTS ver.4.  

 

VII. Mobility procedures 

In this section, we give a detailed description of the Registration, Backward and Forward Handover 

algorithms.  

 

Registration  

Figure 9 gives a message sequence chart for the messages exchanged between the network elements 

involved in the registration algorithms described below. 

Whenever a MT powers on within the network, it needs to register and then perform security and au-

thentication procedures. The first step is to associate with the BS it can hear best. Upon successful as-

sociation, resources are reserved in the wireless part by RRM. The CS_MMC is also notified on this 

event (NEW_ASSOCIATION). CS_MMC checks if this is the first time that it receives a signal for the 

                                                           
4 LCP has been developed by the University of Lancaster. LCP implements a stop-and-wait protocol. Messages 
are encapsulated in AAL5 PDUs. 
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specific mobile. In such a case, CS_MMC will check with RM if there are enough resources in the 

fixed part of the network to support the mobility signaling channel (FR_STATUS). If there are suffi-

cient resources, CS_MMC is notified (CONN_SET) and it performs the necessary VC configura-

tion/management, using the switch API. When the configuration of the channel is completed 

CS_MMC requests the establishment of a SAAL connection with MT_MMC5.  

 

The MT receives notification of the SAAL connection establishment and the availability of the M-

channel (SIG_CHANNEL_READY). It then uses the M-channel, to start the registration procedure 

(REGISTRATION_req). At this point no standard signaling channel is configured, since no secu-

rity/authentication operations have taken place. This will happen when the DB is notified to create an 

entry for the specific MT (CREATE_ENTRY_req/cnf). After the security actions are completed the MT 

will check if there are enough resources to support the signaling channel on the fixed part, and if there 

are it will notify both RRM (CONN_SWITCHED), and MT_MMC (REGISTRATION_cnf), about the 

result of the registration.  

 

Forward Handover 

Forward handover is initiated whenever the radio link of a MT with a BS is abruptly lost. In such a 

case, the MT which did not have the chance to pass signaling information to the CSU, pursues associa-

tion with the BS it can hear best. The RRM entities of both the old and the new BS are aware of the 

current status of the MT as far as the radio link is concerned. The RRM of the new BS (RRM_new) is 

responsible for notifying the appropriate MMC instance of the CSU on the MT’s recent radio associa-

tion (NEW_ASSOCIATION). As argued in Section V, this message is the external stimulus that trig-

gers the switching of the signaling connections on the fixed part of the network. Prior to the transmis-

sion of the NEW_ASSOCIATION message, RRM_new performs the WCAC procedure for both the M-

channel and the S-channel. If no resources are available for the signaling channels, then the associa-

tion fails instantly and MT retries with another BS that it can listen to. 

 

                                                           
5 CS_MMC has been previously bound to SAAL. 
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MSC Registration
MT_MMC MT_Q2931 RRM CS_MMC RM DB

PowerOn

New Association

NEW_ASSOCIATION

FR_STATUS

FCAC

CONN_SET

Configuration

CONN_SWITCHED

SAAL Connection Establishment

SIG_CHANNEL_READY

REGISTRATION_req

CREATE_ENTRY_req

Security/
Authentication

CREATE_ENTRY_cnf

FR_STATUS

FCAC

CONN_SET

Configuration

CONN_SWITCHED

REGISTRATION_cnf

REGISTRATION COMPLETED

 

Figure 9: Message Sequence Chart for the Registration procedure 

 

Upon reception of the NEW_ASSOCIATION signal by CS_MMC, the RM entity is invoked 

(FR_STATUS) to check if there are enough resources on the fixed part of the network, and to establish 

two new VCs (M & S-channels) towards the new BS. It then triggers CS_MMC (CONN_SET) to 

switch the MT signaling connections to the new BS (CONN_SWITCHED). 

When the rerouting of the signaling channels is completed, CS_MMC informs the MT on the restora-

tion of the signaling communication (SIG_CHANNEL_READY). At that point, the MT can initiate the 

handover procedure (HO_REQUEST) for the data connections.  
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MSC Forward HO
MT_MMC MT_Q2931 RRM_old RRM_new CS_MMC RM DB

Link Outage

New Association

NEW_ASSOCIATION

FR_STATUS

FCAC

CONN_SET

Switching

CONN_SWITCHED

SIG_CHANNEL_READY

HO_REQUEST

FR_STATUS

CHECK_RR_req
FCAC

WCAC

CHECK_RR_cnf

CONN_SET

Switching

CONN_SWITCHED

CONN_DROP

CONN_RELEASE

HO_RESPONSE

LOC_UPDATE

PHASE B

PHASE A

 

Figure 10: Message Sequence Chart for the Forward Handover procedure 

 

The handshaking between CS_MMC & MT_MMC using the signal SIG_CHANNEL_READY, prior to 

the initiation of handover, is necessary in order to avoid potential race hazards (e.g. any attempts to 

transmit signaling information prior to the reconfiguration and the switching of the signaling connec-

tions).  

  

CS_MMC is also responsible for checking the availability of both the fixed (FR_STATUS) and the 

wireless (CHECK_RR_req/cnf) resources for the u-plane connections. Should the CAC algorithm 
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prove successful, the data channels are switched to the new BS (CONN_SET, CONN_SWITCHED). At 

the old BS the resources associated with the above channels are released (CONN_DROP, 

CONN_RELEASE). When the re-routing of the channels is completed, MT is notified accordingly on 

the result of the handover (HO_RESPONSE), and its new location is registered in the database 

(LOC_UPDATE). 

 

In Figure 10, we provide the Message Sequence Chart of the forward handover algorithm described 

above6. As shown in this figure the handover procedure is broken up into two distinct phases (A and 

B). The first one involves the switching of the signaling connections, while the second one the switch-

ing of the data connections. In both phases, the same signals are applied although their parameters, 

which are not presented in the figure (e.g., VPI, VCI values), are different. This separation of switch-

ing phases enables the re-use of the same algorithm for the forward and backward HO cases.  

 

Finally, one interesting point is that the HO_REQUEST signal passes to the CSU a list of all active 

data connections and a list of accessible, target BSs. The first list is prioritized and serves in the case 

where not all connections can be supported by the new BS. Thus, partially successful handover can be 

accomplished (connections with lower priority are dropped during the handover, if the resources in the 

new BS prove insufficient). The second list serves in those cases where the new BS is not the most 

appropriate one to handoff active connections. In order to make the best decision, CS_MMC requests 

RM (FR_STATUS) to examine the availability of the fixed resources for all the BSs that are identified 

in this second list. Such list is constructed (and sorted) by the MAC layer of the MT on the basis of the 

radio link quality that can be achieved. CS_MMC also triggers the corresponding RRMs to check the 

resources on the wireless side (CHECK_RR_req). The decision is based on both the results of the 

WCAC (CHECK_RR_cnf) and the Fixed CAC algorithms. If it is proven that the new BS (i.e., the one 

                                                           
6 This is a simplified example, since all operations are considered to be successful. 



 Kaloxylos, Hadjiefthymiades & Merakos: Mobility Management and Control protocol  for wireless ATM networks 
19 

where the MT is currently attached to) is not the best choice, the algorithm can be re-executed for the 

remaining elements of the second list.7 

 

Backward Handover 

Backward handover is performed when the quality of the radio channel fades gracefully and there is 

enough time for the MT to react promptly. All the signaling for the switching of the data connections 

is done through the current BS. When this task is completed, the MT will de-associate with the current 

BS, and will associate with the new one. At this point the switching of the signaling connections will 

be performed similarly to the case of forward handover.  

 

As illustrated in Figure 11, in the proposed architecture, the backward and forward handover cases are 

similar. Their only difference is the execution sequence for the switching of the signaling and the data 

connections.  

VIII. Conclusions 

This article studied the issues for the design of mobility algorithms for wireless ATM CPN environ-

ments. The issues are mainly attributed to the incompatibility of conventional signaling with the pecu-

liarities of a WATM installation, and refer to the required switching of the signaling connections dur-

ing handover.  

 

A solution has been proposed that has no impact on the existing ATM infrastructure. The implementa-

tion of this solution is quite straightforward. In our approach, the mobility procedures related to hand-

overs are broken into two major phases: the switching of the signaling connections and the switching 

of the data connections. The same signals can be applied in both cases with different sequences. The 

solution only depends on the mechanisms/interfaces provided by contemporary ATM switches. Higher 

layer entities (like mobility and resource managers) are left unaffected.  

 

                                                           
7 The algorithm for selecting the most appropriate BS can be also performed in parallel for all possible target 
BSs. The advantages and disadvantages of these two approaches are outside the scope of this paper.  
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MSC Backward HO
MT_MMC MT_Q2931 RRM_old RRM_new CS_MMC RM DB

HO_REQUEST

FR_STATUS

CHECK_RR_req
FCAC

WCAC
CONN_SET

CHECK_RR_cnf

Switching

CONN_SWITCHED

CONN_DROP

CONN_RELEASE

HO_RESPONSE

De-Association

New Association

NEW_ASSOCIATION

FR_STATUS

FCAC

CONN_SET

Switching

CONN_SWITCHED

SIG_CHANNEL_READY

LOC_UPDATE

PHASE A

PHASE B

 

Figure 11: Message Sequence Chart for the Backward Handover procedure 

 

We have shown how the presented switching approach can be applied to registration, and forward and 

backward handover algorithms tailored to the WATM installation. The proposed handover algorithm 

performs channel switching that involves handshaking between CS_MMC and MT_MMC to avoid 

potential race hazards.  

 

In relation to prior work of other researchers in the WATM area, the proposed solution:  

1. Covers both backward and forward cases 
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2. Does not impose modification to conventional signaling 

3. Does not waste network resources, since the connection path is always optimum, and, 

4. Limits the complexity of BSs 

 

For the performance evaluation of the proposed protocol, a model, [30], has been developed in the 

Maisie simulation environment, [31]. The simulation study indicated that for low mobility the system 

is capable of supporting the required QoS, without compromises. Another observation was that the 

measured mean execution times for backward and forward handovers are identical because the only 

difference of the two algorithms is the switching sequence of the signaling and data connections (al-

ternation of phases A and B described in the section VII). 
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