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ABSTRACT
Many current effectiveness measures incorporate simplifying
assumptions about user behavior. These assumptions pre-
vent the measures from reflecting aspects of the search pro-
cess that directly impact the quality of retrieval results as ex-
perienced by the user. In particular, these measures implic-
itly model users as working down a list of retrieval results,
spending equal time assessing each document. In reality,
even a careful user, intending to identify as much relevant
material as possible, must spend longer on some documents
than on others. Aspects such as document length, duplicates
and summaries all influence the time required. In this pa-
per, we introduce a time-biased gain measure, which explic-
itly accommodates such aspects of the search process. By
conducting an appropriate user study, we calibrate and vali-
date the measure against the TREC 2005 Robust Track test
collection. We examine properties of the measure, contrast-
ing it to traditional effectiveness measures, and exploring
its extension to other aspects and environments. As its pri-
mary benefit, the measure allows us to evaluate system per-
formance in human terms, while maintaining the simplicity
and repeatability of system-oriented tests. Overall, we aim
to achieve a clearer connection between user-oriented stud-
ies and system-oriented tests, allowing us to better transfer
insights and outcomes from one to the other.

Categories and Subject Descriptors
H.3.4 [Information Storage and Retrieval]: Systems
and Software—Performance evaluation (efficiency and ef-
fectiveness)

General Terms
Experimentation, Human Factors, Measurement
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1. INTRODUCTION
System-oriented tests and user-oriented studies represent

competing approaches to search engine evaluation. A system-
oriented test typically develops a set of relevance judgments
to determine the quality of ranked document lists returned
in response to a query [39]. Effectiveness measures com-
puted over these ranked lists provide a method for tuning
search engines and comparing one engine to another. In
contrast, a user-oriented study examines actual user behav-
ior during interactive retrieval sessions. These studies span
a spectrum from intensive laboratory investigations involv-
ing a relatively small number of subjects [18] to large-scale
analyses of interaction logs capturing the search activities of
millions of people [9, 42,43].

The value of a user-oriented study lies in its ability to
reflect many aspects of the search process, including inter-
action and presentation. Unfortunately, user studies can be
complex and costly. Running subjects through a laboratory
experiment can require substantial time and money, and we
may need to repeat experiments as elements of the interface
and engine change. On the other hand, interaction logs are
noisy, uncontrolled, and capture only a portion of the user
experience.

The value of a system-oriented test lies in its simplicity
and repeatability. Effectiveness measures isolate and eval-
uate a single element of the search engine, i.e., the quality
of its ranked list. Once we develop a set of relevance judg-
ments, evaluation measures can be re-computed with little
additional expense or effort. As software developers modify
and train ranking algorithms, effectiveness measures may be
applied over and over again, as often as needed.

Various researchers [7,10,43] suggest a generic framework
that encapsulates many of the effectiveness measures in cur-
rent use, including Normalized Discounted Cumulative Gain
(nDCG) [17], Rank Biased Precision (RBP) [23], and Ex-
pected Reciprocal Rank (ERR) [9]. All of these measures
can be expressed as a sum over documents in a ranked list,

1

N
∞∑

k=1

gkdk, (1)

where gk represents the gain associated with the document
appearing at rank k, and dk represents a discount associ-
ated with rank k, which is independent of the document.
In practice, we either compute the sum to some fixed but
arbitrary depth K or until we know its value within some ε.
The normalization factor N is optional, but if it is present,
it serves to map the value of the sum into the range [0 : 1],
which may be required for averaging over multiple queries.



RBP uses the discount formula dk = βk−1, where β is
a constant in the range [0 : 1]. Gain values for RBP are
binary, with gk = 1 if the document at rank k is judged
relevant, and gk = 0 if it is not judged relevant. ERR uses
a reciprocal rank discount formula of dk = 1/k, and nDCG
uses the discount formula dk = 1/ (log2(1 + k)). For both
of these measures, a gain value may be interpreted as a rel-
evance probability, i.e., the probability that a user viewing
the document would judge it to be relevant. When applying
these measures, the probabilities are estimated from graded
relevance judgments, e.g., “definitive”, “excellent”, “good”,
etc. [24]. In the case of ERR, the gain value of a document
at rank k depends on the gain values of the documents at
ranks 1 to k − 1, with gain values increasingly attenuated
when more relevant documents appear at higher ranks.
All of these measures may be interpreted in terms of a

simple user model: The user starts at the first document
and works their way down the list, eventually stopping when
they become tired or bored. The discount dk indicates the
probability that the user continues to rank k, and the gain
gk represents the benefit (i.e., utility) to the user of viewing
the document at rank k. Thus, the sum in Equation 1 can
be understood as the expected total benefit experienced by
the user, with the various gain values and discount formu-
lae corresponding to different assumptions about user needs
and behaviors. In particular, the attenuated gain values in
ERR correspond to the idea that, after viewing each rele-
vant document, the user derives less benefit from viewing
additional relevant documents.
Underlying this user model is an implicit assumption that

the user views documents at a constant rate, spending the
same time assessing each one. Because of this assumption,
these effectiveness measures can fail to accommodate aspects
of the search process that directly impact the quality of the
ranked list as experienced by the user. For example, most
modern search engines provide captions, or summaries, that
describe each of the documents [36]. A user scanning these
summaries might quickly skip those results that are obvi-
ously not relevant to their needs, without ever viewing the
contents of the associated documents. Similarly, we might
expect shorter documents to take less time to assess than
longer documents, since a user may spend less time skim-
ming them. In addition, when a document is similar in con-
tent to a document a user has already viewed, it may be easy
to assess quickly, regardless of its length. Once a user recog-
nizes the duplicated content, they can immediately return
to the result list and continue to the next result.
In this paper, we propose a framework for evaluation mea-

sures based on time, allowing us to directly accommodate
aspects of the search process ignored by standard effective-
ness measures. We retain the simple model of a user working
their way down a result list, but with both gain and discount
now expressed in terms of time. As the user works their way
down the list, let G(t) be the cumulative gain experienced
by the user at time t. In other words, if the user invests time
t in assessing the result list, they will derive a total benefit of
G(t). We model the possibility that the user stops at some
point by a decay function D(t), which indicates the proba-
bility that the user continues until time t. Thus, D(0) = 1
and decreases monotonically to 0 as t → ∞. Under this
model, an equivalent of Equation 1 may be expressed as

1

N
∫ ∞

0

dG

dt
D(t)dt. (2)

Of course, measuring instantaneous gain would prove dif-
ficult in practice, and we quickly return to considering gain
values one document at a time, but retaining decay as a
function of time. By smearing gain equally across each doc-
ument and converting D(t) into a step function, we may
approximate Equation 2 with

1

N
∞∑

k=1

gkD(T (k)), (3)

where T (k) is the expected time it would takes for a user to
reach rank k and begin to assess the document. Although we
have returned to a summation over ranks, we now explicitly
consider time as a part of the measure.

We refer to Equation 3 as time-biased gain, and we spend
the remainder of this paper developing and exploring this
effectiveness measure. In its development, we face the po-
tentially controversial and complex problem of providing a
realistic estimate for T (k). Ideally, for use in an effective-
ness measure, the estimate should be straightforward both
to compute and to comprehend. Competing with this re-
quirement is the need for a clear connection back to actual
user behavior, so that the effectiveness measure provides
a meaningful guide for training and tuning ranking algo-
rithms.

We note that setting T (k) = c(k−1), for some constant c,
reduces Equation 3 back to Equation 1, which corresponds
to a scenario in which the user views documents at a con-
stant rate. To move beyond this simple scenario, we need
to examine user behavior in a realistic context, calibrating
our estimate of T (k) against the actions of these users. As
a result, time-biased gain is more closely tied to a usage
scenario than traditional evaluation measures. Moving to a
different scenario requires a different calibration of the eval-
uation measure, a price we pay for the closer connection to
user behavior.

After a review of related work, we discuss the calibration
and validation of time-biased gain against the test collection
employed in the TREC 2005 Robust Track experiments [39].
As part of this calibration, we report a user study in which
we presented subjects with an interface styled after a modern
web search engine, including a result page with ten query-
biased summaries, and instructed them to find and save as
many relevant documents as possible in the time allowed,
while making as few mistakes as possible. The associated
scenario is of a careful and determined user, with a topi-
cal information need, intending to identify as much relevant
material as they can in the time they have available.

We believe this scenario is appropriate for the TREC Ro-
bust Track, and similar experiments, where a document is
considered relevant if it contains any relevant material at all,
and evaluation measures traditionally consider documents
that are relatively deep in the result list. For other scenar-
ios, a different calibration might be appropriate. For exam-
ple, in the context of web search, where users may interact
with fewer results and rarely dig as deeply in the result list,
calibration might be based on interaction logs taken from
the search engine itself.

After developing a T (k) function appropriate to our usage
scenario, we consider other components of our time-biased
gain measure, including the choice of a decay function. We
explore properties of the measure and compare it to other
evaluation measures. Finally, we end the paper with a dis-
cussion of extensions and future work.



2. RELATED WORK
We may interpret many current effectiveness measures in

terms of the simple user model outlined in the introduc-
tion [7, 9, 17, 23, 43]. While all of these measures implicitly
assume that a user progresses down the ranked list at a
constant rate, they incorporate different assumptions about
when and why the user will stop, and how much benefit
or utility they can be expected to gain. All of these mea-
sures may be expressed in form of Equation 1 [7, 43]. Even
precision at k may be interpreted in terms of a user who
always views exactly the top k documents, and no more.
Along the same lines, Robertson [26] retrofits a similar user
model into the venerable Mean Average Precision (MAP)
effectiveness measure, which may also be extended to incor-
porate graded relevance values similar to those employed by
nDCG [15,27,30].
Turpin et al. [37], Yilmaz et al. [42], and Dupret [14] have

gone beyond this simple model by explicitly incorporating
summaries into their user models and thus into their met-
rics. An important difference between their work and ours
is that we explicitly model time in addition to the click de-
cisions. Summaries are designed to, and do speed the rate
at which users find relevant documents [20, 36]. We believe
it is important that metrics reflect the value of summaries
by having a user model that incorporates the time required
to separately evaluate summaries and documents. Time is
important to users. Su [35] found from interviews with 40
users that the success category of “Efficiency - Time” was
ranked first with the highest frequency of mention.
Turpin and Hersh [38] hypothesized that the time to read

documents was a reason why batch-style and user evalua-
tions produce different results. In their study, Turpin and
Hersh found that the baseline system, which had a lower
MAP, ranked shorter documents higher than the improved
system. The improved system had a pivoted length nor-
malization [31] component that preferred longer documents
— longer TREC documents have a higher prior probabil-
ity of being relevant. Turpin and Hersh found that users
of the baseline system were able to read more documents
than the users of the improved system. As a result, users
of the baseline system were able to compensate for its lower
precision and find equal amounts of relevant material in the
same amount of time. Our time-biased gain metric explic-
itly takes document length into consideration, for we have
also found that users take longer to judge longer documents.
Yang and Lad [41] and Arvola et al. [2] also consider the cost
of reading in the evaluation of IR systems.
Our time-biased gain metric aligns well with Fuhr’s proba-

bility ranking principle for interactive IR [16]. Fuhr carefully
outlines that users of interactive IR systems have to make a
series of decisions and that these decisions each have their
own cost. For our metric, cost is measured in time, and both
cost and gain are directly tied to the series of probabilistic
decisions made by the user.
Much of this work can be viewed as following a framework

for evaluation laid out by Cooper [11, 12] and Dunlop [13].
Cooper believed that effectiveness measures should be based
on the utility a user personally gains from a retrieval system.
A critical part of Cooper’s plan was the use of validation
experiments to measure the ability of an evaluation measure
to predict utility. Dunlop built on and refined the ideas of
Cooper. Rather than subjectively measure a user’s utility,
Dunlop established the use of HCI methods to predict user

performance in terms of the number of relevant documents
found in a given amount of time.

Efforts to relate evaluation measures to models of user
behavior can be seen as an attempt to bridge the gap be-
tween system-oriented tests and user-oriented studies. In
these cases, the goal is to move system-oriented measures
closer to user-oriented studies. Working from the other di-
rection, efforts have been made to simulate the use of in-
teractive retrieval systems in order to determine their qual-
ity [1,4,21,40]. Efforts related to this approach includes the
use of simulation to better understand interactive retrieval
behavior [3, 19]. We see these two directions of research
merging as system-oriented measures continue to increase
the resolution of their user models [8].

3. CALIBRATION
At the core of our new metric, time-biased gain, is the

computation of the time to reach rank k of a ranked list,
which we will refer to as the function T (k). Given that we
are retaining the traditional model of a user working down
a ranked list in order, we need to estimate the amount of
time it takes to process a given document. As such, we need
to consider what is a reasonable process that a user would
go through to determine if a document is relevant.

The majority of search interfaces now present a ranked
list in two parts. The first part is the display of a series
of document summaries that are intended to help the user
decide if the corresponding full documents should be viewed
or skipped. The second part is the full document itself.

Faced with this interface, the user must first examine the
document summary and decide whether to click and view the
full document or not. While it is certainly possible that a
user may realize benefit from viewing the summary alone, we
believe that for TREC-style topics and information needs,
that a user needs to view the full document in order to realize
gain from finding relevant material in the document.

Thus, we need to model the decision of whether to click
or not and produce both an estimate of the time the deci-
sion takes to be made as well as an estimate of what the
decision will be. If the user decides to click on a summary,
then the user must study the document and make a decision
about the document’s relevance. Only if the user clicks on
a relevant document’s summary and then decides the docu-
ment is relevant will the user realize any gain. Gain cannot
be obtained from non-relevant documents nor from skipped
relevant documents. As with the summary, we need to esti-
mate time spent on the full document and the final relevance
decision of the user.

There are nearly endless variables that could be taken
into consideration in the models of decision making for sum-
maries and documents. In this paper, we choose to focus on
a few variables that are most likely to affect user decisions.

The most obvious variables affecting these decisions are
the user and the topic. While users vary greatly and con-
tribute large amounts of variance to user studies, we do
not attempt to model different user strategies for processing
ranked lists. Instead, our user model is an idealized individ-
ual representing the population as a whole. As for the topic,
at this time we do not see an easy way to identify a priori
how a topic will affect users’ behavior, and we are forced to
treat all topics the same.

After the user and topic, the document itself is likely the
most important variable to consider. We consider two at-



tributes of the document to use in our model: the relevance
of the document and the document’s length. Relevance
should be a strong indicator of how likely summaries will be
clicked and whether or not the document will be recognized
by users to be relevant [37]. The time to make decisions
based on textual items is likely to be dependent on their
length.
Given that summaries tend to be short and of nearly equal

length, we will assume they are all assessed in the same
amount time, TS seconds. For documents, let TD(l) = al+b,
be the time in seconds to assess a document of length l,
where l is measured in words. TD(l) models an evaluation
process of scanning the document at a rate of a seconds per
word and then a constant amount of time, b seconds, to
account for carefully assessing a small amount of text and
the overhead of making a decision about relevance. As we
will justify, if a user views a duplicate of a document later,
then we treat that duplicate as if it had zero length (l = 0).
We use a document’s relevance to predict the probability

that a summary will be clicked and to predict the probability
that when viewed, a full document is recognized as relevant.
Formally, let P (C|R) be the probability of a click given NIST
relevance, where C andR are binary random variables. Also,
let P (S|R) be the probability of saving a viewed document
as relevant given NIST relevance, where S and R are binary
random variables. Saving a document is the equivalent of
recognizing a document to be relevant.
Putting both the time to make decisions and the prob-

abilities of the decisions together, we have a model of the
time it takes to process a document in the ranked list and
can now estimate the time to reach rank k, i.e. T (k).
Let li be the length of the document at rank i. Let ri

be the NIST binary relevance judgment associated with the
document at rank i, where ri = 1 if the document is relevant,
ri = 0 otherwise. Then, we estimate the expected time for
the user to reach rank k as:

T (k) =

k−1∑
i=1

TS + TD(li)P (C = 1|R = ri) (4)

Not present in T (k) are the probabilities of the user saving
a document as relevant, which are only needed for compu-
tation of the gain.
With Equation 4 in hand, we need to calibrate it to pro-

duce estimates in line with actual human behavior. We next
explain how we calibrated T (k) and estimated P (S|R) based
on a user study.

3.1 User Study
To calibrate our metric, we need actual user data that

involves the processing of ranked lists. We utilize data col-
lected as part of the user study conducted by Smucker and
Jethani [34].
The user study presented participants with a user inter-

face styled after modern web search engines. The inter-
face had two types of web pages. One page looked like a
search engine results page with 10 query-biased document
summaries. Clicking on a summary took a participant to a
page with the full document. On the full document page,
participants could decide to save the document as relevant
or simply use the web browser’s back button to return to
the summaries page. At the bottom of the summaries page,
participants could click a link to obtain the next 10 results.
The system recorded all clicks and times spent on the pages

as well the decisions to save documents as relevant. The
user interface only allowed participants to search the given
ranked list of documents. No query reformulation was pos-
sible.

The study used 8 topics from the TREC 2005 Robust
track, which used the AQUAINT newswire document col-
lection. The topics (310, 336, 362, 367, 383, 426, 427, 436)
were selected to be of possible interest to study participants.

48 participants worked on 4 search topics for 10 minutes
each. Topics were balanced across participants, list preci-
sion, and task order. The study instructed participants to
find and save as many relevant documents as possible in the
10 minutes while making as few mistakes as possible. In
cases of technical issues affecting data collection, or when it
was apparent that participants did not follow instructions,
these participants were removed and new participants were
recruited until the study was a fully balanced design with
48 participants.

The user study had dual purposes. One purpose was to
investigate the effect of precision on user performance, and
the other was to provide behavioral data for calibration of
our time-biased gain metric. As a result, the ranked lists of
documents had a uniform precision of either 0.6 or 0.3, which
were representative of the precision at rank 10 performance
of the best and lower performing systems in the TREC 2005
Robust track. By uniform, we mean that for every 10 doc-
uments shown, either 6 or 3 were relevant. The construc-
tion of the result lists placed both relevant and non-relevant
documents at ranks reflective of their overall likelihood of
being ranked highly by retrieval systems. The result was
that we were able to control the precision, and the study
participants still had a realistic task of distinguishing be-
tween highly ranked relevant and non-relevant documents.
Full details of the result lists construction, screenshots of the
user interface, and other study details, can be found in [34],
which also reports on the results of the precision component
of the study.

3.2 Calibration Values
Given the user study, we can estimate the time it takes

users to process a document summary and a full document.
At first glance, computing these times would appear to be
as simple as taking the average of each, for each user, and
reporting the user average. Instead, since we are interested
in computing gain versus time for a population, we need
to compute harmonic means, or as we do in this paper,
weighted averages where each weight reflects the amount
of a user’s activity in the study.

From the user study, we have measurements of the time
participants spent on the summaries page before they clicked
on a summary or the next link. Likewise, we have measured
the time spent viewing documents before leaving the page.

To compute the population average for the time spent on
a summary, we need to consider that we can only measure
the time spent on the summaries page before clicking on a
summary. Without eyetracking we cannot know for certain
how much time is spent on each individual summary. Thus,
we compute the amount of time per summary for a partici-
pant to be the sum of all time spent on the summaries page
divided by the maximum rank of a clicked summary. In
this way, we spread the time out over both the summaries
clicked and not clicked. To compute the population average
time on a single summary, we weight the individual partici-
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Figure 1: Time to judge document relevance with
linear fits to 4212 data points that have been binned
and averaged for visualization purposes.

pant’s time by the maximum rank. As such, the population
average time per summary is:

TS =
∑
p

∑
i Sip

Mp

Mp∑
p Mp

=
1∑
p Mp

∑
p

∑
i

Sip (5)

where Sip is the i-th time spent by participant p on the sum-
mary page and Mp is the maximum click rank by participant
p. For our data, TS = 4.4 seconds. If we did not compute a
weighted average, the average would be 5.3 seconds.
For the time spent viewing a full document before saving

it as relevant or clicking the web browser’s back button to
return to the summaries page, we take all of the recorded
times and fit a linear model to the time in terms of the
document’s length. By using all of our participants’ data,
we will obtain a model of the time to judge a document’s
relevance that is weighted based on the level of activity of
that participant.
Figure 1 show a plot of time to judge document relevance

vs. document length. We measured document length as the
number of word occurrences in a document as parsed by
Indri [32]. For the purposes of the plot, we binned the in-
dividual data points such that approximately 15 documents
were in each bin. Each single document was judged by an
average of 9.1 participants, and thus each plotted data point
represents the average of many document lengths and times.
Averaging the data points in the plot hides the considerable
variation in time to judge documents.
In Figure 1, we have separately plotted the times for doc-

uments when first viewed by a participant, and the times
for a participant’s later views of document duplicates. We
identified near duplicates in the AQUAINT collection with
a variant of Broder’s duplicate detection algorithm [5], and
only considered documents with the highest possible similar-
ity to be duplicates of each other, i.e. all shared shingles are
identical. We refer to these near duplicates as duplicates.
We found 10.1% of the documents to be duplicates.
The linear fits to all of the first-viewed documents (3614

data points) and the duplicate views (598 points) are shown
in Figure 1. The linear model for first-viewed documents
is given by: TD(l) = 0.018 · l + 7.8, and has an adjusted
R-squared of 0.12, which means that 12% of the variance
is explained by the model. We looked at including the rel-

Parameter Description Value
P(C=1|R=1) Probability of click on

relevant summary
0.64

P(C=1|R=0) Probability of click on
non-rel. summary

0.39

P(S=1|R=1) Prob. of save/judge rele-
vant document as rel.

0.77

P(S=1|R=0) Prob. of save/judge non-
relevant doc. as rel.

0.27

TS Time to evaluate a sum-
mary (seconds)

4.4 s

TD(l) Time in seconds to judge
doc. of l words. Dupli-
cates treated as l = 0.

0.018 · l + 7.8

Table 1: Calibration values. P(S=1|R=0) is not
used by the metric, but is shown for completeness.

evance of the documents and/or the precision of the lists
in the linear regression, but neither increased the adjusted
R-squared.

The linear fit to the duplicates does not explain any of the
variance in the time to judge a duplicate, and as such the
time to judge a duplicate can be estimated equally well by
taking the mean, which gives a result of 6.8 ± 0.5 seconds.
The constant in the fit to the first viewed documents is 7.8±
0.7. Since the standard errors of the mean duplicate time
and the constant term of the linear fit overlap, there is no
significant difference between the two, and we simply treat
duplicates as zero length documents.

Lorigo et al. [22] found that on information style tasks,
participants spent 40% of their time looking at the search
results and the remainder elsewhere (presumably at the full
web pages). Our participants spent 33% of their time on the
summaries and 67% on the full documents.

Of note, user studies typically report user averages. For
example, with our data, the average participant took 26.5
seconds per viewed document. In contrast, for the same set
of document viewings, the mean of TD(l) is 18.9 seconds.
The difference comes about because the participants who
worked faster, took less time per document and also viewed
more documents in the same amount of time. If we used
the participant averages, we would overestimate the amount
of time it takes our population to reach rank k. This differ-
ence also means that most statistics reported by user studies
cannot be directly used in metrics like ours.

We obtained the parameter settings for the probabilities of
clicking on summaries and documents in a straightforward
fashion. For both the probability to click on a summary
given the relevance, P (C|R), and the probability to save a
document as relevant given given relevance, P (S|R), we cal-
culate them as weighted averages. We know the relevance
of each document as given by the NIST assessors and can
calculate the fraction of views on relevant documents that
result in a document being saved, P (S = 1|R = 1), as well as
the fraction of views on non-relevant documents that result
in a save, P (S = 1|R = 0). For calculating the probabil-
ity of a click on a summary given the document’s relevance,
P (C|R), we make the assumption that all summaries up to
the maximum clicked rank are viewed. Given this assump-
tion, we can calculate the probabilities of clicking on sum-
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Figure 2: These plots show the predicted time to rank k, T (k), vs. the measured time to rank k for the 48
participants in the user study. Please see the text for a detailed description of each plot.

maries in the same fashion as for documents. In the case of
computing the weighted average for documents, we weight
a participant’s P (S|R) by the number of documents viewed
during a search task. In the case of summaries, we weight a
participant’s P (C|R) by the participant’s maximum clicked
rank. Table 1 shows the computed probabilities.
Yilmaz et al. [42] reported for a commercial web search

engine the probabilities of users clicking on documents of
varying relevance: Bad: 0.49, Fair: 0.45, Good: 0.55, Ex-
cellent: 0.71, and Perfect: 0.94. In comparison, our prob-
ability of clicking on a relevant document is 0.64 and falls
in-between “Good” and “Excellent”, which seems appropri-
ate. Our probability of clicking on a non-relevant document
is 0.39 and falls below“Bad”, and shows that our summaries
on average provided the study participants with an ability to
discriminate between relevant and non-relevant documents.
Like Yilmaz et al., we find that a significant fraction of low-
quality or non-relevant documents are clicked on.
The probabilities for saving a document show that given

a full document, participants are better able to discrimi-
nate between relevant and non-relevant as compared to sum-
maries, but that they still have a true positive rate, P (S =
1|R = 1) = 0.77 less than one. In other words, not all rele-
vant documents are recognized as such, and this makes sense
given a population of users as opposed to modeling the sin-
gle NIST assessor. Given constraints on time and abilities,
not all users will detect when a document is relevant.

4. VALIDATION
In Section 3 we proposed a method to estimate the time

it takes a user population to reach rank k, i.e. T (k). Our
T (k) consists of Equation 4 and the calibration values for
T (k) estimated from a 48 participant user study. Table 1
shows a summary of the calibration values.
Our T (k) is a simple model of user behavior for what is a

task of considerable complexity. In processing a ranked list
of documents, users must make complex decisions regard-
ing the time they devote to summaries and full documents
and the accuracy with which they make decisions. In the
user study data that we used to calibrate time-biased gain,
there is considerable variation in observed user strategies

for the searching of ranked lists [33]. For example, some
users quickly select summaries to click while others take 2-3
times longer to make their selection. Another example is
that while the study participants primarily moved forward
(down) the ranked lists with 94% of the average participant’s
clicks being on a summary lower ranked than the previously
clicked summary, not all movement is forward.

In this section we discuss the ability of our T (k) to make
reasonable estimates of the time it takes the population to
reach rank k. In the user study, participants searched for
relevant documents in 16 ranked lists of documents. Each of
8 topics had two lists. One of the two lists had a precision of
0.3 and the other a precision of 0.6. The design of the study
meant that 12 participants worked on each list. Participants
worked for 10 minutes on each list.

Figure 2 shows three plots comparing T (k) and actual
participant behavior. The far left plot averages T (k) for all
16 of the ranked lists and 192 traces of participant behav-
ior. On average, T (k) produces a linear rate of progress
down a ranked list. Given how we produced the calibration
values, this average behavior for the 16 ranked lists is ex-
pected. As we will show briefly, T (k) produces non-linear
predictions for individual ranked lists. At 600 seconds, the
average T (k) matches the average rank of the participants
and shows that our calibration on average works. If we had
not used weighted averages to produce the calibration val-
ues, T (k) would have underestimated the rank reached at
600 seconds.

We also see in the far left plot of Figure 2 that the study
participants increased their rate as they progressed down
the ranked lists. This speedup makes sense given that par-
ticipants will take some time to learn a model of what is and
is not relevant. We also noticed that participants working
down some of the 0.3 precision lists dramatically increased
their rate of work once getting past the first page of 10 re-
sults. Our T (k) is an average of the slower initial behavior
and the faster behavior found later in the search process.
We leave for future work the possibility of having the pa-
rameters of T (k) vary with time.

IR user interfaces employ document summaries as a mech-
anism to allow users to find relevant material faster. The
better the document summaries are, the easier it is for users



 0

 100

 200

 300

 400

 500

 0  400  800  1200  1600  2000  2400  2800  3200  3600

R
an

k

t (seconds)

Maximum
Average

Minimum
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at time t over all queries and runs from the TREC
2005 Robust Track.

to save time by skipping non-relevant results. In the center
plot of Figure 2, we see that the study participants process-
ing the 0.3 precision list do process more of the lists com-
pared to the 0.6 precision lists. T (k) only models precision
in the form of different summary click probabilities given the
relevance of the document, but it too predicts that the pop-
ulation will reach a larger rank k with a lower precision list
as compared to a higher precision list in the same amount of
time. At 600 seconds, the predictions of T (k) fall between
the actual ranks reached by the participants.
As mentioned in Section 3, our study design precluded

us from using the search topic as part of our model even
though it is well-known that topics vary considerably. In
the far right plot of Figure 2, we show the participants’ be-
havior for the 0.3 and 0.6 precision lists of Topic 383 (mental
illness drugs). Topic 383 requires that a relevant document
name an actual drug. The documents in the result list tend
to be long documents. As the far right plot shows, the par-
ticipants work down the ranked list at a much slower rate
than on average (far left plot). In addition, the participants
show little difference in rank reached for the 0.3 and 0.6
lists. Also shown in the plot are the predictions of T (k) for
these two ranked lists. As can be seen here, T (k) is not
simply a linear function of rank. The different documents
with their differing ranks and relevance judgments produce
unique T (k) values for each ranked list.
While our T (k) correctly estimates a slower rate for Topic

383, it does overestimate the rate of progress, and it also
predicts a gap between the ranks reached for the 0.3 and 0.6
lists. To illustrate the degree to which modeling of the topic
could help future versions of T (k), we calibrated T (k) using
only Topic 383. In the far right plot, we label this version of
T (k) the “Custom Topic 383 T(k).” As shown, the custom
calibrated T (k) much better reflects the actual participant
behavior on Topic 383.
Given the importance of modeling the topic, a possibil-

ity for producing per-topic, custom calibrated versions of
T (k) would be to assign multiple assessors to a topic dur-
ing test collection construction. The behavior of the asses-
sors could be recorded and packaged alongside the relevance
judgments, and then each topic could have its own T (k).
To what extent does T (k) vary on actual runs? Figure 3

shows the maximum, average, and minimum rank at time
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t for all of the submitted runs to the TREC 2005 Robust
Track. As shown, there is a considerable range of ranks at a
given time. In terms of Equation 3, this result means that
at a given rank k, different ranked lists will vary in their
predicted time to reach that rank and will have different
amounts of decay, D(t), applied at that rank.

5. TIME-BIASED GAIN
In this section, we pull together the pieces of the time-

biased gain measure defined in Equation 3, suggesting spe-
cific formulae for the remaining components, including gain,
decay and normalization.

5.1 Gain
For the remainder of the paper, we define

gk =

{
P (C = 1|R = 1)P (S = 1|R = 1) if ri = 1
0 if ri = 0

Under this definition, if the document at rank k is relevant,
the gain is equivalent to the probability of viewing it and
saving it. If the document is not relevant, the gain is zero.
This definition is consistent with the binary relevance val-
ues typical of TREC tasks and adopted for our calibration
process. In principle, we could adopt the graded gain values
employed by nDCG, the attenuated gain values employed
by ERR, or even gain values that take document length and
other features into account. We leave the exploration of
these ideas for future work.

Ignoring decay for now, we combine gain values with T (k),
our formula for estimated rank at time t, allowing us to com-
pute G(t) for individual runs. Figure 4 shows G(t) for four
runs taken from the TREC 2005 Robust Track, along with
their official MAP values [39]. All four runs performed well,
with indri05RdmmT and uic0501 being the best and second-
best title-only runs, and ASUDE and indri05RdmeD being the
best and second-best description-only runs. For three of
these runs, their relative cumulative gain remains consistent
over the full time period. The story for uic0501 is differ-
ent. It leads the other runs for the first twenty minutes, but
begins to fall behind after that, providing some insight into
its behavior. While similar insight might be gained from a
standard recall-precision plot, calibrating gain against time
may provide a better sense of the performance experienced
by a user.
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5.2 Decay
Our calibration process provides no guidance regarding

the form of the decay function D(t), but standard exponen-
tial decay provides one possibility:

D(t) = e−t ln 2
h , (6)

where h is the “half-life” of users, i.e., the time at which half
of the initial users have stopped scanning the result list.
To support this choice of decay function, we turn to an

interaction log taken from a commercial search engine, in
this case from the MSN search engine. This anonymized log
was made available to selected researchers across the infor-
mation retrieval community during 2006 and 2007. For ex-
ample, Zhang et al. [43] employed it to validate the discount
function appearing in RBP. The log contains user interaction
data for 5 million searches during May 2006.
We treat the time between the query and its last click as a

proxy for the time spent scanning the result list and viewing
documents, allowing us to estimate D(t). Since our scenario
assumes a careful and determined user, we try to filter out
users with navigational needs, etc., by eliminating searches
with less than five clicks. We also filter out searches that
take longer than 30 minutes.
Figure 5 plots the D(t) estimated from this log. As shown

in the figure, exponential decay with a half-life of 224 sec-
onds provides a good fit to this data. We use this half-life
in the remainder of the paper.
We note that it should be possible to employ log data

to estimate T (k), as well as D(t), although we would need
document length and other data not present in this log. This
approach would be particularly appropriate for calibration
in the context of web search. We leave this idea for future
work.

5.3 Interpretation
Before we move on to the normalization factor, we pause

in our development of time-biased gain to consider one way
in which the measure may be interpreted. Recall that gk
represents the expected gain at rank k and T (k) represents
the expected time to reach rank k. Let Gk be a random vari-
able indicating the actual gain experienced by a particular
user from the document at rank k, and let Tk be a random
variable indicating the actual time taken by a user to reach

rank k. Thus, we have

∞∑
k=1

gkD(T (k)) =
∞∑

k=1

E[Gk]D(E[Tk]) (7)

≤
∞∑

k=1

E[Gk]E[D(Tk)] (8)

=

∞∑
k=1

E[GkD(Tk)] (9)

= E

[ ∞∑
k=1

GkD(Tk)

]
. (10)

Equation 8 holds by Jensen’s inequality, since exponential
decay is convex. Equation 9 holds since Gk and Tk are in-
dependent. Equation 10 is the number of documents a user
is expected to save as relevant. Hence, if we ignore normal-
ization by setting N = 1, we may interpret the measure as
a lower bound on this value.

5.4 Normalization
Evaluation measures are typically normalized so that their

values fall into the range [0:1]. Depending on the mea-
sure, this normalization may be required for the measure
to be reasonably averaged over multiple queries, at least if
an arithmetic mean is used. For example, the raw summa-
tion appearing in MAP is normalized by dividing it by the
number of known relevant documents, so that it treats “all
queries equally” [25].

The nDCG measure bases its normalization on the set of
known relevant documents. It computes a maximum value
for the summation in Equation 1 over a ranked list of these
documents, which becomes the value for N . If we know all
relevant documents in the collection, we may follow a sim-
ilar approach for time-biased gain, ranking these relevant
documents in the order that maximizes Equation 2. Under
this approach, the value for N varies from topic to topic,
according to the set of relevant documents known for that
topic. Unfortunately, as it does for nDCG, this approach
suffers from the need to know all relevant documents, and
the value of the measure will change if new relevant docu-
ments surface.

RBP bases its normalization on an idealized collection
containing an unlimited number of relevant documents. We
may follow a similar approach for time-biased gain by assum-
ing an unlimited number of zero-length relevant documents.
If we set Tx = TS + TD(0)P (C = 1|R = 1), then over this
idealized collection we have T (k) = Tx · (k − 1), so that

N =
∞∑

k=1

gkD(T (k)) (11)

= P (C = 1|R = 1)P (S = 1|R = 1)

∞∑
k=0

e−Txk ln 2
h

=
P (C = 1|R = 1)P (S = 1|R = 1)

1− e−Tx
ln 2
h

Under this approach, N is now constant across all queries.
For our calibration values, N ≈ 17.1.

Given our interpretation of time-biased gain as a lower
bound on the number of documents a user is expected to
save as relevant, normalization may not be necessary, and
in this paper, we set N = 1. The creators of ERR, who
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Figure 6: Time-biased gain compared against MAP
over runs from the TREC 2005 Robust Task.

emphasize a similar interpretation, do not normalize that
measure. In addition, normalization is not required if we
average over topics using a geometric mean [25, 39]. We
leave further exploration of normalization for future work.

6. COMPARISON
In this section, we provide a brief comparison between

time-biased gain and other effectiveness measures used at
TREC and elsewhere. Apart from time-biased gain, these
measures are computed by the standard TREC evaluation
program (trec_eval). All measures are computed over the
runs submitted to the TREC 2005 Robust Track.
Figure 6 presents a scatter plot of MAP vs. time-biased

gain. The measures are correlated, with a Kendall’s τ of
0.794. Due to exponential decay, time-biased gain tends to
emphasize early gain, a point illustrated by the run uic0501.
Reflecting the behavior seen in Figure 4, it achieves the
second-best performance, a time-biased gain value of 5.39
vs. a MAP value of 0.310, outperforming runs with higher
MAP values.
With the best time-biased gain value of 5.43, and a MAP

value of only 0.262, the run sab05ror1 forms an interest-
ing case study [6]. This run was trained on TREC vol. 4
& 5 qrels and documents and had very mixed performance
across topics as measured by average precision. While the
attempt appeared to fail when measured by MAP, the run’s
status as an obvious outlier suggests that the attempt may
have succeeded after all (or at least warrants further inves-
tigation).
Sakai [29] proposes discriminative power as one method

for assessing the behavior of effectiveness measures. While
high discriminative power does not necessarily indicate a
good measure, low discriminative power would raise ques-
tions about the measure. To calculate discriminative power,
we compute a significance test between each pair of runs
submitted to an experimental task, such as the TREC Ro-
bust Track. Discriminative power is the number of pairs
that are significant at some fixed level. Table 2 compares
the discriminative power of time-biased gain against several
standard measures. MAP is known to have high discrimina-
tive power, due to the depth at which relevant document can
influence its value. However, time-biased gain provides good

Measure t-test Randomization Bootstrap
MAP 66.0% 66.4% 67.2%
precision@10 51.6% 51.4% 52.7%
nDCG@10 49.5% 49.6% 51.0%
nDCG@20 54.5% 54.6% 55.6%
time-biased gain 57.5% 57.5% 58.8%

Table 2: Discriminative power of measures accord-
ing a two-tailed paired t-test, a randomization test,
and a bootstrap test (significance level 0.05).

discriminative power when compared to simple precision@10
and nDCG@K, for typical values of K.

7. CONCLUDING DISCUSSION
Equation 2 lies at the heart of our work. The remainder

of the paper represents only one possible route for develop-
ing this equation. In following this route, we have adhered
as closely as possible to the typical assumptions underly-
ing a TREC task. We adopt the scenario of a careful and
determined user, with a topical information need, intend-
ing to identify as much relevant material as they can in the
time they have available. In another context, such as web
search, another scenario will be more appropriate, requiring
different calibration of the measure.

In following this route, we have also adhered as closely as
possible to the typical assumptions underlying the creation
of evaluation measures. Similar to the generic framework of
Equation 1, time-biased gain is structured as a normalized
sum over discounted gain values. Our primary innovation is
to discount by time instead of rank.

However, a better numeric approximation to Equation 2
might be achieved through simulation. The user model de-
scribed in Section 3 could easily be adapted for this purpose.
By simulating thousands of users interacting with a result
list, we may approximate both expected gain and variance.
We leave this idea for future work.

Time-based calibration allows us to accommodate aspects
of the search process that are ignored by traditional effec-
tiveness measures. For example, in TREC collections longer
documents are more likely to be relevant than shorter doc-
uments [31]. During the early years of TREC, considerable
effort was made to adjust ranking functions according to
document length [28, 31]. In light of the greater time re-
quired to judge longer documents, it may be that adjustment
of the evaluation measures was also required.

We recognize that our approach to duplicates rewards be-
havior that might be viewed as undesirable by many users.
Since we are following typical TREC guidelines for relevance,
our calibration of time-biased gain rewards a system for re-
turning duplicate documents, since they are faster to assess.
In other contexts, it is likely that duplicates should pro-
vide no gain, thus penalizing runs through the extra time
required to assess them. We considered following this ap-
proach in this paper, but decided to stay as true as possible
to the TREC guidelines.

In this paper we focused on the population level behavior
of determined, informational searchers. In future work, it
would be good to study different classes of user behavior,
and produce for each class a calibrated time-biased gain.
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